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Abstract

The Drakensberg Mountains is one of the most valuable natural resources in Southern Africa because
precipitation over the mountains is the source of rivers that support socio-economic activities in Lesotho,
South Africa, and Namibia. Meanwhile, extreme precipitation events over the Drakensberg are a threat
to the communities around the mountains. While several studies have shown that mountains are among
the most sensitive regions to climate variability and change, the potential impacts of global warming on
precipitation and extreme precipitation occurrences over the Drakensberg are poorly understood. This
thesis examines the characteristics of precipitation and extreme precipitation events over the Drakens-
berg in past climate and investigates how the characteristics might change in future climate at various
global warming levels under RCP8.5 future climate scenario. Series of climate datasets were analyzed
for the study. These include observed precipitation datasets from eight satellite products, reanalysis
datasets from National Centre for Environmental Prediction (NCEP) Climate Forecast System Reanal-
ysis (CFSR), and climate simulation datasets from the Model for Prediction Across Scales (MPAS),
Weather Research and Forecasting Model (WRF), and the National Aeronautics and Space Administra-
tion (NASA) Earth Exchange Global Daily Downscaled Projections (NEX), and the Coordinated Regional
Climate Downscaling Experiment (CORDEX). All the simulation datasets were evaluated against the
observation datasets. Precipitation indices were used to characterize precipitation and extreme precipi-
tation events over the Drakensberg Mountains, with emphasis on widespread extreme events (WEREs).
Self Organizing Map (SOM) technique was employed to group the synoptic patterns over southern
Africa, WERE patterns over DMR, and the future climate change projections over the Drakensberg
Mountains.

Results of this dissertation reveal that the weak synoptic days, which are associated with high-pressure
systems or the ridging of highs, account for 16−20% of weather conditions in March-August and 5% of
annual rainfall over the Drakensberg. Wet weak synoptic days can induce widespread extreme rainfall (up
to 20mm day−1) over the Drakensberg. CFSR underestimates the magnitude of the weak-synoptic-day
rainfall but the WRF downscaling of the CFSR dataset enhances the quality of the simulated rainfall.
All of the climate simulation datasets (WRF, MPAS, CORDEX, NEX) give realistic simulations of the
precipitation indices over Southern Africa, especially over South Africa and DMR. In most cases, the
biases in the simulations are within the observation uncertainties. SOM analysis reveals four major
patterns of WERE patterns over the Drakensberg. The most prevalent WERE pattern usually occurs
on the eastern side of the mountain, stretching from north-east to the south-west along the coastline,
and it is usually induced by tropical temperate troughs, cold fronts, and the ridging highs.

There is no agreement among simulations ensemble means on the annual precipitation projection over
DMR. However, the ensemble means agreed on an increase in the intensity of normal precipitation
and a decrease in the number of precipitation days and the number of continuous wet days.They also
agreed on a future increase in frequency and intensity of extreme precipitation and widespread extreme
events over DMR. SOM analysis, which elucidates the range of projection patterns that lie beneath
the simulation ensemble means of the simulations, shows the most probable combination of projected
changes in the annual precipitation and extreme precipitation events (intensity and frequency) over
DMR: (i) an increase in both annual precipitation and extreme precipitation events; (ii) a decrease in
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both annual precipitation and extreme precipitation events; (iii) a decrease in annual precipitation but
increase in extreme precipitation events. Results of this study can provide a basis for developing climate
change adaptation and mitigating strategies over the Drakensberg.

Keywords: Mountains, WRF model, Weak Synoptic Conditions, Drakensberg, Self-Organizing Maps,Extreme
precipitation, Climate change, MPAS Model.
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Chapter 1

Introduction

1.1 Background

The Drakensberg Mountains (hereafter, the Drakensberg; 28◦S – 32◦S and 26◦E –32◦E), located in
the eastern escarpment of South Africa (Figure 1.1), is the highest mountain range in Southern Africa
and one of the most valuable natural resources in Africa (Nel and Sumner, 2006). This trans-frontier
mountain straddles the border between South Africa and Lesotho, with the highest peak exceeding
3000m above mean sea level (Nel, 2009). Its natural beauty makes it a major tourist attraction in
Southern Africa. The Drakensberg features pristine steep-sided river valleys, rocky gorges, numerous
caves, and rock shelters (which contain about 665 rock art sites). It provides a natural habitat for
lots of plants and animal species. For example, it accommodates endemic and threatened species like
the Yellow-breasted Pipit. Due to this rich natural diversity, the Drakensberg was designated as a
UNESCO World Heritage site in the year 2000 (UNESCO, 2000).

Figure 1.1: Location of the Drakensberg Mountain Range in Southern Africa (source: Knight and Grab,
2015).
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Furthermore, the rainfall over the Drakensberg is the source of water for many rivers that support
socio-economic activities (like agriculture, mining, and hydro-electric power generation) in Southern
African countries. For example, the Vaal River, which takes its rise from the upper catchments of the
Drakensberg, is the largest tributary of the Orange River, a key water source for industrial activities in
South Africa and Namibia. The Drakensberg also supports two large inter-basin water transfer schemes:
the Tugela–Vaal water transfer scheme (TUVA) and the Lesotho Highlands Water Project. However,
the large variability in the Drakensberg rainfall remains a challenge to the socio-economic activities in
the surrounding communities.

1.2 Impacts of rainfall variability over the Drakensberg

Rainfall variability over mountains can manifest as droughts or heavy rainfall events with huge socio-
economic impacts on the surrounding communities that depend on the mountains for various socio-
economic activities. The rainfall variability over the Drakensberg is a threat to the environment, agri-
culture, and water resource management in Southern African countries. As a major water tower for
Southern African countries (e.g., Lesotho, South Africa and Namibia), rainfall over the Drakensberg
influences stream flows in these countries (Everson, 2001; Nel and Sumner, 2006). For instance, a sub-
stantial decrease in the annual rainfall can lead to hydrological droughts in these countries. A dry year
over the Drakensberg means a continuous low flow discharge in these countries throughout the year,
making the water resources and transfer schemes operation around the Drakensberg (e.g., TUVA) more
difficult to manage. On the other hand, heavy rainfall events over the Drakensberg can induce floods,
landslides, soil erosion, destruction of property, and loss of lives in the communities around the Drakens-
berg (Hyden et al., 2000). For example, in September 1987, an extreme rainfall event caused more than
300 fatalities and damaged more than a billion Rands (about 85 million US Dollars) infrastructure in
KwaZulu-Natal Province, South Africa (Tennant and van Heerden, 1994). And similar events occurred
in April 2019 and 2022 (Pinto et al., 2022).

Rainfall variability can also influence tourism in mountain regions (Haeberli and Beniston, 1998). Specifi-
cally, uncertain snow cover during peak winter sports seasons may discourage tourists from coming to the
mountains. This may lead winter sports resorts into financial difficulties even during favourable winters.
The Vaal Dam near Vereeniging is a popular water sports playground offering canoeing, paddle-boating,
power-boating, jet skiing, and fishing, among other water sports. These water sports activities may be
affected by a change in the Vaal river flow resulting from rainfall variability over the Drakensberg.

However, there is concern that the global warming may enhance rainfall variability over the Drakens-
berg (Kruger, 2006; Mason et al., 1999; Karl and Trenberth, 2003; Fatti and Patel, 2013; Pohl et al.,
2017; Abiodun et al., 2017). This could alter the extreme rainfall intensity and frequency over the
Drakensberg. Global warming could also lead to a seasonal or spatial shift in the Drakensberg climatic
regimes (in particular precipitation), altering the characteristics of river systems that originate in the
mountain area. This could lead to regional water stress with devastating impacts on water resources,
agricultural and economic productivity, ecological systems, and human health (Maúre et al., 2018).
Therefore, to enhance the quality of life and socio-economic activities of people living in the vicinity of
the Drakensberg and those living downstream of the rivers that originate from the mountain range, there
is a need to better our knowledge and prediction of precipitation characteristics over the Drakensberg,
including the processes that control the precipitation.
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1.3 Factors controlling characteristics of precipitation over mountains

The characteristics of precipitation (especially the spatio–temporal distribution) over mountain regions
depend on the two-way interactions between synoptic-scale and local-scale atmospheric processes in the
mountain. This section describes some of the mechanisms through which the interactions take place.

1.3.1 Diurnal cycle of mountain heating.

The non-homogeneous diurnal solar radiation heating of a mountain region might create convection in
the mountain surroundings (Figure 1.2 ). During the day, the solar heating of the mountain’s slope and
the peak is greater than that of the surrounding air. This may lead air parcels to climb above the level of
free convection and converge at the peak of the mountain. It could also improve the parcels’ potential
buoyancy. These effects typically cause the greatest amount of convective precipitation to fall over the
mountain during the warmest period of the day (Figure 1.2a). At night, the opposite is true. The
evening cooling over the mountaintops slows convection. Nonetheless, if the night-time cooling-induced
down slope motion collides with a moist unstable low-level flow, a night-time precipitating convection
may form at the mountain’s base (Figure 1.2b).

(a) Day (b) Night

Figure 1.2: The influence of diurnal mountain heating on convective precipitation in a mountain region
during the day and night. Modified after Houze Jr (2012).

1.3.2 Dynamic modification of airflow by a mountain as an obstacle or barrier.

The response of a moist airflow meeting obstacle topography (mountain) depends on whether the flow is
thermodynamically stable or unstable (Figure 1.3). If the incoming airflow is unstable, the mountain may
elevate air over its level of free convection, causing convective clouds and precipitation (Figure 1.3a).
If the approaching airflow is stable, it often follows the topography upward, and the motion’s vertical
component creates or strengthens a cloud on the windward side (Figure 1.3b). On the leeward side, the
cloud dissipates.

However, the response of the stable flow to the terrain is also affected by the degree of thermodynamic
stability of the oncoming flow, the height of the terrain barrier, and the strength of the upstream airflow’s
cross-barrier component. These variables are sometimes combined to form a non-dimensional number
known as the Froude Number (which is the ratio U

Nh , where U is the cross-barrier flow strength, N is
the Brunt-Väisälä frequency, and h is the maximum terrain height). The Froude number quantifies the
importance of non-linear effects in flow. When the Froude number is high, the airflow rises readily over
the terrain; when it is low, the incoming airflow is impeded or blocked, and the air does not climb easily.
When approaching the terrain, the flow may turn to flow parallel to a barrier or around an isolated hill or
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(a) Unstable condition (b) Stable condition

Figure 1.3: Mountain inducing precipitation by acting as an obstacle to airflow in (a) an unstable and
(b) a stable condition. Modified after Houze Jr (2012).

mountain. A good relationship between Froude number and orographic precipitation has been reported
over various mountain regions around the world, including the Alpines (Steiner et al., 2003) and the
Hawaiian mountains (Carbone et al., 1998).

If the air moving toward a barrier of land is stable (has a low Froude number) and is moving slowly,
it doesn’t easily rise over the land. Instead of rising over the terrain, the air tends to accumulate
behind the barrier, like water behind a dam. As a result, the air above the barrier layer can be elevated
substantially above the mountain barrier. This type of blocking can have an impact on both convective
storms and frontal systems (Figure 1.4a). In places where there is only partial blocking, the return
to equilibrium in the form of a hydraulic jump may cause a cloud and rain to form at lee side of the
mountain (Figure 1.4b).

(a) Total barrier (b) Partial barrier

Figure 1.4: Mountain inducing precipitation by acting as a (a) total or (b) partial barrier to statistically
stable and slowly moving airflow. Modified after Houze Jr (2012)

If the airflow over a mountain consists of a pre-existing cloud and the mountain barrier is tiny (e.g., a
hill), the pre-existing cloud may be amplified to produce maximum precipitation on the upwind side of
the barrier. Since the hill is low, the precipitating cloud would be advected over it and to the lee side,
where the down slope air motion would weaken its precipitating capacity (Figure 1.5a). This process can
also occur in layers that are separated vertically (Figure 1.5b). Thus, the pre-existing precipitating cloud
can be advected over the hill at a higher level, while a shallow orographic cloud forms right over the hill
in the low-level up slope flow. By accretion of cloud water in the lower cloud, the precipitation particles
from the higher cloud would expand, increasing precipitation on the leeward side of the mountain.

A stable airflow passing over a mountain can generate mountain waves, which usually enhance or
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(a) Single vertical layer (b) Two vertical layer

Figure 1.5: Mountain inducing precipitation by acting as an obstacle to a stable airflow with pre-existing
clouds in (a) single vertical layer and (b) two vertical layers. Modified after Houze Jr (2012)

(a) Mountain waves induced clouds (b) Small mountain

(c) High mountain

Figure 1.6: Mountain waves inducing clouds and precipitation around mountains. Modified after Wallace
and Hobbs (2006) and Houze Jr (2012).

suppress cloud and precipitation amounts around mountain ranges. This occurs when the air flowing
across a mountain barrier is displaced vertically. The vertical displacement is counteracted by the force
of gravity which tries to restore the displaced air to its equilibrium position on the lee of the mountain.
Very often, as the air flows downwind, vertical oscillations develop leading to the formation of clouds
and precipitation around the mountains (Figure 1.6). The occurrence of distinctive cloud forms (e.g.,
cap cloud, lenticular cloud and rotor clouds) around mountains is visible evidence of mountain waves
(Figure 1.6a). Mountain waves have been reported to contribute to unexpectedly heavy snow across
the Smoky Mountains in the US (Gaffin et al., 2003). However the size of a mountain influences
the location of precipitation induced by the mountain waves. For instance, near a small mountain,
the upward motion of a lee wave might cause persistent precipitating convective clouds to be advected
downwind and generate leeward side rain bands parallel to the flow (Figure 1.6b). Vertically propagating
wave motion launched over high mountains may cause precipitating convective cloud systems wave on
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the lee side of a high peak (Figure 1.6c).

1.3.3 Thermodynamics of airflow over mountains.

The thermodynamics of air ascending over mountains can influence cloud precipitation over moun-
tains (Barry, 1992; Houze Jr, 2012). Specifically, the saturation vapour pressure of the atmosphere
drops exponentially with temperature and, thus, altitude. On the windward side of a barrier, precipi-
tation created by upward air motion and microphysical development processes is most robust at lower
levels. Consequently, the precipitation is likely to be heavier on the lower slopes of a mountain with a
high elevation. In addition to the microphysical time scale and terrain size, precipitation fallout over
mountains is governed by the micro physical time scale and terrain size. Water drops and ice crystals
need time to grow to a precipitable size before they can fall, and the height and steepness of the terrain
limit where the falling particles can settle. Therefore, the relationship between the micro physical time
scales of particle growth and the spatial scales of the terrain is significant and essential.

1.3.4 Modification of synoptic systems over mountains.

A mountain can modify the frontal characteristics of a synoptic system (e.g. front) that is passing over
the mountain (Houze Jr, 2012; McCauley and Sturman, 1999; Barry, 1992). For example, when a front
encounters a mountain barrier, frontolysis (frontogenesis) occurs on the windward (leeward) slopes of
the mountain in the westerlies. This may be caused by the alteration of the temperature profile of the
front. The alteration of the temperature profile may result from adiabatic cooling (warming) during
forced ascent (descent) of air ahead of the front. Mountains can retard and block an approaching
cold front. The slowing down and deformation of fronts as they traverse a mountain barrier can also
cause a change in vertical motion fields, thereby influencing precipitation and cloud patterns. Weather
conditions on the lee slopes of mountain barriers are affected by cyclones that form on the leeward side
of the mountain. Cyclones may develop if a meridional flow of cold air is obstructed by a mountain and
there is an intensification of baroclinic conditions in the lower troposphere.

1.3.5 Location of the mountain.

The latitudinal location of a mountain can affect the local climate and weather around the mountain
due to several reasons. Firstly, the temperature of any location depends on the amount of insolation
at the location and insolation varies with latitude. For example, the net insolation at lower latitudes
(around the equator) is higher than that at high latitudes (poles). Hence, higher temperatures may be
expected in equatorial than polar mountains. Secondly, latitudinal location also determines seasonal and
diurnal climate cycles (or patterns). For example, seasonal variation of temperature, insolation and day
length is smaller in the lower latitudes compared to the higher latitudes, whereas the diurnal amplitude
of temperature, for example, is relatively large. These latitudinal differences in temperature regime also
affect the precipitation characteristics. For example, in low latitude high mountains, snow can only
occur on any day of the year at altitudes above 4000m (Barry, 1992) but, in the middle and higher
latitudes mountains, where there is a well-marked and prolonged winter season, snow can occur at much
lower altitudes. Like in the Alps (mid-latitude mountain), there is snow cover at altitudes above 3000m
for about 350 days per year.

The proximity of mountains to water bodies also influences precipitation over the mountains. Precipi-
tation on coastal mountains may be enhanced by the interaction of the sea breeze effect and mountain
winds as well as moisture resulting from evaporation over the water body. A sea breeze is a cool day-
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time wind that blows from the ocean to land (similar flows form over lake shorelines and are called lake
breeze). The sea breeze circulation is formed due to the difference in temperature between continental
landmass and the surrounding water body. This difference in temperature stems from the difference in
heat capacity of land and water. Water has a high specific heat capacity compared to dry soil. This
causes the water to heat up more slowly than the land. Consequently, the air immediately above the
water surface is cooler than the air over the land surface at the same height. This results in higher
air pressure at the water surface and lower air pressure on the land surface (at low altitudes). The
pressure difference causes cool air at the water surface to flow towards the land surface forming the sea
breeze. Aloft, the situation is different. Specifically, high pressure aloft over land and low pressure aloft
over ocean results in a return flow from land to ocean aloft. A sea-breeze front is the leading edge of
cool maritime air moving in from the ocean. It acts like a thunderstorm gust front or a weakly moving
cold front. If the rising air along the front is sufficiently humid, a band of cumulus clouds may develop
on the frontal boundary. If the atmosphere is convectively unstable, this line of cumulus clouds can
then turn into a line of thunderstorms. Upslope winds on coastal mountain slopes are caused by the
strong heating of the mountain slopes. The sea breeze may make these winds stronger. The mountain
slope may cause force uplift of sea breeze or local valley winds. For example, Tyson et al. (1976)
found that in summer over the Drakensberg, conditions that favour thunderstorm activity occur when
moisture-laden air is advected over the ”Natal” by plain-mountain winds near the surface and northerly
gradient winds above. The sea breeze can also transport moisture-laden from the surrounding water
body to the mountains where force uplift by the mountain slope causes the moist air to rise, condense
and fall back as precipitation.

The orientation, size and shape of a coastal mountain can also influence the formation of sea breeze and
precipitation over and around the mountain. For example, if the slope of a coastal mountain is facing
the sea and is located inland of a coastal plain, its influence on the sea breeze system will be controlled
by the slopes surface temperature cycle (Miller et al., 2003). If the temperature of the mountain slopes
vary with the same diurnal period as that of the coastal plain, then the sea breeze system is enhanced
and occurs earlier than it would normally occur if the mountain was not present. If the mountain slopes
act as a barrier only, the sea breeze would be confined to the coastal plain. On the other hand, if the
mountain’s topography is complex, it may produce several separate sea breeze systems along different
portions of the coast line. The appearance of these different independent sea breeze systems may
not occur at the same time and their intensities may be different. The topographic variation (inland
topographic features) of the mountain channels low-level flow such that areas of enhanced convergence
and upward vertical motion are created. Upward vertical motion is also enhanced where different sea
breeze systems converge at points inland. These areas with enhanced upward vertical motion may be
characterized by precipitation.

1.3.6 Mountain–mass effect.

The mountain-mass effect influences climate on the mountain itself, hence precipitation distribution.
The mountain–mass effect also known as the Massenerhebung effect was introduced by de Quervain
(1903) to explain the observed tendency for temperature-related parameters (e.g., snow line, timber line
or forest line) to occur at higher elevations in the central Alps than on their outer margins (Barry, 1992).
It occurs because the ground at high altitudes on mountainous areas acts as the main direct heat source
for the atmosphere (Pan et al., 2021). This is because the high altitude mountainous ground receives
more solar radiation than that in non-mountainous areas. Consequently, the high altitude mountain
terrain is warmer than the surrounding air. This results in greater heat transfer to the atmosphere.
The heating of the high altitudes mountainous areas causes the internal climate of a mountain range



Section 1.4. Atmospheric models Page 8

to be relatively dry, with minimal precipitation. The Massenerhebung effect is influenced by a number
of factors. For instance, depending on whether there is a mountain range or an isolated hill/mountain
the effect may be different. The mountain-mass effect is more pronounced on mountain ranges than
on isolated mountains/hills because of wind shadowing and heat retention. That is, the timberlines
will be higher in mountain ranges than on isolated mountains. The Massenerhebung effect is more
pronounced in the interior of mountain ranges than at the margin of mountainous areas. The mountain
size also influences the mountain-mass effect. The larger the mountain, the higher the upper limit of
plant growth and the higher the corresponding vertical vegetation zone boundary. The mountain-mass
effect creates a unique local climate on the mountain itself. This is because, compared with lowland
areas, the air pressure, temperature, and humidity are lower in the mountain; however, sunshine and
radiation are more intense, and rainfall is observed at a certain height.

However, the above mechanisms seldom occur in isolation. In most cases, they can occur together
in non-linear ways. Sometimes, they may reinforce one another in enhancing or reducing precipitation
over a certain part of a mountain; other times, they may act against one another in modulating the
precipitation over the same part of the mountain. Hence, understanding and predicting the complex
interactions of these atmospheric processes in inducing precipitation over the mountains requires the
use of atmospheric models.

1.4 Atmospheric models

Global Climate Models (GCMs) are main tools for simulating weather and climate (Giorgi and Mearns,
1991). To simulate the weather or climate, GCMs represent the globe as a collection of grid cells. The
size of each grid cell is defined in three Cartesian coordinates directions: x (longitude), y (latitude), and
z (altitude). The size of a grid cell in each Cartesian coordinate direction represents the resolution in
that direction. Large size grid cells imply coarse (low) resolution whereas small size grid cells imply high
resolution. During the simulation, the average condition of weather variables (e.g. humidity, surface
pressure, temperature, and winds) at each grid cell is forecasted. The atmospheric processes that take
place at the scale of the grid size are called grid scale processes whereas processes that take place at a
scale less than the size of a grid scale are called subgrid–scale processes. Models can explicitly resolve
processes that occur at a larger scale than their grid size but not those at a lower scale than their
grid size (i.e. sub-grid scale processes). The sub-grid processes are usually represented in GCMs with
parameterization schemes.

The horizontal resolution of most GCMs is of the order of hundreds of kilometres. At this resolution,
GCMs can reasonably simulate synoptic-scale processes and capture the dominant dynamics of global
scale systems to a remarkable degree, but they would perform poorly in simulating local-scale processes
and the associated precipitation over mountains (Legates, 2014; Joubert and Hewitson, 1997; Dedekind
et al., 2016). A reliable simulation of precipitation over mountains requires a high horizontal resolution
that can resolve important local-scale processes over the terrain (Giorgi, 1990). Running a GCM with
such a high horizontal resolution is usually computationally expensive. There are three alternatives
to solving this problem: (i) statistical downscaling; (ii) regional climate modelling; and (iii) variable
resolution GCM.

1.4.1 Statistical Downscaling.

Statistical downscaling is a technique that uses statistical models to spatially refine the GCM simulation
output and bridge the spatial scale gap between coarse and fine scale. A statistical downscaling model
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works by establishing the empirical (linear or non-linear) relationships between large-scale atmospheric
variables (i.e. the coarse GCM simulations) and the local scale climate variables using the historical
data (Wilby and Wigley, 1997). After determining and validating the model parameters, the model
would be applied to predict the future values of the climate variable, using the future atmospheric
variable from the GCMs as input. The statistical downscaling approach is very good for producing
climate projections over specific sites.

However, the statistical downscaling approach assumes that the relationship between large-scale and
local-scale climate in present climate will remain the same (stationary) in projected future climate (Wilby
and Wigley, 1997; Hewitson and Crane, 2006). The validity of such an assumption can not be fully
assessed. In addition, the approach is not dynamically consistent. For example, a projected change in
precipitation may not be dynamically consistent with that of other variables (e.g., humidity and temper-
ature). In addition, statistical downscaling does not account for the feedback from local scale features
(topography, land use and land cover change) which can either amplify or attenuate the projected
climate change signal (Hewitson and Crane, 2006; Thrasher et al., 2012).

1.4.2 Regional climate modelling.

In contrast to statistical downscaling, the regional climate modelling technique uses physically based
models to spatially refine GCM simulation output and bridge the spatial scale gap between coarse
and fine scale. It consists in nesting or embedding a fine mesh Regional Climate Model (RCM) or
Limited Area Model (LAM) within the grids of a GCM (Giorgi and Mearns, 1999). RCMs generally
include the mathematical representation of the main atmospheric dynamical and physical processes
as in GCMs. They include detailed descriptions of air dynamics, radiative transmission, cloud and
precipitation formation, boundary layer and surface physics processes, and radiative transfer. With the
RCMs technique, initial and time-varying meteorological lateral boundary conditions for high-resolution
RCM simulations are derived from large-scale meteorological fields (surface pressure, water vapour,
temperature, and wind components required to conduct an RCM) derived from GCM runs. Depending
on whether one-way or two-way nesting was established, the RCM-simulated circulations could provide
input to the driving GCM. With one-way nesting, circulations formed in the RCM subregion with higher
resolution do not feed back into the GCM domain with lower resolution. In particular, the coarse
resolution GCM grid is solved first, and its output is then used as time-varying boundary conditions
to the finer resolution RCM grid. In contrast, with two-way nesting, circulations simulated by the
RCM provide input to the driving GCM. Specifically, the GCM coarse grid and RCM fine grid are
simultaneously solved, and features from each grid are input into each other at every time step. This
downscaling technique is predicated on the notion that the GCM provides the response of the global
circulation to large-scale forcings, whereas nested RCMs may account for the effects of local, sub-GCM
grid scale forcing. The RCM approach adds value to the GCM simulation as its fine grid allows it
to resolve local scale forcings like topographic variations, thereby producing a more realistic and more
detailed simulation. It also reduces the computation cost of running a high-resolution simulation over
the whole earth. Unlike statistical downscaling, the RCM results are dynamically consistent.

However, the RCM methodology has certain limitations. First, the abrupt shift in grid size at the lateral
boundaries (between RCM and GCM) can affect wave propagation and reflection characteristics (i.e,
lateral boundary conditions problem; Giorgi and Mearns, 1999). Second, faults in the driving GCM’s
large-scale circulations are transferred to the nested model (i.e., garbage in, garbage out issue). For
example, the nested model will reflect the misplacement of a large-scale circulation feature by the
GCM. This issue originates from the failure of GCMs to reproduce regional characteristics of large-
scale circulation patterns accurately. Thirdly, the interpretation of disparities between the GCM and
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RCM data is difficult if the GCM and RCM utilize distinct physics parameterization systems (physics
adequacy issue). This variation could be the result of various forcing resolutions or distinct physical
methods. Fourthly, the location of the region, its lateral limits, the size of the domain, and the model
resolution all influence the RCM simulation outcomes over a region. For example, the larger the influence
of the lateral boundary condition error on the model solution, the smaller the domain size and the closer
an area is to the lateral boundaries. Consequently, the RCM domain must be sufficiently large to permit
full development of internal model mesoscale circulations and contain relevant regional forcings, but
the resolution must be suitable to reflect the scale and impacts of such forcings. Fifthly, the technical
effort of setting up two-way interacting experiments between GCM and LAM frequently outweighs the
anticipated benefits of such an endeavour.

1.4.3 Variable-resolution GCMs.

A Variable resolution GCM (VGCM) technique simulates regional climate using a GCM with a variable-
mesh grid. Unlike traditional GCMs, VGCMs can enhance their horizontal resolution locally over the
region of interest. The variable-mesh grid employs smoothly altering grid spacings to locate the region
of interest over the finer mesh. The VGCM method has numerous advantages over the RCM method. It
is not affected by lateral boundary condition issues. Naturally, VGCMs permit bidirectional interactions
between local-scale and large-scale circulation. The deployment of VGCM for regional climate simulation
is simpler from a technical standpoint than RCM downscaling.

However, the VGCM approach also has some downsides. First, although using this approach is compu-
tationally cheaper than using uniformly high-resolution GCM, it is more computationally expensive than
the statistical and regional climate downscaling approaches, because in a VGCM simulation, the low
and high-resolution grids use the same time-step, and the size of time-step is determined by the size to
the highest resolution.

Given that each of the three downscaling approaches has its advantages and disadvantages, it is essential
to combine the three techniques in investigating the performance of three approaches in simulating
precipitation over mountains. That is the approach used over the Drakensberg in the present study.

1.5 Motivation for the study

Despite the socio-economic importance of the Drakensberg to the Southern African region, there is a
dearth of information on the spatio-temporal characteristics of rainfall over the Drakensberg. This is
due to the paucity of long-term observation data over the mountain range. Because of the remoteness
and inaccessibility of high-altitude areas, most of the South African Weather Services (SAWS) stations
are confined to the foothills of the Drakensberg at altitudes below 1800 m (Nel, 2008). While past
studies (e.g. Tyson et al., 1976; Preston-Whyte and Tyson, 1988; Nel and Sumner, 2005) agree on
the dependence of precipitation on elevation over the mountain range, they disagree on the magnitude
and spatial distribution of the annual precipitation. For example, Tyson et al. (1976) indicated that
precipitation over the Drakensberg generally increases with altitude, but Nel and Sumner (2006) found
that, below 2100 m above sea level, the precipitation increases with both altitude and eastward distance
from the mountain’s peak. The discrepancy may be due to different approaches used in interpolation or
extrapolation of the sparse rainfall data. For more robust information, there is a need to supplement the
observation data with satellite, reanalysis and model simulation datasets in studying the characteristics
of precipitation over the Drakensberg.

Rainfall prediction over the mountains during weak synoptic conditions is a challenge (Phillips et al.,
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2004). While global climate models perform well in simulating the rainfall distribution during moderate
or strong synoptic scale when the local scale processes are suppressed (Pielke, 1984; Paegle et al.,
1990; Barros and Lettenmaier, 1994; Markowski and Richardson, 2011; Lennard and Hegerl, 2015),
they perform poorly in predicting the rainfall pattern during weak synoptic conditions (WSC) when the
local-scale processes are active (Phillips et al., 2004). For example, Phillips et al. (2004) found that the
CAM2 model forecast skill drops rapidly in boreal summer when midlatitude synoptic control is weaker.
The convective nature of the rainfall over the Drakensberg (Blamey et al., 2017; Tyson and Preston-
Whyte, 2000) during the summer months also makes it difficult to forecast because convection initiation
is difficult to predict under WSCs (LaCorte, 1999; Stensrud and Fritsch, 1993). However, no rainfall
studies over the Drakensberg have documented precipitation characteristics under WSCs. Therefore,
some important questions remain unanswered regarding rainfall distribution over the Drakensberg during
WSCs. For example, how often does WSC occur over the Drakensberg? What percentage of annual
precipitation falls during WSC? What are the major rainfall patterns over the Drakensberg during WSC?
How well do reanalysis datasets (e.g. CFSR) reproduce these major rainfall patterns? To what extent
can downscale of the reanalysis datasets with regional weather or climate models improve the simulation
of these rainfall patterns, and what is the lowest model resolution for doing so? As answers to these
questions may improve weather and seasonal forecasts over the Drakensberg, the present study intends
to improve knowledge in this area.

Precipitation patterns are expected to change with Global Mean Temperature rise to different levels
above pre-industrial levels (Schleussner et al., 2016), however, it is not clear what impact this may have
on precipitation characteristics over the Drakensberg. The Paris Agreement aims to keep the rise in
global temperature to 1.5 or 2◦C above the pre-industrial levels. But, there is a scarcity of information
on how rainfall patterns over the Drakensberg could respond to different levels of global warming. This
is the focus of this thesis.

1.6 Aims and objectives

This thesis aims to study the characteristics of precipitation over the Drakensberg, examine the capability
of climate models to simulate the characteristics and project the impacts of climate change on the
characteristics. To this end, the objectives of the thesis are:

• Examine the characteristics of rainfall distribution under weak synoptic conditions over the Drak-
ensberg.

• Evaluate the capability of two climate models in simulating the characteristics of rainfall over the
Drakensberg.

• Assess the potential impacts of climate change on characteristics of precipitation over the Drak-
ensberg at various global warming levels (GWLs) .

1.7 Thesis outline

This thesis consists of seven chapters. Chapter 1 (this chapter) provides a background for the study,
highlights the importance of the Drakensberg, and discusses some of the factors that control precipitation
over mountains and introduces atmospheric models. Finally, it presents the motivation for the study as
well as the aims and objectives.

Chapter 2 is the literature review chapter, where relevant past studies are reviewed to provide a com-
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pressive overview of previous findings on characteristics and drivers of precipitation over the Drakensberg
and to expose the challenges involved in simulating precipitation over the Drakensberg.

Chapter 3 is the methodology chapter that describes the datasets, climate models, simulation experi-
ments, and data analysis methods used in the study.

Chapters 4 - 6 present and discuss the results of the study. Chapter 4 focuses on characteristics of
rainfall over the Drakensberg on weak synoptic days; Chapter 5 compares the capabilities of an RCM
and a VGCM in simulating the widespread extreme rainfall events over the mountain, and Chapter 6
reports impacts of climate change on rainfall over the Drakensberg.

Chapter 7 provides concluding remarks and offers recommendations for future work.

It should be noted that different study periods are used in results and discussion chapters (Chapters 4
- 6) depending on focus of the chapters. For example in chapter 4, the period 1983 − 2012 is used to
examine rainfall distribution under weak synoptic conditions. In chapter 5, the period 1987 − 2016 is
used to study extreme rainfall distribution over the Drakensberg. And, in Chapter 6, which examines
the projected impacts of climate change on rainfall over the Drakensberg, the datasets used spanned
the period 1950 − 2100. The pre-industrial period is defined as the period between 1861 − 1890 and
the reference period is defined as 1971 − 2000. Each CORDEX and NEX downscaled dataset has
different future period based on the global warming levels of the global climate model simulations they
downscaled.



Chapter 2

Literature review

This chapter provides a comprehensive review of past studies on precipitation characteristics over South-
ern Africa and the Drakensberg in particular. The chapter starts with studies on forms and spatio-
temporal distribution of precipitation over the Drakensberg then moves to studies on factors controlling
precipitation over Southern Africa and the Drakensberg. It also discusses some studies on the challenges
identified in the literature on simulating precipitation characteristics over South Africa and the Drak-
ensberg, reviews past studies that projected future changes in temperature, precipitation, and extreme
precipitation over Southern Africa.

2.1 Characteristics of precipitation over the Drakensberg

Several studies have attempted to describe the characteristics of precipitation over the Drakensberg (Tyson
et al., 1976; Nel and Sumner, 2005, 2006; Nel, 2008, 2009; Schulze, 1979; Mulder and Grab, 2009; Taylor
et al., 2016). Their descriptions focused on the temporal and spatial distribution of forms of precipita-
tion (i.e. fog, hail, mist, snow, and rainfall) over the Drakensberg. For example, Tyson et al. (1976)
analysed fog interception data over a station at Cathedral peak (which was the only station with such
data) over a four-year period. They found that the highest amount of Fog occurs in November (about
70mm) and the least in June (about 4mm). They also found that fog occurs on days with and without
rainfall. Over the four years, fog amount was found to exceed rainfall amount on 65% of precipitation
days in January and 82% of precipitation days in October. The authors reported that hail occurs in
about 8days year−1 over the Drakensberg but that this value drops as one moves away from the Drak-
ensberg, suggesting that the mountain plays a crucial role in hail occurrences. However, hail is most
frequent in November or December and is generally recorded in the same zones where thunderstorms
occur (Tyson et al., 1976). Tyson et al. (1976) and Morris et al. (2021) acknowledged that that mist is
very frequent over the Drakensberg, but the statistics of the occurrence of mist are missing in literature.

The spatial-temporal characteristics of snow over the Drakensberg is well discussed in literature (Nel
and Sumner, 2008; Sene et al., 1998; Nel and Sumner, 2005; Tyson et al., 1976). Most studies indicate
that snow is mainly recorded around the mountain summits but the incidence varies with altitude. For
example, Mulder and Grab (2009) found that snow incidences increase with altitude to about 3250m
elevation and remain constant above this height. Lower altitudes only receive snow during severe snow
events when all locations along the Drakensberg become snow-covered. The authors also found that
the highest seasonal incidence of snow cover over the Drakensberg occurs in June - August (63% of
the annual total) while the highest monthly incidence is in August (29% of the annual total). They
indicated that, in May, the snow spreads across the whole Drakensberg but only above 3000m elevation;
whereas, in September, the snow cover occurs only at the central and southern Drakensberg regions but
extends below 2800m altitude. Nevertheless, there is a controversy in literature on the annual frequency
of snow events over the Drakensberg (Nel and Sumner, 2008; Sene et al., 1998; Nel and Sumner, 2005;
Tyson et al., 1976). While Mulder and Grab (2009) reported about 2.5 snowfall events per year, Tyson

13
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et al. (1976) reported eight events per year, and Sene et al. (1998) reported five to ten snow events from
June to July alone. The controversy may be due to the differences in data sources used and in methods
employed in the studies. For example, the results of Tyson et al. (1976), which is the most cited in
the literature (Nel and Sumner, 2008), were based on newspaper reporting for a 14 years period while
the Mulder and Grab (2009) results were based on satellite images over a more recent 16-year period
(1989 − 2004). However, there is no literature on the exact contribution of snowfall to precipitation
totals over the Drakensberg.

Previous studies indicated that the Drakensberg receives more than 70% of its annual rainfall in October
- March and less than 10% in May–August months (Nel and Sumner, 2005, 2006; Nel, 2007; Nel and
Sumner, 2008; Nel, 2009; Schulze, 1979; Tyson et al., 1976; Sene et al., 1998; Mulder and Grab, 2009).
However, while the studies agree that the annual rainfall varies markedly with altitude, they disagree
on the pattern of variation and the estimated annual rainfall at mountain’s top. Early studies (e.g.,
Tyson et al., 1976; Schulze, 1979; Sene et al., 1998) assumed the annual rainfall increases linearly with
elevation (up to the mountain’s top, above 3000m a.s.l). For example, Tyson et al. (1976) found
annual rainfall of 700mm at lower altitudes of the Drakensberg and used it to estimate the annual
rainfall to be more than 2000mm at the top of the escarpment. In the same vein, Schulze (1979)
estimated annual rainfall to exceed 1800mm at the mountain top. Sene et al. (1998) reported a linear
positive relationship between elevation altitude and rainfall in different sections of the Drakensberg.
They showed that along the eastern escarpment, the annual rainfall increased from about 800mm (at
1100m a.s.l in South Africa) to 1200mm (at 3000m a.s.l in Lesotho), indicating an increase of 51mm
per 100m rise in elevation. Along the Maloti Mountains in the western half of Lesotho, the annual
rainfall was about 800mm per annum, meaning an increase of 48mm per 100m rise in elevation. And
along the western escarpment, the annual precipitation was only 600mm (possibly due to a rain shadow),
suggesting a 27mm increase per 100m rise in elevation. However, contemporary studies by Nel and
Sumner (2005, 2006, 2008) argued that annual rainfall does not increase monotonically with altitude
over the Drakensberg. Nel and Sumner (2006) indicated that the linear increase of precipitation with
altitude is only significant for elevation below 2100m a.s.l, and it becomes uncertain above 2100m a.s.l.
Observation data collected by Nel and Sumner (2005) from the escarpment showed that the annual
rainfall values are lower above 2800m a.s.l than below 2800m a.s.l, thereby challenging the assumption
of linear increase in rainfall with elevation in prior studies.

Hence, it is not very clear whether maximum rainfall on the Drakensberg escarpment occurs along the
slope or at the crest. The location of this maximum rainfall may be dictated by several factors such as
the shape and size of the mountain, mountain-induced circulations, or by the interaction between the
mountain induced circulations and the large scale rain-producing systems (synoptic conditions). The
issue is exacerbated by the lack of data for the area (Tyson et al., 1976; Nel and Sumner, 2005) and
deeply dissected nature of the terrain that makes extrapolation from station to station extremely difficult
Tyson et al. (1976). Therefore, more studies are needed to understand the spatial variability of rainfall
over the Drakensberg. The current thesis uses a combination of satellite observation datasets, reanalysis
products, and climate model simulations to examine rainfall characteristics over the Drakensberg.

2.2 Factors controlling precipitation over the Southern Africa

Several studies have documented the regional and global scale circulation features influencing rainfall
variability over Southern Africa (Mason and Jury, 1997; Mason, 2001; Jury et al., 2004; Reason and
Jagadheesha, 2005; Taljaard, 1986; Tyson and Preston-Whyte, 2000; de Sousa Pinto, 2015; Rouault
et al., 2003; Cook et al., 2004; Ndarana et al., 2021; Dieppois et al., 2016). They showed that these
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circulation features influence the rainfall variability at different time-scales This section focuses on the
features that control rainfall variability at (i) inter-annual to decadal scale and (ii) seasonal scale.

2.2.1 Inter-annual to decadal precipitation variability.

Large-scale (global) atmospheric features such as the El Niño-Southern Oscillation (ENSO), the Quasi-
Biennial Oscillation (QBO), and solar activity have been found to influence inter-annual to decadal
rainfall variability over Southern Africa (Mason and Jury, 1997; Jury et al., 2004; Mason, 2001; Reason
and Jagadheesha, 2005; Dube, 2002). ENSO, which refers to a change in the sign of the east-west
atmospheric pressure gradient across the tropical Pacific and Indian Oceans as a result of sea-surface
temperature (SST) in the central and eastern Pacific, has two active phases known as El Niño and La
Niña. While El Niño occurs when tropical SSTs in the central and eastern Pacific oceans are warmer
than the multi-decadal climate average (Wallace and Hobbs, 2006), La Niña occurs when tropical SSTs
in the central and eastern Pacific oceans are cooler than the multi-decadal climate average. However,
it is well understood that ENSO has global climate implications, particularly for rainfall anomalies over
much of Southern Africa and the Drakenberg Mountains (Mason and Jury, 1997). Mason (2001), for
example, discovered that December-February precipitation over the Drakensberg was lower than normal
during the eight warmest El Niño episodes between 1950 and 1996/87. Kane (2009) attributed the drop
in precipitation over most of South Africa from October 1982 to April 1983 to an El Niño event.

The Quasi-Biennial Oscillation (QBO) was also discovered to have an impact on rainfall over South
Africa (Kane, 2009; Mason and Tyson, 1992; Mason and Jury, 1997). With a mean period of 28 to
29 months, QBO is a quasi-periodic oscillation of the equatorial zonal wind between easterlies and
westerlies in the tropical stratosphere. It influences stratospheric flow from pole to pole by modulating
extratropical wave effects (Baldwin et al., 2001). QBO-induced circulation changes have an impact
on atmospheric chemical constituents such as methane, ozone, and water vapour (Mason and Tyson,
1992). QBO influences variability in the mesosphere near 85km by selectively filtering waves propa-
gating upward through the equatorial stratosphere, and it may also influence the strength of Atlantic
hurricanes (Baldwin et al., 2001). Droughts occur during warm phase years like 1991− 92 when QBO
is in its easterly phase, according to Mason and Jury (1997). Wet conditions occur when it is in its
westerly phase.

It has also been reported that solar activity influences annual rainfall in South Africa (Dyer, 1975;
Alexander and Emeritus, 2005; Mason and Tyson, 1992). Solar activity refers to solar surface pro-
cesses such as solar flares, sunspots, coronal mass ejections, solar winds, solar radiation bursts, and so
on (Usoskin, 2017; Li et al., 2017). Solar activity varies over the course of an 11-year solar cycle, and
this variation manifests itself in various ways (Usoskin, 2017). Mason and Tyson (1992) and Alexander
and Emeritus (2005) demonstrated that solar activity influences rainfall. According to Alexander and
Emeritus (2005), the 21-year period of South African annual rainfall is directly related to the double
sunspot cycle. The link between the double sunspot cycle and annual rainfall is statistically significant
at the 95 percent level, whereas the link between the single( 11-year) sunspot cycle and annual rain-
fall is not. The transition between double and single sunspot cycles is usually associated with abrupt
precipitation changes, from low rainfall(drought) to high rainfall(floods). These reversals correspond to
sudden increases in annual sunspot numbers as well as reversals of solar magnetic polarity at sunspot
minima. Increased solar activity increases the frequency and magnitude of widespread, heavy rainfall-
producing systems (Alexander and Emeritus, 2005). For quiescent periods, the opposite is true. Dyer
(1975) discovered a statistically significant correlation between South African annual rainfall and double
solar cycles (20 years). Dyer (1975) discovered that the solar influence on annual rainfall over Southern
Africa is latitudinal.
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However, research has shown that South African rainfall is also affected by the complex interaction
of ENSO, solar activity, and QBO (i.e., Kane, 2009; Mason and Tyson, 1992; Mason and Jury, 1997).
Mason and Tyson (1992), for example, demonstrated that the initial QBO phase modulated the effects of
solar activity on rainfall in Southern Africa (easterly or westerly). They discovered significant correlations
between rainfall and solar activity in both South Africa’s winter and summer rainfall regions. These
correlations were only significant when the QBO was in an easterly phase. When the QBO its in the
easterly phase, solar activity in the three months before explains more than 50% of the differences
in late summer (January–March) rainfall over summer rainfall area in most of South Africa and more
than 60% of the differences in late winter (July–September) rainfall over winter rainfall area (i.e., the
southwest Cape). During this phase, an increase in early-season solar activity (April–June in the winter
rainfall area and October–December in the summer rainfall area) causes an increase in rainfall in both
the winter and summer rainfall area at the same time. When solar activity goes up (or down), it makes
it rain less (or more) in the same areas three months later, in the second half of the same rainy season.
When the QBO its in its westerly phase, the summer rainfall in the winter rainfall area and the winter
precipitation in the summer rainfall area can change out of season. These changes tend to happen when
solar activity goes up (or down). Mason and Tyson (1992) found that ENSO has a bigger effect on rain
in Southern Africa when QBO is in its westerly phase.

However, while the thesis would study the inter-annual to decadal variability of rainfall over the Drak-
ensberg, the emphasis would not be on the factors influencing the rainfall variability.

2.2.2 Seasonal and intraseasonal rainfall variability.

The seasonal rainfall variability over Southern Africa is influenced by regional-scale features like In-
tertropical Convergence Zone (ITCZ) and Tropical Temperate Troughs (TTT).

The ITCZ is a location where northeasterly trade winds from the northern hemisphere and south easterly
trade winds from the southern hemisphere meet (Stull, 2015). Some authors have referred to it as the
meteorological equator. The region of convergence displaces itself between about 10◦ north and south
of the equator (Nicholson, 2018). During August and September it is located at about 10◦N whereas
during February and March it is located at about 10◦S. The ITCZ is characterised by hot and humid
air, strong rising air motion, low pressure, and light to calm winds. This north-south displacement of
the ITCZ influences the cycle of the rainfall seasons over the tropics (Nicholson, 2018). Prior studies
have also shown that the ITCZ influences South African rainfall (Cook et al., 2004; Ratna et al.,
2013). Cook et al. (2004) found that during wet January-February-March (JFM) months, the ITCZ is
strengthened over tropical southeastern Africa and shifts southwards when there is relative convergence
over Mozambique, Zimbabwe and Zambia. During dry JFM months, relative divergence weakens the
ITCZ. Ratna et al. (2013) showed that the seasonal rainfall in the northern part of Southern Africa and
Madagascar are associated with the southernmost position of the ITCZ.

A tropical temperate trough (TTT) is a diagonally oriented cloud band extending over the landmass
from northwest of tropical Africa to the south east of the mid-latitude in Africa and the southwest
Indian Ocean (see Figure 2.1). It links tropical and midlatitude circulation systems (Harangozo and
Harrison, 1983; Macron et al., 2014; Ratna et al., 2013) and also contributes to transfer of energy
and momentum between the tropics and the mid-latitudes. The cloud-band is formed when lower
tropospheric disturbances in the tropics are associated with midlatitude (Southern Africa) troughs in
the upper atmosphere (Harangozo and Harrison, 1983; Ratna et al., 2013). Prior studies have reported
that TTT is a dominant rainfall producing system in Southern Africa during austral summer (Ratna
et al., 2013; Macron et al., 2014; Hart et al., 2013; Diab et al., 1991; Crimp et al., 1998). Hart et al.
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(2013) found that TTT accounts for 30− 60% of wet days (days with rainfall greater than or equal to
1mm) over south Africa increasing from east to west. It also contributes about 30 − 50% of rainfall
during the summer months. Strong TTT events over Southern Africa cause extreme rainfall events
which generally causes flooding. Hart et al. (2013) found that out of 52 extreme rainfall events during
the period 1979 − 1999, 30 were associated with TTT. TTT mainly occurs during October to March
producing rainfall for, on average, 3−4 days per event. This accounts for a mean contribution of about
48 rain days in the summer season.

Diab et al. (1991) investigated the percentage contribution of eight synoptic types (i.e, TTT, tropical
cyclone, Mid-latitude cyclone, Easterly flow, High-pressure, Westerly Wave, East coast low, and Ridging
High) to the total annual rainfall at each station in Natal (present day KwaZulu-Natal, location of the
Drakensberg) using rainfall data from 310 stations for the period extending from 1965 − 1985.They
concluded that TTT is the single most important rainfall producing system over Natal; TTT alone
contributes 28% of the integrated annual rainfall, followed by westerly wave type (24%). Todd and
Washington (1999) showed that TTT induces convection over Southern Africa whereas they suppress
convection over eastern Africa and Madagascar. Some TTT events propagate eastward from the South-
ern African landmass to the Mozambique Channel and Madagascar (Ratna et al., 2013). The location
of the TTT has a strong influence on intraseasonal as well as interannual rainfall variability (Macron
et al., 2014; Todd and Washington, 1999). Woodborne et al. (2015) found that this zonal (East/west)
displacement of TTT modulates rainfall amounts.

However, while these studies have focused on the impacts TTT over South African precipitation, there
is a dearth of information on how TTT could influence the characteristics of precipitation over the
Drakensberg. The present thesis would fill this gap.

2.2.3 Botswana High.

Recent studies have also shown that the Botswana high contributes to rainfall over the Drakensberg.
The Botswana high occurs in the subtropics at upper levels (best expressed at 500hPa) over western
Botswana and eastern Namibia during austral spring, summer and autumn (Reason, 2019; Maoyi and
Abiodun, 2022; Driver and Reason, 2017). It forms in August and then intensifies and moves southward
over Southern Africa during the spring and summer (Driver and Reason, 2017). Driver and Reason (2017)
showed that Botswana High influences summer rainfall variability over Southern Africa at seasonal and
interannual time scales. A strengthened Botswana high is associated with reduced rainfall over Southern
Africa (Driver and Reason, 2017) because the strengthening is associated with enhanced subsidence that
suppresses moisture convergence and the development of TTT (Maoyi and Abiodun, 2022) which are
known to contribute rainfall over the Drakensberg. On the other hand, the weakening of the Botswana
high allows deep convection and significant rainfall to occur (Reason, 2019). The variability of the
Botswana High also influences maximum and maximum temperature extremes as well as the frequency
of dry spells during summer (JFM) (Maoyi and Abiodun, 2022). The strength of the Botswana high is
also influenced by ENSO. It is strengthened during El Ninõ events but weakens during La Niña events.
For instance, it has been found that during the intense 1997/1998 El Ninõ event, the anomaly in the
Botswana high was less than the weaker 1986/1987 El Ninõ event (Maoyi and Abiodun, 2022; Driver
and Reason, 2017).
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Figure 2.1: Austral summer season synoptic features. The broad dashed line lying diagonally across the
continent represents the mean position of cloud bands in the region (TTTs). Note that the letters L and
S are for Lesotho and Swaziland. Also depicted are the Angola low, Easterly wave, South Atlantic high
(SAH), Ridging high (SAH Ridge), South Indian high (SIH), Westerly wave and low (source: Blamey
and Reason, 2013).

2.3 Southern African weather producing systems and precipitation over
the Drakensberg

Previous studies have identified several weather producing systems over Southern Africa and grouped
them into temperate, subtropical and tropical weather systems (Diab et al., 1991; Mulder and Grab,
2009). The temperate systems include cold fronts and westerly waves; the subtropical systems include
the South Atlantic, South Indian ocean and continental Anti-cyclones; whereas, the tropical weather
systems include easterly waves. This section would focus on the systems that contribute to rainfall over
the Drakensberg, including their complex interaction.

2.3.1 The Ridging High.

A ridging high (see Figure 2.1) is a South Atlantic Ocean high pressure cell that extends east such
that its leading edge amalgamates with the South Indian Ocean high (Ndarana et al., 2021, 2022; Diab
et al., 1991). All past studies on ridging highs agreed that ridging highs play a crucial role on Southern
African weather by transporting moisture from different locations of the surrounding oceans into the
continental landmass and by interacting with other weather systems over Southern Africa (Taylor et al.,
2016; Diab et al., 1991; Ndarana et al., 2021, 2022). For example, Taylor et al. (2016) and Diab et al.
(1991) showed that ridging highs advect moist air from Indian Ocean the eastern escarpment, causing
orographic rain and thunderstorms. Ndarana et al. (2021) showed that Ridging highs play an important
role in moisture transport during the evolution of TTT and even contribute more to summer rainfall days
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(60%) than TTT contribute (21%). More recently, Ndarana et al. (2022) found two types of ridging
high over Southern Africa (i.e., Type-S and Type-N), based on the latitudinal location of the riding high
events. The S-type are ridging events that occur south of the 40◦S latitude while the Type-N are those
that occur to the north of it. Discussing the differences in the severity of the rainfall associated with
the different types of ridging highs, Ndarana et al. (2022) noted that noted that Type-S ridging highs,
which transport more moisture to some parts of South Africa especially along the eastern coasts (near
the Drakensberg), are associated with heavier rainfall events.

2.3.2 The Angola low.

The Angola low (Figure 2.1) is another weather producing system identified to contribute to rainfall
variability over the Drakensberg (Dedekind et al., 2016) through their association with tropical temperate
trough formation. The Angola low is a low pressure system that occurs around the Bie plateau in Angola
and extends to Namibia, Botswana and Zambia (Munday and Washington, 2017). It is also referred to as
the Botswana low (Munday and Washington, 2017; van Heerden and Taljaard, 1998; Tyson and Preston-
Whyte, 2000). The Angola low contributes to moisture transport over the subcontinent (Rouault et al.,
2003; Cook et al., 2004; Ndarana et al., 2021; Hart et al., 2010) as well as to the development and
intensification of TTT, a dominant summer rainfall producing system around the Drakensberg (Harrison,
1984; Hart et al., 2010). Prior studies have reported a strong relationship between the strength of
Angola low Southern African rainfall (Hart et al., 2010; Cook et al., 2004; Munday and Washington,
2017). Munday and Washington (2017) showed that the intensification of Angola low is characterised
by enhanced local convection, increased westerly moisture transport from the south-east Atlantic and
penetration of moisture-bearing north-easterlies deep into the subtropics. Cook et al. (2004) found
a 10% increase in the strength of the Angola Low during January–March months of wet years and a
decrease of 20% during the same months in dry years.

2.3.3 Cold Front.

There is also evidence that cold fronts contribute to rainfall over the Drakensberg (Tyson and Preston-
Whyte, 1972; Mulder and Grab, 2009; Nel, 2007). A front is the boundary between different air masses
which are interacting with one another (Stull, 2015). Fronts are usually associated with low pressure
centres. A cold front is formed when cold air is moving into a region of warm air. Along the cold
front, warm air rises rapidly resulting in narrow bands of towering cumuliform clouds, showers and
thunderstorms. Past studies (e.g., Tyson et al., 1976; Mulder and Grab, 2009; Nel, 2007) have noted
that cold fronts bring widespread rainfall and snowfall over the Drakensberg region. Mulder and Grab
(2009) found that cold fronts account for about 66% of snowfalls over the Drakensberg. The snowfall
usually occurs at altitude above 3000m a.s.l. However, strong cold front events in austral mid-winter
may bring widespread snow to areas below 2600m a.s.l. Grab and Simpson (2000) found that about 43
cold front events occur annually over KwaZulu–Natal.

2.3.4 Cut-off lows.

According to the literature, cut-off lows (COL) contribute to precipitation over the eastern parts of South
Africa (Mulder and Grab, 2009; Molekwa et al., 2014). Cut-off lows are cold-cored closed cyclones in the
middle and upper troposphere that form in westerly winds equatorial to the polar jet stream (Molekwa
et al., 2014; Favre et al., 2013). When the troughs in Rossby waves extend equatorially and cut
off, the air within the COL becomes colder than the surrounding atmosphere. This destabilizes the
atmosphere, resulting in deep convection and heavy rainfall (Omar and Abiodun, 2020). The formation
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of COLs over a region is determined by the strength of the westerlies and the position of the jets in the
area (Favre et al., 2013; Omar and Abiodun, 2020). It is also affected by the dynamic interaction of the
atmosphere and topography (Omar and Abiodun, 2020). Because of the instability caused by the cold
pool associated with the cut-off low center, cut-off lows may be associated with intense thunderstorms.
They are common between latitudes 15◦S and 40◦S and all over the continent, particularly in the
Mozambique Channel and off South Africa’s and Namibia’s Atlantic coasts (Favre et al., 2013). Cut-
off lows over the Drakensberg are typically associated with the passage of one or more cold fronts,
according to Mulder and Grab (2009). Cold fronts and associated cut-off lows were responsible for
roughly 80% of the snow cover over the Drakensberg. The most intense and widespread snowfalls over
the Drakensberg are usually associated with cut-off lows. They account for approximately 15% of the
snowfall over the Drakensberg Mulder and Grab (2009). The least amount of snowfall due to cut-off
lows occurs at altitudes less than 2600m a.s.l, while the most snowfall due to cut-off lows occurs in
areas north of Giant Castle. This is most common at altitudes above 3000m a.s.l. Snowfall associated
with cut-off lows along South Africa’s east coast is observed on occasion during late winter or early
spring, accounting for about 10% of snowfalls.

However, the literature is divided on the number of synoptic systems that produce precipitation over the
Drakensberg. Diab et al. (1991) used rainfall data from 310 stations from 1965 to 1985 to investigate
the percentage contribution of eight synoptic types (TTT, Westerly Wave, Ridging high, East coast
low, High-pressure, Easterly flow, Mid-latitude cyclone, tropical cyclone) to total annual rainfall at each
station in Natal (present-day KwaZulu-Natal, location of the Drakensberg). They discovered that while
four synoptic systems (TTT, Westerly Wave, Ridiging high, and East coast low) accounted for 81% of
the integrated annual rainfall measured at Natal’s ten key rainfall stations, the remaining four synoptic
systems (High-pressure, Easterly flow, Mid-latitude cyclone, tropical cyclone) accounted for 13%, and
other unclassified systems accounted for 6%. Mulder and Grab (2009), on the other hand, identified
five synoptic types that can cause precipitation over the Drakensberg, namely: Westerly wave (including
cut-off low), Ridging high, mid-latitude cyclones, tropical cyclones, and East coast low (coastal low)
(Mulder and Grab, 2009). The disparity in these studies could be attributed to a variety of factors,
including a lack of data and methods for identifying synoptic drivers. Diab et al. (1991) used rainfall
data from 10 Natal stations, which may not be representative of the entire Drakensberg. However,
the current study would investigate the influences and contributions of various synoptic systems on
precipitation characteristics over the Drakensberg using a combination of gridded satellite observation,
climate model simulation, and the Self-Organising Maps (SOMs) techniques.

2.4 Challenges in simulating precipitation over the Drakensberg

Literature has identified several challenges in simulating precipitation over the Drakensberg (Kalognomou
et al., 2013; Tyson et al., 1976; Nel, 2008; Taylor et al., 2016; Mulder and Grab, 2009; Omar and
Abiodun, 2017). These include the paucity of observational data, model resolution and model physics
parameterization. However this section will only review the challenges that are investigated during the
current study.

2.4.1 Paucity of Observational data.

Prior studies suggest that a central difficulty in understanding the precipitation characteristics over
the Drakensberg is the paucity of high-quality and long-term records of both the recent past and
paleoclimates for the area (Tyson et al., 1976; Nel and Sumner, 2005). The data paucity is primarily
due to the sparse meteorological stations coverage and the lack of stations at higher elevations. For
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example, (Nel and Sumner, 2005) was the first contemporary study to measure rainfall data at altitudes
above 2500m a.s.l over the Drakensberg escarpment region. This was due to the fact that previous
studies (Tyson et al., 1976; Schulze, 1979) had derived rainfall at higher elevations by estimation
from stations at lower altitudes. Nel and Sumner (2005) findings challenged the initial estimations
from those studies. In addition, Tyson et al. (1976) indicated that while investigating the climate of
the Drakensberg, they generalised rather more than would otherwise have been done. Tyson et al.
(1976) and Nel and Sumner (2005) found there are no continuous snowfall records available for the
Drakensberg area. Tyson et al. (1976) also mentioned that snow recordings are not kept systematically at
any station in the Drakensberg area and they obtained information about snow by analysing newspaper
reporting of snow over a 14-year period. The paucity of data over the Drakensberg poses significant
challenges in validation of RCM/GCM simulations (Joubert and Hewitson, 1997) as well as model
initializations. Joubert et al. (1999) noted that limited-area models may be nested within observational
analyses. Therefore, the lack of such data poses a challenge for such studies over the Drakensberg.
Climate modelling studies usually compare observed data with model output to determine whether the
model is capturing well the process (e.g. precipitation) being investigated. To this end, observation
data is crucial as they provide a benchmark against which to compare model output. Hence, it may
be difficult to perform cause and effect analysis (attribution) and detect changes (natural variability).
Despite the availability of satellite and reanalysis data in recent years, observational uncertainty between
different observation datasets still poses a challenge. Omar and Abiodun (2017) assessed the ability of
nine regional climate models to reproduce the characteristics of extreme events along South Africa’s
east coast (closer to the Drakensberg). Two observation datasets were used to compare the model
simulations (GPCP and ERAINT). They discovered some inconsistency between the GPCP and TRMM
observation datasets. The intensity of rainfall in GPCP datasets is lower than in TRMM datasets. The
level of uncertainty in the observation datasets made model evaluation difficult. Despite the availability
of satellite observation datasets in recent years and several renalysis products, almost no study has
examined the rainfall characteristics over the Drakensberg using these datasets. To fill this knowledge
gap, the current study explores rainfall characteristics over the Drakensberg using different satellite
observations and reanalysis and climate model simulations.

2.4.2 Low model resolution.

Low model horizontal resolution is another challenge in simulating precipitation characteristics over the
Drakensberg (Joubert and Hewitson, 1997). For example, the steep topography of the Drakensberg
(eastern escarpment) is known to create issues with climate models by causing the models to generally
overestimate rainfall totals (Note that this list includes RCM studies as well; Joubert et al. (1999);
Engelbrecht et al. (2002, 2009); Nikulin et al. (2012); Jury (2012); Hernández-D́ıaz et al. (2013);
Dedekind et al. (2016); Haensler et al. (2011)). Haensler et al. (2011) has shown that using a high
resolution simulation over Southern Africa can improve precipitation simulation.

As discussed in Chapter 1, one way of improving results from low resolution GCMs is to employ a
statistical downscaling approach. Few studies have employed statistical downscaling approaches over
South Africa as a whole or over specific regions of south Africa. Hewitson and Crane (2006), for example,
used the statistical downscaling approach to downscale daily precipitation over South Africa. They
predicted that summer rainfall in South Africa would increase over the convective region of the central
and eastern plateaus, as well as the Drakensberg Mountains. The Western Cape would experience little
change, with some summer drying and a slight decrease in winter frontal rainfall. They discovered that
the projected changes using the statistical downscaling approach were consistent with GCM forcings,
consistent in pattern across different GCMs, and defensible in terms of our understanding of the physical
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processes underlying the change. Abiodun et al. (2019) examined extreme rainfall events in Southern
Africa and over 12 major cities in the region using statistically downscaled datasets. However, none of
these studies have explicitly focused on the Drakensberg which is known to be a challenge for climate
models. The current study will use statistical downscaled datasets (Thrasher et al., 2013) to study past,
present and future effects of climate change on precipitation characteristics over the Drakensberg.

Another approach that has been used in previous studies to improve the GCM results is nesting RCMs
within GCMs. Some studies (Joubert et al., 1999; Engelbrecht et al., 2002) over Southern Africa (the
Drakensberg region) have found that nesting an RCM within a GCM results in more accurate and
detailed simulation of weather and climate. For instance, Engelbrecht et al. (2002) investigated the
possibilities and limitations for nesting the Australian Commonwealth Scientific and Industrial Research
Organisation (CSIRO) Division of Atmospheric Research Limited-Area Model (DARLAM) into CSIRO-
9 GCM to produce high-resolution climate simulations over Southern Africa. They found that the
DARLAM RCM provided a more detailed simulation of climate over the Southern Africa region than
the CSIRO-9 GCM. They suggested that the improved simulation may be attributed to the fact that
orographic features, which have a significant influence on the climate of the region, are more clearly
resolved at the RCM’s resolution (60km x 60km ) than in the GCM (R21 spectral resolution, which is
roughly equivalent to 3.2 x 5.6 degrees latitude-longitude). However, it is not clear from prior studies over
the Drakensberg which horizontal resolution could be used to capture the mountain induced processes
that influence precipitation formation. Knowledge of the appropriate resolution could help in setting up
simulations. In addition, no study has employed an RCM to investigate precipitation characteristics over
the Drakensberg under weak synoptic conditions. The current study will attempt to fill these knowledge
gaps.

Variable resolution Global climate models (VGCMs) have also been employed to investigate precipitation
characteristics over the Drakensberg. For example, Dedekind et al. (2016) evaluated the performance
of the Conformal Cubic Atmospheric Model (CCAM), which is a variable-resolution global atmospheric
model in representing rainfall totals over eastern escarpment region (the Drakensberg) of South Africa
and Lesotho. They found that the model simulates well interannual rainfall variability, rainfall seasonal
cycle and rainfall totals over southern and tropical Africa. It also captures the west–east gradient in
rainfall over South Africa and the meridional movement of ITCZ-induced rainfall bands. However, the
CCAM significantly overestimated rainfall totals over the Drakensberg areas of Southern Africa. There-
fore, there is a need to explore the potential of other VGCMs in simulating precipitation characteristics
over the Drakensberg. The present study will perform simulations with another VGCM to study the
precipitation characteristics over the Drakensberg. The study also evaluates the performance of the dif-
ferent downscaling approaches in simulating precipitation characteristics over the Drakensberg in past,
present and future climates.

2.5 Climate change projection over Southern Africa

Several studies have shown that Southern Africa has undergone significant climate change in the past
and the change is expected to continue due to global warming (Tyson et al., 1990). This section reviews
previous studies on projection changes in temperature and precipitation as well as extreme climate and
weather events over Southern Africa.

Previous research conducted over South Africa discovered evidence of increased temperature in the
past (Tyson et al., 1990; Joubert, 1994; Joubert and Hewitson, 1997; Engelbrecht et al., 2015; Kusangaya
et al., 2014). Unganai (1996); Kruger and Shongwe (2004); Kusangaya et al. (2014); New et al. (2006);
Warburton et al. (2005) and Hughes and Balling Jr (1996) discovered a warming trend over Southern
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Africa, with minimum temperatures rising faster than maximum temperatures. Levey (1996) observed
a 1.5◦C increase during the winter season. Jones (1994) found a warming rate of 0.31◦C decade−1,
while Karl et al. (1993) discovered an increase in both maximum and minimum temperatures. Tshiala
et al. (2011) discovered a 0.12◦C decade−1 increase in annual temperature over South Africa’s Limpopo
Province. Hulme et al. (2001) concluded that temperatures in Southern Africa were higher in the
1990s than earlier in the century, and that they are currently between 0.2◦ and 0.3◦C higher than the
1961−1990 average. Engelbrecht et al. (2015) discovered that temperatures have been rising rapidly over
Africa over the last five decades, faster than the global warming rate, and the increases are statistically
significant at most locations by analysing Climatic Research Unit (CRU) datasets from 1961- 2010.
The largest trends (more than 3.2◦C Century−1) were discovered over subtropical Southern Africa.
The study also discovered a 0.8◦C Century−1 temperature trend over the southern Drakensberg and
a 1.6◦C Century−1 temperature trend over the northern Drakensberg.

Some studies have projected that future increase over South Africa may be 6◦C warmer than global
warming (Tyson et al., 1990; Joubert, 1994; Joubert and Hewitson, 1997; Engelbrecht et al., 2015).
Based on GCM simulations, Tyson et al. (1990) projected that, if Global CO2 doubled, Southern African
summer and winter temperatures may increase by up to 4◦C by 2020−2040. However, there were some
disagreements between GCMs on the magnitude of the increase; while the increase is about 4◦C in
some simulations it is about only 2◦C in others. Joubert (1994) projected a warming of 4◦ - 6◦C over
the South African region. In a more recent study, Engelbrecht et al. (2015) projected an increase of
4− 6◦C over the subtropics and 3− 5◦C over the tropics by the end of the century relative to current
climate under the Special Report on Emission Scenarios’ A2 (low mitigation) scenario.

Several studies have projected that global warming will cause changes in precipitation over Southern
Africa, though the certainty of the projection is lower than that of temperature (Joubert, 1994; Engel-
brecht et al., 2009). Joubert (1994), for example, predicted wetter conditions in tropical Africa, as well
as wetter summers in the summer rainfall region and dry conditions in the winter rainfall region. Climate
change, according to Christensen et al. (2007); IPCC (2007); Hulme (1992); Mazvimavi (2010), will re-
duce rainfall in Southern Africa. Hulme (1992) predicted a 5−10% decrease in rainfall, while Mazvimavi
(2010) predicted a 3−23% decrease in rainfall due to climate change in Southern Africa. There appears
to be no agreement on the magnitude of the anticipated rainfall decrease. This could be due to the
various global climate models used. However, studies such as Schulze et al. (2010) and Tadross et al.
(2011) predicted an increase in rainfall over South Africa’s north eastern regions under various climate
change scenarios. Changes in circulation over the South African region are being used to forecast the
effects of global warming on precipitation changes (Joubert, 1994; Engelbrecht et al., 2009). Frontal
rain bands would be displaced to the south in the austral winter of the future climate (2070 − 2100),
according to Engelbrecht et al. (2009), as a result of the subtropical high pressure belt intensifying to
the south of the subcontinent. Mid- and upper-level highs would become more prominent over the
eastern and central parts of Southern Africa in the spring and autumn. Because of the increased sub-
sidence associated with these systems, rainfall totals are generally lower across much of the southern
subcontinent. The thesis would look into how future precipitation patterns over the Drakensberg could
be influenced.

Extreme weather events in Southern Africa are expected to change as a result of climate change.
Climate change studies have predicted that Southern Africa will experience below-normal rainfall and
frequent droughts in the future (Hulme et al., 2001; Arnell et al., 2003; Schulze, 2011). Climate change,
according to Christensen et al. (2007), will result in longer periods between rainfall events and more
extreme events. Abiodun et al. (2020) projected fewer rain days but more intense rainfall events over
Southern Africa in the future, based on statistical and dynamical downscaling datasets at GWLs, and
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indicated that the magnitude of these changes increases with GWLs. Both statistical and dynamical
downscaling datasets projected a decrease in the intensity and frequency of extreme rainfall events south
of 20◦S and an increase south of 20◦S in the future. While dynamical downscaling suggested that the
rainfall shortage from lesser rain events could surpass the rainfall excess from more severe rain events,
statistical downscaling suggested the reverse. However, none of the earlier studies specifically addressed
the Drakensberg; instead, they all concentrated on Southern Africa as a whole or on a particular nation.
The current study would give policymakers much-needed information about how climate change affects
the amount and type of rain that falls over the Drakensberg.

2.6 Scaling of extreme precipitation versus temperature changes

Climate change studies in various parts of the world (e.g., Ivancic and Shaw, 2016; Drobinski et al.,
2018; Lenderink et al., 2017) have investigated the scaling of extreme precipitation with temperature as
prescribed by the Clausius-Clapeyron (CC) equation. The Clausius-Clapeyron (CC) equation governs the
relationship between the atmosphere’s water-holding capacity and atmospheric temperature (Singleton
and Toumi, 2013). According to this equation, for every 1K increase in temperature, the moisture-
holding capacity of the atmosphere increases by about 7% (Trenberth et al., 2003). Previous research,
such as Ivancic and Shaw (2016), found that temperature is the primary factor controlling peak rainfall
intensities, among other things. The saturation water vapour pressure determines the maximum amount
of water vapour in the air, which is determined by temperature. The Clausius-Clapeyron (CC) equation
defines the relationship between saturation water vapour pressure and temperature. The CC relationship
assumes that during the most extreme precipitation events, if all other factors affecting precipitation
(including relative humidity) remain constant, precipitation will be proportional to the amount of water
held in the atmosphere. Temperatures will rise as a result of global warming. When a constant relative
humidity is assumed, changes in precipitation intensities should follow suit, and rainfall events should
scale with temperature (Trenberth, 2011; O’Gorman, 2015). The assumption of quasi-constant relative
humidity as the climate changes, at least over large spatial and temporal scales, is common (Man-
abe and Wetherald, 1967) and is an emergent property of climate system general circulation models
(GCMs) (Held et al., 2000; Allen and Ingram, 2002). However, it has recently been called into question;
decreasing surface Relative Humidity (RH) over land has been observed since 2003 (Simmons et al.,
2010). Clausius-Clapeyron scaling is the expected scaling from the Clausius-Clapeyron (CC) equation,
which is approximately 7% per degree Celsius (Nayak and Takemi, 2020). We refer to super CC scal-
ing when the extreme precipitation versus temperature rates are greater than the Clausius-Clapeyron
predicted extreme precipitation versus temperature rate, and sub CC scaling when it is less.

Other studies have found either above or below CC-scaling rates in other parts of the world. Ivancic and
Shaw (2016), for example, used station data to analyze extreme precipitation versus temperature rate
using an automated method across the contiguous United States. They discovered that the northeastern
United States is most likely to experience higher-than-expected extreme precipitation versus temperature
rates (super CC scaling), and that super CC scaling is not common throughout the contiguous United
States, and that it can be caused by a variety of factors. In a study of German sites, Haerter and
Berg (2009) and Berg and Haerter (2011) suggest that the advent of larger than CC rates may be the
result of a change in precipitation cause from large-scale, frontal advection at lower temperatures to
smaller scale convection at higher temperatures. According to Lenderink and Van Meijgaard (2008) and
Lenderink and Van Meijgaard (2010), the increase in extreme precipitation is caused by the acceleration
of convection as temperature rises. As the temperature rises, so does the change in saturation specific
humidity. When the atmosphere becomes saturated, it releases more heat and accelerates convection,
resulting in an increase in rainfall that exceeds the Clausius-Clapeyron equation. Berg et al. (2013)
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provide evidence for both convective and transition forcing, favoring the former. In Switzerland, Molnar
et al. (2015) also document both convective and transitional forcing, but with a preference for the former.
Neither of these assessments, however, relied on any data outside of Germany and Switzerland. Other
research on the causes of greater than CC rates are limited to narrow geographic regions (such as Loriaux
et al., 2013). Unanswered problems include whether these effects contribute in other regions, how they
vary spatially, and if the balance between transitional and convective forcing is same everywhere. Panthou
et al. (2014) address this problem in part by using short duration events as a proxy for convective events
and seeing a mixture of convective and transition forces in Eastern Canada but not Western Canada.

Furthermore, Drobinski et al. (2018) investigated the scaling of precipitation extreme with temperature
over the Mediterranean region in regional climate simulations from some models. Despite the difference
in the simulated precipitation values across the models, the authors found a consistent and robust
scaling between the precipitation extreme and temperature among models. Across the Mediterranean,
the temperature-precipitation extremes relationship has a hook shape, with a slope following Clausius-
Clapeyron (CC)-scaling at low temperatures and a negative slope at high temperatures. The temperature
at which the abrupt change occurs in the curve of the temperature-precipitation extreme relationship
ranges from around 20◦C in the western Mediterranean to around 10◦C in Greece. However, this slope
is consistently negative in the arid regions of the Mediterranean. The temperature break is projected to
shift to higher temperatures under future climate scenario due global warming.

Hence, since rainfall intensity is expected to increase under climate change due to global warming,
it would be interesting to compare the increase rate to a Clausius-Clapeyron scaling and see how the
regional changes compare to these theoretical values. However, such analysis about extreme precipitation
evolution with temperature changes is lacking for the Drakensberg and it is not known if higher-percentile
precipitation intensities mostly increase with temperature over the Drakensberg in future climate. That
is, do we expect sub or super CC-scaling and what could be accounting for this. This thesis uses data
from the CORDEX and NEX-GDDP to investigate CC-Scaling over the Drakensberg at specific Global
Warming Levels.



Chapter 3

Methodology

This chapter describes the thesis methodology. It starts by describing the study area. It introduces
the datasets and provides their sources, then explains the methods used in the analysis of the dataset.
Given that the methodology used in the thesis varies to an extent across the chapters,the present chapter
provides a broad overview of the datasets and methods that cuts across all the chapters.

3.1 Study area

Figure 3.1: Map of Southern Africa showing the topography (shaded) and the study area (called the
Drakensberg Mountains; red polygon). The dark contour encloses elevations greater than or equal to
2000m above mean sea level.

The study domain is the Drakensberg Mountains, defined as the area of the eastern escarpment of
South Africa extending from 26◦E to 32◦E and Latitudes 28◦S to 32◦S (see Figure 3.1). The area
cuts across three South African provinces (KwaZulu–Natal, the Eastern Cape and the Free State) and
Lesotho. The Drakensberg is a trans-frontier mountain that straddles the border between South Africa
and Lesotho. It receives its highest rainfall in summer and the lowest in winter. Thunderstorms and
orographically induced storms are major sources of rainfall over the Drakensberg (Tyson et al., 1976).
Cold fronts that move across Southern Africa from a westerly/north-west to east/south-east direction

26
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also bring widespread rainfall and occasionally snow over the Drakensberg (Tyson et al., 1976). However,
the inter-annual variation of summer rainfall over the Drakensberg is mostly influenced by the El Niño
Southern Oscillation (Nel, 2008).

3.2 Dataset

The thesis analysed three types of datasets, namely: observation, reanalysis, and model simulation
datasets. Not all the types of datasets were utilised in all the results and discussion chapters (Chapters
4 - 6). The usage of a dataset in a study (reported in a chapter) depends on the purpose of the study
and the availability of the dataset during the study. The atmospheric variables used in each dataset are
listed in Table 3.1.

3.2.1 Observation datasets.

The observation data were obtained from eight gridded satellite rainfall datasets. The information of the
datasets is summarized in Table 3.2. The observation datasets were used to study the characteristics of
rainfall over the Drakensberg and to evaluate the rainfall results from the reanalysis and climate models.
While some of the observations were used in all the results chapters (Chapters 4 - 6), some of them
were used in only one or two chapters.

To evaluate how well the satellite rainfall datasets capture the observed rainfall over the Drakensberg,
the satellite rainfall datasets (AgCFSR, AgMERRA, ARC2, CHIRPS, PERSIANN, TAMSAT, WFDEI-
CRU, WFDEI-GPCC) are compared with station observation managed by the South African Weather
Services over the Drakensberg. The location of the stations are depicted on Figure 3.2.

Figure 3.3 shows the Taylor diagrams (Taylor, 2001) that were used to compare the satellite rainfall
datasets (AgCFSR, AgMERRA, ARC2, CHIRPS, PERSIANN, TAMSAT, WFDEI-CRU, WFDEI-GPCC).
The diagrams (Figure 3.3) show that during the period between 1998− 2007, the Satellite observation
datasets (AgCFSR, AgMERRA, ARC2, CHIRPS, PERSIANN, TAMSAT, WFDEI-CRU, WFDEI-GPCC)
generally capture to some extent the precipitation intensity recorded at weather observation stations
around the Drakensberg. There exist a weak positive correlation between the rainfall recorded at the
stations and the satellite measurements. This weak correlation between the insitu rainfall recorded and
satellite observation may be due to the interpolation used in obtaining the gridded datasets (Abiodun
et al., 2016). It may also be due to cloud coverage, evaporation of rain droplets before they reach
the surface and the direction of rainfall and wind at the surface. There are also very weak negative
correlations observed at some stations. Figure 3.3 also shows that precipitation at most of the stations
is within 0.3 to 2.8 standard deviation (normalized ) of the satellite observation. Most of the observation
stations capture well the precipitation recorded at low lying altitudes. For example, for all the satellite
observations datasets, the largest normalized standard deviations occur at the high-lying station VAN
REENEN (located at 28.37◦S,29.38◦E and altitude 1680m). However, in this thesis, satellite rainfall
datasets are used for most of the analysis instead of station data, because most of the insitu stations
are located below an altitude of 1762ma.m.s.l whereas the highest peak of the Drakensberg are located
at an altitude of 3000m a.s.l. Nel and Sumner (2005) was the first study to measure rainfall on the
KwaZulu-Natal Drakensberg escarpment at altitude above 2800m a.s.l. from two locations. This means
that using the station data alone may limit our investigation to foothills of the Drakensberg,hence satellite
observation which capture the ground precipitation to some extent may be crucial for evaluating model
precipitation at higher altitudes. In addition, it is more appropriate to validate the gridded simulation
data with gridded observation data than with station observation data (Abiodun et al., 2016) and
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Table 3.1: Atmospheric variables that were analysed from each dataset used in the thesis.

Dataset Variables analysed

Satellite rainfall datasets
(AgCFSR, AgMERRA, ARC2,

CHIRPS, PERSIANN, TAM-
SAT, WFDEI-CRU, WFDEI-
GPCC)

precipitation

CFSR reanalysis precipitation, wind (u,v,w),
geopotential height, mean
sea level pressure, specific
humidity, Convective Available
Potential Energy (CAPE)

CORDEX precipitation, maximum daily
temperature, minimum daily
temperature

NEX precipitation, maximum daily
temperature, minimum daily
temperature

WRF model precipitation, wind (u,v,w),
geopotential height, mean sea
level pressure, atmospheric
pressure, specific humidity,
potential temperature, CAPE

MPAS model precipitation, wind (u,v,w),
geopotential height, mean sea
level pressure, atmospheric
pressure, specific humidity,
potential temperature, CAPE

South African Weather Services
station data

precipitation

previous studies (Abiodun et al., 2016; Williams et al., 2010) have noted that satellite dataset provides
a good alternative to ground-based dataset.

3.2.2 Reanalysis data.

The reanalysis data were obtained from the National Centre for Environmental Prediction (NCEP)
Climate Forecast System Reanalysis (CFSR, Saha et al., 2010, 2011). The dataset has a resolution of
0.5◦ x 0.5◦ (lat x lon). The climate variables used in the CFSR dataset include rainfall, geopotential
height, wind (zonal, meridional components), and mean sea level pressure.

As rainfall datasets (observation and reanalysis) have different native resolutions, they were regridded
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Table 3.2: Information about 8 observation datasets used in the study. The period of the data analysed
in each dataset is indicated.

Dataset Full name Type Resolution Period Reference

AgCFSR Climate forcing datasets
for agricultural modeling

Reanalysis-based
multiple-source.

0.25◦X 0.25◦ 1981–2010 Ruane et al. (2015)

AgMERRA Climate forcing datasets
for agricultural mod-
elling.

Reanalysis-based
multiple-source

0.25◦X 0.25◦ 1981–2010 Ruane et al. (2015)

ARC2 African Rainfall Cli-
matology version 2.0.
daily estimates from the
Famine Early Warning
System (FEWS) from
the Climate Prediction
Centre (CPC).

Satellite and
ground-based data

0.1◦X 0.1◦ 1983–2016 Novella and Thiaw (2013)

CHIRPS Climate Hazard Group
Infrared Precipitation
with Stations

Satellite and
ground-based data

0.05◦X 0.05◦ 1987–2016 Funk et al. (2014)

PERSIANN Precipitation Estimation
from Remotely Sensed
Information using Artifi-
cial Neural Network

Satellite based
data

0.25◦X 0.25◦ 1987–2016 Sorooshian et al. (2000)

TAMSAT Tropical Applications of
Meteorology using Satel-
lite data and ground-
based observations.

Satellite and
ground-based data

4 X 4 km 1983–2012 Sorooshian et al. (2000)

WFDEI-
CRU

Water and Global
Change Forcing Data
methodology applied to
ERA-Interim(WFDEI)
[Climate Research
Unit (CRU)]

Reanalysis-based
multiple-source

0.5◦X 0.5◦ 1987–2016 Weedon et al. (2014)

WFDEI-
GPCC

Water and Global
Change Forcing Data
methodology applied to
ERA-Interim [Global Pre-
cipitation Climatology
Centre (GPCC)]

Reanalysis-based
multiple-source

1987–2016 Weedon et al. (2014)

from their native resolution to a resolution of 0.25◦ by 0.25◦ to obtain an identical grid before the
analysis.

3.2.3 Model simulation data.

The model data consist of simulation datasets from two international experiments and various local
experiments performed as part of the thesis. The two international simulation datasets are from the
Coordinated Regional Climate Downscaling Experiment (hereafter, CORDEX) and the National Aero-
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Figure 3.2: Location of the weather observation stations (black triangles) used for the validation of
satellite rainfall datasets (AgCFSR, AgMERRA, ARC2, CHIRPS, PERSIANN, TAMSAT, WFDEI-CRU,
WFDEI-GPCC) over the study domain (red rectangle); the stations are managed by the South African
Weather Service (SAW).

nautics and Space Administration (NASA) Earth Exchange Global Daily Downscaled Projections (NEX-
GDDP; hereafter, NEX). The local simulation datasets were generated with the Weather Research and
Forecasting (WRF) model and WRF and the Model for Prediction Across Scales (MPAS).

CORDEX dataset

The World Climate Research Program (WCRP) developed the CORDEX framework to provide high-
resolution regional climate data over regions worldwide to provide information for impact/adaptation
work and the IPCC Fifth Assessment Report (AR5), as well as to promote greater interaction and
communication between global climate modellers, the downscaling community, and end-users to better
support impact/adaptation activities (Giorgi et al., 2009). The CORDEX framework categorizes the
world into domains (Central America, Europe, Africa, South Asia, East Asia, Central Asia, Austral Asia,
Antarctica, Arctic, Mediterranean, Middle East North Africa, and South-east Asia; CORDEX, 2022).
In this study, the CORDEX dataset over the African domain was used. The dataset has a resolution of
50km (Nikulin et al., 2018) and spanned the period 1950− 2100.

Several studies have established the credibility of the CORDEX dataset over Africa and analysed it for
future climate projection (Abiodun et al., 2020; Nikulin et al., 2018; Mba et al., 2018; Klutse et al.,
2016; Laprise et al., 2013; Diasso and Abiodun, 2017; Dosio and Panitz, 2016; Akinsanola et al., 2015).
In the thesis, the CORDEX dataset is further evaluated and applied for climate change projection over
the Drakensberg. Specifically, the version of the CORDEX dataset used was obtained by using RCM
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Figure 3.3: The Taylor diagrams (i.e. correlation and normalised standard deviation) used for the
comparison of satellite rainfall datasets (AgCFSR, AgMERRA, ARC2, CHIRPS, PERSIANN, TAMSAT,
WFDEI-CRU, WFDEI-GPCC) with South African Weather Service (SAW) station observation over the
Drakensberg (stations depicted in Figure 3.2). In the panels, the blue circles represent the observation
stations (normalised by the corresponding satellite rainfall dataset).

to downscale the simulations of the Coupled Model Intercomparison Project (CMIP5: Taylor et al.,
2012) experiment over the Africa domain. The matrix RCM-GCM for the experiment consists of 25
simulations assuming RCP8.5 and RCP4.5 (Nikulin et al., 2018). However, only 20 simulations assuming
the RCP8.5 scenario were used. The information on the 20 simulations is provided in Chapter 6.

NEX dataset

The NEX dataset was generated to help scientists study the effects of climate change on small- to
medium-sized areas, as well as to help the public learn more about possible future climate patterns and
their effects on cities, communities, and watersheds (Thrasher et al., 2013). Its objective is to generate a
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series of bias-corrected, high-resolution, global climate change projections that can be utilized to study
the impacts of climate change on processes that are sensitive to fine-scale climate gradients and to
examine the influence of terrain on local climate.The NEX-GDDP dataset contains downscaled climate
scenarios for the entire world derived from General Circulation Model (GCM) runs conducted during the
Fifth Phase of the Coupled Model Intercomparison Project (CMIP5) and across two of the four green-
house gas emissions scenarios known as Representative Concentration Pathways (RCPs) (Meinshausen
et al., 2011). The downscaling was carried out using the Bias-Correction Spatial Disaggregation (BCSD)
statistical downscaling algorithm (Wood et al., 2002, 2004). The BCSD algorithm utilizes the spatial
detail provided by observationally derived datasets to interpolate GCM outputs to higher resolution grids.
This makes the NEX data suitable for studying climate over complex terrain regions like the Drakens-
berg. However, aside from the increased spatial resolution and bias correction, this downscaling adds
no information to the original CMIP5 scenarios and maintains the frequency of periods of abnormally
high and low temperature or precipitation (i.e., extreme events) within each CMIP5 scenario.

The NEX dataset contains 42 climate projections from 21 CMIP5 GCMs and two RCP scenarios (RCP
4.5 and RCP 8.5) from 2006 to 2100, as well as the historical experiment for each model from 1950 to
2005. Each of these climate projections is downscaled to0.25◦ x 0.25◦ in spatial resolution (approximately
25km x 25km). The spatial coverage ranges from 180W to 180E, and from 90S to 90N . Hence, NEX
has a spatial resolution of 0.25◦, and its temporal coverage spans the period 1950–2100. This dataset
only includes the variables daily minimum and maximum near-surface air temperatures, as well as
precipitation. NEX data has been used in several studies (Abiodun et al., 2020; Chen et al., 2017; Yu
et al., 2018; Bao and Wen, 2017). The NEX dataset is used in this study to further evaluate and apply
over the Drakensberg. For this study, only RCP8.5 is examined. Table 3.2 shows the list of NEX models
used in this study. individual CMIP5 scenario.

WRF model

The WRF model (Skamarock et al., 2005; Skamarock and Klemp, 2008; Powers et al., 2017) is a cutting-
edge numerical weather forecasting model used for both research and operational forecasting. It is the
most widely used atmospheric model in the world (Powers et al., 2017). It was first released in December
2000, and its development is being led by the National Center for Atmospheric Research (NCAR)
in collaboration with the National Oceanic and Atmospheric Administration (NOAA) represented by
NCEP, now known as the NOAA Earth System Research Laboratory (ESRL), and other US government
agencies. The WRF model’s initial release included two dynamical cores: the Advanced Research WRF
model (ARW) and the Non-Hydrostatic Mesoscale Model (NMM). WRF can be run on a lat-lon grid
as a Global model.

Several studies (e.g., Crétat et al., 2012; Ratnam et al., 2012; Vigaud et al., 2012) have used the WRF
model to simulate weather and climate over Southern Africa. WRF is used in this study to investigate
precipitation characteristics over the Drakensberg during weak synoptic days (Chapter 4) and widespread
extreme rainfall events (Chapter 5). Because the WRF configuration for these studies differs, the model’s
WRF configuration is described in each chapter.

The MPAS

The MPAS (Skamarock et al., 2012) is a state-of-the-art global, fully compressible, non-hydrostatic
variable resolution model. It uses finite volume numerics discretized on a centroidal Voronoi mesh. It is
a family of Earth-System component models, namely, MPAS Atmosphere model, MPAS Ocean model,
and MPAS Ice model. These are all stand-alone models and at the time of this writing, there exists
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no coupler in MPAS. Its development is led by the Climate Modelling Group at Los Almos National
Laboratory (MPAS Ocean) and the National Center for Atmospheric Research (MPAS Atmosphere).

MPAS uses unstructured meshes to provide variable resolution and also addresses the pole problem
encountered in models using traditional lat-lon grids (Ha et al., 2017). It can increase horizontal
resolution locally by stretching and cell division, allowing for a smooth resolution transition to the
desired high resolution. This smooth transition is accomplished by employing Voronoi tessellations to
generate irregular multigonal grid cells around grid points, resulting in a global irregular grid (Skamarock
et al., 2012). It makes use of scale-aware parametrizations. Heinzeller et al. (2016); Park et al. (2014);
Maoyi et al. (2018); Maoyi and Abiodun (2022) are some studies that have used the MPAS model. Maoyi
and Abiodun (2022) used MPAS to study the characteristics of the Botswana high and found that MPAS
reproduces all the important features in Southern African climate, including vertical motion, 500 hPa
geopotential height, rainfall and temperature. It also replicates the spatial and temporal variation of
the Botswana High and captures its influence on droughts and deep convection over the subcontinent.
In the present study, MPAS is evaluated and applied to investigate the characteristics of widespread
extreme rainfall events over the Drakensberg (in Chapter 5). The chapter describes the MPAS model
set used in the study.

3.3 Methods

Various methods were employed to do various analyses in the study. While some of the methods were
used in all the result chapters of the thesis (Chapters 4 − 6), some methods were only employed in a
chapter. However, the description of all the methods or definitions is provided in this section.

3.3.1 Identification of weak synoptic days and wet weak synoptic days..

Weak synoptic days over the Drakensberg are identified using the characteristics of geostrophic wind
speed at 850 hPa. The geostrophic wind is a theoretical wind which results when the pressure gradient
force is equal to the Coriolis force. Mathematically, it is defined as:

ug = − 1
fρ

∂P
∂y (3.3.1)

vg = 1
fρ

∂P
∂x (3.3.2)

ug = − g
f
∂Z
∂y (3.3.3)

vg = g
f
∂Z
∂x (3.3.4)

G =
√
u2g + v2g (3.3.5)

Where P is atmospheric pressure, Z is geopotential height, f is Coriolis parameter, ρ is air density, g
is acceleration due to gravity, G is geostrophic wind, ug is geostrophic wind zonal component and vg is
geostrophic wind meridional component. The equations show that the geostrophic wind is a function
of pressure gradients which determines atmospheric flow(circulation) intensity, hence, the geostrophic
wind can be used as a proxy for determining whether we are under strong or weak synoptic conditions.
However, in the thesis, we used equation (3.3.3) and (3.3.4) for calculating zonal and meridional com-
ponent of the geostrophic wind then used equation (3.3.5) to obtain the magnitude to the geostrophic
wind.
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Hence, a weak synoptic day (WSD) over the Drakensberg Mountains area (Figure 3.1) is defined as a
day in which the average geostrophic wind speed is less than or equal to the 10th percentile of the daily
geostrophic wind speeds over the mountain during the study period (1983− 2012). If the daily rainfall
for the day is equal to or greater than 1mm, the day is regarded as the wet WSD. The WSDs were
obtained using the geopotential height data from the CFSR while the wet WSDs were obtained using
rainfall data from the CFSR and two observation datasets that were available during the study (i.e.,
ARC2 and CHIRPS). The results of the analysis are presented and discussed in Chapter 4.

3.3.2 Definitions of rainfall and extreme rainfall indices.

Following Abiodun et al. (2020) and the Expert Team (ET) on Climate Change Detection and Indices
(ETCCDI, 2022), the thesis used different indices to characterise rainfall and extreme rainfall over the
Drakensberg. The definitions of the indices are provided in Table 3.3. The indices were employed to
quantify the frequency, duration, and intensity of extreme events over each grid point in the Drakensberg
domain. In Chapter 5, four of the indices (i.e., RTOT, SDII, RW95p, and R95pTOT) were calculated
using six observations (ARC2, CHIRPS, PERSIAN, WFDE-CRU, WDDEI-GPCC), the reanalysis (CFSR),
and the two locally generated simulation (i.e., WRF and MPAS) datasets to study the characteristics
of extreme rainfall over the Drakensberg. In Chapter 6, all the indices were calculated using all the
observation datasets (Table 3.2) and the two international simulation datasets (i.e., CORDEX and
NEX) to study the potential impacts of climate change over the Drakensberg. The results of the
analyses are reported in the respective chapters.

The thesis also characterised widespread extreme rainfall events (WERE) over the Drakensberg by
adopting the WERE identification procedure of Omar and Abiodun (2017). The procedure identifies
WERE over the Drakenberg in two steps. First, It identifies all the grid points that experience extreme
rainfall in a day (NB: a grid point experiences an extreme rainfall event in a day if the rainfall at the
grid point for the day equals or is greater than the 95th percentile of daily rainfall at the grid point).
Second, it declares a day as WERE day over the Drakensberg if the number of grid points experiencing
extreme events for the day exceeds a threshold (i.e. 40%). The sensitivity of the WERE identification
to the threshold was studied in Chapter 5.

3.4 Quantifying phase synchronization between observed and simu-
lated variables

The phase synchronisation analysis was used to quantity phase synchronization between the observed
and simulated time series of the climate variables. The phase synchronization (η) is calculated as:

η =

(
n′

n

)
× 100 (3.4.1)

Where n′ is the number years when simulation data is in phase with observation data and represents the
total number of years used for the study (n = 30). A value of 0% means no synchronization between
the simulated and observed datasets while a value of 100% means a perfect synchronisation between
a given dataset and CHIRPS observation. The approach has been used by several studies (i.e., Maoyi
et al., 2018; Araujo et al., 2016; Tozuka et al., 2014).
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Table 3.3: Definition of extreme rainfall indices used in this study.

Index type Rainfall Index Definition

Mean intensity indices

RTOT Annual total precipitation in wet days (Klein Tank AMG,
2009)

WDays Wet days. Annual count of days with daily precipitation
greater or equal to 1 mm (Klein Tank AMG, 2009)

SDII SDII is the intensity of normal precipitation, calculated
as RTOT divided by WDAYS (Klein Tank AMG, 2009).

Rx5Days Maximum consecutive 5-day precipitation

Strong intensity indices

R97.5p All-day percentile. The R97.5 th percentile precipitation
on all days (Schär et al., 2016). Any daily rainfall above
this threshold (R97.5p) is considered an extreme event.

R97.5pTOT Annual total precipitation when daily rainfall is greater
than or equal to RA97.5p (Schär et al., 2016).

RW95p Wet-day percentile. The 95th percentile of precipitation
on wet days

R95pTOT Annual total precipitation when daily rainfall is greater
than or equal to RW95p

Occurrence indices

R20mm Annual count of days when daily precipitation ≥
20mm (Klein Tank AMG, 2009).

R97.5pFREQ Annual count of days when daily rainfall is greater or
equal to RA97.5p of the present-day climate (Schär et al.,
2016).

WEREFreq Annual count of days when daily rainfall is greater or
equal to RA97.5p of the present-day climate over at least
40% area of DMR (Abiodun et al., 2017).

Duration indices

CWD Maximum length of wet spell. Maximum number of
consecutive days with daily precipitation greater than 1
mm (Klein Tank AMG, 2009)

CDD Maximum length of dry spell. Maximum number of con-
secutive days with daily precipitation less than 1 mm

3.5 Classification of rainfall patterns on WERE days.

We employed the Self-Organizing Map (SOM) analysis to classify rainfall patterns on WERE days.
SOMs are a form of artificial neural network which are used for pattern recognition Kohonen (1990)
. It has been used in several synoptic analysis (Hewitson and Crane, 2002; Lennard and Hegerl, 2015;
Odoulami et al., 2021). For a comprehensive review of the use of SOMs in synoptic climatology research,
interested readers can take a look at Sheridan and Lee (2011).

Two SOMs analysis were performed in this study. The first SOM analysis consisted in classifying daily



Section 3.5. Classification of rainfall patterns on WERE days. Page 36

mean sea level pressure from CFSR reanalysis, WRF, and MPAS simulations for the period 1st January
1987 to 31st December 2016 into 63 groups (9 x 7 map). This was done to identify the synoptic
circulation features associated with WERE over the Drakensberg. After classifying the mslp into 63
groups, the WERE event days identified using the 40% threshold earlier indicated were mapped to the
corresponding SOM nodes in which the associated mean sea level pressure was assigned. The second
SOM analysis consisted in classifying grid points which experienced extreme rainfall during WERE events
(period 1st January 1987 to 31st December 2016) over the Drakensberg into 12 groups (4x3 SOM nodes)
to identify the patterns of strong rainfall areas during WERE events over the Drakensberg.

3.5.1 Classifying or grouping the spatial patterns of climate variables.

The thesis employed the Self-Organizing Maps (SOMs) analysis to classify or group climate variables.
SOM is a form of artificial neural network used for pattern recognition Kohonen (1990). It takes high
dimensional data as input and reduces it to a lower dimensional (typically two-dimension) input space of
training samples called maps. SOM can be used for feature extraction, clustering, pattern recognition,
dimensionality reduction, visualisation of complex structures that would otherwise be hardly recognizable
by humans, supervised data classification, and data interpolation.

SOM works as follows. A map with a user-specified number of nodes is seeded with data set random
values or eigenvectors. The number of nodes selected is governed by the user’s desired degree of
generalization/specialization. Unsupervised learning is used to train the SOM network after it is given
a dataset (input vector or case). Each input vector (case) is added to the SOM, and the node with
the shortest Euclidean distance from the input vector is identified as the ’winning’ node (Hewitson and
Crane, 2002). This node is then given a learning-rate parameter, thereby guiding it in the direction of
the new scenario. A distance decay function is utilized to adjust the array neighbors of the winning node
as well as the winning node itself. Finally, because of this spatialized pattern of adjustment, the array
of nodes’self-organizes’ into a coherent pattern, with more identical nodes closer together and more
different nodes further away. Outlier instances are less likely to be merged into an unrepresentative
cluster if the four corners of the SOM are considered the most extreme nodes in terms of distance (i.e.
more common weather situations). A Sammon map, which displays multidimensional vectors in two-
dimensional (2-D) space, may be used to depict the SOM process outcomes, with distances effectively
representing the amount of dissimilarity between distinct nodes.

SOM is topologically preserving in the sense that neighbourhoods are preserved (as much as possible)
during the mapping process. In general, no matter how the network is trained, there will always be
some difference between any given input pattern and the unit to which it is mapped. This difference
is referred to as quantization error, and it is used to assess how well map units represent the input
patterns. The SOM algorithm’s performance is determined by two important parameters: learning rate
and learning radius. The learning rate controls how quickly the weights move toward the data points.
It must begin quite high for the map to move quickly towards the data distribution. It must be nearly
zero in order for the map to stabilize and settle on a final solution. The learning radius determines how
many nodes are updated around the winning node. This parameter should be set quite high to ensure
that the map’s topology is strongly maintained while it aligns itself with the data. It is then gradually
reduced, allowing individual nodes to reach a final stable position.

Several studies have applied SOM to climate variable classification (i.e., Hewitson and Crane, 2002;
Tadross et al., 2005; Hope, 2006; Lennard and Hegerl, 2015; Odoulami et al., 2021; Alexander et al.,
2010; Steynor et al., 2009), but Hewitson and Crane (2002) was the first study to introduce the
concept of self-organizing maps synoptic climatology. In the present study, SOM was applied to perform
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a series of classifications. In Chapter 4, it was used to classify the rainfall patterns on the wet WSDs.
In Chapter 5, it was used to identify synoptic weather patterns over Southern Africa and to group the
rainfall patterns during the WERE days over the Drakensberg. In Chapter 6, it was applied to group the
projected changes in climate variables. A more detailed description of how SOM is used in a chapter is
provided in the chapter.



Chapter 4

Simulating rainfall distribution over the Drakensberg on
weak synoptic days

This chapter reports the study of rainfall distribution over the Drakensberg during weak synoptic days
(WSDs). The study, which analysed three types of datasets (satellite, reanalysis, and high-resolution
climate simulation), compares annual distribution of rainfall over the Drakensberg from reanalysis and
satellite datasets, identifies the dominant WSD rainfall patterns, and assess how well the reanalysis and
the climate simulation reproduce the rainfall amount and patterns. The observation datasets used in the
study are the African Rainfall Climatology version 2 (hereafter, ARC2) and the Climate Hazard Group
Infrared Precipitation with Stations (hereafter, CHIRPS). The reanalysis dataset is the Climate Forecast
System Reanalysis (hereafter, CFSR) from the National Centre for Environmental Prediction. In the
study, CRSR was downscaled over Drakensberg using the Weather Research and Forecasting (WRF)
model. A comprehensive description of ARC2, CHIRPS, CFSR and WRF are in Chapter 3.

Figure 4.1: Southern African topography (colours; in meters) and WRF model nested domain (d01,
d02 and d03). The red box A indicates the study area and region used in identifying weak, strong and
extremely strong synoptic-scale conditions over the Drakensberg.

The WRF downscaling experiment consists of a one-way three-level nested domain (Figure 4.1). The
outermost domain (d01) has the lowest resolution of 18km covering the whole of Southern Africa
while the middle domain (d02) has a resolution of 6km spanning the whole of South Africa. The
innermost domain (d03) has the highest resolution of 2km covering the Drakensberg Mountain area

38
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and its adjacent. Hence, in the one-way nesting simulations, the WRF simulation over d01 (hereafter,
WRF18) downscaled the forcing CFSR reanalysis, while the simulation over d02 (hereafter, WRF06)
downscaled WRF18, and that over d03 (hereafter, WRF02) downscales WRF06. Each simulation covered
a period of 54 hours (2 day, 6 hours). The first 6 hours of simulation were discarded as spin-up and the
last 2-day simulation were analysed in the study. The list of WRF physics parameterization option used
in the model simulation is shown in Table 4.1.

Table 4.1: WRF model configuration for simulation of rainfall patterns from SOM classification.

Model Physics Option Option selected (18km)

Micro-physics scheme Morrison

Short wave radiation Scheme Goddard short wave

Long wave radiation Scheme Rapid Radiative Transfer Model scheme

Surface-layer option Monin-Obukhov (Janjic) scheme

Land-surface option Unified Noah land-surface model

Boundary-layer option Mellor-Yamada-Janjic TKE scheme

Cumulus option Kain-Fritsch (new Eta) scheme (only in 18km and 6km domains)

4.1 Characteristics of weak synoptic days

Following the WSD identification procedure described in Chapter 3 (Section 3.1), WSDs were identified
using the CFSR datasets and wet WSDs were identified for CFSR and observation datasets using the
WSD from the CFSR dataset. From the analysis, 1146 days were identified as WSDs. However, while
489 ('42%) and 402 (' 35%) of the WSDs were identified as wet WSDs in ARC2 and CHIRPS,
respectively, only 255 (' 19%) of the WSDs were reported as wet WSDs CFSR. This buttresses the
weakness of the reanalysis in reproducing the wet WSD over the mountain. The small discrepancy in
wet WSDs of the two satellite datasets (ARC2 and CHIRPS) may be attributed to the differences in
the resolution and orbit of the satellites.

Figure 4.2 presents the seasonal mean of WSD over the Drakenberg and the percentage contributions
of weak, moderate, and strong synoptic days. The figure shows that a weak synoptic day (WSD) over
the Drakensberg can occur in any season. WSD contributes up to 16% of weather conditions over the
Drakensberg in JJA and 20% in May–June (MAM) but less than 5% in other seasons (Figure 4.2). A
WSD in a season is often characterized by a higher-than-normal mean-sea-level pressure (MSLP) for
the season, because it is usually associated with a high-pressure system or the ridging of the South
Atlantic/Indian High over the mountain (Figure 4.2 b, f, j & n). Despite the high pressure, some WSDs
are wet days, especially when the wind speed is between 5− 7ms−1 (Figure 4.3). This may be because
stagnating high pressure systems (i.e., anticyclones) are known to facilitate the development of small-
scale circulations (Lennard and Hegerl, 2015). For example, Lennard and Hegerl (2015) showed that
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Figure 4.2: Composite of mean sea level pressure during different geostrophic wind (GW) conditions
over the Drakensberg (black box) during different seasons (DJF, MAM, JJA, SON) in 1983 - 2012, as
depicted by CFSR.

stagnating high pressure systems over the South–Western parts of South Africa facilitate small-scale
processes such as mountain winds and land/sea breezes. These local-scale processes could enhance
the advection of warm moist air by the north-easterlies from the Indian Ocean to the Drakensberg
and trigger the local convection in the mountain’s vicinity. However, the coarse horizontal resolution
of the CFSR could compromise the representation of these local-scale features and underestimate the
associated precipitation.

4.2 Rainfall over Drakensberg on wet weak synoptic days

Figure (4.3 and 4.4) compare the characteristics of wet WSDs in CFSR with the two rainfall observation
datasets. Although CFSR agrees with other datasets that wet WSDs contribute more than 5% of
the annual rainfall over the Drakensberg and that the majority of wet WSDs occur in MAM, the
reanalysis CFSR produces the least number of wet WSDs among the datasets in all seasons (Figure 4.4).
Although the correlation between CFSR and observation on the annual variation of WSD frequency is
high (r=0.8; 95% significance level), the amplitude of the variability is lower in CFSR than in the
observation (Figure 4.4) and the trend in the wet WSD frequency is lower in CFSR (1.3days decade−1)
than in observation (ARC2: 3.3days decade−1 and CHIRPS: 1.9days decade−1). All these stresses
the shortcomings of CFSR in replicating the characteristics of wet WSD over the mountain. The
shortcomings may be attributed to the low resolution of the CFSR model, or the inadequacy of the
convection parameterizations schemes used in the model (Dedekind et al., 2016; Novella and Thiaw,
2013; Funk et al., 2014; Nikulin et al., 2012; Sylla et al., 2013; Abiodun et al., 2016; Omar and Abiodun,
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2017).

Figure 4.3: Percentage frequency distribution of geostrophic wind speed (GW bars: CFSR) and the
percentage rainfall contribution (lines: CHIRPS, FEWS (i.e., ARC2), CFSR) of each GW range to the
total rainfall over the Drakensberg in period 1983 - 2012. The range of GW designated as weak synoptic
condition is indicated with a red circle. The maximum GW is 32.52 17 ms−1, but GW greater than
25 ms−1 are not shown.

In the spatial distribution of WSD rainfall (Figure 4.4), CFSR shows a better agreement with ARC2 than
with CHIRPS. For instance, there is a stronger pattern correlation between CFSR and ARC2 (r = 0.97)
than between CFSR and CHIRPS (0.27). CFSR also reproduces the west–east rainfall gradient present
in the ARC2 data, which is characterized by a drier west (rain shadow) and a wetter (high rainfall) east.
In addition, it captures the southwest–northeast rainfall gradient with high rainfall in the northeast of
the domain. The west–east gradient is consistent with previous studies (Dedekind et al., 2016; Ndarana
et al., 2021; De Coning, 2013) that have reported a west-east rainfall gradient over the whole of South
Africa. This is attributed to the increase in topographic elevation when traversing South Africa from
west to east. Although previous studies agree on the tight coupling between rainfall and topography
over the Drakensberg, there is an ongoing controversy on the precipitation–topography relationship over
the Drakensberg (Nel, 2008). This controversy is with respect to the position of the maximum annual
rainfall over the Drakensberg. While some researchers suggest that the maximum mean annual rainfall
occurs at the mountain’s top, others argue that it occurs along the slope. However, our results suggest
that maximum rainfall areas on the Drakensberg on wet WSDs are mostly located on the mountain top,
although with some local maximum rainfall along the slopes (Figure 4.4d and Figure 4.4e).
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Figure 4.4: The temporal (annual and seasonal) and spatial variations of wet weak synoptic days
(WWSD) over the Drakensberg as depicted by observation (CHIRPS and FEWS (i.e. ARC2)) and
reanalysis (CFSR) in the period 1983− 2012. The trend (days year−1), normalised standard deviation
(std), and the correlation between CFSR and each observation (r ARC2 and r chirps for ARC2 and
CHIRPS, respectively) for annual variability are indicated in panel (a). Panels (c) CHIRPS, (d) ARC2
and (e) CFSR show the pattern of simple precipitation intensity Index of the wet WSD. The correlation
between the CFSR and observation patterns (r fews and r chirps) are indicated in the bottom left of
panel (d). The black contour (2000 m height) indicates the Drakensberg location.
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4.3 Major patterns of WSD precipitation and the associated dynamics

For a better insight into the dominant spatial patterns of rainfall on WSD, Figure 4.5a presents the
SOMs classification of the rainfall patterns, featuring the four most extreme patterns at the edges of the
classification (i.e. Nodes: 1, 4, 9, and 12). Node 1 features heavy precipitation (about 10mm day−1)
throughout the domain and maximum precipitation (about 15mm day−1) around the mountain peak,
Node 12 shows little or no rainfall over most of the domain. Node 4 is characterized with moderate
precipitation (> 5mm day−1) at the south-west part of the domain and little or no precipitation
(< 1mm day−1) over the north-east. The reverse is the case in Node 9. The rainfall patterns in other
nodes show a smooth transition among the four extreme patterns. However, the rainfall distribution
patterns over the Drakensberg in wet WSD generally be classified in four major patterns, namely:
Heavy Precipitation Over the Domain (hereafter, HPOD: Nodes 1 and 2), Weak Precipitation Over
the Domain (hereafter, WPOD: Nodes 7, 8, 11, and 12), Moderate Precipitation Over the south-
west (MPSW: Nodes 3 and 4) and Moderate Precipitation over the North-East (MPNE: Nodes 5, 6, 9
and 10). The high frequency of the intense rainfall patterns (e.g. Node 1) during the DJF season is
logical given the location Drakensberg in the summer rainfall region of South Africa, which receives its
maximum rainfall during the DJF season Dedekind et al. (2016); Nel (2008). On the other hand, the
high frequency of the light rainfall patterns (e.g., Node 4) in MAM and JJA can be associated with the
presence of stronger the continental high-pressure system over Drakensberg during this period of the
year (Figure 4.2) over the Drakensberg.

Figure 4.6 shows that the transport of moisture from the Indian ocean into the sub-continent is the
main source of moisture for precipitation over the Drakensberg during the wet SWD. However, the
precipitation amount and spatial distribution depends on the trajectory of the moisture before reaching
the mountain. This moisture trajectory is controlled by the orientation of the South Indian High and the
continental trough. The south-easterly wind of the SIH transports the moisture into the sub-continent
north of 30◦S while the continental trough channels moisture southward towards South Africa and the
Drakensberg. However, the more southerly the south-easterly is, the less the moisture that reaches the
Drakensberg (e.g., Figure 4.6, Node 12). But the more easterly the wind is, the more the moisture
that reaches the Drakensberg and the wider the precipitation over the mountain (e.g., Figure 4.6, Node
1). In addition, the north-west to south-east orientation of the trough favours precipitation over the
Drakensberg Mountain because it channels more moisture towards the Drakensberg. This result is
consistent with previous studies (e.g., Omar and Abiodun, 2017; Ndarana et al., 2022) on South African
precipitation and moisture transport from the surrounding oceans. For example, Omar and Abiodun
(2017) linked the widespread extreme rainfall events over the East coast of South Africa with moisture
from the Indian Ocean while Ndarana et al. (2022) showed that a ridging high brings moisture from
different parts of the Indian Ocean into the south African subcontinent at different times steps of its
evolution.
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(a)

(b)

Figure 4.5: The SOM classification of wet WSD rainfall patterns (panel a; 4x3 nodes) and the seasonal
frequency of the patterns (panel b) as depicted observations (ARC2 and CHIRPS) and reanalysis (CFSR)
in the period 1983−2012. The identification number for each node is indicated at the upper left corner.
In panel (a), the rainfall over the ocean has been masked out; the black contour (2000m topographic
contour) shows the location of the mountain peak; the percentage contribution of each node to the
total wet WSDs are indicated at the lower left corner of each panel; and similar patterned nodes are
grouped: as HPOD (Heavy Precipitation Over the Domain), WPOD (Weak Precipitation Over the
Domain), MPSW (Moderate Precipitation over the South-West), and MPNE (Moderate Precipitation
over the North-East).
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Figure 4.6: The composites of synoptic atmospheric conditions associated with wet WSD rainfall patterns shown in Figure 4.5a: FEWS and
CHIRPS rainfall (SDII, shaded); CFSR mean sea level pressure (contour) and CFSR 850-hPa moisture flux (vectors). The season used for
each pattern (i.e., when the pattern is most frequent) and the corresponding geostrophic wind (averaged over the red box) are indicated in the
bottom left and right respectively.
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4.4 WRF simulation over the Drakensberg

The results in the previous section indicated that CFSR underestimates precipitation amounts during
the wet WSDs because the coarse resolution of the reanalysis make it to compromise the representation
of small-scale features over the mountain. To examine the extent to which downscaling of CFSR
can improve the product, WRF was applied to downscale the CFSR dataset. The WRF downscaling
experiment was discussed earlier in the chapter. The simulation in the experiment focused on the
downscaling CFSR results in Nodes 1, 3 and 9 which are good representations of HPOD, MPSW and
MPNE patterns, respectively.

Figures 4.8–4.11, which compare the results of the WRF downscaling with CFSR and observation,
show that the downscaling improves the quality of simulated rainfall fields. For example, in contrast to
CFSR results, all the WRF simulations (WRF18, WRF6 and WRF2) reproduce the observed widespread
precipitation over the Drakenberg in Node 1, the moderate precipitation over the north-easten part of
the mountain in Node 5 (Figure 4.9), and the moderate precipitation over the south-west part of the
mountain in Node 9 (Figure 4.10). In addition, the downscaling increases the correlation between the
simulated and observed precipitation fields and lowers the biases in the simulated precipitation fields
by increasing the magnitude of the precipitation. This is because the local scale circulations and their
contributions to precipitation on WSD are better captured in the high-resolution WRF simulations than
in coarse resolution CFSR results. This is consistent with previous studies that show that dynamical
downscaling of reanalysis adds values to the simulated precipitation fields (e.g., Giorgi, 1990; Marbaix
et al., 2003). These studies show that the higher the resolution of the regional climate models, the
better the representation of topography and other surface characteristics.
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Figure 4.7: Comparison of WRF model topography at different horizontal resolutions (i.e. 18km, 6km
and 2km and respectively denoted WRF18, WRF6 and WRF2). The left panels shows the terrain height
(elevation in metres) at the default grid size/resolution used for the simulations. The right panels show
the difference between the low resolution and high resolution topography after regridding to the 18km
grid.

To examine the extent to which the WRF model topography is sensitive to the horizontal resolution
over the Drakensberg, the model topography at different horizontal resolutions (i.e., 18 km, 6 km and 3
km and respectively denoted WRF18, WRF6 and WRF2) are compared in Figure 4.7. Figure 4.7 shows
that the higher the resolution, the higher the terrain height (left panels). However, some areas in the
domain are characterised by higher terrain height (elevation) in the lower resolution grid compared to
the higher resolution grids as shown by the right panels in Figure 4.7.
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Figure 4.8: The composite of Node 1 as observed by CHIRPS and ARC2, and depicted by CFSR, and simulated by the WRF model (at 18km,
6km, and 2km).
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Figure 4.9: Same as in Figure 4.8 but for Node 3.
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Figure 4.10: Same as in Figure 4.8 but for Node 9 of pattern WSD3.
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Figure 4.11: A comparison of observed (CHIRPS and FEWS (i.e. ARC2)), reanalysis (CFSR), and
simulated (WRF) rainfall over the Drakensberg for Nodes 1, 2 and 9.

However, while the WRF downscaling improves the simulation of the precipitation, there are still notable
biases in the WRF simulations. For example, the simulations grossly overestimate precipitation at the
north-east of the mountain peak in Node 1 (Figure 4.8) and underestimate it in Node 9 (Figure 4.10). In
addition, they overestimate the precipitation at the south-east in Node 9. In total, they underestimate
the mean precipitation over the mountain in Nodes 1 and 3 but overestimate it in Node 9. The
bias can be attributed to several reasons. Firstly, it could be due to the quality of the boundary
condition data provided by the CFSR. For instance, the area of wet bias in WRF simulations in Node
1 corresponds to where CFSR also produces precipitation due to moisture convergence synoptic-scale
moisture convergence. An overestimation in the moisture transport and convergence at the synoptic
scale could lead to wet-bias in precipitation simulation at the local scale (Sahana et al., 2019). Secondly,
the bias may be attributed to deficiencies in the WRF dynamic core or parameterization schemes (e.g.
convection and boundary layer parameterization schemes). The convection scheme may be too sensitive
to topography or moisture convergence. Lastly, the differences between the observation and WRF
simulations may be due to uncertainty in the satellite observation datasets. For example, in all the
nodes, there are noble disagreements between the two datasets on the magnitude and spatial distribution
of precipitation of the Drakensberg. Several studies have reported uncertainties in satellite datasets and
attribute them to the differences in satellite resolutions and orbits. The results of the downscaling also
reveal that an increase in WRF simulations does not necessarily imply a better simulation of WSD
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precipitation (Figures 4.11). While the increase in the model simulation enhances the quality of the
simulated precipitation in some cases (i.e., WRF18 and WRF2 in Node 9), it deteriorates in other cases.
The non-linear relationship between model performance and horizontal resolution may be attributed to
the sensitivity of the parameterization schemes to model resolution.

Figure 4.12 shows that local features (like sea breeze, local mountain winds) modulate the location of
maximum rainfall and hence rainfall spatial distribution during weak synoptic days over the Drakensberg.
The zonal cross sectional profile (bottom panel Figure 4.12 ) through the points A, B and C depicted
on Figure 4.12 (top panel) for the different nodes (Node 1, Node 3 and Node 9) shows the location of
peak rainfall corresponds to the sea breeze front location rather than the mountain peak (around 30◦E
for point A, about 31◦E for point C). The sea breeze front is characterised by convergence around the
points A, B and C of low level air flow from the Indian oceans and downslope mountain winds. This
convergence resulted in uplift which produced the rainfall peak (diurnal rainfall peak- 16h00 on 30th
January 1999 at point A, 20h00 on 10th March 2004 at point B and 21h00 on 13th May 2009).

Figure 4.12: Precipitation over the Drakensberg Mountains during the wet weak synoptic condition
(Nodes 1, 3 and 9) and the associated local scale atmospheric circulations. The top panels show the
spatial distribution of the precipitation and the circulations during peak of the diurnal rainfall (Node
1: time 16h00; Node 2:20h00, Node 3:21h00) while the lower panels zonal cross section of potential
temperature and wind (zonal and vertical wind times ten) through the points A, B and C at the same
hour.

Figure 4.13 shows that on most of the weak synoptic days shown, the diurnal rainfall maximum over
the Drakensberg occurs in the late afternoon– early evening (Figure 4.14). Particularly, between 16h00
and 22h00 local time. This rainfall maximum (peak) is due to the thermodynamically direct circulations
caused by the diurnal cycle of insolation as presented in Figure 4.13. For example, on the 30th January
1991 at the Giant Castle station (Node 1 simulation , point A), the potential temperature vertical
profile shows that near the surface (800 − 850hPa) there is a cold layer of air (potential temperature
303 − 304K) between midnight and morning (10h00). Following sunrise, heating of the shallow cold
air layer in contact with the ground by way of sensible heating flux (Markowski and Richardson, 2011)
induces vertical mixing and turbulence which disrupts the cold air layer in contact with the ground.
This is because mixing promotes homogeneity. Water vapour concentration, wind speed and potential
temperature also tend towards constant values with height. This is shown by the uniformly warm
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Figure 4.13: Vertical cross section of the diurnal variation of potential temperature (color fill), verti-
cal velocity (contours: dashed and continuous lines) and associated diurnal cycle of rainfall (bottom
rectangle in each panel) at three different points.

surface layer (800 − 850hPa) with potential temperature of 308 − 309K between 10h00 and 16h00.
Continuous solar heating of the surface between 10h00 and 16h00 results in upward–moving thermals
(positive vertical velocity contour lines). Water vapour in the rising thermals cools with height, then
condenses and falls back to the surface between midday and evening (22h00) as rain with the peak
rainfall occurring at 16h00. The rainfall combined with sunset (decreasing sensible heat flux) result in
surface cooling near the ground. This results in the re-establishment of a cool surface layer (potential
temperature of 303−304K) between 16h00 and 22h00 (30th January 1991, Figure 4.13). The morning
(08h00) rainfall peak on the 10th of March 2004 (Figure 4.13) may be attributed to the land-sea
differential radiative heating/cooling which results in the reduction in stability in the early morning and
in turn facilitates the formation of an early morning maximum in rainfall. This shows that rainfall
formation was dominated by the local–scale processes. Similar explanations hold for the late afternoon
and evening rainfalls on the other WSD (see Figure 4.14).

The late-afternoon–evening rainfall over the DMR is consistent with other diurnal rainfall studies which
have reported that continental convection peaks in the evenings whereas oceanic convection peaks in
the early mornings. The evening rainfall peak is also consistent with the findings of Preston-Whyte et al.
(1991) who used observed rainfall data from three stations (Durban, Cedera and Shaleburn near the
Drakensberg escarpment) to study the relationship between diurnal rainfall events and rainfall producing
types over KwaZulu–Natal. They reported that rainfall peaked in the early evening at Durban when
Tropical Temperate Troughs and Ridging High Synoptic types produced rainfall but in the mid– and
early–afternoon when Westerly wave types produced rainfall.
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Figure 4.14: Temporal variation of rainfall at Point B (Elliot station) in Figure 4.12) on wet weak
synoptic day, as simulated by WRF model and as observed by South African Weather Service.

4.5 Summary

In this study, we have investigated the characteristics of rainfall distribution over the Drakensberg under
weak synoptic conditions– a condition when local scale processes dominate large scale processes. Using
a combination of observation and reanalysis datasets, we identified the different rainfall patterns over
the Drakensberg using SOM. We showed the weakness of CFSR in depicting the precipitation over the
Drakensberg in wet weak synoptic days, then showed the extent to which the dynamical downscaling
CFSR dataset can improve precipitation. The results of the study can be summarized as follows:

• Weak synoptic day (WSD) over the Drakensberg can occur in any season but mostly MAM and
JJA when it accounts for 20% and 16% of the weather conditions, respectively. The occurrence
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of WSD over the Drakensberg is usually associated with a high pressure system or the ridging of
the South Atlantic High Pressure or South Indian Anticyclone over the mountain.

• While CFSR agrees with the observation that the wet weak synoptic days contribute more than
5% of the annual rainfall over the Drakensberg and occur mostly MAM, it underestimates the
number of wet WSDs over the mountain.

• The SOM classification of precipitation during the WWSD revealed the four major patterns:
heavy precipitation over the whole study domain; weak precipitation over the Domain, moderate
precipitation over the south-west part, and moderate precipitation over the North-East part.

• The WWSD precipitation is fueled by moisture transport from the South West Indian Ocean into
Southern Africa, but the magnitude of precipitation depends on the orientation of Indian Ocean
Highs and the continental though, both of which modulate the trajectory path of the moisture
transport.

• CFSR underestimates the magnitude of precipitation in all the major WWSD precipitation patterns
but the dowscalling of CFSR dataset with WRF improves the quality of the simulated precipitation
fields. However, WRF simulation improvement is not linear with increase in the model horizontal
resolution.



Chapter 5

Simulating widespread extreme rainfall events over the
Drakensberg using WRF and MPAS models

This chapter reports the study on widespread extreme rainfall events over the Drakensberg. The major
goal of the study was to evaluate performance of two climate models in simulating the characteristics
of Widespread Extreme Rainfall Events(WERE) over the Drakensberg and in linking them with synop-
tic systems over Southern Africa. The two climate models are the Weather Research and Forecasting
(WRF) model and the Model for Prediction Across Scales (MPAS) presented in Chapter 3. The model
simulations datasets were evaluated using upper-air atmospheric data from the Climate Forecast System
Reanalysis (CFSR) and rainfall data from eight satellite products described in Chapter 3. The chapter
starts by evaluating the capability of the models to simulate the climatology of rainfall and extreme
rainfall indices over Southern Africa before examining the performance of the models in simulating char-
acteristics synoptic features and WERE. The WRF experiment to simulate the atmospheric conditions
over the Drakensberg used one way nesting. The WRF domain (Figure 5.1) has a horizontal resolution
of 25km by 25km with 300 grid points in the west-east and 225 grid points in south-north directions.
The number of vertical levels was 60 (bottom-top grid dimension). The model was applied to simulate
the atmospheric condition for the period 1st January 1987 - 31st December 2016, using CFSR as initial
and boundary condition dataset. The physics parameterization schemes employed for the simulations
are listed on Table 5.1.

Table 5.1: MPAS and WRF model physics paramaterization setup.

Parameterization scheme WRF model MPAS model

Microphysics WSM-3 mp wsm6

Longwave Radiation RRTM cam lw

Shortwave Radiation Dudhia cam sw

Surface Layer Rev. MM5 sf monin obukhov

Land Surface Noah Noah

Planetary Boundary Layer Yonsei Univ. bl ysu

Convection Betts-Miller-Janjic cu ntiedtke

56
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(a)

(b)

(c)

Figure 5.1: The Southern African topography (shaded; panel a) showing the Drakensberg Mountains
area (red polygon) as used in this study. The elevation above 2000m above mean sea level is enclosed
in a black contour. The simulation domain for WRF (panel b) and MPAS (panel c). The area of fine
refinement for the MPAS domain is indicated by the concentric circles. The innermost circle encloses
the high-resolution area of interest.
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Figure 5.2: Variation in number of WEREs (over DMR) with WERE threshold criteria (i.e. the minimum
percentage area of DMR the experiencing an extreme event simultaneously), as depicted by observation
(ARC2, CHIRPS, PERSIAN, WFDEI-CRU, and WFDEI-GPCC), reanalysis (CFSR), and model(WRF
and MPAS) datasets. The dashed vertical line indicates the threshold (i.e. 40%) used in study.

The MPAS Atmospheric model was used to simulate global atmospheric conditions but with a variable
high-resolution refinement that centred on the Drakensberg. The variable resolution mesh had 163842
grid cells with resolution ranging from 92km for parts of the globe to 25km in the area of refinement
(Southern Africa) as depicted by the oval shaped contours in Figure 5.1. The mesoscale reference
physics suite which consists of the schemes listed on Table 5.1 except the long wave and shortwave
radiation schemes that were overridden by the cam lw and cam sw physical parameterization schemes
respectively was employed. The simulation is 1st January 1987–31st December 2016, with CFSR as
initial datasets.

5.1 Rainfall and extreme rainfall indices

This section presents and discusses the capability of the models to simulate the rainfall and extreme
rainfall indices presented in Chapter 3 (Section 3.4.1). Both models (WRF and MPAS) give realistic
simulations of the rainfall characteristics over Southern Africa, especially over South Africa and DMR
(Figure 5.2). For all the rainfall indices (RTOT, SDII, R95p, and R95pTOT), the models capture the
west-east rainfall gradient over South Africa and reproduce the local rainfall maxima over the DMR as
well as along the south and south-east coasts of South Africa. Nevertheless, there are notable differences
in the performance of the models. While MPAS performs better than WRF in some cases, WRF performs
better than MPAS in other cases. For instance, in RTOT, the spatial correlation of the simulation with
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Figure 5.3: Spatial distribution of rainfall indices (RTOT, R95pTOT,SDII and R95pWET) over the
Southern Africa as depicted by observation (Obs: mean of FEWS, CHIRPS, PERSIANN, WFDEI–CRU,
WFDEI–GPCC), a reanalysis (CFSR) and simulations (WRF and MPAS). The contours in observation
panels (Obs) show the uncertainty in the observations dataset (i.e. standard deviation), the contours in
other panels (CFSR, WRF and MPAS) show biases (with respect to the Obs), while the corresponding
spatial correlation (r) and root mean square error (RMSE) are also indicated. The correlation values
that are significant are asterisked.

observation is higher for MPAS (r = 0.79) than for WRF (r = 0.78); the RMSE of the stimulation is
also lower for MPAS (RMSE = 139 for MPAS; RMSE = 176 for WRF). The major shortcoming of both
models in simulating RTOT is their failure to capture the RTOT peak over Mozambique, suggesting
that the simulations might not sufficiently capture the landfall of tropical cyclones over the country.
Both models also overestimate RTOT over the DMR, but the magnitude of the overestimation is larger
in WRF than in MPAS. This suggests that while both models exaggerate orographic rainfall over DMR,
WRF, in addition, overestimates RTOT from the Tropical Temperate Through (TTT). In general, the
performance of WRF in simulating RTOT is worse than the CFSR that provides its boundary condition,
but the MPAS performance is similar to the CFSR.

In contrast to the RTOT case, WRF outperforms MPAS in simulating the spatial pattern of SDII.
Although both models feature the same RMSE (i.e. 1.5mm day−1), the simulated pattern is much
closer to the observed in WRF (r = 0.61) than in MPAS (r = 0.39). The models underestimate the
SDII over Mozambique, but the underestimation is more pronounced in MPAS (> 5mm day−1) than in
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Figure 5.4: Rainfall intensity–frequency curves over the Drakensberg as depicted by observation (FEWS,
CHIRPS, PERSIANN, WFDEI CRU and, WFDEI GPCC), reanalysis (CFSR) and simulation (WRF and
MPAS) datasets.

WRF (< 5mm day−1). While both models fail to capture SDII maxima over Mozambique, WRF still
simulates the observed peak SDII over Zimbabwe. Nevertheless, despite the substantial wet biases of
WRF in simulating RTOT over DMR and along the TTT band, the model still simulates SDII well over
these areas. This inconsistency indicates that WRF overestimates the number of rainy days over these
areas. The inconsistency also features in MPAS results over DMR, but it is less pronounced than that
of WRF. In addition, while MPAS captures the SDII maximum over the south-west tip of South Africa,
WRF does not. Hoeverever, apart from the dry bias over Mozambique, both give a good simulation of
SDII over Southern Africa, in that, their biases are within the observation uncertainty.

For all the datasets (observation, CFSR, WRF, and MPAS), the spatial distribution of R95p is similar
to that of SDII. While the WRF simulated pattern (r = 0.58) is better than that of MPAS (r = 0.41),
MPAS features less bias (RMSE = 5.8 in MPAS, RMSE = 5.8 in WRF). The performances of both
models in reproducing the spatial pattern of R95pTOT are the same (r= 0.8), but the RMSE is lower
in WRF (RMSE = 44) than in MPAS (RMSE = 54). In general, both models overestimate extreme
rainfall activities (R95p and R95pTOT) over DMR and grossly underestimate R95p over Mozambique.
Figure 5.4 shows that WRF and MPAS give realistic simulations of the rainfall–intensity frequency
curve over the DMR. In agreement with the observation, the simulated curves feature a sharp decrease
in rainfall frequency as the rainfall intensity increases. Nevertheless, the WRF performs better than
MPAS in simulating the curves. While the WRF simulated curve stays within the observation spread,
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MPAS simulated curve moves outside the observation spread when rainfall intensity is greater than
120mm day−1. This implies the MPAS simulation tends to produce a higher frequency of heavy events
than observed.

Figure 5.5: The annual variation of WERE frequency anomalies over the DMR in the period 1987−2016,
as depicted by observation (FEWS, CHIRPS, PERSIANN, WFDEI CRU, WFDEI GPCC), reanalysis
(CFSR) and simulation (WRF, MPAS) datasets. The mean and standard deviation (nstd) of the fre-
quency are shown. The normalized standard deviation (nstd), correlation (r) and synchronization (n)
of each dataset with respect to CHIRPS are indicated. The asterisk (*) shows the correlations that are
statistically significant (99% significance based on t-test).

All the observation datasets (ARC2, CHIRPS, PERSIAN, WFDEI CRU, and WFDEI GPCC) agree that
WERE mostly occurs in three seasons (DJF, MAM, and SON) over DMR and does not occur every
year. However, there are substantial discrepancies among the datasets on the climatology and annual
frequency of the WERE. For example, while CHIRPS and FEW feature the60 lowest number of WERE
(mean = 0.43), WFDEI GPCC, and WFDEI CRU feature the highest (mean = 1.9 and 2.0 respectively).
The inter-annual variability of the WERE frequency is also largest in WFDEI GPCC and WFDEI CRU
(std = 1.7 and 1.8) and lowest in FEW (std = 0.67). The datasets feature their maximum WERE
frequency in different years (e.g. CHIRP in 1996 and WFDEI CRU in 2010). The discrepancy among the
observation datasets makes the performance evaluation of the models difficult. However, the statistics
of WRF results (mean = 1.3 and std = 1.1) tend more towards that of PERSIAN, that of MPAS (mean
= 0.57 and std = 0.67) follows the FEWS. Nevertheless, the results of both models lie within the
observation datasets. Although the correlation of WRF and MPAS with CHIRPS is poor (r = 0.49 and
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−0.02, respectively), the synchronization is high (n = 77% and 60.0%, respectively). This suggests a
good agreement between the sign of the simulated and observed anomalies.

Mpungose et al. (2022) have noted that extreme rainfall at a local level over the Drakensberg are
a summer phenomenon (occur in late summer) while the current study shows that they occur in in
three seasons (DJF, MAM, and SON). Particularly, they examined early (October–December) and late
summer rainy seasons (January–March) from 1984 to 2019 using CHIRPS daily rainfall data and found
that Over 60% of the top 50 extreme rainfall events occurred during late summer (January–March) with
tropical lows being by far the main contributor.

5.2 Synoptic atmospheric features and WERE over the DMR

To identify dominants synoptic atmospheric features over Southern Africa, the Self-Organising Maps
(SOMs, described in Chapter 3) was used classifying daily mean sea level pressure from the reanalysis
(CFSR) and the two climate simulations (WRF and MPAS) into 63 groups (9x7 map). After the
classification, the WEREs were mapped to the corresponding SOM nodes.

Figure 5.6: SOM analysis of daily mean sea-level pressure (MSLP) over Southern Africa (1987 - 2016),
as CFSR, WRF and MPAS.

Figure 5.6 presents the SOM classification of MSLP patterns over the study domain. In the classification,
the edge nodes (Nodes 1, 9, 55 and 63) show the most extreme patterns while other nodes present a
smooth transition between the extreme patterns. However, a closer look at the figure shows that the
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SOM nodes can be roughly divided into nine groups (i.e., TTTs, TTTe, TTTw, DTT, STT, RSW, RSE,
RHS and WSP) based on the location of the dominant synoptic features in the patterns. Table 5.2
provides a brief description of each group. The SOM classification and groups agree well with those
reported in previous studies (e.g., Lennard and Hegerl, 2015; Engelbrecht et al., 2015). However, the
groups here show a more defined classification of the synoptic patterns than those in the previous studies.
For example, while the previous studies showed only one pattern for TTT, the present study shows three
groups for TTT with different locations of the temperate trough. Also, in contrast to the previous
studies, the present grouping identifies DTT (also known as truncated TTT), a synoptic pattern that
some studies showed to produce WERE over the south-west and south-east coasts of South Africa (i.e.
Abiodun et al., 2016; Omar and Abiodun, 2017). However, the identification of more synoptic patterns
in the present SOM analysis may be due to the higher number of nodes (63; 9x7) and datasets (CFSR,
WRF and MPAS) used in the analysis.

Figure 5.7: Seasonal frequency of synoptic patterns identified with SOM in Figure 5.6

There is a good agreement among the three datasets (CFSR, WRF and MPAS) on the frequency and
seasonal distribution of the synoptic patterns (Figure 5.7). For example, they all agree that all the
patterns along topmost row (i.e. Nodes 1-9), north-east corner (Nodes 17, 18, 26 and 27) and along
the leftmost column of the SOM classification have preference for the winter (JJA) while majority of
the patterns in the south-west half of the classification are most frequent in the summer (DJF). They
also agree on how the change in season influences the characteristics of nodes in a group. For example,
the TTTs nodes that occur most frequently in DJF (e.g. Nodes 37) have a deeper tropical trough and
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Table 5.2: Description of the nine dominant synoptic weather patterns (i.e., TTTs, TTTe, TTTw,
DTT, STT, RSW, RSE, RHS and WSP) identified in Figure 5.6 and the percentage contribution of
each dataset (CFSR, WRF and MPAS) to the dominant patterns and to the occurrence of WERE during
the major event.

Name Description of the patterns Frequency (%) [CFSR,
WRF, MPAS]

WERE Frequency (%)
[CFSR, WRF, MPAS]

TTTs A tropical-temperate trough (TTT)
with the temperate trough located
south of the continent and separating
the SAOH and SIOH

[39, 31, 30] [35, 60, 5]

TTTe A tropical-temperate trough (TTT)
with the temperate trough located
south-east of the continent and sep-
arating the SAOH and SIOH

[40, 29, 31] [47, 40, 13]

TTTw A tropical-temperate trough (TTT)
with the temperate trough located
south-west of the continent and sep-
arating the SAOH and SIOH

[30, 37, 33] [0, 0, 100]

DTT A deep tropical trough that is trun-
cated from becoming TTT by either
the link between SAOH and SIOH
or the ridging of SAOH. This is also
known a truncated TTT

[39, 39, 22] [27, 59, 14]

STT Temperate trough located at the
south or south-west of the continent,
featuring no tropical trough or ridging
high.

[38, 35, 27] [60, 0, 40]

RSW Ridging high at the south-west and
temperate trough to the south-east

[31, 33, 36] [0, 50, 50]

RSE Riding high to the south-east and
temperate rough to the south-west.

[23, 34, 43] [50, 33, 17]

RHS High pressure at the south of the con-
tinent due to the merging of SAH and
SIH

[18, 27, 55] [50, 25, 25]

WSP Weak synoptic pattern [27, 34, 39] [0, 50, 50]

weaker temperate trough than TTTs nodes that occur mostly in other seasons (i.e., Node 1). This is
because in DJF, when both systems (tropical trough and temperate trough) attain their most southward
positions, the core of the tropical trough presides over the sub-continent while the core of temperate
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trough is shifted south of the study domain. Furthermore, in most cases, the frequency of occurrence of
the synoptic pattern groups are comparable in the simulations (WRF and MPAS) and reanalysis (CFSR)
datasets, especially for RSW (Table 5.2). However, there are some notable discrepancies. For example,
both simulations substantially underestimate the frequency of TTTs and TTTe and grossly overestimate
the frequency of RSE, RHS and WSP. In addition, WRF overestimates the frequency TTTw while MPAS
underestimates that of DTT and STT.

Figure 5.8: Frequency of WERE occurrence during the synoptic patterns identified with SOMs in
Figure 5.3.

The datasets generally agree on the mapping of the WERE over DMR to the synoptic pattern groups,
but they disagree on the WERE frequency in each group (Figure 5.8). For example, the models (WRF
and MAPS) agree with reanalysis that TTTs, TTTe, DTT, RSE and RHS can induce WERE over the
mountain, but underestimate the frequency of WERE in TTTe, RSE, and RHS. While WRF overestimates
the frequency of WERE in TTTs and DTT, MPAS underestimates the frequency in these two groups.
In addition, contrary to the reanalysis, the models produce WERE in RSW and WSP. While only MPAS
features WERE in TTTw, only WRF fails to induce WERE in STT. The discrepancy among the dataset
on the mapping of the WERE to the synoptic pattern groups can be attributed to several factors. The
group of the synoptic patterns on only one atmospheric variable (MSLP) meanwhile several atmospheric
variables (e.g. atmospheric moisture, moist static energy, etc) combine shaping the suitable atmospheric
condition for WERE over the mountain. Furthermore, the discrepancy can also relate to shortcomings
in the model simulations or in the reanalysis datasets. It can also be attributed to the uncertainty in
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the sampling, as the number of WERE events analysed in the datasets (especially in MPAS) may be
too small.

5.3 Spatial patterns of WERE over the Drakensberg

To identify the major patterns of WERE over the Drakensberg, the Self-Organizing Map (SOM, described
in Chapter 3) was employed to classify rainfall patterns on WERE into 12 groups (4x3 SOM nodes).

The SOM classification of WERE patterns over DMR shows that the patterns can be further classified
into four major groups based on locus of the WERE (Figure 5.9). In the first group (EWR: Nodes 1,
2 5 and 6), the core of the extreme rainfall is on the eastern side of the mountain, stretching from
north-east to the south-west along the coastline. This group accounts for 34.4% of the WERE days in
the combined dataset. All the datasets feature EWR (CFSR:10, WRF:13, and MPAS:6) and agree that
it usually occurs in SON and MAM. However, CFSR and WRF still feature it in DJF. In the second
group (NWR: Nodes 3, 4, 7 and 8), the center of the extreme event is within the north and northeast
slope of the mountain. The group, which represents 23.4% of WERE days in the combined dataset, is
well featured in the three datasets (CFSR:9, WRF:13, and MPAS:6). CFSR and WRF agree that NWR
mostly occurs in DJF, MPAS does not feature it in DJF. In the third group (SWR: Nodes 9 and 10),
clusters of extreme rainfall occur over different parts of DMR but mostly over the southern slope. This
group represents 18% of WERE in the combined dataset but rarely occurs in MPAS simulation (CFSR:6,
WRF:9, and MPAS:1). However, CFSR and WRF agree that SWR mostly occurs in DJF and SON. In
the fourth group (WWR; Nodes 11 and 12), the core of the extreme rainfall is over the north-western
slope of the mountain. WWR accounts for 14.3% of the WERE days in the combined dataset and
features well in the three datasets (CFSR:3, WRF:5, and MPAS:4). All the datasets agree that WWR
is most prominent in DJF and SON. However, WRF features an event of WWR in MAM while MPAS
features it in JJA. Despite the disagreements among the datasets on the frequency of occurrence of
the WERE groups, they all agree that EWR and NWR are the most common WERE groups, indicating
that the northern and the eastern slopes are most favourable for location for WEREs occurrences. The
northern and the eastern slopes may be more favourable for location for WEREs occurrences because
of the moisture rich atmosphere. This high moisture content is due to moisture transport from the
surrounding oceans (Ndarana et al., 2021). Ndarana et al. (2021) showed that moisture that is brought
by ridging highs into South Africa originates from different parts of the Indian Ocean at different times
steps of its evolution. The moisture is added by the ridging process from the Mozambique Channel
and this moisture accumulates over the north eastern parts of South Africa, Swaziland and southern
Mozambique and leads to large rainfall anomalies in Mozambique.

The areas of strong rainfall depicted by the SOM (in Figure 5.9a) indicate potential areas for damage,
destruction of property, erosion, floods and loss of human life during WERE events. For example,
pattern 1 depicts extreme rainfall over areas like Durban which appears to be a hotspot for extreme
events (Singleton and Reason, 2006). For instance, in September 1987, a heavy rainfall (exceeding
900mm over a 3-day period) induced a severe flooding that affected the coastal areas of the KwaZulu-
Natal province, damaged more than 30,000 houses, left more than 50, 000 people homeless, and killed
506 people (Singleton and Reason, 2006). A similar event occurred in April 2019 and 2022 (Mpungose
et al., 2022). Therefore, knowledge of the spatial extent of the hot spot areas for extreme rainfall events
as identified by the SOM analysis could help in the development and implementation of mitigation
strategies to protect against extreme rainfall damage in the hotspot areas.
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(a)

(b)

Figure 5.9: SOM classification of WEREs over the DMR (panel a) and seasonal frequency of the WERE
patterns (panel b). The dominant synoptic weather patterns (i.e., TTTs, TTTe, TTTw, DTT, STT,
RSW, RSE, RHS and WSP) that produce the WERE patterns are indicated on bars in panel (b).
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5.4 Thermodynamic and dynamic conditions associated with the EWR
pattern.

Figure 5.10: Thermodynamic and dynamic conditions associated with occurrence of EWR patterns over
the Drakensberg in summer. The upper panels show the rainfall (shaded), 500hPa geopotential height
and wind flow (arrows) while lower panels show the associated convective available potential energy
(CAPE, shaded), the 850hPa geopotential height (contour), and moisture flux (arrows). The first
column is for CFSR results under DTT synoptic pattern while the second and third columns are for
WRF results under TTTs and WSP respectively.

The thermodynamic and dynamic conditions associated with the EWR pattern (in which the core of
the heavy rainfall occurs on the eastern side of the mountain) as depicted by CFSR and WRF during
the summer period (DJF) are presented in Figure 5.10. We focus on the EWR pattern because it gives
the widest and the most intense extreme rainfall events among the four patterns (Figure 5.9). Both
datasets agree moisture transport from the tropical Indian Ocean and the Mozambique channel is the
major source of moisture for EWR events. This is evident by the large values of convective available
energy over these areas. In CFSR results, the moisture is transported to the Drakensberg by the easterly
flow induced by the ridging of the South Atlantic High (DTT) while in WRF the moisture is channelled to
the mountain by the north-easterly flow from the South Indian Ocean (TTTs and WSP). The results are
consistent with previous studies (Ndarana et al., 2018; Stander et al., 2016; Crimp and Mason, 1999).
For example, Crimp and Mason (1999) found a confluence of tropical low and a ridging anticyclone
were associated with extreme rainfall over eastern South Africa in February 1996. Stander et al. (2016)
described how a ridging Atlantic Ocean high provided the moisture needed for widespread snowfall over
South Africa in August 2012. Ndarana et al. (2018) showed how different types of ridging anticyclone
influence the moisture transport from the ocean into the sub-continent. However, the overlapping of
low CAPE and high rainfall over the Drakensberg shows that the mountain terrain plays an important
role triggering the heavy rainfall. The orographic lifting along the slopes of the Drakensberg forces the
conditionally unstable moist air from the Indian Ocean and Mozambique Channels to rise to the level
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of free convection where the CAPE is made available. As the resulting thunderstorm, which stabilizes
the atmosphere, reduces the CAPE value over the mountain.

5.5 Summary

This study has investigated the capability of the WRF and MPAS models in re-producing the character-
istics of WERE events over the Drakensberg. The model simulations were compared with 5 observation
datasets (ARC2, CHIRPS, PERSIANN, WFDE-CRU and WFDEI-GPCC), CFSR reanalysis to evaluate
their capacity to represent past characteristics of extreme rainfall over the DMR. The rainfall charac-
teristics were represented with four rainfall indices (RTOT, SDII, R95.5p and R95.5pTOT). Then SOM
analysis was used to identify the different patterns of strong rainfall areas during WERE events and their
associated synoptic circulation features.

The results of this study may be summarised as follows:

• Both models (WRF and MPAS) give realistic simulation of the rainfall characteristics over Southern
Africa, especially over South Africa and DMR. For all the rainfall indices, the models capture the
west-east rainfall gradient over South Africa and reproduce the local rainfall maxima over the
DMR as well as along the south and south-east coasts of South Africa. Nevertheless, there are
notable differences in the performance of the models. While MPAS performs better than WRF in
some cases, WRF performs better than MPAS in other cases.

• All the observation datasets agree that WERE mostly occurs in three seasons (DJF, MAM, and
SON) over DMR and does not occur every year. However, there are substantial discrepancies
among the datasets on the climatology and annual frequency of the WERE.

• SOM analysis of grid points where extreme rainfall occurred during WERE events shows that there
are four major spatial patterns of strong rainfall areas during WERE events over the Drakensberg.
This study found that WEREs are associated with tropical temperate troughs, cold fronts and
ridging high.



Chapter 6

Projected changes in precipitation characteristics over the
Drakensberg Mountains

This chapter reports the study on projected impacts of climate change on the characteristics of pre-
cipitation over the DMR, using both dynamically and statistically downscaled datasets. The impact of
climate change is considered at various global warming levels (GWLs) under RCP8.5. The projection
is based on the two international experiment datasets described in Chapter 3. The datasets are the
simulation datasets used were the Coordinated Regional Climate Downscaling Experiment (CORDEX)
and the National Aeronautics and Space Administration (NASA) Earth Exchange Global Daily Down-
scaled Projections (NEX-GDDP, hereafter NEX). Table 6.1 shows the list of the models used in both
datasets. Only the RCP8.5 (i.e., high emission scenario) datasets were analysed for this study. We used
this scenario because it has the largest number of simulation ensemble members in both datasets. For
most models, the RCP4.5 simulation does not attain 2.5◦C or 3.0◦C. Using the few available RCP4.5
simulations will compromise the comparison at these two warming levels.

This study adopted the definition of timings for GWLs used by Nikulin et al. (2018). Specifically,
the timing of the GWL is the first year of a 30-year period, when the global temperature is above
the desired warming level (i.e., 1.5◦, 2.0◦, 2.5◦and 3.0◦) relative to pre-industrial levels (which are
defined as 1861 − 1890). The timing of the GWL can either be defined using GCM only (Nikulin
et al., 2018) or using both GCMs and observation (Dosio and Fischer, 2018; Vautard et al., 2014).
Both approaches consist of choosing a baseline period (i.e., an averaged window period of 15, 20 or
30 years, which is usually from the pre-industrial period) and computing the temperature difference
between the baseline period (pre-industrial) and the period when the specific GWL of interest (1.5◦C
or higher) is reached (Dosio and Fischer, 2018; Vautard et al., 2014). However, they differ in that the
approach, which uses both observation and GCM data, computes the GWL by calculating the observed
global temperature rise between the pre-industrial period and the present period, before adding this to
the GCM projected future warming relative to the present. This approach may result in less spread in
GWLs across the models, as all GCMs are brought to the same level of warming relative to the present
climate. This is because the approach assumes equal climate sensitivities across all GCMs from the
pre-industrial periods to the present; it may also be affected by observational uncertainty and artificially
reduced/enhanced GCM climate sensitivities (Nikulin et al., 2018). In contrast, the GCM only approach
(which was used in this study and in Nikulin et al. (2018) determines GWLs from GCM experiments
that are run from the pre-industrial period through to the 21st century. This provides a spread of GWLs
across models (see Table 6.1) as a result of different climate sensitivities across the GCMs. This approach
defines the pre-industrial period as defined in all the historical simulations of the CMIP5 models. For
each downscaling approach used in this study, we have used the same GWL timing as defined by the
corresponding driving GCM to extract a 30-year period for analysis.

The indices used in this study to characterize the characteristics of extreme rainfall events are discussed
in Chapter 3. For each downscaled simulation (CORDEX and NEX), we computed each index during the
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Table 6.1: The GCMs simulations, corresponding 30-year period for various global warming levels (1.5◦C,
2◦C, 2.5◦C and 3.0◦C) under RCP8.5 scenario, and the models used for downscaling the GCM simu-
lations used in the study. The downscaled simulations are from NEX (i.e., SDM) and CORDEX (i.e.,
ALADIN, CCLM, HIRLAM, RACMO, RCA, and REMO). Detailed information on the GCMs and down-
scaled simulations in Déqué et al. (2017). The alphabets (b - x) and numbers (1 – 7) in brackets
of the GCMs and RCMs (respectively) are used tags to represent the simulations (e.g., b7 represents
BNU-ESM SDM simulation).

GCM
Period of Global Warming levels

Downscaling models
1.5◦C 2.0◦C 2.5◦C 3.0◦C

BNU–ESM(b) 1995–2024 2009–2038 2020–2049 2031–2060 SDM(7)

CanESM2(c) 1999–2028 2012–2041 2024–2053 2034–2063 SDM(7), RCA4(5)

CCSM4(d) 1999–2028 2016–2045 2031–2060 2042–2071 SDM(7)

CESM1–BGC(e) 2017–2046 2029–2058 2038–2067 2048–2077 SDM(7)

CNRM–CM5(f) 2015–2044 2029–2058 2041–2070 2052–2081 SDM(7), ALADIN(1), CCLM(2),
RCA4(5)

CSIRO–Mk3-6-0 (g) 2018–2047 2030–2059 2040–2069 2050–2079 SDM(7), RCA4(5)

EC-EARTH-r1(h) 2003–2032 2021–2050 2035–2064 2046–2075 RACMO(4)

EC-EARTH-r12(j) 2005–2034 2021–2050 2034–2063 2047–2076 CCLM(2), REMO(2), RCA4(5)

GFDL–CM3(k) 2009–2038 2021–2050 2032–2061 2041–2070 SDM(7)

GFDL–ESM2G(l) 2023–2052 2040–2069 2054–2083 2066–2095 SDM(7)

GFDL–ESM2M(m) 2020–2049 2037–2066 2052–2081 2066–2095 SDM(7)

HadGEM2–ES(n) 2010–2039 2023–2052 2033–2062 2042–2071 RACMO(4), CCLM(2), RCA4(5)

INMCM4(o) 2029–2058 2044–2073 2056–2085 2070–2099 SDM(7)

IPSL–CM5A–LR(p) 1997–2026 2013–2042 2024–2053 2034–2063 SDM(7), RCA4(5)

IPSL–CM5A–MR(q) 2002–2031 2016–2045 2027–2056 2036–2065 SDM(7) , RCA4(5)

MIROC5(r) 2019–2048 2034–2063 2047–2076 2058–2087 SDM(7)

MIROC–ESM5(s) 2006–2035 2016–2045 2027–2056 2038–2067 SDM(7)

MIROC–ESM–
CHEM(t)

2004–2033 2016–2045 2026–2055 2036–2065 SDM(7)

MPI–ESM–LR(u) 2004–2033 2021–2050 2034–2063 2046–2075 SDM(7), RCA4(5), CCLM(2),
REMO(6)

MPI–ESM–MR(v) 2006–2035 2024–2053 2036–2065 2046–2075 SDM(7)

MRI–CGCM3(w) 2026–2055 2038–2067 2050–2079 2061–2090 SDM(7)

NorESM1–M(x) 2019–2048 2034–2063 2047–2076 2059–2088 SDM(7), RCA4(5), HIRAM(3)
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control period (1971–2000) as well as during the 30–year period when the simulation (GCM) reached a
given GWL. The GWL varies from one GCM to another. We chose the period (1971–2000) as the control
period because want to our results comparable with other CORDEX Africa studies (Maúre et al., 2018;
Abiodun et al., 2019; Nikulin et al., 2018) and impact application studies (e.g., Sakalli et al., 2017) that
used the period as their control period. To determine the impact of climate change at different GWLs,
we subtracted the simulation of the reference climate from that of the GWL. This was done for each grid
point within our study domain (Figure 3.1). Following Abiodun et al. (2020) and Nikulin et al. (2018),
the significance of the change was assessed by using two conditions. The first condition used a t-test
to check that the climate change at a given grid point was statistically significant for at least 80% of
the simulations (with respect to the inter-annual variability of the reference climate (present-day). The
second condition checked that at least 80% of the simulations agreed on the sign of the change at the
grid point. The climate change signal at every grid point was considered robust when both conditions
are met. The threshold value of 80% was selected following Abiodun et al. (2020) and Nikulin et al.
(2018).

To test the robustness of the projected changes in spatial patterns of the rainfall indices, Self-Organizing
Maps (SOM) were used to classify the simulations into groups. The SOM was used to classify the
projected spatial patterns of four extreme rainfall indices, the rainfall total (RTOT), the number of wet
days (WDAYS), the extreme rainfall threshold (R97.5p) and the rainfall frequency (R97.5pFREQ) at
four GWLs into 12 groups (i.e., a 4x3 nodes). We tested the sensitivity of our SOM classification the
choice of 12 groups (4x3), 9 groups (3x3), and 16 groups (4x4) found that the general patterns of
the classification do not change much. However, the 12 groups classification gives a better distinction
of the pattern than 9 groups, while the 16 groups classification produces a node with no frequency,
indicating too many numbers of groups. To perform the SOM, the NEX dataset was re-gridded onto
the CORDEX grid. Then, both CORDEX and NEX datasets were combined to form a single dataset,
which was used in the SOM analysis. However, the SOM analysis was performed for each precipitation
index separately. For each SOM analysis, the contributions of the CORDEX and NEX simulations to
the SOM nodes at the four GWLs were determined. This use of SOM analysis helped to reveal the
diversity in the projection patterns that is usually hidden in ensemble mean results.

6.1 Evaluation of CORDEX and NEX datasets

This section discusses the capability of the CORDEX and NEX simulations to reproduce the charac-
teristics of the rainfall indices (Table 3.3) over the DMR by comparing the simulation results with the
observation results. The evaluation focuses on how well the datasets capture the rainfall intensity and
frequency distribution, as well as the mean value and spatial distribution of the rainfall indices over the
Drakensberg. However, to put the model evaluation into the right perspective, we first present the dif-
ferences (i.e., uncertainties) in the results of the eight observation datasets (ARC, CHIRPS, PERSIANN,
TAMSAT, AgCFSR, AgMERRA, WFDEI-CRU and WFDEI-GPCC) before discussing the evaluation of
the model.

There is a good agreement among the eight observation datasets on the precipitation intensity-frequency
curves over the DMR, but there are some discrepancies as well (Figure 6.1). While all the observation
curves agree on a decrease in the rainfall frequency with an increase in the rainfall intensity, the rate of
the decrease differs among the datasets. The decrease is fastest in PERSIANN and TAMSAT (which lie
at the lower edge of the observation spread) and slowest in AgCFSR (which lies at the upper edge of the
observation spread). This implies that, over the DMR, AgCFSR reports the most frequent heavy rainfall,
while PERSIANN and TAMSAT report the least frequent heavy rainfall. The tail of the AgCFSR curve
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(a) Observation

(b) CORDEX

(c) NEX

Figure 6.1: Precipitation intensity–frequency over the DMR as depicted by (a) observation, (b)
CORDEX, and (c) NEX.
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Figure 6.2: A comparison of biases in the CORDEX and NEX simulation datasets using a boxplot. The
boxplot shows the minimum, 1st quartile, median, 3rd quartile and maximum values in the simulation
spread. All the values are normalized with the mean of the eight observation datasets. The mean value
is shown at the top of each index. The reference value for each index is 1. The purple dashed line
indicates the threshold of ±50% bias for all the indices with reference to the observed mean.

extends beyond 120mm day−1, whereas that of TAMSAT truncates below 80mm day−1. Other datasets
cluster together between these two extremes. The differences between AgCFSR and TAMSAT may be
attributed to their data sources. TAMSAT is a satellite product, while AgCFSR is a reanalysis product
(Table 3.2). It is difficult to determine which of these two sources is better. This is because cloud cover
and orbiting of satellites could make the satellite product miss a heavy rainfall event or underestimate the
intensity of the event; conversely, though, the interpolation and extrapolation of the data in reanalysis
could also make the reanalysis product overestimate the intensity of heavy rainfall. Several studies have
reported a similar discrepancy among observation products over Africa (e.g., Abiodun et al., 2020; Sylla
et al., 2013). Abiodun et al. (2020) even demonstrated that the outlier datasets vary over Southern Africa
cities. For example, PERSIANN and CHIRPS were identified as outliers over Cape Town, TAMSAT and
PERSIANN over Lilongwe, and AgCFSR over Johannesburg. This makes it difficult to isolate outlier
datasets from the model evaluation. Nevertheless, it does confirm a need for more studies on how to
reduce disparities among the observation datasets used for model evaluation.

The simulation datasets (CORDEX and NEX) give a realistic representation of the precipitation-intensity-
frequency curves; of the two, NEX gives a better representation (Figure 6.1). With CORDEX (Fig-
ure 6.1b), about half of the simulated curves fall within the observation spread, while the other half
produce longer tails than those of the AgCFSR curve (i.e., they simulate more frequent heavy rainfall
events). With NEX (Figure 6.1c), however, only four of the simulated curves (i.e., 25%) fall outside
the observation spread (i.e., have a longer tail than that of the AgCFSR curve). For the mean values of
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the precipitation indices over the DMR (Figure 6.2), the spread of the NEX simulations is closer to the
observations than are those of the CORDEX simulations. For instance, all the NEX simulation fall within
±50% threshold of the observed values in six indices (i.e., RTOT, WDAYS, SDII, R95.7p, R95.7pTOT,
and Rx5day), and more than half of the models fall within the threshold in the three indices (CWD,
R20mm and WERE). In contrast, all the CORDEX simulations only fall within this threshold in one
index (i.e., SDII) and more than half of them fall within this threshold in four indices (WDAYS, CWD,
R95.7, and WERE), while all the simulations overestimate the remaining indices (RTOT, R97.5pTOT,
R20mm and Rx5day). The better performance of NEX than CORDEX in this regard may be because the
NEX dataset is bias-corrected while the CORDEX dataset is not. The bias-corrected CORDEX dataset
was not available for the study.

In simulating the spatial distribution of the precipitation indices (Figure 6.3), NEX also performs better
than CORDEX in most indices, except with regard to the extreme rainfall threshold (R97.5p). Consistent
with Crétat et al. (2012), Figure 6.3 shows that the annual rainfall (RTOT) over the DMR increases
from about 500mm year−1 in the interior (in the west) to about 700mm year−1 along the coast (in
the east). While both datasets reproduce this east-west rainfall gradient and extend the maximum
RTOT from the east to the north-eastern top of the mountain, their maximum RTOT is higher than
observed. The bias in the NEX RTOT simulation (about 100mm year−1) is lower than the uncertainty
in the observation datasets (i.e., the standard deviation of the datasets; about 300mm year−1), but
that of CORDEX (more 650mm year−1) is more than the observation uncertainty. Also, the spatial
correlation between NEX and the observation (r = 0.98) is higher than the one between CORDEX and
the observation (r = 0.89). The CORDEX bias in RTOT can be linked to an error in the simulated
number of wet days (WDAY; Figure 6.3e) and in the amount of precipitation from extreme rainfall
events (R97.5pTOT; Figure 6.3q). This suggests that the rainfall parameterization scheme in the
CORDEX models may be too active in triggering or releasing precipitation over the mountain. Several
studies Favre et al. (2016); Fosser et al. (2015); Hohenegger et al. (2008); Pathak et al. (2019); Ratna
et al. (2014) have reported that many climate models overestimate rainfall over mountains because
their convective parameterizations are too sensitive to the orographic lifting of moist air. Nevertheless,
CORDEX does give an excellent representation of the extreme rainfall threshold (R97.5p; r = 0.99),
and it performs better than NEX (r = 0.92) in this regard. The better performance of CORDEX
(than NEX) may be because the physics in the CORDEX downscaling correctly captures the extreme
rainfall events from the orographic lifting of moist air, whereas the NEX statistical downscaling does
not incorporate such physics. This may also explain why NEX underestimates R97.5p over the DMR
(by more than 8mm day−1 on the mountain top). Nevertheless, while CORDEX outperforms NEX in
simulating R97.5p, it underperforms NEX in simulating the other indices, because it produces too many
extreme rainfall events and generates too much rainfall from these extreme events. Hertig et al. (2012)
also showed that the frequency of extreme precipitation events over the Mediterranean mountains was
better captured with statistical downscaling than with dynamical downscaling.

However, in general, our result corroborates previous studies that found no preference between RCM
and SDM in downscaling GCMs simulations over complex topography but advocated for a combination
(hybrid) of both methods (Tang et al., 2016; Yhang et al., 2017; Tran Anh and Taniguchi, 2018). For
instance, Yhang et al. (2017) found that while RCM overestimated precipitation over East Asia, SDM
understated the precipitation variance, but a combination of both methods produced the best results in
time and space. The hybrid dynamical-statistical downscaling combines the ability of RCM to resolve
fine-scale atmospheric features with low computational cost of statistical downscaling (Tran Anh and
Taniguchi, 2018).
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Figure 6.3: Spatial distribution of the precipitation indices over the Drakensberg, as depicted by observa-
tion (Obs; the mean of ARC2-FEWS and CHIRPS) and simulation (i.e., ensemble mean from CORDEX
and NEX-GDDP) datasets. The difference and correlation between the two observation datasets are
indicated with contours and correlation coefficients (r), respectively, in the Obs panels, while the model
bias (with reference to Obs) and the correlation between simulation and observation are indicated in
the other panels (CORDEX and NEX-GDDP). The precipitation indices are defined in Table 3.3.
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6.2 Future Projections over the Drakensberg Mountains

Figure 6.4: Projected changes in extreme precipitation indices over the Drakensberg at various warming
levels, as simulated by CORDEX and NEX.

6.2.1 Projected changes in mean rainfall intensity.

There are substantial differences between the CORDEX and NEX projections for RTOT over the DMR;
the magnitude of the differences increases with the increase in the GWLs (Figures 6.4 and 6.5). For
instance, with regard to the spatial average of the RTOT changes (Figure 6.4), while the majority of
the CORDEX simulations project a decrease in RTOT (the median is −2mm year−1 at GWL1.5 and
−6mm year−1 at GWL3.0), the majority of the NEX simulations suggest an increase (the median is
0.5mm year−1 at GWL1.5 and 8mm year−1 at GWL3.0), although the projections of both datasets
are associated with a large uncertainty. In terms of the spatial distribution of the RTOT changes
(Figure 6.5), the greatest disagreement between the datasets occurs at high altitude (> 2000m above
sea level), where CORDEX projects a decrease in RTOT (up to 60mm year−1 at GWL3.0), while NEX
projects an increase (up to 30mm year−1 at GWL3.0). At the lower altitudes (i.e., below 2000m above
sea level), both datasets project a decrease in RTOT, but the magnitude of the decrease is higher in
the CORDEX projection than in the NEX. The discrepancy between CORDEX and NEX with regard to
the RTOT projection may be attributed to a number of reasons. It may be due to the differences in the
set of GCMs simulations downscaled by the two experiments. While CORDEX downscaled 11 GCMs
and NEX downscaled 19 GCMs, the two sets only have 9 GCMs in common. The discrepancy may
also be due to how the two downscaling approaches handle climate feedback from local-scale forcing
(land-sea boundary, topography, land use and land cover change). Several studies (e.g., Vaittinada Ayar
et al., 2016; Hewitson and Crane, 2006) have shown that feedback from these local-scale features can
modify (i.e., either amplify or reduce) large-scale climate signals (from GCMs) over an area. While the
CORDEX RCMs used parameterized convection and turbulence to represent the local-scale feedback,
the NEX Statistical Downscaling Model (SDM) does not have these. Hence, the NEX SDM (which
assumes a stationary relationship between GCM output and observation) may preserve the trends in the
GCMs simulations, but the CORDEX RCMs may alter the trends because of the local-scale feedback.
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CORDEX NEX

Figure 6.5: CORDEX and NEX projected changes in rainfall indices over Drakensberg at four GWLs
(GWL1.5, GWL2.0, GWL2.5 and GWL3.0). The horizontal strip (–) shows where at least 80% of the
simulations agree that the projected change is statistically significant (at 99% confidence level) while
the vertical strip(|) depicts where at least 80% of the simulations agree on the sign of the changes. The
cross (+) denotes where both conditions are satisfied; hence the change is robust.



Section 6.2. Future Projections over the Drakensberg Mountains Page 79

Despite the disagreement between CORDEX and NEX with regard to the RTOT projections, the two
datasets agree on the projected change in WDAY and SDII (Figures 6.4 and 6.5). For instance, the
ensemble means of both datasets project a decrease in WDAY and an increase in SDII over the DMR at
all GWLs (suggesting fewer but more intense rainfall events in the future). This tendency for fewer but
more intense rainfall events may be a regional extension to the Drakensberg area because studies (i.e.,
Pohl et al., 2017; Abiodun et al., 2019; Thoithi et al., 2021) have projected similar results over most
parts of Southern Africa. In addition, both datasets agree that the magnitude of the changes grows
as the GWL increases, except that, for WDAY, the growth is faster in CORDEX, and for SDII, the
growth is faster in NEX. Furthermore, in both datasets, the level of uncertainty in the WDAY and SDII
projections is lower than in the RTOT projection, because more than 70% of the simulations agree
with the ensemble mean on the direction of the projected changes in WDAY and SDII. Nevertheless,
there are a few differences in the CORDEX and NEX projections for these indices. For example, in
the spatial distribution of the WDAY changes (Figure 6.5), the magnitude of the projection is higher
in CORDEX than in NEX (especially, in the area located more than 2000m above the sea level). In
addition, going by the relationship between three variables (RTOT, WDAY, and SDII), the consequence
of RTOT and SDII changes on RTOT changes differ for both datasets. Although NEX suggests that
the annual water surplus from the increased SDII may be greater than the annual water deficit from
the decreased WDAYS, which would result in an increased RTOT, CORDEX indicates that the annual
water excess from the enhanced SDII could be less than the annual water deficit from the lesser WDAYS.
Nevertheless, Table 6.2 shows that projected changes in mean rainfall intensity over DMR are lower than
the present-day inter-annual variability (i.e., standard deviation).

6.2.2 Projected changes in duration indices.

In both datasets (CORDEX and NEX), most simulations project a decrease in the mean wet spell
duration (CWD) over the DMR and indicate that the magnitude of the projection varies non-linearly
with the increase in GWLs (Figure 6.4). However, the magnitude of the decrease is generally higher
in the CORDEX dataset, where the projection uncertainty is also lower. The spatial distribution of
projected changes is like that of RTOT (Figure 6.5). While both datasets agree on a decreased CWD
at the mountain base, they disagree on the changes near the mountain top, where CORDEX projects
a decrease (> 2 days) and NEX projects a weak increase (< 0.5 day) or no change. This discrepancy,
which is consistent with the one in RTOT, may be attributed to how the climate feedbacks from the
topography are handled in the datasets. However, the wet spell metric used here needs to be considered
with caution because it is very sensitive to threshold effects and is also less realistic under current
climate conditions. In addition, the projected changes are lower than the present-day natural variability
(Table 6.2).

6.2.3 Projected changes in extreme rainfall indices.

For RTOT (Figure 6.5), the SOM analysis reveals that the spatial distribution of the projected changes
can be grouped into three major patterns. The first pattern features a decrease in RTOT (with different
magnitude) over the entire DMR domain (i.e. Figure 6.5a 7a: Nodes 3, 4, 7, 8, 11 and 12 in). This
most frequent pattern accounts for about 47% of the total RTOT projections (i.e. 50% in CORDEX and
43% in NEX). This implies that while the ensemble mean of NEX projections indicates an increase in
RTOT over the domain, 43% of the projections actually indicate a decrease in RTOT over the domain.
The second pattern shows an increase in RTOT (with different magnitude) over most part DMR domain
(i.e. Figure 6.5: Nodes 5, 6, 9 and 10), accounting for 46% of the total RTOT projections (i.e. 36% in
CORDEX and 57% in NEX). This also implies that while the ensemble mean of CORDEX projections
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Table 6.2: The simulated mean and standard deviation (σ) of rainfall indices over DMR during the
present-day and the projected changes under various global warming as depicted by ensemble mean of
CORDEX and NEX(in italics). All the values are averaged over DMR.

Rainfall Index
Present-day Changes under Global Warming Levels

Mean σ GWL15 GWL20 GWL25 GWL30

WDAYS (days year−1)
123.5 13.3 -3.0 -4.6 -6.1 -8.5

107.2 12.5 -1.7 -2.8 -3.5 -4.1

RTOT (mm year−1)
1097.0 190.2 -8.6 -14.9 -25.0 -43.8

680.6 139.9 2.5 3.5 2.3 3.5

SDII (mm day−1)
8.7 1.1 0.2 0.2 0.3 0.3

6.4 1.0 0.1 0.2 0.3 0.3

Rx5day (mm)
759.3 359.7 15.7 4.8 13.8 11.6

590.4 282.1 18.8 33.2 40.1 54.1

R97.5p (mm day−1)
22.4 4.7 0.1 0.2 0.1 0.0

15.7 3.9 0.3 0.4 0.4 0.5

R97.5pTOT (mm year−1)
320.4 136.4 6.8 9.9 12.1 14.7

244.1 108.9 6.5 10.4 12.6 14.7

R20DAYS (days year−1)
12.5 3.9 0.0 0.0 -0.1 -0.3

5.9 2.7 0.3 0.4 0.4 0.5

R97.5pFREQ (days year−1)
9.1 3.5 0.1 0.2 0.2 0.1

9.1 3.6 0.4 0.4 0.4 0.5

WEREFreq (days year−1)
20.5 NA 0.7 1.0 1.2 1.3

5.7 NA 0.6 0.9 1.0 1.3

CWD (day year−1)
10.7 3.2 -0.2 -0.3 -0.4 -0.5

10.4 3.3 -0.1 0.0 -0.1 -0.1
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indicates a decrease in RTOT over the domain (Figure 6.5), 36% of them suggest an decrease in RTOT
over most part of the domain. The third pattern is characterized by a band decrease in RTOT over the
mountain top and along the coast but an increase RTOT elsewhere (Figure 6.5:Nodes 1 and 2). The
pattern, which only accounts for about 7.2% of the total RTOT projections (14% in CORDEX) does
not feature in NEX simulations.

There is a good agreement between the CORDEX and NEX datasets with regard to the projected
changes in the characteristics of extreme rainfall events over the DMR (Figure 6.5). In both datasets,
most simulations project an increase in mean extreme rainfall intensity (RA97.5p, RA97.5pTOT and
Rx5days) and frequency (RA97.5pFREQ, R20mm and WEREFreq) over the DMR, showing that the
magnitude of the increase generally grows with an increase in the GWLs (Figure 6.5). For instance,
with NEX, the median of the projected increase jumps from 1% (at GWL1.5) to 8% (at GWL3.0) in
R95pTOT, from 2% (at GWL1.5) to 11% (at GWL3.0) in RA97.5pFREQ, and from 2% (at GWL1.5)
to 22% (at GWL3.0) in WEREFreq. Both datasets also agree that, at GWL3.0, the percentage increase
in WEREFreq may be more than RA97.5pFREQ, suggesting that the future extreme rainfall event may
be more from organized or mesoscale convective systems (MCS). However, given that the resolution of
both datasets is too coarse to resolve MCS, further studies with higher resolution datasets are needed to
investigate this further. The agreement between the datasets also features in the spatial distribution of
the extreme precipitation indices (RA97.5p, RA97.5pTOT, RA97.5pFREQ and R20mm) (Figure 6.5).
For instance, in some indices (e.g. RA97.5p, RA97.5pTOT, and RA97.5pFREQ), both datasets feature
a region of increase that extends from the Indian Ocean to the mountain top and that is surrounded
by an area of decrease. However, the area of increase is wider in NEX than in CORDEX. The link
between the increase of extreme rainfall activities over the Indian Ocean and the mountain top suggests
a transport of warmer and moisture laden (i.e., more buoyant) air from the Indian Ocean to the mountain
top in the future. This is consistent with the findings from previous studies that linked precipitation
over the DMR to moisture transport from the Indian Ocean (Tyson et al., 1976; Ndarana et al., 2021).
For instance, Tyson et al. (1976) shows that the northeast part of the gradient winds around the Indian
Ocean high advect moisture-laden air over the Drakensberg.

6.2.4 Scaling of extreme precipitation changes.

To present the results in the light of ongoing discussion in climate communities on how well precip-
itation extreme changes in a warming climate scale with Clausius-Clapeyron (CC) relationship (Allen
and Ingram, 2002; Drobinski et al., 2018; Schröer and Kirchengast, 2018), Figure 6.6 presents the
scaling of extreme precipitation (R97.5p) changes with the regional temperature changes at various
warming levels in comparison with the CC theoretical values (about 6.2% K−1 over DMR). For both
CORDEX and NEX, the figure shows that there is a large discrepancy among the simulations on the
scaling. While some simulations suggest a higher scaling than the CC (i.e., super-CC scaling), some
show a lower scaling (sub-CC scaling), and others feature a negative scaling (Figure 6.6). However,
the ensemble means of both datasets agree on a sub-CC scaling over DMR, with the maximum scaling
(0.2 x CC) featuring over the eastern coast and the mountain’s top. The projected sub-CC scaling
of extreme precipitation changes over the DMR can be attributed to number of factors. Firstly, the
projection assumes a constant relative humidity with the warming. Meanwhile, the changes in moisture
availability may not increase as fast temperature, leading to a decrease in relative humidity. The possibly
explains why the magnitude of the scaling drops as the warming level increases (Figure 6.6). Using the
dew point temperature (Td, which is the temperature to which an air parcel must be cooled to reach
saturation) instead of temperature may give a more reliable the scaling, because Td is a measure of
specific humidity translated to temperature using the CC relationship. Kendon et al. (2019) reported a
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Figure 6.6: Scaling between future changes in extreme rainfall–temperature and the temperature over
DMR at various global warming levels as depicted by CORDEX and NEX datasets. The scaling coefficient
is obtained as the future changes in logarithm of extreme precipitation intensity divided by future changes
in mean temperature and has been normalized by the theoretical Clausius–Clapeyron relationship (about
6.0− 6.2% K−1 over DMR); Hence a value of 1 corresponds to Clausius–Clapeyron scaling. The upper
shows the simulation spread of the scaling averaged over DMR while the last two rows show the spatial
distribution from the ensemble mean. In the spatial distribution plots, the cross (+) indicates where at
least 80% of the simulations agree on the sign of the changes.

super-CC scaling over most part of Africa (especially over DMR) when used Td for the scaling and but
a sub-CC scaling when used temperature. Secondly, the projection also assumes that storm dynamics
do not change with the warming. However, the environment in which the storms develop may change,
altering characteristics (e.g., direction and vertical vertical) of air that feeds the storm. Lastly, the
convection parameterization schemes used in RCM and the empirical equations used in the SDM could
also influence the scaling. Kendon et al. (2019) found higher scaling in convection-permitting simulation
than in convection-parameterized simulations.

6.3 The SOM classification of the future projections

To reveal spatial patterns of the projection that might be hidden in the ensemble mean projections,
this section discusses the SOM classification (4x3 nodes) of the CORDEX and NEX projection over
Drakensberg, focusing on the projected changes in the annual rainfall (RTOT, Figure 6.7), extreme
rainfall intensity (R97.5p, Figure 6.8) and extreme rainfall frequency (R97.5pFREQ, Figure 6.9). The
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goal is to identify the most distinct or major patterns in these projected changes in these indices and
examine how they differ from the ensemble mean patterns in Figure 6.5. Note that for any SOM
classification, the most distinct patterns are usually the four edge nodes (i.e. Nodes 1, 4, 9 and 12).

For RTOT (Figure 6.7), the SOM analysis reveals that the spatial distribution of the projected changes
can be grouped into three major patterns. The first pattern features a decrease in RTOT (with different
magnitude) over the entire DMR domain (i.e., Figure 8a: Nodes 3, 4, 7, 8, 11 and 12). This most
frequent pattern accounts for about 47% of the total RTOT projections (i.e., 50% in CORDEX and 43%
in NEX). This implies that, while the ensemble mean of the NEX projections indicates an increase in
RTOT over the domain, 43% of the projections actually indicate a decrease in RTOT over the domain.
The second pattern shows an increase in RTOT (with different magnitude) over most parts of the DMR
domain (i.e., Figure 6.7: Nodes 5, 6, 9 and 10), accounting for 46% of the total RTOT projections (i.e.,
36% in CORDEX and 57% in NEX). This also implies that, while the ensemble mean of the CORDEX
projections indicates a decrease in RTOT over the domain (Figure 6), 36% of them suggest a decrease
in RTOT over most parts of the domain. The third pattern is characterized by a band decrease in
RTOT over the mountain top and along the coast, but an increase in RTOT elsewhere (Figure 6.7:
Nodes 1 and 2). This pattern, which only accounts for about 7.2% of the total RTOT projections (14%
in CORDEX), does not feature in the NEX simulations.

The SOM classification of the projected changes in R97.5p (Figure 9) can be generally grouped into
two patterns. The first pattern features an increase in R97.5p over most parts of the DMR (i.e., Nodes
1, 2, 5, 11, 9 and 10) and accounts for 54% of the total R97.5p projections (50% in CORDEX and
58% in NEX). In contrast, the second pattern shows a decrease in R97.5p over most parts of the DMR
(Nodes 3, 4 7, 8, 11 and 12). While this pattern accounts for 46% of the total R97.5p projections (50%
in CORDEX and 58% in NEX), it does not reflect in the ensemble mean projections for both NEX and
CORDEX. The pattern of the SOM classification for R97.5pFREQ projections (Figure 6.9) is similar to
the pattern of R97.5p, and in most cases the simulations that projected an increase in R97.5p over most
parts of the DMR also produce an increase in R97.5pFREQ over most parts of the DMR, while those
that projected a decrease in R97.5p also produce a decrease in R97.5pFREQ over the domain.

The SOMs results can guide climate modelling communities in selecting a fewer but meaningful set of
GCMs for downscaling (dynamical, statistical and hybrid) and climate impact studies, with aim capturing
the ensemble mean projection as well as diversity in the projected changes using a subset of the GCMs.
For example, Table 6.3 shows ranking the GCMs based on their contributions to the diverse patterns of
changes in RTOT and R97.5p in the SOMs results. The table shows that NorESM1-M(x) has the highest
ranking because it features all the extreme patterns of RTOT patterns (i.e., Dipole, Wetter, and Drier)
and of R97.5p (i.e., Stronger and Wetter). It should be noted that the ranking might be bias because all
the simulations we not downscaled by the same number of downscaling models (see Table 6.1). However,
the ranking shows that downscaling NorESM1-M(x) simulation features a more diverse pattern (i.e.,
larger uncertainty) than downscaling HadGEM2-ES(n) (for example). Previous studies (Mizuta et al.,
2014; Monerie et al., 2017) have employed similar approach (cluster analysis) to group GCMs based
model bias historical climate simulations as well as future changes temperature, precipitation, and sea
surface temperature. These studies also alluded to the usefulness of the raking/grouping in situations
for which it is not possible to downscale or use a large ensemble of models for impact studies. Table 6.4
summarizes the projected changes in precipitation over the Drakensberg and the potential impacts of
these changes as well as some suggested adaptation strategies.
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(a)

(b)

Figure 6.7: SOMs classification of projected changes in annual rainfall (RTOT) over DMR; (a) SOMs
nodes and (b) contribution of CORDEX and NEX to the SOMs nodes at various GWLs.
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(a)

(b)

Figure 6.8: Same as for Figure 6.7 but for R97.5p.
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(a)

(b)

Figure 6.9: Same as for Figure 6.7 but for REXTRFREQ.
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Table 6.3: Ranking of GCM simulations for downscaling over DMR based on their contribution to the
SOMs classification of projected changes in RTOT and R97.5p patterns. The RTOT patterns used
for the ranking are Dipole (Nodes 1, 2 and 5), Wetter (Nodes 9 and 10) and Drier (Nodes 3, 4 and
8) patterns in Figure 6.7 while that of R97.5p patterns are Stronger (Nodes 1, 2, and 5) and Weaker
(Nodes 8, 11, 12) patterns in Figure 6.8. The pattern to which each simulation contributes is ticked
(X).

GCMs
RTOT patterns R97.5p patterns

Rank
Dipole Wetter Drier Stronger Weaker

NorESM1-M(x) X X X X X 1

EC-EARTH-r12(j) X X X X 2

MPI-ESM-LR(u) X X X X 2

CNRM-CM5(f) X X X 3

EC-EARTH-r1(h) X X X 3

MIROC5(r) X X X 3

BNU-ESM(b) X X 4

CCSM4(d) X X 4

CSIRO-Mk3-6-(g) X X 4

GFDL-CM3(k) X X 4

GFDL-ESM2G(l) X X 4

GFDL-ESM2M(m) X X 4

HadGEM2-ES(n) X X 4

INMCM4(o) X X 4

IPSL-CM5A-LR(p) X X 4

IPSL-CM5A-MR(q) X X 4

MIROC-ESM5(s) X X 4

MPI-ESM-MR(v) X X 4

CanESM2(c) X 5

CESM1-BGC(e) 6

MIROC-ESM-CHEM(t) 6

MRI-CGCM3(w) 6
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Table 6.4: Projected changes in precipitation over the Drakensberg and its potential impacts and
suggested adaptation strategies.

Projection Potential impacts Adaptation Strategies

Increase in both
annual rainfall and
extreme rainfall
events.

• Increased risk of floods,
landslides, geotechnical
and hydrologic hazards.

• Degradation of ecological
services, which may in-
volve risks to lives, liveli-
hoods and lifestyles.

• Financing the relocation of citizens at
risk.

• Diversification of livelihood.
• Disaster relief fund.
• Policy making.
• Structural flood protection measures,

such as dikes and levees.
• Flood early warning systems.
• Risk-informed land planning.
• Financing the repair of and recovery

from flood damages.
• Development of flood map.
• Development of emergency response

plans.

Decrease in both
annual rainfall and
extreme rainfall
events.

• Increase in droughts.
• Reduction in food pro-

duction and famine.
• Reduction in dam levels

and hence hydro-electric
power generation.

• Crop destruction.

• Education of citizens.
• Changes to crop types.
• Provision of crop insurance.
• Alternative means of power genera-

tion, such as solar and wind energy.
• Design of an agriculture-based adap-

tation strategy in terms of policy.
• Increased access of farmers to infor-

mation, training, knowledge networks.
• Social organizations to provide op-

portunities to enhance resilience and
adaptive capacity.

• Diversification of options for wa-
ter supply and expansion of current
sources, e.g., desalination.

• Increased water storage capacity of
dams by raising the dam levels.

Decrease in
annual rainfall,
but increase in
extreme rainfall
events.

• Increase in droughts,
floods, landslides,
geotechnical and hydro-
logic hazards.

• Degradation of ecological
services, which may in-
volve risks to lives, liveli-
hoods and lifestyles.

• Modelling of climate change risk.
• Development of models to understand

potential water quality changes.
• Monitoring of surface water condi-

tions.
• Development of emergency response

plans.
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6.4 Summary

In this study, we investigated the projected changes in the characteristics of rainfall indices over the
Drakensberg Mountains at four different GWLs (1.5◦C, 2.0◦C, 2.5◦C and 3.0◦C) under the RCP8.5
scenario. We compared statistical (NEX) and dynamical (CORDEX) downscaled projections of the
CMIP5 GCMs. To investigate the capability of the two downscaled products to capture the observed
characteristics of the rainfall indices over the DMR, we compared their biases in historical simulation
of the past climate with observation uncertainties based on eight observation datasets (ARC, CHIRPS,
PERSIANN, TAMSAT, AgCFSR, AgMERRA, WFDEI-CRU and WFDEI-GPCC). The model ensemble
spatial means were compared using box plots, whereas the projected change in the spatial distribution
of rainfall indices was compared using SOMs. The results of the study can be summarized as follows:

• The eight observation datasets agree on the characteristics of precipitation (intensity-frequency
curves and precipitation indices) over the DMR, albeit with some discrepancies.

• The CORDEX and NEX datasets give a realistic simulation of precipitation characteristics over
the DMR and, in most cases, their biases lie within the observation uncertainty.

• NEX performs better than CORDEX in reproducing most of the precipitation characteristics (e.g.
intensity-frequency curves, RTOT, WDAY, SDII), but CORDEX performs better than NEX in
simulating the threshold of extreme rainfall (R97.5p).

• The ensemble means of both datasets agree on a future increase of SDII, RA97.5p, RA97.5pTOT,
RA97.5pFREQ and WEREFreq, and on a decrease of WDAYS and CWD, but they disagree on
the projected changes of RTOT, for which CORDEX projects an increase over most parts of the
domain, while NEX indicates a decrease.

• The SOM analysis, which reveals projected patterns that are visible in the ensemble mean results,
shows the four most important projections with a combination of annual rainfall and extreme
precipitation events (intensity and frequency): (i) increase in both annual precipitation and extreme
precipitation events; (ii) decrease in both annual precipitation and extreme precipitation events;
(iii) increase in annual precipitation but decrease in extreme precipitation events; and (iv) decrease
in annual precipitation but increase in extreme precipitation events.

The adaptation strategies presented in Table 6.4 may either be applicable to the communities living di-
rectly on the Drakensberg mountains or to remote low land communities which depend on the mountain.
For example, the Drakensberg is a major water tower for South Africa and Lesotho. This means that
decrease in both annual rainfall and extreme rainfall events may potentially lead to reduction in dam
levels and hence Hydro-electric power generation as listed in Table 6.4. This can potentially affect both
the communities living on the Drakenberg and the low land communities. Therefore, for adaptation
strategy, both communities will need to consider diversifying electric power generation or moving to
alternative means of power generation such as solar and wind energy as listed in the adaptation strategy
column in Table 6.4.

Some studies (Mukwada et al., 2016; Mutana and Mukwada, 2020) have noted that the Drakenberg
communities are poor and exposed to poor living conditions characterized by undernourishment and a
lack of adequate shelter and potable water. That is, they are generally disadvantaged and prone to
challenges associated with food insecurity, material poverty, and other forms of deprivation. Therefore,
citizen education as an adaptation strategy could help community members diversify their income sources
or learn new means of earning income by getting involved in sectors like tourism (Mutana and Mukwada,
2020).
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Studies such as Adelabu et al. (2020) and (Mukwada et al., 2021) have reported that agriculture is
a common activity in the Drakensberg. Commercial farming involves the cultivation of coffee, tea,
citrus, mangoes, papayas (pawpaw), avocados, bananas, litchis and forestry in high rainfall areas of
the Drakensberg and Soutpansberg Mountains (Mukwada et al., 2021). This means that reduction in
food production (food security) and famine as a result of decrease in both annual rainfall and extreme
rainfall events may have severe consequences on the Drakensberg communities. Therefore, adaptation
strategies like provision of crop insurance is very relevant for commercial farmers in the region. Other
relevant adaptation strategies include increased access of farmers to information, training, knowledge
networks, design of an agriculture-based adaptation strategy in terms of policy and social organizations
to provide opportunities to enhance resilience and adaptive capacity as listed in Table 6.4. It is out
of the scope of this study to elaborate on each adaptation strategy listed in Table 6.4 nor provide
implementation details.



Chapter 7

Conclusions and Recommendations

7.1 Conclusions

This dissertation has examined the characteristics of rainfall distribution over the Drakensberg, with the
main objectives of investigating the characteristics of rainfall distribution under weak synoptic conditions
over the Drakensberg, the capability of two climate models in simulating the characteristic of rainfall
over the Drakensberg, and the potential impacts of climate change on the characteristics of precipitation
over the Drakensberg at various global warming levels. The thesis used a combination of observation,
reanalysis, and climate simulation data to achieve the objectives. The observation data are from eight
satellite precipitation products (Section 3.2.1), while the reanalysis data are from Climate Forecast
System Reanalysis (CFSR, Section 3.2.2), and the model simulation is from two international multi-
model downscaling experiments (i.e. CORDEX and NEX Section 3.2.3) and simulation experiments
performed locally with two climate models (WRF and MPAS; Section 3.2.3).

Several definitions and methods have been used to analyse the datasets to achieve the objectives. A
weak synoptic day (WSD) over the Drakensberg was defined as a day in which the average synoptic
wind speed (at 850hPa) is less or equal to 7ms−1 while a wet WSD was identified as WSD with at
least 1mm rainfall. The characteristics of rainfall and extreme rainfall (including widespread extreme
rainfall events, WERE) over the Drakensberg Mountains were quantified using various indices that have
been well tested and documented in the literature. The performance of the reanalysis and climate
model in simulating rainfall and rainfall extremes was quantified with standard statistical metrics. The
major synoptic atmospheric features over Southern Africa, rainfall distribution during WSD over the
Drakensberg, and major patterns of WERE over the mountain were obtained using the Self-Organizing
Map technique. The future impacts of climate change on rainfall indices were projected at various global
warming levels under the RCP8.5 (i.e., high-emission, business-as-usual) scenario. The results of the
three studies conducted are reported in three chapters (Chapters 4–6).

In Chapter 4, the thesis found that WSD over the Drakensberg can occur in any season but it is most
prevalent in MAM and JJA when it accounts for 20% and 16% of the days in the seasons (respectively).
The WSDs are induced by a high-pressure system or the ridging of the South Atlantic High Pressure or
South Indian Anticyclone over the mountain. The wet WSDs can feature heavy precipitation over the
whole study domain, weak precipitation over the Domain, moderate precipitation over the southwest
part, and moderate precipitation over the North-East part. The transport of moisture from the South
West Indian Ocean into Southern Africa is the main source of moisture for the WSD rainfall, but the
magnitude of the rainfall depends on the modulation of the moisture transport by the orientation of
Indian Ocean Highs and the continental though. The CFSR dataset underestimates the frequency of
wet WSDs and the magnitude of the associated rainfall, but the downscaling of the dataset with WRF
improves the quality of the simulated rainfall.

In Chapter 5, the thesis showed that WRF and MPAS simulations give a realistic simulation of the
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precipitation characteristics over Southern Africa, especially over South Africa and the Drakensberg
Mountains. MPAS performs better than the WRF aspect while WRF performs better than MPAS
in others. The model results agree with observation and reanalysis datasets that WERE over the
Drakensberg mostly occurs in three seasons (DJF, MAM, and SON) and does not occur every year.
The hot spot of the events can be on the eastern side of the mountain (stretching from north-east to
the south-west along the coastline), or over the north and northeast slope, or over the southern slope,
or over the north-western slope of the mountain. However, the most widespread WERE is the one with
the maximum rainfall at the eastern side of the mountain. This event is usually associated with tropical
temperate troughs, cold fronts, and ridging highs.

In Chapter 6, the thesis found that the two international downscaling experiment datasets (CORDEX and
NEX) give reliable simulation of rainfall and extreme precipitation over the Drakensberg. In most cases,
the biases in the datasets lie within the uncertainty in the observation. Nevertheless, NEX performs
better than CORDEX in reproducing some rainfall and extreme rainfall characteristics and the reverse
is the case in other characteristics. Both datasets project an increase in simple rainfall and extreme
rainfall intensity and a decrease in the number of wet days and number of continuous wet days over the
Drakensberg in the future. The classification of the future projection from the datasets suggests four
possible scenarios for future changes in rainfall and extreme rainfall events, namely: (i) increase in both
annual precipitation and extreme precipitation events; (2) decrease in both annual precipitation and
extreme precipitation events; (3) increase in annual precipitation but decrease in extreme precipitation
events; and (4) decrease in annual precipitation but increase in extreme precipitation events.

The results of the thesis can have application in understanding and predicting the characteristics of
precipitation over the Drakensberg. Previous studies (Nel and Sumner, 2005; Nel, 2008; Schulze, 1979)
have discussed the distribution of the annual precipitation over the mountain but the present study has
extended the discussion by focusing on rainfall distribution on WSDs and provided information that can
improve rainfall prediction over the mountain. The identification of the atmospheric systems that induce
weak synoptic conditions over Drakenberg and the classification of the associated rainfall patterns could
guide operational weather forecasters in predicting rainfall distribution on WSDs. The study showed
that the WSD rainfall over the Drakensberg could be more than 13mmday−1, especially over the
north-eastern part of the mountain. Most weather prediction centers in Africa rely on information from
global forecast products like the Global Forecasting System (used in producing CSFS). The present
study shows the extent to which the products can underestimate WSD rainfall and the extent to which
the dynamical downscaling with regional climate models (like WRF) can improve the predicted rainfall.
This has implications for the usage of weather and climate information for hydrological and agricultural
studies or modelling over the Drakensberg.

These results have also improved knowledge of the characteristics of widespread extreme rainfall events
over the Drakensberg and the dynamics of moisture transport that sustains the events. In agreement with
previous studies (i.e., Omar and Abiodun, 2017; Mpungose et al., 2022; Ndarana et al., 2018) this study
identified the Indian Ocean as the main source of widespread extreme events over the Drakensberg area
and highlighted the important role played by ridging highs in transporting moisture to the mountain rain.
More importantly, it has identified hotspots and the spatial coverage of widespread extreme rainfall events
of the Drakensberg. This information is valuable for improving the prediction of extreme rainfall events
over the Drakensberg, as well as for planning and mitigating the impacts. For instance, the identification
of WERE hotspots around the Drakensberg could help in the development and implementation of
structural and non-structural mitigation strategies to protect against extreme rainfall damage in the
hotspot areas. Structural strategies consist in using engineered systems like floodwalls, dams, and levees
to control the hazards whereas non-structural mitigation strategies include education and measures
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like public policy planning programs, such as zoning, buyout, land-use regulation, and socioeconomic
incentives (Hemmati et al., 2022).

The results can also provide a basis for developing climate change adaptation and mitigation strategies
over the Drakensberg. For example, the projected increase in extreme precipitation events over the
Drakensberg suggests an increased future risk of floods and geotechnical hazards. Hunter et al. (2016)
reported that an extreme rainfall event over the Main Ranges of the Canadian Rocky Mountains and
over the Bow River watershed (Canada) in June 2013 produced flooding that led to geotechnical and
hydrologic hazards. The occurrence of such geotechnical hazards over the Drakensberg may be detri-
mental to the lives and socio-economic activities of the communities at the foot of the Drakensberg.
The projected decrease in annual precipitation may furthermore lead to a future increase in droughts
in the Drakensberg. Droughts in this area may encourage forest and bush fires and could have severe
implications for water resources and disaster management. It may result in a drop in river flow level in
rivers such as the Tugela and Vaal, which rise from the upper reaches of the Drakensberg. These rivers
provide water for agriculture, hydroelectric power generation, and home use downstream. In addition,
drought may negatively affect the Lesotho Highlands Water Project, which is a water supply project
with a hydropower component, developed in partnership between the governments of Lesotho and South
Africa. Putting an adequate plan or policy in place to mitigate these impacts would help to reduce the
associated risks.

7.2 Recommendations

There is a need to improve the robustness of the results for practical purposes. It may be difficult to
generalize the performance of CFSR on other reanalysis or global forecast products, which may have
a different resolution or use different models than the CFSR. Future studies could extend the analysis
to other global forecast products and compare the WSD precipitation biases across the products. In
addition, due to time and resource constraints, the present study could only use one downscaling
approach (dynamic downscaling) and one model (WRF) to downscale the reanalysis. Using multi-
approach and multi-model to downscale the reanalysis or global forecast products would help quantify
the uncertainty in the downscaling results and guide on the most efficient ways of improving the quality
of the simulated precipitation over the mountain. Furthermore, extreme rainfall events are a threat to the
Drakensberg. Future studies could investigate if extreme rainfall events could occur over mountains on
WSDs because there is a possibility that the local-scale circulation systems can trigger deep convection
which can induce extreme rainfall on WSDs. However, the present study has shown that weak-synoptic
conditions over the Drakensberg can lead to heavy rainfall (> 13mm day−1), which may not be captured
in reanalysis or global forecasting products without downscaling.

In addition, while the study revealed the strength and weakness of two atmospheric models in simulating
WERE over the mountain, only one realization of the models’ simulation was considered, making it
difficult to know how much error we can ascribe to the inadequacy of the models versus sampling
uncertainty. Future work could perform a series of simulation ensembles with both models, using various
parameterization schemes, initial conditions, boundary conditions (for WRF), and resolutions. Such
information would go a long way in helping the model developers in improving the model performance
over the Drakensberg. It will also guide the model users on how to optimise the model simulations
for weather and climate studies or predictions. However, the present study has linked WERE over the
Drakensberg with various synoptic patterns over Southern Africa and shows the capability of two climate
models simulating the characteristics of the WERE.

Furthermore, the projected droughts over the Drakensberg from the SOM analysis are based on precipita-
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tion alone; they do not however account for the role of potential evapotranspiration. Meanwhile, Abiodun
et al. (2019) showed that accounting for atmospheric evaporative demand (potential evapotranspiration)
in the drought projections (i.e., using the Standardised Precipitation Evapotranspiration Index [SPEI])
produced more severe droughts than using only precipitation (or the Standardized Precipitation Index
[SPI]) for such projections. Hence, future studies could consider incorporating the influence of poten-
tial evapotranspiration on future drought projections over this mountain. In addition, the downscaled
datasets do not have all the dynamic variables needed to investigate the dynamics behind the projected
changes. Future studies could investigate the dynamics behind the projected changes using a series of
sensitivity experiments with regional climate models (forced by GCM simulations) or a global model
with a variable horizontal grid resolution. Furthermore, the present study has used regional climate
simulations in which convection is activated through physical parameterizations of convective processes.
Several studies have shown that explicit convection may produce sensibly different results and changes in
rainfall properties (e.g., Kendon et al., 2019). Hence, analysing simulations with high resolution and ex-
plicit convection for the projections would provide more detailed information over a complex topography
like the Drakensberg.
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Fernandez J., Hänsler A., et al.: 2012, Precipitation climatology in an ensemble of CORDEX-Africa
regional climate simulations, Journal of Climate, 25, 18:pages 6057–6078.

Nikulin G., Lennard C., Dosio A., Kjellström E., Chen Y., Hänsler A., Kupiainen M., Laprise R., Mariotti
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