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Abstract. Computer simulation techniques are being used extensively in the 
pharmaceutical field to model protein-ligand and protein-protein interactions; 
however, few procedures have been established yet for the design of ligands 
from scratch (‘de novo’). To improve upon the current state, in this work the 
problem of finding a peptide ligand was formulated as a bi-objective optimiza-
tion problem and a state-of-the-art algorithm for evolutionary multiobjective 
optimization, namely SMS-EMOA, has been employed for exploring the search 
space. This algorithm is tailored to this problem class and used to produce a Pa-
reto front in high-dimensional space, here consisting of 2322 or about 1030 poss-
ible solutions. From the knee point of the Pareto front we were able to select a 
ligand with preferential binding to the gamma versus the epsilon isoform of the 
Danio rerio (zebrafish) 14-3-3 protein. Despite the high-dimensional space the 
optimization algorithm is able to identify a 22-mer peptide ligand with a pre-
dicted difference in binding energy of 291 kcal/mol between the isoforms, 
showing that multiobjective optimization can be successfully employed in se-
lective ligand design. 

Keywords: protein design, ligand design, de novo assembly, SMS-EMOA, 
multiobjective optimization, 14-3-3, Pareto front, multiobjective selection, 
hypervolume indicator. 

1 Introduction 

Over vast timescales, nature has optimized the genetic material to account for survival 
of organisms that are better adapted to the immediate, local environment [1]. The 
interplay of genetic variation and natural selection is the driving force of DNA evolu-
tion that, for instance, determines the function of all proteins encoded by the genome. 
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Evolutionary algorithms (EA) seek to mimic this process on an algorithmic level [2]. 
Starting from an initial population of candidate solutions, the application of variation 
(mutation and recombination) operators and selection operators adapts the solutions to 
its environment (the fitness function).  

In EAs the adaptation to the environment is given by a user-defined fitness func-
tion, which determines the likelihood of new genotypes for survival recombination 
and/or selection; equivalent to reproductive fitness in nature [2]. The defining differ-
ence is that fitness functions can be used to optimize the same type of molecules that 
have been created in the process of evolution with a user-defined objective in mind.  

Taking into consideration the complexity of molecular interactions and the promis-
cuity of those interactions observed in nature [3,4], it is often not sufficient to have 
only one optimization goal; rather, when designing a ligand for a protein, it is impor-
tant to make sure it is selective for the target(s) of interest, relative to other, possibly 
very similar targets [3]. As in the natural environment multiobjective EAs can deal 
with several conflicting objective functions at the same time and select trade-off solu-
tions that are better suited for both objectives; however, it will favor those solutions 
which are superior to all others in at least one way (they are the ‘non-dominated’  
solutions) [5]. 

The desired activity profile for a set of targets is relevant both for efficacy of a 
compound in a biological system, as well as to avoid adverse side effects such as in 
case of drugs that are applied to humans [3]. Given the current huge amount of bioac-
tive data we are becoming aware of the suitability of a ligands with a bioactivity pro-
file of interest, with areas such as ‘chemogenomics’ and ‘proteochemometrics’ gain-
ing increasing importance [6,7,8]. 

We have applied structure-based multiobjective ligand design to the family of 14-
3-3 proteins, which are present in multiple isoforms in all eukaryotic organisms. Giv-
en that this protein is also of large biomedical interest such as in cancer research, and 
the requirement for a ligand to prefer some 14-3-3 isoforms over others, we chose this 
case study for the in silico design of isoform-selective peptide ligand design. 

14-3-3 proteins participate in many biological processes including protein kinase 
signaling pathways within all eukaryotic cells, being involved in progression through 
the cell cycle, initiation and maintenance of DNA damage checkpoints, regulation of 
mitosis, prevention of apoptosis, and coordination of integrin signaling and cytoskele-
ton related dynamics [9]. Current studies have demonstrated the important role that 
14-3-3 plays in cancer [10], particularly leukaemia as described by Dong et al.[11], 
and Alzheimer’s disease as reported by Jayaratnam et al.[12]. The 14-3-3 proteins are 
intensively studied in many animal species such as zebrafish, mouse and human. 

We recently reported on the 14-3-3 protein isoforms in zebrafish (Danio rerio) that 
are encoded by eleven genes named after their Homo sapiens homologues [13], while 
the human isoforms γ, β, ε and θ each possess two homologue isoforms in zebrafish. 
Zebrafish isoforms are the subject of this study due to their similarity to the human 
isoforms, as well as to be able to validate the predictions later directly by means of in 
vitro experiments. 
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The differential expression of various isoforms in different tissues and diseases 
suggests that different isoforms possess different functionality, which implies differ-
ent binding preferences for particular ligands [14].  However, only little is known on 
the differences in the binding specificities to 14-3-3 proteins. Given the large number 
of isoforms of 14-3-3 and their different roles, the design of specific ligands is impor-
tant to achieve; yet it is a task that is not trivial in practice. Given recent advances in 
molecular modeling as well as computational optimization techniques, this study now 
aims at merging the best of both worlds in order to establish advanced computational 
methods for 14-3-3 γ1 isoform specific ligand design.  

A recent review [15] outlines the opportunities and challenges in the application of 
computer tools to design peptide based drugs, an area of which we present an applica-
tion of particular interest. Several previous studies have focused on in silico peptide 
screening for potential new therapeutic entities [16,17,18,19,20,21,22,23,24]; howev-
er, in those cases only existing peptides were screened virtually and evaluated with 
respect to their ability to bind to a protein of interest. The approach taken in this work 
is rather different, however: instead of screening a library of known peptides and 
scoring the best solutions, this study focuses on mutating the peptide in a step-wise 
optimization process, in order to achieve better affinity and to access novel chemical 
space, in a ‘de novo’ peptide design approach. 

Relating this to previous work, Li et al. [25] analyzed peptide binding to the p53–
MDM2/MDMX interface by randomly mutating and evaluating affinities using com-
putational methods. Our random mutation process is similar, except for the fact that 
Li et al. [25] used a single objective function, so no other protein interactions other 
than the one with the intended target were taken into account.  

However, in this work we emphasize both the de novo, as well as the multiobjec-
tive nature of peptide ligand design. We do so by trying to identify a peptide with 
high binding affinity for the γ1 isoform, as compared to the ε1 isoform. ε1 and γ1 
isoforms have been selected as they have been suggested to have different biological 
functions, namely γ1 has a specialized function in adult physiology, and ε1 is highly 
expressed during the embryonic stage [13,26,27]. 

Multiobjective optimization is meant to find good compromises (or “trade-offs”), 
rather than a solution that is optimal in a single objective function only. If the number 
of conflicting objectives is low, a well-established approach is to approximate the 
Pareto front of the problem, i.e., the set of non-dominated optimal solutions, or reph-
rasing the above a set of optimal “trade off” solutions [28,31]. With two objectives 
minimization the solution is “Pareto-optimal” if there exists no other solution which 
improves the one of the objective function values without causing a simultaneous 
deteriorating of the other objective function value. This is visualized in Figure 1A, 
which contains a Pareto-optimal set of solutions that were generated in this study.  

Multi-objective optimization is not easy to perform in high-dimensional spaces due 
to the sheer size of the hypothesis space. EA, due to their population-based search 
concept and high number of generated solutions, lend themselves very well for the 
task of generating and maintaining Pareto-optimal solutions in higher-dimensional 
spaces [29].  Pareto optimization hence recently received increasing attention in drug 
design problems [19,20,30] and bioinformatics [31], besides other application fields.  
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Fig. 1. Binding energy of peptides to the γ1 and ε1 isoforms of the 14-3-3 protein as a function 
of the number of optimization iterations using the SMS-EMOA algorithm. The X-axis shows 
the potential energy of interaction with γ1 (which was desired) while the Y-axis shows the 
inverse of the potential energy of interaction with ε1 (which we attempted to ‘design out’ of the 
peptide). The solutions that belong to the Pareto front are represented by circles. The interme-
diate solutions rejected during the SMS-EMOA run are represented by crosses. It can be seen 
that already after 100 iterations partially selective peptides are obtained, while after the full 
number of 1,189 iterations even peptides with no affinity to the ε1 isoform, but 335 kcal/mol 
binding energy to the γ1 isoform could be identified. Hence, our optimization can be considered 
successful even in this 22-dimensional search space. 

This study intends to use EA with multiobjective optimization to find a binding 
peptide with relative high binding affinity for the γ1 isoform, as compared to the ε1 
isoform [32]. We use multiobjective EA as implemented in SMS-EMOA [28,33], a 
state-of-the-art Pareto optimization algorithm for this purpose as described in the 
following.  

2 Methods 

2.1 Sequence Data 

The nucleotide sequences of 14-3-3 isoforms in zebrafish were described by Besser  
et al. [13]. They performed a phylogenetic analysis of the 14-3-3 family together with 
microarray expression analysis; the results provided the basis for the choice of 14-3-3 
isoforms analyzed in this study. 
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2.2 Homology Modeling 

Zebrafish 14-3-3 homology models were generated via the Molecular Operating Envi-
ronment [34]. Table 1 displays the PDB templates used for homology modeling and 
the sequence similarity with the corresponding zebrafish isoforms. The high sequence 
identity of 96% allowed a construction of highly reliable models. An RMS gradient  
of 0.1 was employed to build intermediate homology models and an RMS gradient of 
0.01 was used for generating the final models. AMBER99 (default) distance-
dependent force field parameters were applied in energy minimization after homology 
modeling. 

Table 1. Templates used for homology modeling of the 14-3-3 isoforms 

Zebrafish 
Isoforms

modeled residue 
range

PDB template 
(resolution)

Sequence 
Identity[%] E-value

Epsilon-1 3 to 232 2br9A (1.75Å) 96.5 1.79E-114
Gamma-1 2 to 234 2b05A (2.55Å) 96.1 7.16E-111  

2.3 Starting Complex of Protein and Ligand 

The starting point for generating peptide ligands was 22 amino acids long in order to 
allow interaction both with the binding groove as well as the regions immediately 
outside to achieve selectivity. This length has also been chosen based on the location 
of variable regions of 14-3-3 as well as low energy desolvation sites identified pre-
viously [14]. 23 possible amino acids could be selected in each position, namely the 
20 natural amino acids as well as phosphorylated tyrosine, serine and threonine. The 
reason for also including phosphorylated amino acids in the study was that in particu-
lar phosphorylated serines and threonines are known to be of relevance for peptides 
interacting with the 14-3-3 protein from previous work [14]. 

Homology models of both isoforms were aligned sequentially using the Blosum62 
matrix and subsequently structurally aligned using the MOE protein alignment tool. 
The ligand template formed by 22 alanines in an extended conformation was posi-
tioned inside the binding groove, with sufficient space to prevent clashing at posterior 
mutation steps and optimization (the resulting structure can be found in the supporting 
material). In this orientation the peptide extends from the binding groove to the re-
gions that have been identified as possible interaction sites due to their low desolva-
tion energy to allow peptide selectivity to be achieved in the optimization step [14]. 

2.4 Estimation of Peptide Binding Energy  

The MOE Protonate 3D function was used to assign ionization states and position 
hydrogen atoms in the macromolecular structure. Subsequently the MM function  
of MOE was employed to perform potential energy minimization by use of  
the AMBER99 force field. Finally, the Potential function was used to evaluate the 
resulting potential energy of the complex. 
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2.5 Molecular Search Space and Landscape Analysis 

In combinatorial search correlated landscapes neighborhoods are typically induced by 
a set of small mutations. However, not all neighborhoods can be explored with an EA 
that uses consecutive mutations to find better fitness value. An important requirement 
for EA to work is the correlation between parent solutions and offspring solutions in 
fitness space, called the ‘causality requirement’. Using landscape analysis it is possi-
ble to get indications on the causality of the search space and the difficulty for optimi-
zation [35]. This requirement was assessed empirically in a preliminary study. 

In our case the set of configurations or solutions is the set of all sequences of a 22-
mer peptide sequence that can be built from 23 possible amino acids, and neighbors 
are given by solutions that differ in only one amino acid. The correlation and other 
properties such as ruggedness of the molecular landscape was assessed with the MOE 
forcefield fitness function in combination with random walks on this surface, based 
on previous work [29,35].  This study indicated a positive correlation of the fitness 
function and the proximity of solutions in search space, measured as Hamming dis-
tance. A positive correlation was observed up to thirty random steps, which indicated 
a causal relation between parents and offspring fitness for the given mutation type. 
Hence it could be seen as promising to perform evolutionary optimization in this 
search space. 

2.6 Multiobjective Optimization 

The SMS-EMOA algorithm was used as a multi-objective evolutionary optimization 
algorithm [28,33]. The instantiation of this algorithm consisted of ten parents and one 
offspring ((10+1)-SMS-EMOA). A population of ten peptides was maintained 
throughout the run. In each of the iterations a new sequence was generated by mutat-
ing the least recently changed peptide from this population. The new peptide was 
generated by randomly replacing a residue of the peptide at a random position with a 
random new amino acid. The potential energy of the complex of the ligand with the 
γ1 isoform was considered as a first objective function, and the inverse of the poten-
tial energy of the complex of the ligand with the ε1 isoform was considered as the 
second objective function. The inverse was taken since binding against this isoform 
was not desired and the standard implementation of SMS-EMOA aims at minimiza-
tion of objectives. 

The acronym SMS-EMOA stands for S-Metric Selection Evolutionary Multiobjec-
tive Optimization Algorithm. As indicated in the name, its selection is based on the S-
Metric, a metric for measuring the quality of a Pareto front approximation which does 
not require a-priori knowledge of the true Pareto front. The S-Metric is nowadays 
more commonly referred to as the hypervolume indicator. It measures the size (area in 
two dimensions, hypervolume in higher dimensions) of subspace that is dominated by 
a Pareto front approximation and cut from above by a reference point. A high value of 
the hypervolume indicator corresponds to a good approximation to the Pareto front. 
The hypervolume contributions are also positively correlated with the distance be-
tween neighbors. Hence its maximization promotes diversity of solutions on the  
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Pareto front. In its selection, either a dominated solution or otherwise one with lowest 
hypervolume contribution is removed from the population [33]. While the SMS-
EMOA specifies the algorithmic details for the selection step, it is generic in terms of 
search space representation and variation operators. SMS-EMOA is well suited for 
Pareto front approximation in large search spaces and small population sizes, where 
the goal is to find well spread Pareto front approximations with relatively few evalua-
tions, such as in the present problem. The reason for this is that SMS-EMOA concen-
trates the distribution in the so-called ‘knee-point’ regions of the Pareto front, where 
good compromise solutions are found, while representing regions with an unbalanced 
trade-off with a decreased density of points. 

The structural energy minimization and evaluation of potential energy of the iso-
form complexes with the mutated template took on average 4 minutes per complex (8 
minutes per iteration for both isoforms).  The computational overhead of the internal 
operations performed in SMS-EMOA is negligible in case of two and three objective 
functions. More precisely, all hypervolume computations for a single iteration require 
only subquadratic time.  Hence the computational effort is essentially determined by 
the number of objective function evaluations.  

3 Results 

The SMS-EMOA implementation in the Molecular Operating Environment (MOE) 
(available from the authors on request) evaluated 1,089 random mutations (and evalu-
ations of the objective function) after one week of processing time on four Xeon 2.5 
GHz processors machine with Scientific Linux. 1,089 mutations correspond to 1,089 / 
23^22 × 100 ≈ 1.19954208 × 10^-25 per cent of all possible solutions; however even 
with this small number of evaluations the Pareto front (X/Y axes: potential energy of 
interaction with γ1/ ε1) took its characteristic J-shape (a line bending towards the 
optimizing direction) after about 100 iterations (Figure 1A).  

To evaluate the behavior of the algorithm properly it is important to present the de-
velopment of peptide fitness as a function of time. Figure 1A hence visualizes the 
Pareto front obtained after 100 iterations of the algorithm. For the 10 peptides that 
formed part of the Pareto front the number of substitutions of the initial alanine amino 
acids varied from one to seven while the energy of the complex varied from the origi-
nal -142  to -196 kcal/mol for the γ1 isoform.  The solution of the first Pareto front 
already shows considerable improvement over the starting point clearly a big ad-
vancement since already after eight replacements of alanine amino acids a difference 
in binding between the isoforms of 49 kcal/mol was obtained (detailed numbers re-
garding the evolution of the Pareto front are given in the supplementary material).  

Figure 1B contains the corresponding Pareto front after 700 evaluations. At this 
point most of the alanine residues from the initial template were replaced. The poten-
tial energy difference of the complex with the 14-3-3 γ1 isoform, compared to the ε1 
isoform, varied from 7 kcal/mol to 291 kcal/mol in this case while he best potential 
energy upon binding the γ1 isoform has reached -282 kcal/mol.  
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Finally, at the end of our SMS-EMOA run, Figure 1C displays the potential energy 
along the Pareto front after a total of 1,189 iterations. We observe a set of 9 Pareto-
optimal solution and 1 dominated solution with energy of the complex ranging from -
138 to -335 kcal/mol for γ1 and 125 to -284 kcal/mol for ε1. Hence, the algorithm was 
successful in navigating a very high-dimensional (22-dimensional) search space to 
arrive to peptides of interest for both optimization criteria. 

Figure 2 and Table 2 show the energy differences for ε1 and γ1 isoform binding for 
the final Pareto front. Throughout all solutions, at least an energy difference of about 
40 kcal/mol is maintained, which grows to 291 kcal/mol in case of the most selective 
peptide listed at position 9. The solution at position 7 might be the one most relevant 
in practice, since it exhibits only minimal binding to the ε1 isoform (free energy of 23 
kcal/mol), while binding relatively tightly to the γ1 isoform (free energy of 247 
kcal/mol). 

 

 

Fig. 2. Potential energy of peptide binding to the ε1 and γ1 isoforms of the 14-3-3 protein after 
1,189 iterations of the SMS-EMOA algorithm. The x axis corresponds to the ligand position on 
the final Pareto front approximation from the leftmost to the rightmost solution in Figure 1C 
while the y axis represents the potential energy of the complex. It can be seen that multiple 
trade-offs between affinity and selectivity can be chosen, with solution 7 representing probably 
a solution of relevance in practice; high selectivity while at the same time high affinity to the γ1 
isoform is maintained. 
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Table 2. Sequence and potential energy of the final solutions obtained after 1,189 iterations of 
the SMS-EMOA algorithm, optimizing the difference in the potential energy between the ε1 
and γ1 isoforms. The ligand position corresponds to the order from the leftmost to the rightmost 
solution in Figure 1C on the final Pareto front, with all binding energies also visualized in 
Figure 2. 

ligand # gamma1 epsilon1 difference
PHE ILE TPO ARGSEP GLY TYR SER TPO TRP ASP ASN ARG ARG TYR ARG TYR SEP ASN ASN ALA ALA 1 -335 -269 67
PHE ILE TPO ARGSEP GLY GLY SER TPO ALA ASP ASN ARG ARG TYR LEU TYR MET ASN ASN ALA ALA 2 -309 -266 43
PHE ILE TPO ARGSEP GLY TYR SER TPO ALA ASP ASN ARG ARG TYR ARG TYR VAL ASN ASN ALA ILE 3 -308 -254 54
PHE ILE TPO ARGSEP GLY TYR SER TPO ALA ASP ASN ARG ARG TYR LEU TYR MET ASN ASN ALA ALA 4 -306 -154 152
LEU TRP TPO ARGSEP GLY TRP ASNTPO ALA ASP ASN PRO ARG GLU ARG TYR MET ASN ASN ALA ALA 5 -283 -126 157
LEU PHE TPO ARGSEP GLY TRP ASNTPO ALA ASP ASN PRO ARG GLU ARG TYR MET ASN ASN ALA ALA 6 -269 -123 147
LEU PHE TPO CYS SEP GLY TYR ASNTPO ALA SER ASN LEU GLN GLU ARG ALA MET ASN ASN ALA ALA 7 -247 -23 224
ALA VAL ALA CYS SEP GLY TRP ASNTPO ALA SER ASN ALA ALA GLU ALA ALA MET TPO ASN ALA ALA 8 -202 5 207
LYS TRP ALA ALA ALA TRP ALA ALAALA ALA ALA PRO ALA ALA LEU ALA ALA ALA ALA ALA ALA ALA 9 -166 125 291
LYS TRP ALA ALA ALA TRP ALA ALAALA ALA ALA PRO ALA ALA LEU PHE ALA ALA ALA ALA ALA ALA 10 -139 -69 69

Aminoacid Sequence

 

 

Fig. 3. Ligand interaction plot of solution 7 from the Pareto front with the γ1 isoform of 14-3-3. 
Salt bridges between the phosphoserine residue in the peptide and Lys69 are formed, which is 
in agreement with interactions seen in crystal structures for 14-3-3 ligands. A charge interaction 
between Glu118 and an arginine residue in the peptide ligands results in strong interactions. 
These are supplemented by hydrogen bonds between an asparagine residue in the ligand and 
Lys50 and Asn178 in the protein. The resulting free energy of binding is -247 kcal/mol.  

Among the most frequent interactions present in the solutions are those with 
Arg61, Lys69, Asn178 and Asp218. This is in agreement with literature since Arg61 
and Lys69 are located above the commonly accepted binding pocket, and Asp218 is 
located below the binding pocket at the sites predicted by other studies of human 14-
3-3 [14]. Asn178 on the other hand is located very close to the binding pocket and 
may also be involved in recognition of natural ligands as well.  

In order to understand ligand selectivity better, the interactions for solution 7 from 
the final Pareto front shall be discussed here in more detail. 

As can be seen, in the ligand complexed with the γ1 isoform of 14-3-3 (displayed 
in Figure 3) salt bridges between the a phosphoserine residue in the peptide and 
Lys69 are formed, which is in agreement with interactions seen in crystal structures 
for 14-3-3 ligands, as well as a charge interaction between Glu118 and an arginine 
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residue in the peptide ligands, resulting in strong interactions. These are supplemented 
by hydrogen bonds between an asparagine residue in the ligand and Lys50 and 
Asn178 in the protein, resulting in a free energy of binding of -247 kcal/mol. On the 
other hand, binding interactions with the ε1 isoform (Figure 4) are much weaker, 
leading only to a free energy of binding of -23 kcal/mol. While the salt bridge of 
Lys69 to the phosposerine is retained, Glu118 is not able to form an electrostatic inte-
raction with the arginine residue of the ligand anymore. Additional hydrogen bonds 
such as the one to Asp216 are formed; however they are on average weaker than those 
in the γ1 complex, resulting in a decrease in binding affinity. 

 

Fig. 4. Ligand interaction plot of solution 7 from the final Pareto front with the  ε1 isoform of 
14-3-3. As compared to the γ1 isoform (Figure 3) interactions are much weaker, leading only to 
a free energy of binding of -23 kcal/mol. While the salt bridge of Lys69 to the phosposerine is 
retained, Glu118 is not able to form an electrostatic interaction with the arginine residue of the 
ligand anymore. Additional hydrogen bonds such as the one to Asp216 are formed, but they are 
on average weaker than those in the γ1 complex, resulting in a decrease in binding affinity. 

Hence, by analyzing binding interactions we can also rationalize peptide ligand se-
lectivity, leading to an increase of the trustworthiness of the optimization algorithm 
applied in this work to design isoform-selective ligands for the 14-3-3 protein. 

4 Conclusions 

By employing evolutionary multiobjective optimization in the form of an SMS-
EMOA algorithm we were able to design, de novo, peptide ligands of the γ1 isoform 
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of the 14-3-3 protein with predicted selectivity over the ε1 isoform. Given the 22-
dimensional nature of the search space, this is a practical application of this type of 
algorithm which will be experimentally validated in the near future.  
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