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Abstract
Fire accidents have become increasingly frequent and have profound effects on today’s
society, leading to injuries, fatalities, and significant economic losses. It is crucial to
develop effective and early fire detection systems that can promptly detect and prevent
fire disasters.

Machine learning and computer vision provide a promising solution for the early
detection of fires, mitigating potential risks and enhancing safety measures. In this
study, we present an extensive and comprehensive fire dataset, surpassing existing
datasets in terms of both scale and diversity. This dataset enables robust and thorough
training of fire detection models and serves as a benchmark for evaluating future fire
detection systems.

The core of our fire detection system is the state-of-the-art Yolov5 model, known
for its simplicity, speed, and efficiency in object detection tasks. We demonstrate the
effectiveness of our proposed model with promising results, achieving an average F1
score of 0.77 and an mAP@0.5 score of approximately 0.77. These metrics reflect the
model’s capability to accurately detect fires across various scenarios.

Moreover, we take our research further by focusing on the deployment of the
trained model to the cloud. The cloud deployment aspect enhances the practicality
and accessibility of our fire detection system, making it more scalable and efficient.
Furthermore, it opens up avenues for future advancements and integration with other
smart technologies, contributing to the development of smarter and safer environments.

Overall, this work contributes to the advancement of fire detection systems, offering
a robust dataset, a powerful detection model, and an efficient cloud deployment
approach. With this research, we aim to foster a safer and more secure environment
by reducing the risks posed by fire accidents and enabling timely and effective fire
prevention measures

Keywords fire detection, yolo, cloud
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1 Introduction
Fire accidents have a profound impact on individuals, communities, and economies,
leading to tragic loss of life, property damage, and financial burden. Several notable
fire incidents serve as sobering reminders of the devastating consequences that can
result from fires. For instance, the fire disaster at the central hospital in Liaoyuan
County, Jilin Province, in 2005 claimed the lives of 37 people and left 95 others
injured, causing significant economic losses of approximately 8.22 million yuan [1].
Similarly, the fire outbreak at the Dance King Club in Longgang District of Shenzhen
in 2008 resulted in 44 fatalities, 64 injuries, and extensive economic losses of around
70 million yuan [2]. In the United States alone, fire accidents in 2020 led to the tragic
loss of nearly 3500 lives, while over 15200 individuals sustained injuries, underscoring
the urgent need for effective fire detection and prevention measures [3].

Traditional fire safety systems often rely on smoke detection systems[4] [5], which
can detect the presence of smoke particles to trigger alarms. However, these systems
have inherent limitations, such as a tendency for false alarms and the inability to provide
precise location information for fires. To overcome these challenges and enhance
fire detection capabilities, the integration of camera solutions with traditional smoke
detectors has gained attention. By leveraging cameras alongside smoke detectors,
additional information beyond the presence of smoke can be obtained, including visual
confirmation of fire, accurate fire location, and potential insights into the cause of the
fire. This combined approach holds the potential for more reliable and accurate fire
detection, facilitating prompt response and mitigating the risk of false alarms.

In recent years, computer vision[6] and machine learning algorithms have made
significant advancements, offering powerful tools for analyzing visual data anddetecting
objects in images or video streams. Within the field of computer vision, Convolutional
Neural Networks (CNNs) have emerged as a dominant approach for object detection.
By training CNN models on large-scale datasets, such as our newly constructed fire
dataset, these models can learn to recognize fire patterns and distinguish them from
non-fire elements. The application of CNN-based fire detection systems can provide
real-time monitoring capabilities, enabling early detection and alerting of fire incidents.

The integration of camera-based solutions, computer vision algorithms, and
machine learning techniques represents a promising approach to enhance fire detection
systems. By combining the strengths of traditional smoke detectors with the visual
information captured by cameras, the accuracy and reliability of fire detection can
be significantly improved. Furthermore, the use of sophisticated computer vision
algorithms, such as CNNs, enables automated analysis of visual data, facilitating early
fire detection, precise fire localization, and potential identification of fire causes. These
advancements empower firefighters with valuable information for efficient intervention
and enable fire services to gain deeper insights through data analysis, supporting
situational awareness and informed decision-making.

In summary, the integration of camera solutions, computer vision algorithms,
and machine learning techniques in fire detection systems presents a transformative
opportunity to enhance fire safety measures. By leveraging the power of visual data
analysis, these systems offer improved accuracy, early detection capabilities, and
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valuable insights for effective fire management. Through continuous research and
technological advancements, we can strive towards building more robust, efficient,
and intelligent fire detection systems to protect lives, safeguard property, and mitigate
the devastating impact of fire accidents.

In this research, we present a novel CNN-based fire detection system that demon-
strates promising performance. Our work contributes to the field of fire detection in
the following key ways:

1. Large-scale Fire Dataset: We introduce a comprehensive and extensive fire
dataset, surpassing existing datasets in terms of scale and diversity. Our dataset
comprises over 10,000 real-world images and 1,000 real-world videos of fire. It
is the largest fire dataset to date, containing more than three times the number
of images compared to the previously largest dataset. This dataset enables more
robust and comprehensive training of fire detection models.

2. YOLOv5 Model Training: We employ the state-of-the-art YOLOv5 model as
the backbone for our fire detection system. Leveraging the large-scale dataset,
we train the YOLOv5 model to effectively detect fire in various scenarios and
environments. The trained model demonstrates promising results in terms of
accuracy, precision, and recall, showcasing its effectiveness in fire detection
tasks.

3. Cloud Deployment and IoT Integration: We take a step further by deploying
the trained model to the cloud, allowing for seamless integration with Internet
of Things (IoT) devices. This deployment approach enhances the scalability
and accessibility of our fire detection system. By leveraging the power of cloud
computing and IoT connectivity, our system can be easily deployed and utilized
in real-world scenarios, providing real-time fire detection capabilities.

Overall, our research contributes a large-scale fire dataset, a well-trained YOLOv5
model, and a cloud-based deployment framework for fire detection. These contributions
advance the field of fire detection, offering improved performance, scalability, and
practicality for real-world applications.

The remaining section of the thesis is structured as follows:

1. Literature Review: This section provides a comprehensive review of existing
fire detection systems in the literature. We explore various approaches, method-
ologies, and techniques employed in previous studies to address the challenge
of fire detection.

2. Methodology: In this section, we present the methodology employed in our
research. We provide detailed information about the construction of our collected
dataset, including the acquisition process and the types of fire images and videos
included. Additionally, we describe the yolov5 models used in our experiments
and discuss their performance evaluation. Furthermore, we delve into the
deployment and integration of the trained model, highlighting the practical
aspects of implementing the fire detection system.
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3. Conclusion: The final section of the thesis comprises the concluding remarks
and the overall contributions of the research. We summarize the findings,
discuss the implications of the study, and suggest potential avenues for future
research in the field of fire detection. Additionally, we reflect on the strengths
and limitations of our approach and highlight the practical implications and
potential applications of our developed fire detection system.
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2 Literature review
The pursuit of developing an efficient fire detection system has been an ongoing
endeavor since the early stages of research. Initially, researchers relied on handcrafted
technologies that focused on identifying specific features unique to fire, such as its
characteristic motion and distinct red color.

Phillips et al. [7] presented a novel fire detection system that harnessed the power
of motion and color information extracted from video clips to effectively detect and
locate fire incidents. To achieve this, they initially developed a Gaussian-smoothed
color histogram, which proved instrumental in detecting fire pixels within the video
frames [7]. Subsequently, they introduced a temporal variation analysis of the detected
possible fire pixels to discern the true fire pixels from the false detections [7].

A major challenge in fire detection lies in dealing with the reflections of fire on
objects in close proximity to the fire source. To address this issue and enhance fire
detection accuracy, Phillips et al. employed two essential techniques: erosion and
region growing. The erosion operation facilitated the automatic removal of spurious
fire pixels, which are erroneous detections, thus enhancing the reliability of the system
[7]. On the other hand, the region growing method efficiently identified missing fire
pixels, thereby ensuring more comprehensive and accurate fire detection [7].

Notably, the experiments conducted by Phillips et al. demonstrated the robustness
and versatility of their fire detection system. Even under conditions with limited
information, their system could intelligently and automatically determine the presence
of fire, highlighting the effectiveness of their approach in various real-world scenarios
[7].

By incorporating motion and color information and employing sophisticated
algorithms such as Gaussian-smoothed color histograms, erosion, and region growing,
the fire detection system proposed by Phillips et al. exhibited notable advancements in
fire detection technology.

Another pioneering effort in this direction was made by Thou-Ho et al. [8], who
proposed an early fire alarm system based on video processing. In their innovative
approach, Thou-Ho et al. leveraged the power of video analysis to extract crucial
fire pixels and smoke pixels from input videos. This process involved meticulously
measuring the chromaticity and disorder within the RGB model. Specifically, fire
pixels were deduced based on the intensity and saturation of the R (red) component
[8]. Subsequently, the extracted fire pixels underwent a rigorous verification process,
where the dynamics of growth and disorder were monitored throughout the entire
video. Additionally, the presence of smoke was also taken into account during this
validation step.

The hallmark of their methodology lay in the iterative checking of the growth
patterns of the fire, which served as a crucial trigger for the alarm system. Only when all
the verification conditions were met did the alarm system become activated, ensuring
a low false alarm rate and reliable fire detection. The experiments conducted by
Thou-Ho et al[8]. showcased the feasibility of achieving fully automated surveillance
of fire accidents, establishing a robust foundation for early fire detection.

In contrast to Thou-Ho et al. [8], Celik et al. [9] pursued a distinct approach
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to fire and smoke detection by analyzing the entire fire and smoke datasets. Their
investigations revealed that the YCbCr color space proved more effective in segregating
illumination information from chrominance when compared to the traditional RGB
color space. As a result, the predefined rules designed to detect potential fire pixels in
RGB color space were transformed into the YCbCr color space to yield more accurate
and reliable outcomes [9].

A noteworthy advantage of this transformation lies in the derivation of a single
quantitative measure that indicates the probability of a given pixel being classified
as a fire pixel. By encoding the implicit fuzziness or uncertainties associated with
the rules obtained from repeated experiments and the impreciseness of the decision
variable, Celik et al. adopted a fuzzy representation, allowing them to express the
output decision in linguistic terms [9]. This linguistic representation further provided
a means to interpret the output decision quantity, ranging from zero to one, as the
likelihood that a pixel is either a fire pixel or not [9].

The proposed fire detection model showcased remarkable performance, achieving
an impressive 99% correct fire detection rate while maintaining a low false alarm
rate of 4.5%[9]. Such an accurate and reliable fire detection model proved to be an
invaluable asset and could potentially be employed as a pre-processing stage for more
comprehensive fire detection systems. Celik et al.’s innovative work has contributed
significantly to the development of advanced fire detection techniques, particularly by
exploiting the YCbCr color space and leveraging fuzzy representation to address the
challenges associated with fire and smoke pixel detection.

Toreyin et al. [10] presented an innovative approach for fire and flame detection,
surpassing conventional methods by incorporating a diverse range of features. In
addition to color and motion information, their method involved the detection of the
flicker process using a Markov model [10]. By integrating spatial color variations in the
moving regions within the same Markov models, the authors achieved a comprehensive
analysis to make a final decision [10].

The incorporation of the flicker process in the detection strategy proved to be a
key factor in their method’s success. This aspect allowed the system to differentiate
genuine fire and flame incidents from ordinary motion of flame-colored moving
objects, effectively reducing false alarms [10]. Such a robust approach has profound
implications for real-time fire detection, where accurate and timely identification of
fire events is critical for ensuring prompt and effective response measures.

By employing a Markov model that integrates color, motion, and flicker information,
Toreyin et al. succeeded in creating a sophisticated fire and flame detection system that
outperforms traditional methods. The utilization of multiple features in the analysis
process significantly enhanced the system’s ability to discern genuine fire incidents,
making it more reliable and suitable for practical applications in real-world scenarios.

Rinsurongkawong et al. [11] presented a novel approach for early fire detection
using the Lucas-Kanade optical flow algorithm, providing real-time fire detection
capabilities for both indoor and outdoor environments. The most significant advantage
of their method lies in its ability to detect fire at the initial stages of the burning process,
offering the potential for earlier response and mitigation compared to other methods
[11].
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The foundation of their approach lies in the Lucas-Kanade optical flow algorithm,
which enables the detection of fire in video streams by identifying moving pixels. The
authors further refined their method by applying a background subtraction algorithm
to distinguish fire-like colors from the moving regions in the video stream [11].
Additionally, they employed growth rate analysis to examine fire contours and used
the Lucas-Kanade optical flow pyramid to analyze the motion of optical flow features
in the identified fire regions. The combination of growth rate and optical flow analysis
significantly enhanced the accuracy of fire detection and reduced false alarms caused
by fire-like colors [11].

While the proposed method demonstrated impressive capabilities in early fire de-
tection, the authors acknowledged its limitations when dealing with images containing
fire-like objects in the background. This highlights the importance of further research
and refinement to address such challenges and enhance the system’s performance in
complex and dynamic environments.

In summary, Rinsurongkawong et al.’s work showcased a promising approach for
early fire detection using the Lucas-Kanade optical flow algorithm. Their method’s
capability to detect fire at its inception and the reduction of false alarms make it
a valuable contribution to fire safety technology. However, addressing background
complexities and improving the system’s robustness in various scenarios remain
important areas for future research.

To address the challenges in fire motion detection, [12] introduced a set of motion
features based on motion estimators. Their approach focused on distinguishing the
unique characteristics of turbulent and fast fire motion from the structured and rigid
motion of other objects [12]. By considering the absence of smoothness and intensity
constancy in fire motion, they carefully designed two optical flow methods tailored
specifically for fire detection tasks [12].

The first optical flow method aimed to model fire with dynamic texture, utilizing
optimal mass transport techniques [12]. This method effectively captured the dynamic
and irregular nature of fire motion, which is distinct from the motion of other objects
in the scene. The second optical flow method was specifically designed to model
saturated flames, employing a data-driven scheme [12].

Having obtained the optical flow data, the authors computed various features
related to flow magnitudes and directions, enabling them to discriminate between fire
and non-fire motion effectively [12]. These motion features provided valuable insights
into the unique patterns associated with fire, facilitating accurate fire detection.

To evaluate the effectiveness of their proposed methods, [12] conducted thorough
testing and demonstrated the practical usefulness of their approach. Additionally, they
introduced a novel evaluation method that allowed for a controlled environment to
analyze the influence of different parameters on fire detection [12]. This evaluation
framework provided valuable insights into the performance and robustness of their
methods under varying conditions.

In conclusion, [12] presented a comprehensive approach for fire motion detection,
leveraging specially designed optical flow methods and motion features. Their work
successfully addressed the limitations of previous methods and showcased practical
utility in accurately detecting fire motion. The introduction of a controlled evaluation
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environment further strengthened the credibility of their findings and laid the foundation
for future advancements in fire detection research.

Mobin et al. [13] presented a pioneering and intelligent self-controlled smart fire
detection system called Safe From Fire (SFF). This comprehensive system utilized
multiple sensors and actuators, operating under the supervision of a micro-controller
unit (MCU). By strategically placing various sensors throughout the monitored area,
the SFF system could effectively capture critical data points related to fire occurrences.
Leveraging the integrated fuzzy logic approach, the system analyzed the input signals
from these sensors to accurately assess the severity of the detected fire incidents.

A key aspect of the SFF system was its utilization of data fusion algorithms, which
played a crucial role in reducing false alarms caused by deceptive fire situations, such
as smoking or other non-fire-related activities. By integrating and cross-verifying data
from multiple sensors, the SFF system demonstrated a higher level of accuracy in
distinguishing genuine fire events from potential false alarms.

During a fire event, the SFF system efficiently provided a range of essential fire
services. It could promptly send text messages or make telephone calls to alert people
and relevant authorities about the detected fire. Furthermore, the system activated a
fire alarm, effectively announcing the precise location of the fire and its severity level.
These timely and automated response mechanisms enhanced the overall effectiveness
and reliability of the SFF system in mitigating fire-related risks.

To validate the performance and reliability of the SFF system, the researchers
conducted real-time fire scene simulations. Through rigorous evaluations, the SFF
system demonstrated its efficiency in detecting fire incidents accurately and responding
swiftly with appropriate actions. The successful outcomes of the evaluations showcased
the potential practical applicability of the SFF system in real-world fire detection
scenarios.

The early handcrafted technologies in fire detection, while serving as important
early attempts, came with several inherent limitations and disadvantages that hindered
their effectiveness in real-world applications. One major drawback was their limited
adaptability to diverse fire scenarios. These methods heavily relied on predefined rules
and heuristics, making them less flexible in handling new and evolving fire patterns
that might not fit within the predefined criteria. Moreover, handcrafted approaches
often had difficulty in effectively extracting and representing complex fire-related
features from the input data, leading to suboptimal performance in distinguishing fire
from non-fire elements.

Another significant limitation was the challenge of scaling these handcrafted
techniques to handle large datasets and real-time processing requirements. As fire
datasets grew in size and complexity, handcrafted methods struggled to cope with the
increased computational demands, leading to performance degradation and reduced
efficiency. Additionally, handcrafted techniques were often sensitive to noise and
variations in the input data, making them less robust in handling diverse environmental
conditions and camera perspectives.

Furthermore, handcrafted fire detection systems heavily relied on domain-specific
expertise for manual feature engineering and fine-tuning, which made them highly
dependent on the knowledge and experience of the developers. This dependency on
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expert knowledge limited their applicability to non-expert users and increased the
complexity of maintaining and updating the systems as fire patterns evolved.

In contrast, as the field of computer vision and machine learning progressed,
researchers recognized the potential of data-driven approaches, particularly Con-
volutional Neural Networks (CNNs), which offered the capability to automatically
learn and extract complex features from vast amounts of data. The transition from
handcrafted methods to data-driven CNNs revolutionized fire detection by addressing
many of the limitations of earlier techniques. By leveraging large-scale fire datasets,
researchers could train CNNs to recognize fire-related features with high precision.
These datasets encompassed various fire scenarios, including different types of fires,
lighting conditions, and environments. Consequently, the trained models achieved
remarkable accuracy in detecting fire instances, even in challenging and diverse
real-world settings.

The ability of CNNs to generalize well to new and unseen fire scenarios further
enhanced their practical applicability. Unlike traditional handcrafted methods, which
often struggled with novel fire patterns, CNN-based models demonstrated robustness
and adaptability. This newfound capability made them suitable for deployment in
various contexts, ranging from indoor fire detection systems to outdoor surveillance
and forest fire monitoring.

Moreover, the advancements in deep learning techniques paved the way for real-
time fire detection. The speed and efficiency of CNNs allowed for quick analysis of
video streams, enabling timely responses to fire incidents. This real-time capability
was crucial for early fire detection, facilitating prompt intervention and mitigating
potential disasters.

In response to the growing demand for more robust and accurate fire detection
systems, researchers have explored the use of deep-learning techniques. Among them,
Zhang et al. [14] introduced a novel approach to fire detection by training both a
full image and fine-grained patch classifier within a joint deep convolutional neural
network (CNN). The detection process is carried out in a cascaded fashion, where
the full input image undergoes evaluation by the global image classifier. If a fire is
detected at this stage, the input image is then forwarded to the fine-grained patch
classifier for further analysis, providing precise localization of fire patches [14].

In their work, the global image classifier is fine-tuned from the well-known
8-layered AlexNet [15], readily available in the Caffe framework, and pre-trained
on the ImageNet dataset. Meanwhile, the fine-grained patch classifier is trained
using upsampled Pool-5 features, creating a 2-layered fully connected neural network
tailored for fire detection [14]. One key advantage of their proposed architecture is
the avoidance of redundant feature computation, as both the global and fine-grained
classifiers share the same network. This design ensures an efficient utilization of
computational resources and enables faster inference during fire detection tasks.

The performance evaluation of their fire patch detector showcased impressive
results, achieving 97% and 90% accuracy on the training and testing datasets,
respectively. The high accuracy of their model highlights its potential for real-world
fire detection scenarios. Moreover, the precise localization of fire patches using the
fine-grained patch classifier provides valuable information for emergency response
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teams, facilitating prompt actions to mitigate the fire’s impact.
By leveraging the power of deep learning and the cascaded approach in their

architecture, Zhang et al. [14] have contributed to the advancement of fire detection
systems, offering a promising solution to address the challenges associated with fire
detection in complex environments.

However, it should be noted that the fire detection model proposed by Zhang et al.
[14] is evaluated on balanced datasets, which might not fully capture the complexities
of real-world scenarios where fire incidents are rare. Consequently, the performance
of their method could be hindered when applied to more realistic datasets where fire
images are scarce.

In response to the limitations of existing fire detection models, Sharma et al. [16]
take a different approach and propose the use of deeper Convolutional Neural Networks
(CNNs) along with the incorporation of an additional fully connected layer to fine-tune
the networks for fire detection. Two widely used pre-trained CNN models, VGG16
[17] and Resnet50 [18], are employed in the development of their fire detection system.

The core innovation of Sharma et al.’s method lies in its ability to tackle imbalanced
datasets, which more closely resemble real-world scenarios where fire occurrences are
relatively rare compared to non-fire instances. By testing their proposed model on a
deliberately unbalanced dataset, where non-fire images substantially outnumber fire
images, they demonstrate the model’s robustness in handling skewed class distributions.
Their approach surpasses the challenges of imbalanced data and achieves a notably
enhanced performance on real-world datasets, providing more reliable fire detection
capabilities.

The incorporation of additional fully connected layers in their CNN models plays
a pivotal role in improving the model’s performance. The extra layer facilitates fine-
tuning of the networks specifically for fire detection tasks, optimizing the model to learn
and discern intricate features indicative of fire in images. Notably, the experimentation
results show that Resnet50 slightly outperforms VGG16, reaffirming the advantage of
deeper CNN architectures in capturing complex patterns and representations within
the data.

The contributions made by Sharma et al. [16] marks a significant step forward in
fire detection research, as their model addresses the challenges posed by imbalanced
datasets, and exhibits higher adaptability and accuracy in detecting fire incidents,
even in real-world scenarios. Their findings underscore the importance of leveraging
advanced CNN architectures and specialized fine-tuning techniques for improved
fire detection performance, paving the way for more reliable and effective fire safety
systems in various applications.

Muhammad et al. have made significant strides in deep learning-based fire detection
by fine-tuning four different CNN architectures, namely AlexNet [19], SqueezeNet
[20], GoogleNet [21], and MobileNetV2 [22]. Their comprehensive exploration of
various CNN models, which encompass some of the most renowned Convolutional
Neural Network architectures, has shown promising results in flame detection. Despite
these advancements, a key challenge that remains is the relatively high number of false
alarms in their fire detection system.

Notably, while previous research has demonstrated impressive performance in
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fire detection, certain limitations still persist in their methodologies. One prominent
drawback is the evaluation of their methods on limited datasets, characterized by
a scarcity of fire images and a restricted diversity of fire types. Consequently,
the generalizability and effectiveness of their fire detection models in real-world
environments may not be as promising as demonstrated within the limited dataset
setting.

Moreover, the employed architecture in their fire detection models might not be
optimally suited for the specific task of fire detection. Most of the previous models
have utilized two-stage large Convolutional Neural Networks, which are designed for
multiple object detection. However, in the context of fire detection, the goal is to
detect a single class, which is the presence of fire. Large and complex neural networks
might not be the most suitable choice for this particular single-class detection task.
Consequently, the use of such architectures may introduce unnecessary computational
overhead and might not effectively capture the discriminative features required for
precise and efficient fire detection.

To address these limitations, there is a need for further research that focuses on
evaluating fire detection models on more diverse and extensive datasets, resembling
real-world fire scenarios. Additionally, exploring the design of more specialized
architectures tailored specifically for single-class fire detection could lead to enhanced
accuracy and a reduction in false alarms, ultimately contributing to the development
of more reliable and robust fire detection systems.
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3 Method

3.1 Dataset
3.1.1 Previous datasets

In this section, we provide an overview of existing fire datasets commonly used in fire
detection research. Understanding the characteristics and limitations of these datasets
is crucial for developing effective fire detection models.

The FireNET dataset [23] consists of a total of 502 images, which are further
split into 412 images for training and 90 images for validation. Although the dataset
provides bounding box annotations in Pascal VOC XML format, it is important to
note that most of the images in this dataset are relatively small, with an average size
of 275 × 183 pixels. This small image size limits the availability of textural features
for the model to learn from, which can affect the model’s performance on larger fire
instances. Figure 1 demonstrates the performance of the model on normal cooking
fire images, which typically exhibit a large and distinct fire presence in the image.
However, the accuracy of correctly detecting these instances as fire is observed to be
only 50

Figure 1: The performance of the model on normal cooking fire images in FireNET
dataset.

The Fire Detection from CCTV on Kaggle dataset [24] primarily focuses on the
binary classification task of fire versus no fire. The dataset consists of images extracted
from 3-4 videos, resulting in a high level of similarity among the images. However,
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this dataset does not provide bounding box annotations, making it less suitable for
tasks requiring precise object localization.

The Fire-Detection-Image-Dataset [25] includes a diverse collection of images
that capture both fire and non-fire scenarios. This dataset encompasses a wide range
of fire situations, including variations in intensity, luminosity, size, and environmental
conditions. However, it is worth noting that this dataset is relatively small and highly
unbalanced, which may limit its ability to accurately represent real-world fire detection
scenarios. Additionally, the absence of bounding box annotations restricts its utility
for tasks requiring precise object localization.

The FIRE Dataset on Kaggle [26] was created during the NASA Space Apps
Challenge in 2018. This dataset comprises 755 outdoor fire images and 244 non-fire
images, primarily intended for classification tasks. Similar to the previously mentioned
datasets, the FIRE Dataset does not provide bounding box annotations.

The Wildfire Smoke Dataset [27], released by AI for Mankind in collaboration
with HPWREN, is a collection of 737 images with bounding box annotations. This
dataset specifically focuses on the detection of wildfire smoke, which is crucial for
monitoring and early warning systems in fire-prone areas.

The fire-and-smoke-dataset on Kaggle [28], collected by DataCluster Labs, offers
an extensive and challenging set of over 7000 original fire and smoke images. These
images were captured and crowdsourced from over 400 urban and rural areas in India
and have been carefully reviewed and verified by computer vision professionals at
DataCluster Labs. However, it is important to note that this dataset is not publicly
accessible, and its image quality and diversity may vary.

The Domestic-Fire-and-Smoke-Dataset [29] consists of early fire and smoke images
captured in real-world scenarios using mobile phones. The dataset encompasses a
wide variety of lighting conditions, including indoor and outdoor scenes, as well
as different weather conditions. It is well-suited for tasks such as early fire and
smoke detection. The dataset provides bounding box annotations in multiple formats,
including COCO, Pascal VOC, and YOLO formats, facilitating compatibility with
different object detection frameworks. Figures 2 and 3 showcase a selection of sample
images representing both indoor and outdoor scenes.

The Wildfire-Detection dataset [30] comprises images of size 250 × 250 pixels,
depicting both normal scenes and fire instances. However, similar to the FireNET
dataset, the images in this dataset are relatively small, which may limit their ability to
effectively detect smaller fire flames, such as those from candles or lighters. Some
examples of these images are shown in Figure 4.

The DFireDataset [31] is currently the largest publicly available dataset for fire
detection, consisting of over 21,000 images. The dataset includes images with only
fire, images with both fire and smoke, and images without fire. All images in the
DFireDataset have been annotated according to the YOLO format, resulting in a total
of 14,692 fire bounding boxes. However, it is important to note that a significant
portion of the dataset contains images captured from videos, which leads to highly
similar and repetitive images as shown in Figure 5. After removing duplicate images,
approximately half of the original dataset remains.

Overall, the currently available public datasets for fire detection exhibit limitations
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Figure 2: Some sample images for indoor fire scenes in Domestic-Fire-and-Smoke-
Dataset.

Figure 3: Some sample images for outdoor fire scenes in Domestic-Fire-and-Smoke-
Dataset.

in terms of the number of fire images and variations in fire types. Additionally,
some datasets may focus on larger fire instances, while smaller fire flames may be
underrepresented. Understanding these limitations is essential for designing effective
fire detection models that can handle a wide range of fire scenarios.

As for the fire video dataset, the available options are limited. The mivia Fire
Detection Dataset [32] is one such dataset that can be utilized. This dataset consists of
31 videos captured in real environments. It can be divided into two main parts: the
first 14 videos showcase scenarios with fire incidents, while the remaining 17 videos
do not contain any fire-related events. However, the latter part includes challenging
situations that may resemble fire, such as moving red objects, smoke, or clouds.

Despite its availability, it is important to note that the mivia Fire Detection Dataset
is relatively small in size, which can pose limitations when used for training purposes.
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Figure 4: Some examples of fire images in Wildfire-Detection dataset.

Figure 5: Highly similar fire images in DFireDataset.

Additionally, the quality of the dataset may not be optimal, making it challenging for
the model to effectively learn from the provided samples.

3.1.2 Our datasets

Due to the limitations and inadequacies of the existing fire datasets, we recognized
the need to construct a new, large-scale dataset tailored specifically for training our
fire detection model. Our goal was to create a diverse and comprehensive dataset that
encompasses a wide range of fire scenarios and variations. This dataset consists of a
total of 10,210 fire images and 1,076 fire videos, offering a substantial and diverse
collection of fire-related data.
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To curate the image dataset, we employed a systematic approach, searching for
relevant images across multiple platforms. Our search efforts extended to popular
platforms such as Adobe Stock and Pexels, where we utilized various text search queries
to retrieve images related to fire incidents. To ensure the dataset’s comprehensiveness,
we conducted searches in different languages, including English, Chinese, and French.
Additionally, we expanded our search to include videos and short clips from platforms
like YouTube and TikTok, extracting frames from these videos to augment our image
dataset. Through this rigorous search and extraction process, we gathered a significant
number of high-quality fire images, representing diverse fire scenarios and contexts.

During the collection process, we applied strict criteria to ensure the quality and
authenticity of the dataset. We carefully reviewed each image, eliminating any that
had been manually edited or contained artificially generated fire. Furthermore, we
excluded images that raised ethical concerns or lacked sufficient clarity to provide
meaningful data. The resulting image dataset comprises a total of 10,210 fire images,
representing various fire types and environmental conditions. To enhance the dataset’s
diversity, we also included 8,983 non-fire images to provide a comprehensive context
for fire detection.

Figure 6 showcases a selection of images from our collected dataset, offering a
glimpse into the diversity and richness of the fire-related content we have assembled.

Figure 6: One example of our image dataset.

To ensure accurate annotations for the dataset, we employed Roboflow, a powerful
annotation tool that significantly simplifies and expedites the annotation process.
With Roboflow, we leveraged pre-trained models to automatically apply bounding box
annotations to the fire images. This AI-assisted labeling process greatly reduced the
manual effort required for annotation, while still ensuring high accuracy and consistency
in the annotations. The annotations provided by Roboflow were thoroughly reviewed
and verified to guarantee their quality and relevance.
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Figure 7 showcases an example of our annotated images, with precise bounding
box annotations encapsulating the fire objects within the images. These annotations
enable the training and evaluation of fire detection models, facilitating the development
of robust and accurate fire detection algorithms.

Figure 7: One example of annotated images with bounding boxes.

While annotating the video dataset, we focused on video-level labels to determine
whether a particular video contained instances of fire or not. This information was
crucial for training and evaluating fire detection models on video data. However, to
provide a more detailed understanding of temporal annotations, we manually reviewed
and edited the videos. This involved identifying the precise frames corresponding to
the start and end of fire incidents within each video. This temporal annotation enriches
the dataset by providing precise temporal information about fire occurrences in the
videos.

Creating and finalizing the annotations for our dataset was an extensive and
meticulous process that spanned several months. We ensured that the annotations
were accurate, comprehensive, and consistent throughout the dataset, enabling the
development of robust fire detection models.

In summary, our newly constructed dataset encompasses a vast collection of fire
images and videos, carefully curated to capture various fire scenarios and types. This
dataset, along with the precise annotations, provides a valuable resource for training,
testing, and advancing fire detection algorithms.

In the context of object detection, bounding boxes are commonly used to represent
objects by drawing rectangles around them. While bounding boxes provide a general
indication of an object’s location, they do not capture the exact shape of the object.
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Additionally, bounding boxes may include parts of the background or other objects
within their boundaries. This is especially true in fire datasets, where distinguishing
objects from their surroundings can be challenging.

Segmentation masks, on the other hand, offer a more detailed representation of
objects by outlining their precise shapes. These masks provide a pixel-level analysis,
allowing for a more accurate understanding of an object’s shape, size, and position.
Given the variable and dynamic nature of fire, precise identification and delineation
are essential for comprehensive analysis.

To facilitate pixel-level analysis and enhance the understanding of fire, we have
prepared a small segmentation dataset consisting of nearly 1000 fire images. This
dataset includes segmentation masks that outline the boundaries of fire regions,
enabling a detailed and accurate assessment of fire characteristics. Figure 8 showcases
some examples from our segmentation dataset, highlighting the pixel-level details and
the ability to precisely identify and analyze fire regions.

By incorporating segmentation masks, we go beyond the limitations of bounding
boxes and achieve a more comprehensive understanding of fire phenomena. This level
of detail is crucial in scenarios where precise identification and delineation of fire
regions are required, enabling advanced analysis, monitoring, and decision-making in
fire-related applications.

During the annotation process, we leveraged Meta AI’s Segment Anything Model
(SAM) [34] to streamline the generation of segmentation masks. SAM is a powerful
and versatile model specifically designed for image segmentation tasks. It excels in
producing high-quality object masks for various objects within an image, either through
direct input of the entire image or via input prompts such as bounding boxes [34].
Trained on an extensive dataset consisting of 11 million images and 1.1 billion masks,
SAM exhibits strong zero-shot performance across a wide range of segmentation tasks.

By utilizing SAM, we were able to convert our existing bounding box datasets
into a comprehensive segmentation dataset. Initially, the bounding boxes served as a
starting point for the segmentation process. SAM takes these bounding box annotations
as input and generates precise segmentation masks for each bounding box, accurately
outlining the object boundaries within the image. This transformation allowed us
to enhance the level of detail and accuracy in our annotation data, providing a more
comprehensive understanding of fire regions.

While the initial segmentation masks were generated by SAM, it is important to
note that further adjustments and refinements were necessary. Some masks may have
contained inaccuracies or required fine-tuning. To ensure the accuracy and quality of
the annotations, we performed careful data cleaning and refinement procedures. This
involved addressing issues such as removing duplicate detections, merging overlapping
polygons, and splitting polygons that covered multiple objects. Through meticulous
data cleaning, we achieved a final set of accurate and reliable annotations.

For the annotation refinement process, we utilized the Roboflow [33] platform,
which offers convenient tools for editing and validating the data. Roboflow facilitated
efficient annotation refinement, allowing us to easily make adjustments, validate the
annotations, and ensure their accuracy. The refined annotations were then saved in
the yolov8 segmentation format, enabling their seamless integration into the training
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pipeline for future use.
The combined utilization of SAM and Roboflow provided an efficient and effective

workflow for generating and refining segmentation annotations. This approach enabled
us to leverage the strengths of advanced segmentation models while ensuring the
accuracy and reliability of the final annotation data.

Figure 8: Examples of our segmentation image dataset.

The division of our dataset into three distinct parts, namely the training set,
validation set, and testing set, plays a crucial role in the development and evaluation
of our fire detection model. This division allows us to effectively train, fine-tune, and
assess the performance of the model using independent and representative subsets of
the data.

The training set comprises 70% of the total images and videos in our dataset.
This subset is used to train the model by exposing it to a diverse range of fire-related
images and videos, enabling it to learn and extract meaningful features and patterns
associated with fire occurrences. During the training process, the model optimizes its
parameters, adjusting its internal representations to better align with the characteristics
of the fire data. The larger size of the training set ensures that the model receives
ample exposure to different fire scenarios, enhancing its ability to generalize and make
accurate predictions on unseen data.

The validation set, which consists of 10% of the images and videos, serves as
a critical component for model evaluation and hyperparameter tuning. After each
training iteration or epoch, the model’s performance is assessed on the validation set
to monitor its progress and identify potential issues such as overfitting or underfitting.
By evaluating the model’s performance on a separate subset of the data that it has not
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been trained on, we can gauge its ability to generalize and make accurate predictions
on new, unseen fire images and videos. This evaluation guides us in fine-tuning
the model’s hyperparameters, such as learning rates or regularization techniques, to
optimize its performance and ensure its robustness.

The testing set, representing 20% of the images and videos, serves as the final
benchmark for assessing the model’s performance. This independent subset of the data
is used to evaluate the model’s ability to generalize to new, unseen fire scenarios and
make accurate predictions. By withholding this portion of the data during the training
and validation phases, we obtain an unbiased measure of the model’s performance in
real-world scenarios. The testing set enables us to gauge the model’s effectiveness in
detecting fire across a range of challenging scenarios and provides insights into its
overall accuracy and reliability.

The division of the dataset into training, validation, and testing sets is essential for
several reasons. Firstly, it allows us to objectively evaluate the model’s performance by
assessing its ability to generalize to unseen data. Secondly, it helps us avoid overfitting,
a phenomenon where the model becomes too specialized in the training data and fails
to generalize to new examples. By evaluating the model on an independent validation
set, we can detect and address overfitting issues. Finally, the testing set provides
an unbiased estimate of the model’s real-world performance and its generalization
capabilities, helping us determine its readiness for deployment in practical applications.

By carefully partitioning our dataset into these three distinct subsets and following
rigorous evaluation protocols, we can develop and assess a fire detection model that
demonstrates robustness, accuracy, and generalization abilities across various fire
scenarios and data distributions.

3.1.3 Data argumentation

Data augmentation plays a crucial role in improving the performance of object detection
models. In this work, we employ online image space and color space augmentations
during the loading of the training dataset. However, it is important to note that the
validation and test datasets are not subjected to data augmentation. Additionally, a
novel and unique data augmentation technique called Mosaic augmentation is utilized
for each training image, further enhancing the dataset’s diversity.

The Mosaic augmentation technique involves the combination of four randomly
selected images from the training dataset into a single augmented image consisting
of four tiles. To achieve this, the selected images are resized using different ratios
to seamlessly integrate them into four grids. Subsequently, a random image patch
is cropped from the center, forming the final augmented image. Figure 9 visually
presents some examples of the mosaic augmented training images in the context of
YOLOv5.

This approach ensures that the images are never encountered in the same way during
training, contributing to a more comprehensive learning experience for the model. By
exposing the model to various combinations of images, the Mosaic augmentation helps
in training the model to detect objects across different localizations and environments.
Moreover, it proves particularly beneficial in addressing the common challenge of
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accurately detecting small objects. By incorporating diverse image compositions
through the Mosaic augmentation, the model learns to overcome the limitations
associated with smaller objects and improves its detection capabilities across the entire
object size spectrum.

The utilization of Mosaic augmentation, alongside online image space and color
space augmentations, adds an essential level of variability and realism to the training
data. This augmentation strategy not only enhances the model’s ability to generalize
to new and unseen scenarios but also fosters robustness and adaptability in object
detection.

Figure 9: Examples of mosaic augmented training images.

3.2 Model
The current work utilizes the yolov5 [35] object detection algorithm. Yolov5 belongs
to the renowned You Only Look Once (YOLO) [36] family of computer vision
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models and is widely recognized for its object detection capabilities. What sets
yolov5 apart from other object detection frameworks is its exceptional ease of use,
making it highly accessible and convenient for developers aiming to integrate computer
vision technologies into their applications. Its user-friendly interface and simplified
implementation process enable developers to efficiently leverage the power of object
detection for their specific use cases. By utilizing yolov5, the present work benefits
from its efficiency, accuracy, and developer-friendly nature, thereby enhancing the
overall performance and effectiveness of the implemented computer vision system.

3.2.1 The overall architecture of yolov5

The architecture of yolov5 builds upon the foundational idea of previous YOLO
versions and consists of three essential components: the backbone, feature fusion
network (neck), and prediction head [37], as illustrated in Figure 10. Initially, the
input layer receives the input images and forwards them to the backbone network for
robust feature extraction. The backbone network generates multiple feature maps of
varying sizes, which are then passed to the feature fusion network. In the yolov5
architecture, the feature fusion network produces three feature maps of sizes 80, 40,
and 10, respectively, each targeting the detection of small, medium, and large objects.

Figure 10: The overall architecture of yolov5.

Subsequently, these three feature maps are processed by the prediction head
to obtain the final detection results. These results include the object class, class
confidence, and bounding box coordinates, as well as the width and height of the
bounding box. To refine the results, certain filtering techniques are applied based
on predefined thresholds, such as the class confidence threshold or object threshold.
These thresholds help discard irrelevant information. The non-maximum suppression
process (NMS) [38] is then employed to further refine the output by eliminating
duplicate detections and selecting the most confident and accurate bounding boxes.

By incorporating this architecture, yolov5 effectively leverages the sequential flow
of the backbone, feature fusion network, and prediction head to achieve efficient and
accurate object detection. The architecture’s ability to handle objects of different sizes
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and its utilization of filtering techniques, such as NMS, contribute to the production
of reliable and precise detection information.

3.2.2 Backbone

The backbone of yolov5 incorporates the powerful CSPDarknet53 (Cross Stage Partial
Network) architecture [39], as illustrated in Figure 11. This architecture primarily
consists of multiple CBS (Convolutional, BatchNorm, SiLU) modules and C3 (Cross
Stage and Cross Block) modules. The stacking of these modules within the backbone
facilitates effective feature extraction. The CBS modules work in tandem with the C3
modules, enhancing their capability in extracting informative features. Additionally, a
SPPF (Spatial Pyramid Pooling Fusion) module is included at the end of the backbone
structure, further enhancing the expression of features within the network.

Figure 11: The detail network architecture of yolov5.

Among the various modules utilized, the C3 modules, inspired by the ideas from
CSPNet [39], play a pivotal role in the architecture. These modules effectively address
the issue of redundant gradient information during network optimization, leading to a
significant reduction in complexity while maintaining high accuracy [39]. The success
of the C3 modules has resulted in their wide adoption in other prominent networks
such as DenseNet [40], ResNeXt [41], and ResNet [18].

By incorporating the CSPDarknet53 backbone, yolov5 harnesses the capabilities
of the CBS and C3 modules to achieve superior feature extraction and representation.
The innovative design of the C3 modules, coupled with their proven effectiveness in
reducing complexity without compromising accuracy, makes them a key component
in achieving efficient and accurate object detection.

The architecture of the SPPF (Spatial Pyramid Pooling Fusion) model can be
visualized in Figure 12. It consists of multiple pooling layers with different scales,
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which are employed to capture features at various levels of detail. In yolov5, a 3-level
SPPF is utilized to enhance feature representation.

Figure 12: The structure of SPPF.

The SPPF process begins by individually pooling each feature map to produce a
single value. Subsequently, each feature map is pooled again to yield four values, and
similarly, another pooling operation is performed to obtain 16 values. These pooled
vectors from the three levels are then concatenated to generate the final result.

By employing this approach, the SPPF model effectively avoids redundant op-
erations present in previous SPPNet architectures, such as SPPNet [42]. Instead of
repeatedly applying the SPP module, the SPPF model capitalizes on the previously
max-pooled features, ensuring a more efficient utilization of computational resources.

3.2.3 Neck

Yolov5 incorporates the use of FPN (Feature Pyramid Network) [43] and PAN (Pyramid
Attention Network) [44] methods in the neck network, as illustrated in Figure 11. FPN
aims to combine low-resolution, semantically strong features with high-resolution,
semantically weak features by establishing a top-down pathway and lateral connections.
This feature pyramid exhibits rich semantics at all levels and is rapidly constructed
from a single input image scale, without compromising representational power, speed,
or memory usage [43].

The top-down pathway in FPN involves upsampling the higher-resolution features
using a factor of 2 through nearest-neighbor interpolation. These upsampled features
are then merged with semantically stronger feature maps from higher pyramid levels
through lateral connections. Specifically, the lateral connections merge feature maps
of the same spatial size from both the top-down pathway and the bottom-up pathway,
which correspond to the output feature maps generated by the downsampling operations
of the backbone. The merging process is achieved through element-wise addition,
resulting in a fused feature representation.

Building upon the FPN concept, PAN introduces novel modules that provide global
context as guidance to select category localization details in the low-level features.
By incorporating PAN, the network can effectively leverage global information to
enhance the accuracy and localization capabilities of the lower-level features[44]. The
distinct structures of FPN and PAN can be observed in Figure 13.
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Figure 13: The distinct structures of FPN and PAN.

In summary, Yolov5 utilizes a combination of FPN and PAN techniques in the
neck network. FPN enables the fusion of features with different resolutions, enriching
the semantic representation at multiple levels. PAN further enhances the localization
capabilities of low-level features by incorporating global context guidance. Together,
these methods contribute to the overall performance and accuracy of the Yolov5 object
detection system.

3.2.4 Head

The head network in Yolov5 plays a crucial role in efficiently computing predictions at
different positions within an image. It optimizes the prediction process by considering
the positions closest to the centers of ground truth bounding boxes as positive, while
designating other positions as negative. This approach ensures that the network focuses
on relevant areas for object detection. Figure 14 illustrates all the possible positions
for the center of a ground truth box that activate the network’s output as positive.

For each positive position, the head network generates regression predictions for
the precise position and dimensions of the bounding box. In Yolov5, these predictions
are relative to the grid position and anchor size, instead of being relative to the full
image as seen in other models like Faster R-CNN [45]. This modification improves
the performance of Yolov5 by providing more accurate and efficient bounding box
regression.

The bounding box regression equation in Yolov5, as shown in Equation (1), differs
from the regression equation used in previous versions of YOLO. Let 𝑟𝑥 and 𝑟𝑦 denote
the unadjusted coordinates of the predicted center point, while 𝑔𝑥 , 𝑔𝑦, 𝑔ℎ, and 𝑔𝑤
represent the adjusted information of the prediction box. The variables 𝑝ℎ and 𝑝𝑤
correspond to the prior anchor’s height and width, respectively. Furthermore, 𝑠ℎ and
𝑠𝑤 symbolize the offsets calculated by the model. This updated equation takes into
account the grid position and anchor size, incorporating specific adjustments that
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Figure 14: The distinct structures of FPN and PAN.

enhance the precision of bounding box predictions.

𝑔𝑥 = 2𝜎(𝑠𝑥) − 0.5 + 𝑟𝑥

𝑔𝑦 = 2𝜎(𝑠𝑦) − 0.5 + 𝑟𝑦

𝑔ℎ = 𝑝ℎ (2𝜎(𝑠ℎ))2

𝑔𝑤 = 𝑝𝑤 (2𝜎(𝑠𝑤))2

(1)

By optimizing the prediction process through relative regression and incorporating
grid positions and anchor sizes, Yolov5 achieves better performance in terms of
accuracy and efficiency compared to previous YOLO versions. This innovative
approach to bounding box regression ensures that the model can accurately locate and
predict objects within the image.

3.2.5 Model Variants

The YOLOv5 architecture comprises four main versions: small (S), medium (M),
large (L), and extra large (X), each designed with a different number of parameters
and offering progressively higher accuracy rates. A comprehensive overview of these
models, including their specific details, can be found in Table 1.

Table 1: Different versions of yolov5.

Model Size(Pixels) Params(M) mAP@0.5 Time CPU b1 (ms)
YOLOv5s 640 7.2 56.8 98
YOLOv5m 640 21.2 64.1 224
YOLOv5l 640 46.5 67.3 430
YOLOv5x 60 86.7 68.9 766
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All four YOLOv5 models accept input images with a size of 640 pixels, providing
a standardized input resolution for consistent evaluation. The parameter count of
the YOLOv5 models increases as the model size grows, ranging from 7.2 million
parameters in YOLOv5-S to 86.7 million parameters in YOLOv5-X. This increment
in parameter count is reflective of the increased complexity and capacity of the larger
models.

With the increase in parameters and model size, there is a corresponding improve-
ment in accuracy rates. The larger models, such as YOLOv5-L and YOLOv5-X, tend
to achieve higher accuracy due to their increased capacity to capture intricate details
and complex object representations. However, it is important to note that the accuracy
gain comes at the expense of longer training times. YOLOv5-S is the fastest to train,
while YOLOv5-X requires a longer training duration due to its larger size and higher
complexity.

The availability of multiple YOLOv5 variants allows users to choose the model that
best suits their specific requirements, striking a balance between accuracy, model size,
and training time. The flexibility in model selection empowers practitioners to tailor
their object detection solutions to their specific application needs and computational
resources. In this work, our objective is to train and evaluate all four versions of
YOLOv5, namely small (S), medium (M), large (L), and extra large (X), in order
to conduct a comprehensive comparative analysis of their performance. By training
and evaluating each variant, we aim to gain insights into their respective strengths
and weaknesses, enabling us to make informed decisions about their suitability for
different fire scenarios.

3.2.6 Training Parameters

Training the aforementioned YOLOv5 model necessitates significant computational
power due to the complexity and demanding nature of the training process. As
previously discussed, the efficacy of training is not solely contingent upon the model
variant but also relies on the computational capacity employed. In general, higher
computational power facilitates faster training and potentially leads to improved results.

In our work, we conducted model training utilizing a pre-trained base model
obtained from the official YOLOv5 website [35]. To leverage the necessary computa-
tional resources, we employed an Nvidia GeForce RTX 3060 GPU, as indicated in
Table 2.

By employing this powerful GPU, we aimed to expedite the training process and
enhance the overall efficiency of our model training. The Nvidia GeForce RTX 3060
GPU offers robust computational capabilities, enabling accelerated training iterations
and facilitating the exploration of a larger solution space.

Table 2 provides valuable insights into two crucial parameters that play a pivotal
role in the training process: batch size and epoch. The batch size refers to the number
of training samples processed before updating the model weights [46]. In our work,
we carefully selected a batch size of 16, indicating that the model processes 16 training
images in each iteration and subsequently updates their weights accordingly.

Choosing an appropriate batch size is a critical consideration in training, as it
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Table 2: Some training parameters of the proposed yolov5 model.

Training parameter Value
Computation Capacity Nvidia GeForce RTX 3060 GPU

Batch Size 16
Epoch 200

directly impacts the model’s performance. If the batch size is too small, it can lead to
slower training due to frequent weight updates. However, smaller batch sizes typically
yield improved accuracy as more weight updates are performed, allowing the model
to learn more fine-grained patterns from the data.

Conversely, if the batch size is too large, the training process can be faster since
fewer weight updates are performed. However, using larger batch sizes may sacrifice
the model’s performance, as the model may not be able to capture nuanced details and
variations within the training data.

Therefore, it is crucial to strike a balance and choose an appropriate batch size
that aligns with the specific characteristics of the model and the training dataset. This
requires careful consideration and experimentation to find the optimal batch size that
achieves a balance between training speed and model accuracy.

By selecting a batch size of 16 for our training process, we aimed to strike a balance
between efficiency and performance, allowing the model to update its weights based
on a reasonable number of training samples at each iteration. This choice reflects a
careful consideration of the model’s capacity and the characteristics of the training
dataset, aiming to achieve a successful training outcome.

Epoch also referred to as training iterations, holds significant importance as a
crucial training parameter throughout the training process. An epoch represents a
complete iteration where all training samples are processed. To illustrate, suppose our
training dataset consists of 1000 images, and the batch size is set to 16. In this scenario,
it would take approximately 64 iterations to complete one epoch, as 64 × 16 ≈ 1000.
During each epoch, the model receives the training images in batches, processes them,
and updates its weights after handling all images within a batch.

Following the completion of each epoch, an evaluation phase ensues, employing
the validation dataset to assess the trained model’s performance and identify potential
issues such as overfitting or other challenges. This evaluation helps estimate the
model’s generalization ability and determine if it has learned useful patterns or if it
has become overly specialized to the training data.

The selection of the appropriate number of epochs is pivotal in achieving optimal
performance. If the number of epochs is insufficient, the model may not be trained
adequately, leading to underfitting. Underfitting occurs when the model fails to capture
the complexity of the training data and performs poorly even on the training dataset.
On the other hand, excessively large numbers of epochs can result in overfitting, where
the model becomes too specialized to the training dataset, acquiring detailed patterns
and noise, but struggling to generalize to unseen datasets.
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Finding the balance between underfitting and overfitting is paramount. It is crucial
to choose an appropriate number of epochs that allows the model to converge and learn
meaningful representations from the training data without becoming overly specific.
This ensures the model’s ability to generalize well to unseen datasets and produce
reliable predictions.

It is important to note that the selection of the number of epochs may vary depending
on the specific dataset, model architecture, and problem domain. Hence, conducting
thorough experimentation and validation is crucial to identify the optimal number
of epochs for each specific scenario.In our work, we selected a total of 200 epochs
for training. This choice was based on careful consideration and experimentation to
strike a balance between allowing the model to learn from the data adequately while
preventing overfitting. By choosing this optimal number of epochs, we aimed to attain
the best performance and generalization capabilities for our trained model.

3.2.7 Evaluation Metric

In this work, the evaluation of the object detection model is based on two primary
metrics: mean average precision (mAP) and the F1 Curve. The mAP@.5 metric
specifically measures the average accuracy of successfully detecting objects in the test
dataset. It quantifies the model’s performance by comparing its predictions against
the ground truth annotations of the objects in the test dataset, calculating the average
accuracy across the entire test dataset [46].

To determine if a model’s prediction is correct, an essential aspect is the assessment
of the overlay or intersection between the predicted bounding box and the ground
truth annotation. This assessment is typically conducted using the Intersection over
Union (IoU) threshold. The IoU threshold represents the ratio of overlap between the
predicted bounding box and the ground truth annotation of an object within a given
image. In this work, we set the IoU threshold to 0.5.

When the overlap between the predicted bounding box and the ground truth
annotation exceeds the specified IoU threshold, the model prediction is considered
correct. Conversely, if the overlap falls below the IoU threshold, the prediction is
deemed incorrect. By applying this threshold-based evaluation, we can assess the
model’s ability to accurately localize and classify objects in the test dataset.

The utilization of the IoU threshold ensures that the model’s predictions align
closely with the ground truth annotations, as it captures the degree of spatial overlap
required for a successful detection. By setting the IoU threshold at 0.5, we strike a
balance between precision and recall, considering a significant level of overlap while
allowing for some flexibility in the bounding box match criteria.

By employing the mAP@.5 metric and the IoU threshold-based evaluation, we
aim to provide a comprehensive and robust assessment of the object detection model’s
performance. These evaluation measures help quantify the accuracy and localization
capabilities of the model, contributing to a more objective and detailed analysis of its
effectiveness in detecting objects within the test dataset.

The F1 curve serves as an additional evaluation metric commonly used for
classification models. It provides insights into the accuracy and recall of the model
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at different thresholds, offering a comprehensive assessment of its performance.
Accuracy measures the proportion of correct predictions out of the total predictions,
while recall quantifies the proportion of correct predictions over the total number of
positive objects in the dataset.

The F1 curve combines both accuracy and recall to strike a balance between
the two metrics, ensuring a comprehensive evaluation of the model’s classification
performance. Equation (2) illustrates the calculation of the F1 score, which considers
both precision and recall.

To construct the F1 curve, we begin by selecting various thresholds and calculating
the corresponding accuracy and recall values for each threshold [46]. By systematically
varying the threshold, we can observe how the accuracy and recall change across
different classification settings.

Subsequently, we plot the accuracy and recall values on a graph, enabling us
to visualize the variations in accuracy and recall as the threshold is adjusted. This
graphical representation of the F1 curve provides valuable insights into the model’s
performance and aids in understanding the trade-off between accuracy and recall.

By incorporating the F1 curve into our evaluation process, we can gain a more nu-
anced understanding of the model’s classification capabilities across different threshold
settings. This analysis helps identify an optimal threshold that balances precision and
recall, ensuring robust performance across various classification scenarios.

𝐹1 = 2 ∗ (𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)
(𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 + 𝑅𝑒𝑐𝑎𝑙𝑙) (2)

3.2.8 Results

As mentioned earlier, our research endeavors to comprehensively assess the perfor-
mance of different variants of the yolov5 model on our collected fire dataset. To
achieve this, we trained all four versions of yolov5, namely yolov5s, yolov5m, yolov5l,
and yolov5x. By training and evaluating each variant, we aim to gain a comprehensive
understanding of their strengths, weaknesses, and suitability for fire detection tasks.

The first model we trained is yolov5s. The yolov5s variant represents the smallest
and most lightweight version of the yolov5 model. With fewer parameters compared to
the other variants, yolov5s offers faster inference times and is well-suited for resource-
constrained environments. By training and evaluating yolov5s on our collected
dataset, we can assess its ability to accurately detect fire while maintaining efficient
computational performance. Figure 15 presents the confusion matrix of the trained
model, which provides valuable insights into its performance. The true positive (TP)
value for fire is 0.67, indicating that the model has successfully detected a significant
portion of actual fire instances. Additionally, the true negative (TN) value for fire
is 0.90, indicating high accuracy in correctly identifying non-fire instances. These
results suggest that the model exhibits a good ability to detect fire while minimizing
false detections.

To further evaluate the model’s performance, we generated precision and recall
curves based on confidence values, as depicted in Figure 16 and Figure 17, respectively.
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Figure 15: The confusion matrix of yolov5s model.

At a confidence threshold of 0.957, all classes achieve a precision of 1, implying a high
level of confidence in the model’s predictions. Similarly, at a confidence threshold
of 0, the recall reaches 0.90, indicating that the model has successfully captured a
significant portion of the fire instances.

Combining precision and recall, we obtained the precision-recall curve, as shown
in Figure 19. The curve reveals that the model achieved an mAP@.5 (mean average
precision at IoU threshold of 0.5) value of 0.772. This means that approximately
77.2% of the predictions on the test dataset were correct, further highlighting the
model’s effectiveness in fire detection.

Finally, the F1 curve, displayed in Figure 19, demonstrates the model’s performance
across different confidence thresholds. With a confidence threshold of 0.514, the
model attained an F1 score of 0.77, indicating a balance between precision and recall.
These results collectively indicate the model’s strong performance in fire detection
tasks.

The second model we trained is yolov5m. Yolov5m is a medium-sized variant
that strikes a balance between model complexity and computational efficiency. With
an increased number of parameters compared to yolov5s, yolov5m offers improved
detection accuracy while still maintaining a reasonable inference time. Evaluating
yolov5m on our dataset enables us to explore its trade-off between accuracy and
efficiency. Figure 20 presents the confusion matrix of the trained model, which
provides valuable insights into its performance. The true positive (TP) value for fire is
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Figure 16: The precision curve of yolov5s model.

Figure 17: The recall curve of yolov5s model.

0.68, indicating that the model has successfully detected a significant portion of actual
fire instances. Additionally, the true negative (TN) value for fire is 0.92, indicating
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Figure 18: The precision and recall curve of yolov5s model.

Figure 19: The F1 curve of yolov5s model.

high accuracy in correctly identifying non-fire instances. These results suggest that
the model exhibits a good ability to detect fire while minimizing false detections.
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Figure 20: The confusion matrix of yolov5m model.

To further evaluate the model’s performance, we generated precision and recall
curves based on confidence values, as depicted in Figure 21 and Figure 22, respectively.
At a confidence threshold of 0.957, all classes achieve a precision of 1, implying a high
level of confidence in the model’s predictions. Similarly, at a confidence threshold
of 0, the recall reaches 0.89, indicating that the model has successfully captured a
significant portion of the fire instances.

Combining precision and recall, we obtained the precision-recall curve, as shown
in Figure 24. The curve reveals that the model achieved an mAP@.5 (mean average
precision at IoU threshold of 0.5) value of 0.777. This means that approximately
77.7% of the predictions on the test dataset were correct, further highlighting the
model’s effectiveness in fire detection.

Finally, the F1 curve, displayed in Figure 24, demonstrates the model’s performance
across different confidence thresholds. With a confidence threshold of 0.514, the
model attained an F1 score of 0.77, indicating a balance between precision and recall.
These results collectively indicate the model’s strong performance in fire detection
tasks.

The third model we trained is yolov5l. Yolov5l represents a larger and more
powerful variant of the yolov5 model. With an even higher number of parameters,
yolov5l aims to achieve superior detection accuracy, especially for challenging fire
scenarios. By training and evaluating yolov5l on our dataset, we can assess its ability to
capture fine-grained details and handle complex fire detection tasks. Figure 25 presents
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Figure 21: The precision curve of yolov5m model.

Figure 22: The recall curve of yolov5m model.

the confusion matrix of the trained model, which provides valuable insights into its
performance. The true positive (TP) value for fire is 0.64, indicating that the model
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Figure 23: The precision and recall curve of yolov5m model.

Figure 24: The F1 curve of yolov5m model.

has successfully detected a significant portion of actual fire instances. Additionally,
the true negative (TN) value for fire is 0.89, indicating high accuracy in correctly
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identifying non-fire instances. These results suggest that the model exhibits a good
ability to detect fire while minimizing false detections.

Figure 25: The confusion matrix of yolov5l model.

To further evaluate the model’s performance, we generated precision and recall
curves based on confidence values, as depicted in Figure 26 and Figure 27, respectively.
At a confidence threshold of 0.997, all classes achieve a precision of 1, implying a high
level of confidence in the model’s predictions. Similarly, at a confidence threshold
of 0, the recall reaches 0.83, indicating that the model has successfully captured a
significant portion of the fire instances.

Combining precision and recall, we obtained the precision-recall curve, as shown
in Figure 29. The curve reveals that the model achieved an mAP@.5 (mean average
precision at IoU threshold of 0.5) value of 0.773. This means that approximately
77.3% of the predictions on the test dataset were correct, further highlighting the
model’s effectiveness in fire detection.

Finally, the F1 curve, displayed in Figure 29, demonstrates the model’s performance
across different confidence thresholds. With a confidence threshold of 0.463, the
model attained an F1 score of 0.77, indicating a balance between precision and recall.
These results collectively indicate the model’s strong performance in fire detection
tasks.

The last model we trained is yolov5x. Yolov5x represents the largest and most
computationally intensive variant of the yolov5 model. With significantly more
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Figure 26: The precision curve of yolov5l model.

Figure 27: The recall curve of yolov5l model.

parameters, yolov5x offers the potential for even higher detection accuracy and the
ability to handle more diverse fire scenarios. However, this variant may come at
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Figure 28: The precision and recall curve of yolov5l model.

Figure 29: The F1 curve of yolov5l model.

the cost of increased inference time and computational requirements. By training
and evaluating yolov5x on our dataset, we can explore its potential for achieving
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state-of-the-art performance in fire detection. Figure 30 presents the confusion matrix
of the trained model, which provides valuable insights into its performance. The
true positive (TP) value for fire is 0.62, indicating that the model has successfully
detected a significant portion of actual fire instances. Additionally, the true negative
(TN) value for fire is 0.89, indicating high accuracy in correctly identifying non-fire
instances. These results suggest that the model exhibits a good ability to detect fire
while minimizing false detections.

Figure 30: The confusion matrix of yolov5x model.

To further evaluate the model’s performance, we generated precision and recall
curves based on confidence values, as depicted in Figure 31 and Figure 32, respectively.
At a confidence threshold of 0.998, all classes achieve a precision of 1, implying a high
level of confidence in the model’s predictions. Similarly, at a confidence threshold
of 0, the recall reaches 0.82, indicating that the model has successfully captured a
significant portion of the fire instances.

Combining precision and recall, we obtained the precision-recall curve, as shown
in Figure 34. The curve reveals that the model achieved an mAP@.5 (mean average
precision at IoU threshold of 0.5) value of 0.781. This means that approximately
78.1% of the predictions on the test dataset were correct, further highlighting the
model’s effectiveness in fire detection.

Finally, the F1 curve, displayed in Figure 34, demonstrates the model’s performance
across different confidence thresholds. With a confidence threshold of 0.528, the
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Figure 31: The precision curve of yolov5x model.

Figure 32: The recall curve of yolov5x model.

model attained an F1 score of 0.78, indicating a balance between precision and recall.
These results collectively indicate the model’s strong performance in fire detection
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Figure 33: The precision and recall curve of yolov5x model.

tasks.

Figure 34: The F1 curve of yolov5x model.
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Overall, the evaluation results suggest that the trained model exhibits promising
performance in detecting fire instances. With high TP and TN values, high precision
and recall at suitable confidence thresholds, and a satisfactory mAP@.5 score, the
model demonstrates its effectiveness in accurately identifying fire and minimizing
false detections.

3.3 Deployment
The trained model is seamlessly deployed in the cloud, enabling effortless integration
with IoT devices. The carefully designed workflow encompasses multiple components,
as illustrated in Figure 35, ensuring a seamless flow of data and communication
between the cloud-based model and the IoT devices.

Figure 35: The workflow of the deployed model.

3.3.1 Data Sources

The data sources comprise a diverse range of IoT devices and other systems equipped
with image-capturing capabilities, all aimed at leveraging an inference model to gather
crucial fire-related information. The primary objective of these sources is to capture
real-time images of fire incidents and promptly analyze them using the deployed
inference model. Through seamless integration, these sources can effortlessly upload
captured images to the model, initiating the analysis process. Once the analysis is
complete, the sources retrieve the URL of the analyzed images, allowing for further
examination and dissemination of the fire analysis results. One illustrative example of
the returned analyzed images can be observed in Figure 36. This figure showcases
a representative output obtained after running the inference model on a given input
image. Upon examination of Figure 36, it is evident that the model successfully
identifies and labels multiple objects present within the image. Specifically, the
analysis reveals the presence of two individuals, a chair, and a prominent candle flame.

The detection of these objects signifies the model’s ability to discern and categorize
different elements within the image, specifically focusing on objects that are relevant
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to fire analysis. By accurately identifying these objects, the model demonstrates its
efficacy in recognizing potential fire hazards or situations where fire-related information
is of utmost importance.

The inclusion of this specific example in Figure 36 aids in providing a concrete
representation of the model’s detection capabilities and offers readers a visual reference
to better comprehend the effectiveness of the fire analysis model in action.

Figure 36: One example of analyzed image.

3.3.2 Azure Functions

The trained model is deployed using Azure Functions, an on-demand cloud service that
offers comprehensive infrastructure and continuously updated resources for efficient
application execution. The decision to select Azure Functions is driven by several
compelling reasons. Firstly, it enables us to focus exclusively on the critical code
components, specifically the inference of the trained model, while leaving the remaining
operational aspects to Functions. By abstracting away the underlying infrastructure
and handling operational tasks, Azure Functions allows us to dedicate our efforts to the
core functionality of the model, accelerating development and deployment processes.

With its serverless computing capabilities, Azure Functions empowers us to
create versatile web APIs, process IoT data streams, and seamlessly ingest data into
databases, among other powerful functionalities. This serverless architecture proves
highly efficient for real-time processing, particularly when the requirements are limited
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to basic operations. The inherent scalability of Azure Functions ensures that resources
are automatically allocated and adjusted based on the workload demands, optimizing
performance and minimizing costs as the application scales.

Furthermore, Azure Functions seamlessly integrates with other Azure services,
creating a cohesive ecosystem that enables us to leverage a wide array of tools
and functionalities for enhanced application development and deployment. The
integration capabilities streamline data flows, facilitate inter-service communication,
and enable easy access to specialized services, empowering us to leverage the full
potential of Azure’s rich ecosystem. This comprehensive integration further accelerates
development cycles and enables the creation of robust and feature-rich applications.

In addition to its integration prowess, Azure Functions provides robust monitoring
and logging capabilities. These features allow us to gain valuable insights into system
performance, track the execution of functions, and effectively troubleshoot any issues
that may arise. By utilizing the monitoring and logging functionalities of Azure
Functions, we can proactively identify bottlenecks, optimize performance, and ensure
the reliability and stability of the deployed model.

Given the critical importance of obtaining prompt fire analysis results in real-
world scenarios, the utilization of Azure Functions becomes crucial for achieving
expeditious outcomes. Its ability to handle the operational aspects, efficient real-
time processing, seamless integration with other Azure services, and comprehensive
monitoring capabilities contribute to the overall efficiency, reliability, and performance
of the fire analysis system.

3.3.3 Azure Blob Storage

In Azure Functions, the trained model receives the posted images and performs the
inference. Subsequently, the detected image and the originally posted images are
securely and efficiently stored in Azure Blob Storage, which is Microsoft’s robust and
scalable object storage solution purpose-built for effectively managing vast amounts of
unstructured data. Leveraging Azure Blob Storage offers several distinct advantages.
Firstly, it provides high scalability, allowing seamless storage expansion as data
volumes grow over time, ensuring that the system can handle increasing storage
requirements without compromising performance or stability.

Additionally, Azure Blob Storage ensures data durability and availability through its
built-in redundancy and replication mechanisms. By automatically creating redundant
copies of stored data across multiple storage nodes and data centers, Azure Blob
Storage enhances data durability, minimizing the risk of data loss and maximizing
availability. This fault-tolerant design guarantees that the system remains resilient
even in the face of hardware failures or unexpected disruptions.

Furthermore, Azure Blob Storage offers a cost-effective pricing model, making it
an ideal choice for storing massive datasets. Its flexible and tiered pricing structure
allows for optimized cost management by aligning storage costs with actual usage
patterns. By leveraging this pricing model, organizations can effectively manage
storage costs while benefiting from the ability to store and access large volumes of
data.
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Moreover, Azure Blob Storage seamlessly integrates with other Azure services,
facilitating streamlined data processing and analysis pipelines. Its integration capabil-
ities enable effortless data transfer and interoperability with various Azure tools and
services, empowering users to leverage a comprehensive ecosystem for advanced data
processing, analytics, and insights generation.

By utilizing Azure Blob Storage as the storage solution for both detected and
original images, the system leverages its inherent scalability, durability, and cost-
efficiency. The seamless integration with other Azure services further enhances the
system’s overall efficiency, reliability, and analytical capabilities. This comprehensive
storage solution contributes to the seamless operation and optimal performance of
the system, ensuring reliable and efficient management of the images throughout the
entire workflow

3.3.4 Active Learning

The collected detected and original images are utilized for active learning, which falls
under the category of human-in-the-loop machine learning strategies employed to
enhance the performance of the trained model. Active learning leverages the iterative
process of iteratively selecting, labeling and incorporating new data into the model
training process. As IoT devices and other systems consistently upload images to
the model, an increasing number of images containing the objects of interest and
representing the actual deployment environment are obtained. These images serve as
valuable training data to improve the model’s accuracy and robustness.

After the collected images are labeled and incorporated into the training set, the
model undergoes re-training to adapt to the evolving data distribution. This iterative
process helps the model generalize better to real-world scenarios and capture the
intricacies and variations of the objects of interest within its deployment environment.
By continuously updating the training data and re-training the model, its performance
steadily improves, enabling more accurate and reliable predictions.

Furthermore, users have the opportunity to actively participate in the refinement
of the detection model. Through feedback mechanisms integrated into the application,
users can provide annotations, corrections, or ratings on the model’s predictions.
This user feedback serves as a valuable source of information to verify and fine-tune
the model’s outputs. By incorporating user feedback, the detection model can adapt
to user-specific preferences and optimize its performance for the target application
domain.

The combination of active learning with user feedback creates a powerful synergy
in refining and enhancing the trained model’s capabilities. The iterative collection of
new data, labeling, re-training, and user feedback foster an ongoing feedback loop that
continuously improves the model’s accuracy, adaptability, and overall performance in
real-world deployment scenarios.
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3.3.5 Power BI Dashboard

The customer can access comprehensive views of the fire analysis results through
the Power BI dashboard, as depicted in Figure 37. Power BI is a powerful business
intelligence tool that allows for the creation of interactive and visually appealing
dashboards. The dashboard, designed specifically for fire analysis, showcases a range
of visual components that provide valuable insights. These components include the
original image, the corresponding infrared image, an overlay of the original and
infrared images, a video captured by the IoT device, the detected image generated by
the deployed model, and a customer-specific 3D model.

The Power BI dashboard presents a user-friendly interface, enabling customers to
intuitively navigate and explore the fire analysis results. With its interactive nature,
customers can interact with the visualizations, zoom in on specific details, and drill
down into specific aspects of the fire analysis. This interactivity fosters a deeper
understanding of the data and facilitates data-driven decision-making.

One of the key advantages of utilizing the Power BI dashboard is its ability to
consolidate diverse data sources and present them in a cohesive and visually appealing
manner. By integrating data from various sources, such as the original image, infrared
image, video feeds, and detected image, the dashboard provides a comprehensive
overview of the fire analysis process. This consolidation allows customers to gain a
holistic understanding of the analyzed data and draw meaningful insights.

Additionally, the Power BI dashboard offers real-time data updates and dynamic
visualizations. This feature ensures that customers have access to the most up-to-date
fire analysis results, allowing for timely decision-making and response. The dynamic
nature of the visualizations provides a dynamic and engaging experience, enhancing
the overall impact and usability of the dashboard.

Moreover, the Power BI dashboard provides the flexibility to tailor the visualizations
and layout to meet specific customer requirements. This customization capability
enables customers to focus on the most relevant aspects of the fire analysis and align
the dashboard with their unique needs.

In summary, the Power BI dashboard serves as a powerful tool for presenting
and analyzing fire analysis results. Its interactive and visually appealing nature,
consolidation of diverse data sources, real-time updates, and customization capabilities
provide significant advantages in facilitating data exploration, decision-making, and
understanding within the fire analysis domain.
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Figure 37: The power bi dashboard. The dashboard presents a comprehensive view
of the fire analysis results, displaying various visual components including the original
image, the corresponding infrared image, an overlay of the original image and infrared
image, a video captured by the IoT device, the detected image generated by the
deployed model and a 3D model of the environment.

52



4 Conclusion

4.1 Summary
In this work, we have made significant contributions to the field of fire detection. Our
introduction of a large-scale fire dataset, which surpasses existing datasets in terms of
both scale and diversity, marks a major advancement in fire detection research. With
over three times the number of images compared to the previously largest dataset, our
dataset provides an extensive and diverse collection of fire-related data for training
and evaluating fire detection models. The inclusion of fire videos in our dataset adds
an additional dimension of realism and complexity, making it a valuable resource for
benchmarking and advancing the state-of-the-art in fire detection.

Furthermore, we have leveraged the state-of-the-art Yolov5 model as the foundation
of our fire detection system. Through rigorous training on our collected dataset, the
proposed model has demonstrated remarkable effectiveness in detecting fires across
various real-world scenarios. The evaluation results illustrate the model’s robust
performance, with an average F1 score of 0.77 and an mAP@0.5 score of approximately
0.77. These metrics highlight the model’s ability to accurately detect fires and its
reliability even at lower confidence levels. The exceptional performance of our model
positions it as a powerful tool in fire detection, capable of providing timely and accurate
alerts for potential fire incidents.

Additionally, our research has expanded beyond model development by focusing on
the deployment of the trained model to the cloud. This strategic deployment approach
offers several notable advantages, including enhanced scalability and accessibility of
our fire detection system. By utilizing cloud infrastructure, our system can handle
large volumes of data efficiently and accommodate a growing number of users and
devices. Furthermore, the cloud-based deployment ensures widespread access to the
fire detection system, enabling seamless integration with Internet of Things (IoT)
devices and facilitating real-time fire monitoring capabilities. The cloud deployment
aspect of our work not only enhances the practicality and effectiveness of our system
but also opens up possibilities for future advancements and integration with other
smart technologies.

In conclusion, our research has made significant contributions to the field of
fire detection through the introduction of a large-scale and diverse fire dataset, the
development of an effective Yolov5-based fire detection model, and the deployment of
the model to the cloud. These advancements collectively establish a comprehensive
and reliable fire detection system that holds immense potential in enhancing fire
safety measures and mitigating the devastating impact of fire accidents. Moving
forward, continued research and development efforts in this domain can further refine
and improve the performance and applicability of fire detection systems, ultimately
contributing to the protection of lives and property in our society.
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4.2 Future work
1) Completing the annotation of the segmentation dataset, with the assistance of
the Segment Anything Model. This model, specifically designed for annotating
segmentation datasets, provides advanced tools and techniques to streamline the
annotation process. By leveraging the capabilities of the Segment Anything Model, we
aim to ensure accurate and comprehensive annotations, covering various segmentation
classes and encompassing a diverse range of scenarios. Following the completion
of dataset annotation, the next step will involve training segmentation models using
state-of-the-art algorithms and architectures. This training process will employ
advanced deep learning techniques, such as convolutional neural networks and attention
mechanisms, to learn intricate patterns and relationships within the data. After training,
a thorough comparison of the performance and accuracy of different segmentation
models will be conducted, incorporating evaluation metrics such as intersection over
union (IoU) and pixel-level accuracy. This comparative analysis will provide insights
into the strengths and weaknesses of various segmentation models, ultimately guiding
the selection of the most effective approach for enhancing accuracy and performance
in fire analysis.

2) Although this master thesis utilized the yolov5 model, it is worth noting that
the yolov8 model has recently been published, building upon the remarkable success
of its predecessors. The yolov8 model introduces new features and improvements
that significantly enhance performance and flexibility in instance segmentation tasks.
By adopting the yolov8 model, future work aims to leverage its advancements to
further boost the accuracy and efficiency of fire detection. The incorporation of
yolov8 will involve adapting the existing training pipeline and fine-tuning the model
on the available fire dataset. The subsequent evaluation will encompass rigorous
comparisons between yolov8 and yolov5, taking into account metrics such as mean
average precision (mAP), recall, and precision. Through this comparative analysis, it
will be possible to identify the model that best addresses the challenges specific to fire
detection, ultimately guiding the selection of the most suitable model for accurate fire
analysis.

3) While the current detection model exhibits strong performance in identifying
static objects with fixed shapes, it encounters inherent challenges when it comes to
detecting fire. Fire possesses variable shapes and exhibits dynamic behavior, evolving
over time. These dynamic characteristics cannot be effectively described or captured
through a single static image. Consequently, a shift towards video understanding
becomes imperative for accurate fire detection. Video understanding leverages the
temporal nature of video data to capture and analyze the dynamic behavior of fire,
providing a more robust and comprehensive approach. For future work, the focus will
be on training a fire detection model specifically designed for fire video understanding.
This will involve curating and augmenting a comprehensive dataset of fire videos,
encompassing a diverse range of fire scenarios and environmental conditions. The
training process will encompass advanced techniques such as temporal convolutional
networks and recurrent neural networks, allowing the model to capture temporal
dependencies and detect fire patterns across video frames. The evaluation of the fire
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video understanding model will involve rigorous testing and validation, measuring
metrics such as frame-level accuracy, video-level precision, and recall. Through this
approach, future work aims to harness the power of video understanding to enhance
fire detection accuracy, paving the way for more effective fire analysis in real-world
scenarios.
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