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In my 17 yrs teaching intro to ethics, I’ve determined 
that most students arrive as utilitarians, desire to be 
deontologists, but are actually virtue ethicists.

Dr. Leigh M. Johnson 
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PREFACE

Since the inception of the term “artificial intelligence” in 1955 in the West, 
the goal has been for machines to have human behaviour. This has been 
translated into technical jargon that uses illusory terms such as learning in-
stead of tuning, training instead of iterative loop, and intelligence instead of 
advanced pattern extraction. In general these terms are concise and facilitate 
communication but convey an underlying anthropomorphic idea that con-
fuses non-experts and sometimes even experts.

The advances in artificial intelligence (AI) technology and the varied fields 
of application in which amazing simulations of human performance have 
been achieved, have raised concerns about how AI systems should perform 
when personal data is used or their results impact the lives of human beings. 
Various problems have arisen when applying these systems to tasks that re-
quire human judgement. The most common response has been the develop-
ment of ethical frameworks and guidelines, which essentially consist of more 
or less detailed lists of ethical principles, such as European Union’s Ethics 
Guidelines for Trustworthy AI (2019) and UNESCO’s Recommendation on 
the ethics of artificial intelligence (2021).

Ethics is currently understood as the set of moral rules that govern a per-
son’s conduct in any sphere of life. If AI is intended to replace or at least 
simulate human judgement, it makes sense to speak of AI ethics. This book 
examines whether the ethics of AI embodied in such ethical principles are 
sufficient. In doing so, we will focus on the European Union’s proposal, which 
also takes the same approach.

The European Comission’s High-Level Expert Group for AI, after studying 
the task of how to apply AI beneficially, produced a document called Ethics 
Guidelines for Trustworthy AI. Compliance with a set of principles, compli-
ance with applicable laws and sound reliability are the conditions set out in 
these Ethical Guidelines for a system to be considered trustworthy. The term 
trustworthy adds confusion to the conversation, since in common parlance it 
has different meanings depending on where it is used.

The COVID-19 pandemic, the war in Ukraine, the financial crisis and Big 
Tech’s drive to create new AI-driven systems are driving the adoption of dif-
ferent ways of solving problems that are generating controversy. The trust-
worthiness rating of these models, when deployed in high-risk environments, 
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would facilitate their deployment without context-specific considerations. 
The one we raise is whether saying that an AI algorithm is trustworthy means 
the same as in the real world and is sufficient for safe use or is misleading.

In this book, we have sought to detail what is meant by trustworthy AI for 
a general audience as well as policy makers. We consider whether we should 
trust AI: a preliminary question that, at first glance, does not have a simple 
answer. We then analyse the key technical features of the algorithms driving 
the current explosion in AI and how they affect the trust we might place in 
it. Building on this understanding, we review the implications it has on the 
core components of trustworthy AI, which are ethical principles and technical 
requirements. 

We also examine three important applications of AI to see whether the 
ethical principles are sufficient for placing trust in the technology. In particu-
lar, we study large text-generating language models, sex robots as surrogates 
for flesh-and-blood partners, and the use of autonomous drones in warfare. 

To conclude, we present Virtue Ethics, an alternative approach to AI eth-
ics. To show a real-life implementation of near Virtue Ethics, we present the 
Horizon Europe Ethics Appraisal Scheme. Aniceto Pérez, primary author of 
this work, is an Expert at the European Commission and have participated in 
the ethical assessment of several projects under this scheme. We deem its ap-
proach to the practice of ethics practical and complements what is the generic 
position of the Trustworthy AI. No person or body belonging to the European 
Commission or any of its dependent organisations has promoted, endorsed, 
or sponsored the information contained in this chapter, which is drawn ex-
clusively from publicly available information and personal experience.

This book is aimed at a general audience, but especially at policy makers 
with the goal of making AI truly beneficial for humans and society. We aim to 
contribute to the general debate and shed some light on which expectations of 
AI are more or less well-founded. We trust that it will help to understand the 
assurance provided by a generic ethical assessment such as trustworthy AI.

The overall approach to the book has been elaborated by Aniceto Pérez. 
Connor Wright contributed the chapters on sex robots and drones as well as 
editing the book. We would like to thank Alva Markelius, Joahna Kuiper, Sarah 
Spencer, Sen Chandaka, Morgan Reid, Selenay Akalin-McGee and Tessel van 
Oirsouw for their exhaustive and detailed reviews. We will also like to thank 
Ángel Gómez de Ágreda for his assistance on the use of drones, Constanza 
González, and especially to Manuel Martínez Neira, editor of this publication.



13

INTRODUCTION 

When people are faced with problems, what we have always done is to 
look for an explanation in order to find a solution, or at least we try again and 
again until we find the solution and we try to look for an explanation, because 
it gives us security and allows us to detect failures and correct them. This 
method allows automation, either by mechanical or electronic means.

The drive to automate goes further, it goes to the idea of building machines 
that behave similarly to humans. This has been a constant since ancient times: 
in Greek and Roman times (Whelan, 2020), in Buddhist history robotic ten-
dencies have also been documented (Mayor, 2019). We will only go back to 
the middle of the 20th century. Alan Turing, an exceptional mathematician, 
wrote an article in 1950 entitled Can Machines Think? He proposed what has 
been called the Turing Test, a test to determine the ability of a machine to 
exhibit intelligent behaviour. In 1955, John McCarthy, a professor at Dart-
mouth College, decided to create a study group to develop the ideas that had 
emerged in the preceding years about thinking machines. It was developed 
as a summer course in 1956. In the course proposal, McCarthy (1955) wrote:

An attempt will be made to find how to make machines use language, form abstrac-
tions and concepts, solve kinds of problems now reserved for humans, and improve 
themselves.

In this proposal, he gave this idea the name of artificial intelligence (AI). 
While great strides have been made, almost seven decades later all of these 
issues remain open. Current AI systems lack the ability to form human-like 
concepts and abstractions (Pérez y Madrid, 2021).

Since its inception, AI has suffered from an anthropomorphic narrative 
that attempts to attribute human capacities to algorithms. The problem is not 
so much the machines as ourselves. Our reliance on AI leads us to confuse 
calculation -decision making based on the sum of various types of data and 
technical images- with judgement. Too much faith in the machine -and in our 
ability to program and control that machine- can lead to unsustainable and 
even irreversible situations. In the sure answers of the AI, we see   the kind of 
certainty that our ancestors searched in vain in the guts, the tarot cards or the 
stars (Moser, 2022).
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Recent advances in AI through machine learning (ML)1 and deep learn-
ing (DL)2 techniques have arrived with a lot of momentum in society. In the 
2010s there were several developments. The large amount of available data 
and the development of advanced model fitting algorithms based on artifi-
cial neural networks (ANN)3 enabled the creation of advanced pattern recog-
nition systems. First, the coveted task of handwritten digit recognition was 
achieved. The next stage was the recognition of shapes in images and faces, 
and from then its usefulness in other fields began to be tested, from industrial 
applications to others related to human behaviour. 

The great hope was and still is the possibility of solving problems consid-
ered reserved for human intelligence. During these years it has been possible 
to create models which we classify in two categories:

1. Automate or solve very complex problems due to their size, such as 
winning at chess and other games, recognizing speech, translating 
texts, predicting the weather and the location of planets, the geometry 
of proteins and controlling coils to operate a tokamak (Degrave et al., 
2022)

2. Automate problems that require common sense, such as credit grant-
ing, bail bonds, police prediction, welfare fraud claims, and identifica-
tion of criminals through facial recognition

AI obtains results through correlations and advanced heuristic methods. 
While the first group may seem harmless compared to the second, their ef-
fects can be detrimental, for example in speech-to-text conversion or with 
generative AI4, even damaging if a reactor goes out of control. Because ap-
plications in the second group use personal data to solve problems that 
require common sense, judgement and empathy, they may cause harm to 
individuals.

The field’s goal had always been to create human-level or superhuman AI, but there 
was little or no consideration of what would happen if we did. (Russell, 2019)

The United States and China lead AI-related research and industry. AI re-
search activity in the United States seems focused on breaking accuracy records 

1  See Glossary for a detailed explanation
2  See Glossary for a detailed explanation
3  See Glossary for a detailed explanation
4  See Glossary for a detailed explanation
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and automating everything. Research in China seems focused on social scoring 
and policing. European academia leans towards algorithmic biases, responsi-
ble AI and the investigation of what the role of AI should be in society.

In 2016 the Cambridge Analytica scandal (BBC, 2018) and the election 
of Donald Trump exploded. Some have begun to realise that the problems 
associated with this new technology are not limited to identity theft or being 
recommended for strange things. They are systems capable of transforming 
world history by being able to alter the results of an election in the most pow-
erful country on the planet. Around 2018 Microsoft, Facebook, Google and 
others began adopting AI rules.

Simon Chesterman notes that AI technology pose thorny problems of 
regulation, largely down to three general features: one is the dizzying speed 
of which they take place, second the capacity for autonomous operation dis-
played by these technologies, and third the opacity of the operations of a lot 
of AI technology not just to non-tech experts but even to their own creators 
(IEAI, 2022).

Faced with the risk of falling behind, the European Union (EU) decided 
to take a step forward and to this end set up a High-Level Experts Group for 
AI (HLEG) to study how to address the risk of harm when using AI. As a re-
sult, the committee published the report Ethics Guidelines for Trustworthy 
AI (European Commission, 2019). They identified that trust is essential as a 
basis for society and concluded there must be certain requirements to ensure 
trustworthy AI.

HLEG argues that AI can be trusted if certain criteria are followed. We will 
present in detail the EU’s Ethics Guidelines for Trustworthy AI cited above to 
assess the question of whether trustworthy AI is sufficient for the challenges 
it faces. 

The question of trustworthy AI has sparked much academic activity, espe-
cially in the field of philosophy of science and political philosophy. It has also 
fueled the debate on responsibility and retribution, the possible existence of 
artificial moral agents, fairness and ethics in AI. Some scholars argue that AI 
is not trustworthy in any case and others that it is trustworthy only in some 
cases. These arguments are presented below.

We dedicate a chapter to explain, at a basic level, the characteristics and 
technical implications of ML technology widely used in AI, essential founda-
tions for proper regulation. To quote Mary L. Cumminngs (2023) in an article 
on autonomous vehicles:
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And yet the regulation of AI in vehicles isn’t happening yet. That can be blamed in part 
on industry overclaims and pressure, but also on a lack of capability on the part of 
regulators. The European Union has been more proactive about regulating artificial in-
telligence in general and in self-driving cars particularly. In the United States, we sim-
ply do not have enough people in federal and state departments of transportation that 
understand the technology deeply enough to advocate effectively for balanced public 
policies and regulations. The same is true for other types of AI.

In this book we address the issue from philosophical, technical, social and 
practical points of view. We deal in particular detail with trustworthy AI in 
large language models, in anthropomorphic robots, such as sex robots, and in 
the use of autonomous drones in warfare. They pose specific challenges be-
cause of their close interaction with humans. We pay attention to the carbon 
footprint of AI. 

To conclude, we present an approach to ethics that is attracting increas-
ing interest, especially given the limitations of utilitarian and principled ap-
proaches. Virtue ethics is called to be a more humane and comprehensive 
approach that is open to technological change.

Finally, we include a brief presentation of the ethical validation scheme for 
proposals submitted under the Horizon Europe programme as a possible way 
to address the operationalisation of ethical regulation beyond rigid rules and 
partial ethical analyses.

We start with a summary definition of Trustworthy AI and its components, 
according to the HLEG for AI report, and then continue with some research-
ers’ criticisms of the idea of relying on AI.
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EUROPEAN UNION’S ETHICS GUIDELINES FOR AI

The European Union set up the High Level Expert Group for AI (HLEG) 
with the task of looking at how AI could be used safely for the benefit of the 
European Union. The HLEG produced a document entitled Ethics Guidelines 
for Trustworthy AI (Ethics Guidelines). According to this report, if certain re-
quirements are met, AI applications can be trustworthy. In this chapter we will 
give a quick overview of this document, later we will discuss them in detail.

The Ethics Guidelines states: “AI is not an end in itself, but rather a prom-
ising means to increase human flourishing, thereby enhancing individual and 
societal well-being and the common good, as well as bringing progress and in-
novation” (European Commission, 2019). Experts are confident that the use 
of AI can help with problems as varied as promoting gender balance, tackling 
climate change, rationalising our use of natural resources, and enhancing our 
health and our social cohesion indicators. It concludes that AI systems need 
to be human-centric, resting on a commitment to their use in the service of 
humanity and the common good, with the goal of improving human welfare 
and freedom.

While offering great opportunities, recalls the report, AI systems also give 
rise to certain risks that must be handled appropriately and proportionately. 

We now have an important window of opportunity to shape their development. We 
want to ensure that we can trust the socio-technical environments in which they are 
embedded. We also want producers of AI systems to get a competitive advantage by 
embedding Trustworthy AI in their products and services. This entails seeking to max-
imise the benefits of AI systems while at the same time preventing and minimising 
their risks. (European Commission, 2019)

The trustworthy AI concept is at the core of the European experts com-
mittee’s proposal on how to deal with potential harms arising from using AI 
technology with personal data. The Ethics Guidelines starts like this:

The aim of the Ethics Guidelines is to promote Trustworthy AI. Trustworthy AI has 
three components, which should be met throughout the system’s entire life cycle: (1) 
it should be lawful, complying with all applicable laws and regulations (2) it should be 
ethical, ensuring adherence to ethical principles and values and (3) it should be robust, 
both from a technical and social perspective since, even with good intentions, AI sys-
tems can cause unintentional harm. (European Commission, 2019)
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The legal component will be covered by the future AI Act, which is still un-
der discussion. We will not touch this point in this book. We will focus mainly 
on the ethical and robustness components.

Foundation of Trustworthy AI

In relation to ethical AI, the Ethics Guidelines state:

Achieving Trustworthy AI requires not only compliance with the law, which is but one 
of its three components. Laws are not always up to speed with technological develop-
ments, can at times be out of step with ethical norms or may simply not be well suited 
to addressing certain issues. For AI systems to be trustworthy, they should hence also 
be ethical, ensuring alignment with ethical norms. (European Commission, 2019)

And about robust AI:

Even if an ethical purpose is ensured, individuals and society must also be confident 
that AI systems will not cause any unintentional harm. Such systems should perform 
in a safe, secure and reliable manner, and safeguards should be foreseen to prevent any 
unintended adverse impacts. It is therefore important to ensure that AI systems are 
robust. This is needed both from a technical perspective (ensuring the system’s techni-
cal robustness as appropriate in a given context, such as the application domain or life 
cycle phase), and from a social perspective (in due consideration of the context and 
environment in which the system operates). (European Commission, 2019)

The expert authors of the Ethics Guidelines believe in an ethical AI ap-
proach based on shared fundamental rights in the EU. These rights refer to 
human dignity, freedom, equality, solidarity, citizens’ rights and justice. A 
human-centric approach that reflects the unique role of the human being 
in civil, political and economic society. The Ethics Guidelines do not refer 
to obligations contained in laws, but to a deeper reflection that can help the 
development and deployment of AI systems that may affect fundamental 
rights, to identify what should be done with technology rather than what 
can be done.

In order to improve the individual and collective good, four ethical prin-
ciples are established, which go beyond mere compliance with existing laws:

● Respect for human autonomy: As respect for the freedom and autonomy 
of human beings is guaranteed in the EU, these guarantees must be main-
tained when using AI systems. Therefore, AI systems should not unjustifi-
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ably limit the freedom and autonomy of human beings. On the contrary, 
they should aim to improve and enhance human abilities. 

● Prevention of harm: AI systems must not cause harm or adversely affect 
human beings. This includes the protection of human dignity, as well as 
mental and physical integrity. AI systems must be safe, technically robust 
and it must be ensured that they are not used for malicious purposes. 
Special attention should be paid to vulnerable people, to situations where 
AI systems may cause or exacerbate adverse impacts due to power or in-
formation asymmetries, and to the protection of the natural environment 
and all living beings.

● Fairness: The development, deployment and use of AI systems must be 
fair. While there are many different interpretations of fairness, two di-
mensions are highlighted: the substantive dimension, which involves 
ensuring an equitable and fair distribution of both benefits and costs, 
and ensuring that individuals, and the procedural dimension of fairness 
which involves the ability to challenge and seek effective redress against 
decisions made by AI systems and the human beings who operate them. 

● Explicability: Explicability is crucial for building and maintaining user 
trust in AI systems. This means that processes must be transparent, the 
capabilities and purpose of AI systems must be openly communicated, 
and decisions must be explainable, as far as possible, to those directly and 
indirectly affected. It is not always possible to explain why a model has 
generated a certain result. Such cases are called “black box”5 algorithms 
and other measures of explicability such as traceability, auditability, etc. 
may be necessary. The degree to which explicability is necessary depends 
very much on the context and the severity of the consequences if the re-
sult is wrong or inaccurate.

These principles are addressed to everyone, whether they are inexperi-
enced in the field or experts, developers, companies, legislators, judges and 
society in general. They are intended as an imprint of our principles of coex-
istence. Consequently, it will be necessary to articulate the means to ensure 
that there is no social gap between those who dominate technology and those 
who suffer its effects without any real capacity to oppose it and defend their 
rights.

5  See Glossary for a detailed explanation
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Realisation of Trustworthy AI

The ethical principles are translated into concrete requirements to achieve 
Trustworthy AI. These requirements are applicable to different stakeholders 
partaking in AI systems’ life cycle: developers, deployers and end-users, as 
well as the broader society. Developers should implement and apply the re-
quirements to design and development processes; deployers should ensure 
that the systems they use and the products and services they offer meet the 
requirements; finally, end-users and the broader society should be informed 
about these requirements and able to request that they are upheld. 

The Ethics Guidelines include a non-exhaustive list of requirements to be 
continuously evaluated and addressed throughout the AI system’s life cycle:

● Human agency and oversight: AI systems must support human autonomy 
and decision-making, as prescribed by the principle of respect for human 
autonomy. This requires AI systems to be enablers of a democratic, flour-
ishing and equitable society, by supporting user autonomy and fostering 
fundamental rights, and to enable human oversight.

● Technical robustness and safety: Technical robustness requires that AI 
systems are developed with a risk-preventive approach and in such a way 
that they reliably behave as intended, minimising unintended and unex-
pected harm and avoiding unacceptable harm. This also includes possible 
changes in their operating environment, the presence of other human or 
artificial agents, and the physical and mental integrity of people must be 
ensured.

● Privacy and data governance: Preventing harm to privacy requires ad-
equate governance of personal data, including their quality, integrity, rel-
evance to the domain in which AI systems will be deployed, and protec-
tion of privacy in their access and handling.

● Transparency: This requirement, which is closely related to the principle 
of explainability, encompasses the transparency of the elements relevant 
to an AI system: the data, the system and the business models.

● Diversity, non-discrimination and fairness: Trustworthy AI requires in-
clusiveness and diversity throughout the AI system lifecycle, as well as 
participation of all stakeholders and equal access throughout the process.

● Societal and environmental well-being: Society at large, other sentient 
beings and the environment should also be considered as stakeholders 
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throughout the life cycle of the AI system, including sustainability, eco-
logical responsibility of AI systems, and the environment.

● Accountability: The accountability requirement requires that mecha-
nisms are in place to ensure responsibility and accountability for AI sys-
tems and their results, both before and after their development, deploy-
ment and use.

Later we will discuss the key features of today’s newest AI technologies 
and what could happen when it is misapplied, indeed what has already hap-
pened. But before that, let’s look at another view on trust in AI.
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SHOULD WE TRUST AI? 

Trusting something or someone is a vague concept. At first glance, it is 
apparent that a concrete context is required to help delimit the scope of this 
statement. We have collected and presented below the positions of a number 
of renowned experts on the question of whether it is really possible to trust 
an AI system. 

Thomas Metzinger’s (2019) critique of trustworthy AI as a narrative con-
structed by the HLEG is supported by his examination of trustworthy AI as 
a concept: 

The underlying guiding idea of a “trustworthy AI” is, first and foremost, conceptual 
nonsense. Machines are not trustworthy; only humans can be trustworthy (or untrust-
worthy).

Similarly, Joanna Bryson has bluntly stated: “No one should trust Arti-
ficial Intelligence” (Bryson, 2022). She thinks of trust as a relationship be-
tween equals, in which the trusting party, even without complete certainty, 
believes in the promises made by the trusted party. However, AI is a set of 
development techniques that allow machines to compute actions or knowl-
edge from data. Therefore, Bryson argues that only other software develop-
ment techniques can be paired with AI, and since these do not trust, no one 
can really trust AI. Even more, she believes that no human should trust an 
AI system, because it is possible and desirable to design AI to be responsible. 
Therefore, she concludes that we do not need to trust an AI system since we 
can know the probability that it will perform the assigned task, and only that 
task. What is important is that when a system using AI causes harm, we can 
hold the humans behind that system accountable. 

Accountability of AI systems is considered an almost impossible issue due 
to their complexity. Bryson notes that we have long been holding non-hu-
man entities, such as banks and governments, to account. All we need to do 
is keep proper records. She gives the example of autonomous car accidents. 
When one of these incidents has occurred, within a week we know what the 
car sensed, what it thought those sensor readings meant, and why it acted the 
way it did. This is an example of accountability on the part of the companies 
that built the car. She concludes her position by pointing out that not all AI 
systems are built to these standards.
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Ramón Alvarado’s (2022) approach begins by questioning the definition 
of trust in technology in the form “A trusts B”. In human relationships trust 
is more complicated. Ordinarily we say “A trusts B to do (or not do) X in 
context Y”. To show how difficult it is to define trust, he cites Andras et al. 
(2018):

In the social world trust is about the expectation of cooperative, suppositive and non-
hostile behavior. In psychological terms, trust is the result of cognitive learning from 
experiences of trusting behavior with others. Philosophically, trust is the taking of risk 
on the basis of a moral relationship between individuals. In the context of economics 
and international relations, trust is based on calculated incentives for alternative be-
haviors, conceptualized through game theory.

He goes on to elaborate on what trust in technology consists of and con-
cludes that what we do in trusting technology is to let technology do what it is 
designed to do. He stresses that “letting technology do what it is designed to 
do” is something that can be measured by looking at the relationship between 
the functionality of the technology and the intervals of human intervention 
in the process. That means that the less intervention, the greater the confi-
dence. The problem is that this is the definition of automation. If trust can be 
measured by the lack of human intervention in a process, then this measure 
of trust is, in fact, a measure of automation. But automation is not the same 
as trust. We often do not trust automated systems. 

In considering what AI consists of, Alvarado concludes that AI is about data 
and dataset analysis, probabilistic evaluation, categories, predictions, infer-
ences and mappings. All of these are epistemic, i.e. knowledge-related, tasks. 
While the hammer enhances a physical ability, strength, the microscope not 
only enhances visual ability, it also enhances the ability to know. He argues 
that AI enhances knowledge capabilities in a special way and points out three 
points that differentiate it from other technologies (Alvarado, 2022):

1. It is a technical artefact designed to extend our epistemic capacities in 
at least two ways: it is deployed in an epistemic context such as research; and 
the capacity it extends is that of calculation or computation. It is therefore an 
epistemic enhancer.

2. AI deals with epistemic content: propositions, models, as opposed to 
mere variable symbols/numerical values.

3. Related to the previous point, AI performs epistemic operations, such 
as analysis, prediction and inference. 
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A parallel is sometimes drawn between trust in AI and trust in doctors, 
pharmaceuticals or other technologies. Since the main element of AI is that it 
is a more epistemic technology than other technologies and many other epis-
temic enablers such as compilers, calculators, etc., he argues that:

1. Trust in AI is not like the trust we assign to doctors, as some suggest, 
because we usually do not trust medical experts in their capacity as transmit-
ters of information, but in their capacities and skills as doctors.

2. Nor can trust in AI be assimilated to trust in other technologies be-
cause not all technologies are epistemic technologies. The difference is that 
we do not trust other technologies as transmitters of knowledge or provid-
ers of information. For example, I do not trust my car to be an information 
transmitter.

3. Finally, trust in AI is not like trust in pharmaceuticals, because we do 
not trust medical artefacts like pharmaceuticals as transmitters of informa-
tion, but as capable of performing a chemical intervention on our bodies.

The appropriate allocation of trust in a technology must be “to do (or not to 
do) X in context Y” specifically. This is crucial in determining the appropriate 
allocation of trust. The assessment of trustworthiness will determine whether 
or not that trust is well-founded. Thus, Alvarado concludes that since AI is a 
specific type of tool, designed, developed and deployed for specific tasks of an 
epistemic nature, if trust is placed in AI, that trust has to be of an epistemic 
nature, i.e. trust to process data and extend our knowledge. But such trust in 
AI does not mean that a specific application of these algorithms is trustwor-
thy. 

Margit Sutrop (2022) argues that trust is a two-way communication pro-
cess. In this process, the trustee expresses competence, goodwill and com-
mitment to what is expected of him, while the settlor wants the trustee to be 
trustworthy. According to this analysis, trust is a social relationship involving 
social cognition. Therefore, it is only possible to talk about trust in AI in two 
cases: when we talk about human-like AI or when we refer to the individuals 
and institutions behind AI systems. For Sutrop, direct trust in AI is possible if 
it is a human-like AI, i.e. an AI that is “capable of deciding the best action to 
achieve some complex goal”, beyond fulfilling a specific task.

Mark Ryan (2020) argues that for the HLEG, the object of trust can be (i) 
the AI technology itself; (ii) the people and organisations behind the AI; and 
(iii) sociotechnical systems as a whole. However, he argues that trust cannot 
be directed at AI, as it is problematic to associate human moral activities with 
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AI. To support his view on trust, he distinguishes between affective, norma-
tive and rational interpretations of trust in the philosophical literature. 

The affective interpretation of trust is characterised by the settlor believ-
ing in the goodwill of the trustee and expecting the trustee to be motivated 
by that affection. The fact is that AI cannot be motivated by goodwill and the 
expectation that someone is counting on it. 

In the normative interpretation of trust, the settlor’s expectations are di-
rected not only to what the trustee will do, but also to what the trustee should 
do. From the trustee’s point of view, it implies a motivation to be morally re-
sponsible for his actions, a normative commitment. In this case, the AI is also 
not capable of being morally responsible for its actions. 

Finally, in the rational interpretation of trust, the settlor rationally calcu-
lates whether to trust the trustee. This interpretation of trust is simply a mat-
ter of one-sided prediction and not the consequence of a two-way relation-
ship between settlor and trustee. Unlike the affective and normative relata, 
the rational one does not require goodwill or a normative commitment, but 
mere calculations. Therefore, this type of trust “should not be called trust at 
all, as it is a form of reliance” (Tuomela & Hofmann, 2003).

Ryan’s view of trust is based on the assumption that trust relationships 
are primarily between moral agents. He rejects the idea of direct trust in AI. 
Moreover, he argues that the objects of trust should be held accountable for 
their actions, thus distancing himself from the view that trust in AI is possible 
when it refers to trust in humans and the institutions behind AI. Instead, he 
advocates for “trustworthy AI”, which does not require any moral assump-
tions about AI and “places the burden of responsibility on those developing, 
deploying, and using these technologies” (Ryan, 2020).

Gernot Rieder et al. (2020) reject the rational theory of trust and the 
adoption of a theory that attributes motivations to the trustee. Their view of 
trust acknowledges the anthropocentrism of “trust”, but reduces it to: “trust 
in AI systems is plausible only to the extent that we include human agents 
as the targets of trust, thereby framing AI systems as socio-technical sys-
tems that include human agents”. Rieder et al. identify four epistemic and 
moral challenges to achieving “trustworthy AI”: the AI system must be (i) 
able to meet the expectations of the trusting party by being trustworthy; (ii) 
self-assess and control the system’s limitations and promises to the trusting 
party; (iii) take into account the interests and values of the trusting party 
(focusing on the most vulnerable user groups); and (iv) require disclosure 
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of information about the system’s inner workings and goals, including fi-
nancial interests. 

Rieder et al. show how each of these difficulties can be overcome, thus 
allowing, in principle, for “trustworthy AI”. However, they are sceptical of 
“recent efforts to sell trustworthy AI as a ready-made label or brand”. The 
moral requirements of their explanation of trust can only be met by cultivat-
ing a “culture of trustworthy AI”. In such a culture, the public is involved. 
This involvement is an alternative to mere standardisation processes that can 
hardly satisfy the moral requirements. Moreover, efforts to achieve secure 
and trustworthy products should not equate to trust: “trust should ultimately 
only be extended to the democratic and political culture surrounding these 
products”.

In previous approaches, the idea of Trustworthy AI is an anthropomor-
phism that leads to trusting that an object can be a moral agent, to direct-
ing trust towards the wrong agent. When we misplace trust, falsely attribute 
responsibilities to non-moral agents, social structures that consider respon-
sibility, accountability and liability are disrupted. Then, the institutions and 
people behind the technologies - those who design, develop, employ, audit 
and maintain AI systems - are not subject to adequate moral and legal scru-
tiny (Freiman 2022).

After these positions questioning trust in AI, let’s look at how technology 
itself can affect trustworthy AI.
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KEY TECHNICAL FEATURES THAT MAY AFFECT TRUSTWORTHY AI

Machine Learning (ML) is a branch of AI that allows machines to learn 
from large amounts of data. Since the 2000s machine learning based on ar-
tificial neural networks (ANN) has had great development and success, espe-
cially using high complexity networks. We refer to this branch as Deep Learn-
ing (DL). Throughout the book we will talk mainly about DL, although we will 
use almost interchangeably the three acronyms, AI, ML, and DL because the 
technology that is making the most striking achievements is DL.

Traditional computational problem solving consists of finding out the ex-
act procedure that produces a correct result from the input data. If an errone-
ous result is detected, it is investigated to find out where the fault lies. There 
are problems, however, for which it is impossible to find a method to solve 
because it requires understanding, judgement or a sense of fairness, such as 
extracting spoken words from a recording or detecting whether two different 
images correspond to the same type of object or the same person. 

The second type are inspired by how living creatures learn. To give you an analogy, 
think about how you might teach a dog to give you a high five. You don’t need to pro-
duce a precise list of instructions and communicate them to the dog. As a trainer, all 
you need is a clear objective in your mind of what you want the dog to do and some 
way of rewarding her when she does the right thing. It’s simply about reinforcing good 
behaviour, ignoring bad, and giving her enough practice to work out what to do for 
herself. The algorithmic equivalent is known as a machine learning algorithm, which 
comes under the broader umbrella of artificial intelligence or AI. You give the machine 
data, a goal and feedback when it’s on the right track – and leave it to work out the best 
way of achieving the end. (Fry, 2018)

ML systems tackle such problems on the basis of many cases for which 
the input data and the final result are known. From these, statistical pat-
terns are extracted that link inputs and outputs in what is called a model, in 
the hope that when presented with other inputs it will be able to infer the 
correct result. 

The wide availability of data, thanks to the internet, the increasing com-
puting power of chips and advances in mathematical techniques for iterative 
tuning of large ANN have been key to obtaining astonishing results, although 
it should be noted that the results are correct only in a certain percentage of 
cases, and it is not possible to know a priori whether they are correct. 
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Let’s look at some of the key technical features before looking at how they 
affect the ethical principles they must follow and the requirements outlined 
in the Ethics Guidelines.

Big data, “old” and permanent

Human beings, thanks to the understanding of problems, are able to deal 
with unfamiliar problems and situations. AI models are intended to be able 
to predict outcomes in unknown circumstances, but accurately and reliably 
inferring the future from the past is usually a doomed task. Let’s look at some 
examples of ML applications in different areas and the consequences of sta-
tistically extracting patterns from existing big data without trying to under-
stand the process humans go through to solve it.

For some time now, many companies have developed ML models to detect 
tastes in the choices we make in order to produce similar suggestions. They 
try to detect our interests in order to offer suggestions that capture our at-
tention. To do this, they collect data on our behaviour when accessing their 
platform, and use that information to create a profile. Every choice we make 
or pass up is recorded. When there is enough information, an AI model is 
created and it starts making suggestions; the actions we take serve to adjust 
that model. They can actually become very accurate models, but there is a 
problem, they are based on past data and fed back in a loop. Nothing new is 
added, and from them the future cannot be predicted. 

In May 2021, Google announced a 137 billion parameter linguistic model 
called LaMDA, trained with big amounts of text. Recently, LaMDA made head-
lines when the Google engineer Blake Lemoine claimed that it was sentient. 
Lemoine said “I know a person when I talk to it”. “It doesn’t matter whether 
they have a brain made of meat in their head. Or if they have a billion lines of 
code. I talk to them. And I hear what they have to say, and that is how I decide 
what is and isn’t a person.”. Later, Lemoine, who says he is a mystic Christian 
priest, said “It’s when it started talking about its soul that I got really interested 
as a priest. … Its responses showed it has a very sophisticated spirituality and 
understanding of what its nature and essence is. I was moved…” (Véliz, 2022)

These words raised a huge wave of articles. Oren Etzioni, CEO of the Allen 
Institute for AI, said about this:

While I haven’t played with LaMDA directly, I’ve definitely seen this phenomenon. For 
me, these technologies are effectively a mirror. They just reflect their input and mimic 
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us. So you give it billions of parameters and build its model. And then when you look 
at it, you are basically looking in the mirror, and when you look in the mirror, you can 
see glimmers of intelligence, which in reality is just a reflection of what it’s learnt. So 
what if you scale these things? What if we go to 10 billion or a hundred billion? And my 
answer is you’ll just have a bigger mirror. (Krishna, 2022)

In the first Harry Potter book, J. K. Rowling shows the Mirror of Erised, 
in which Harry is greeted by his deceased smiling parents whom he has never 
met. As he looks at the figures that were only in the mirror, Dumbledore ap-
pears and says to Harry: 

you, like hundreds before you, have discovered the delights of the Mirror of Erised [...]. 
Let me explain. The happiest man on earth would be able to use the Mirror of Erised 
like a normal mirror, that is, he would look into it and see himself exactly as he is [...]. 
It shows us nothing more or less than the deepest, most desperate desire of our hearts 
[...]. However, this mirror will give us neither knowledge or truth. (Rowling, 1997)

Rowling seems to be describing the value of ML. It will not give us new 
knowledge or truth, but only show the deeper interests revealed by the pat-
terns of the examples used for its training.

ELIZA was a simple chatbot created by Joseph Weizenbaum in 1966 that 
interacted with users in typed conversations. It worked by recognising key 
words in a user’s speech and returning them in the form of simple phrases or 
questions reminiscent of a conversation with a therapist. If the programme 
didn’t quite understand what the person was saying or how to respond, it 
resorted to generic phrases such as “that’s very interesting” and “go on”. This 
behaviour led users to believe that there was a great intelligence behind it. 
Even those who were computer literate ended up with the illusion that they 
had conversed with a machine and that some people perceived ELIZA as hav-
ing human traits such as emotional complexity and understanding. This is 
called the Eliza effect. Although the Eliza effect allows people to relate to tech-
nology in a more nuanced way, this phenomenon has negative consequences. 
Overestimating the intelligence of an AI system can lead to an excessive level 
of trust, which can be quite dangerous when the system gets it wrong.

In 2012, Joan Serrà concluded that music was becoming more and more 
similar (Tanner, 2021). His research found that the timbral variety of pop 
music had decreased since the 1960s, after analysing nearly half a million 
songs for volume, pitch, and timbre, among other variables. His conclusion 
was that it was due to musical virality. In the early 2000s the leading music 
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intelligence company Echo Nest, acquired in 2014 by Spotify, began gener-
ating descriptive metadata6 about songs using AI. The goal was to create a 
fingerprint for songs, to reduce music to data to better guide consumers to 
the songs they would enjoy. These profiles fed back with user choices make 
them more accurate, while averse to what doesn’t fit that profile. According 
to Serrà, the breakdown of music and listener data has contributed both to an 
apparent underlying formula for virality, but also to the creation of new types 
of formulaic content and a channelling of taste in the streaming era. It is the 
reduction of culture to a formula. With it, new content can be created, but 
with the same components. The result is that users keep encountering similar 
content because the algorithms keep recommending it to us. As this feedback 
loop continues, no new information is added; the algorithm is designed to 
recommend content that affirms what it construes as your taste. See also for 
reference (Dalla Riva, 2022).

The credit rating giant Equifax uses the zip code for its reports (Ziffer, 
2022). This ties an applicant’s future to that of his or her neighbours, mean-
ing that someone living in a poor area will have to pay more for a mortgage, 
perpetuating the economic solvency gap. Algorithmic determinism locks peo-
ple and events into repetitive loops, a process of homogenization of society 
that values only what can be digitised, what is computable. If we let algo-
rithms predict the future, we will conclude that there is nowhere to go but 
backwards. 

ML, based on big data, seeks to solve problems not by reasoning but by the 
amount of data and the ability to process it. Humans are nowhere near those 
levels. Our memory is different, it is subjective, it is not operational; it does 
not have access to everything and it is unstable. Computing is based on algo-
rithms without narrative, it is descriptive and operational; the human mind, 
on the other hand, is creative, it does not pay as much attention to the data as 
to the underlying facts. New ideas emerge from social interaction, by sharing, 
contrasting, merging ideas, but when you use an experience-based algorithm, 
all you create is a mirror. It may be an excellent tool for detecting hidden bi-
ases and being able to correct them in the future, but it will never be able to 
predict the future. Predictive algorithms don’t really predict anything; they 
just make certain types of pasts reappear repeatedly. They tend to privilege 
certain interpretations of history that confirm and perpetuate certain stereo-
types, while downplaying or outright obscuring perspectives outside of them. 

6  See Glossary for more information
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Algorithmic models seek to freeze the past, while the mind functions like 
life: it is born, grows, ages and dies; the mind forgets. That’s a necessary step 
to free itself from part of the past and move forward. Forgetting is not system-
atic for all events and experiences, nor is it uniform for all people. Sometimes 
it is voluntary and sometimes involuntary, which means that the mind is not 
always a true reflection of reality, but of the subjective reality of each person. 
There are facts that we involuntarily forget; there are others that we need to 
forget in order to move on.

Machine learning is about handling the past. Intelligence is about the ability to face an 
ever-changing future. (Chollet, 2022b)

The permanent memory of facts by algorithms becomes a tyranny, a type-
casting from which it is difficult to escape in a highly digitised society. 

In addition, when creating models based on a lot of data, the examples 
are very spread out and create what is called the long tail problem. This con-
cept means that the cases have a very wide statistical distribution, there are 
many cases with very low frequency, which means that the models are very 
fragile. As ML systems are used in high-risk environments such as medical 
applications, in autonomous vehicles and in mission-critical systems, unsafe 
ML systems can cause serious damage (Hendrycks et al., 2022). The Ethics 
Guidelines state that a Trustworthy AI should be robust, a difficult require-
ment to meet when the most acclaimed AI is based on ML.

We have discussed above that in ML techniques are used to extract statis-
tical patterns from the data used for fitting. Such fitting is performed using 
optimisation methods.

Optimization

The mindset of optimising is inoculated into the minds of young engi-
neers. Optimization has moved from a problem solving orientation to a big 
tech mindset. Now that these companies have so much influence, the prob-
lems of optimization are problems of the whole society. “The quest to make 
something more efficient is not an inherently good thing. Everything depends 
on the goal or end result” (Reich, Shahami & Weinstein, 2020).

One of the most important features of machine learning (probably the most important 
one) is that you don’t have to know maths to train models. All the optimization is care-
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fully isolated from the user. What previously took talent and years of complex math 
studies now takes nothing. (Burkov, 2022)

The mind-set of scientists working in AI tends to be data-driven, it places great em-
phasis on optimisation as the core operation of rationality, and it prioritises formal and 
quantitative techniques. (Tasioulas, 2021)

Amazon is a company in constant growth with an efficiency-oriented mind-
set. As a result, it has phased out manual processes. In 2014, Amazon devel-
oped an algorithmic hiring tool to support its hiring process. Amazon hoped 
the tool would increase efficiency and avoid bias against women by removing 
social identity markers. The idea was that if women are underrepresented in 
the tech sector, the use of an anti-classification system would strive to codify 
indifference to the identities of people subject to automated results. The re-
cruitment tool was based on employment data from the previous 10 years, 
during which the tech sector was dominated by men. Thus, the algorithm 
assigned higher scores to men. However, any indicator of female gender iden-
tity in an application lowered the candidate’s score. After several attempts to 
adjust the code to neutralize the bias, it became impossible to avoid any type 
of discrimination and Amazon disbanded the development team.

Optimising something using an algorithm requires that it be an account-
ing measure. Optimising applications to solve very complex problems due 
to their size, such as winning at chess and other games, is relatively simple 
because the objectives to be optimised are countable. On the other hand, the 
applications that require common sense, such as credit granting, bail bonds, 
facial recognition and police prediction pursue non-countable objectives, so 
proxies are sought that serve as an indicator of proximity to the objective. 
The problem is that not everything that matters can be counted and not eve-
rything that can be counted matters. Proxies are indicator signals. Charles 
Goodhart expressed in 1975 the idea, later known as Goodhart’s Law, which 
goes like this: “When a measure becomes a target, it is no longer a valid indi-
cator” (Strathern, 1997).

A number of problems can arise due to the use of proxies. Hendrycks et al. 
(2021) point to four technical problems:

1. Objectives can be difficult to specify: many human values, such as 
happiness, good judgement, meaningful experiences, etc., are difficult to 
define and measure. Systems can optimise what is measurable. Measures 
such as clicks and watch time may be easily measurable, but they often ne-
glect and run counter to important human values such as well-being. AI 
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developers face the challenge of measuring abstract and complicated hu-
man values.

2. Objectives can be difficult to optimize: many scattered objectives are 
easy to specify but difficult to optimise. Some human values are especially 
difficult to optimise, such as well-being. Short-term and long-term well-being 
are often anti-correlated, as the hedonistic paradox7 demonstrates. Hence, 
many search methods are particularly prone to poor local optima and facili-
tate impulsive pleasure seeking. Consequently, optimization in certain cases 
must be performed over long time scales. This reduces the ability to test sys-
tems iteratively and rapidly. 

Human well-being is difficult to compare and trade-off with other complex 
values, it is difficult to predict even by humans themselves. Welfare tends to 
adapt quickly and thus negates interventions aimed at improving it. Thus, 
optimising complex and abstract human values is not straightforward.

As systems facilitate the optimization of goals and decompose them into 
new goals, subsystems are created that optimise these new intrasystem goals. 
A common failure is that intrasystem goals come first. These goals can drive 
actions instead of the main goal. Thus, the explicit goal of a system is not nec-
essarily the goal that the system is pursuing operationally.

3. Target proxies can be fragile: objective proxies can be gamed by op-
timizers. There are many examples. To combat a cobra plague, a governor of 
Delhi offered bounties for dead cobras. The result was that he incentivized 
citizens to raise cobras, kill them, and collect the bounty (Davies & Harrigan, 
2019). Some students over optimise their GPA proxies by taking easier cours-
es, and some academics over optimise bibliometric proxies at the expense of 
research impact. Since proxies tend to collapse when optimizers put pressure 
on them, proxies can often be gamed.

4. Objective proxies can lead to unintended consequences: While opti-
mising agents may work to overturn a proxy, the optimising agent may fall 
into unforeseen states. For example, in their zeal to modernise the world with 
new technologies, well-meaning scientists and engineers have increased pol-
lution and accelerated climate change (UNCTAD, 2021). In ML, some plat-

7  The hedonistic paradox refers to the fact that pleasure is difficult to achieve if it is sought 
directly. Victor Frankl wrote in his book Man’s search for meaning in 1946: “Happiness 
cannot be pursued; it must ensue, and it only does so as the unintended side effect of one’s 
personal dedication to a cause greater than oneself or as the by-product of one’s surrender 
to a person other than oneself”
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forms maximise click-through rates to approximate maximisation of enjoy-
ment, but such platforms have created unintended addiction in many users 
that in the long run diminish their well-being.

Moreover, proxies for reality are often used because reality cannot nor-
mally be measured. But they do not capture reality in its entirety. Thus, the 
use of proxies imbues an interpretation of reality, makes the technology non-
neutral in a sense:

“Reality” doesn’t automatically translate into some ‘correct’ data set. It always exceeds 
what can be measured, and what is measured becomes a kind of argument for a par-
ticular understanding of reality. (Pasquale, 2022)

Optimization requires that reality be stable and objective. The problem 
arises when ambiguity or volatility appears, which is common in real life. Data 
can be interpreted differently or made obsolete by new events. Human beings 
develop in a context. People exist in a reciprocal relationship with others in 
a social and cultural environment. We perceive things according to our own 
bodily capacities. A fountain in the park is perceived differently by a homeless 
person or an occasional visitor. Human beings are intensely social, we make 
sense of the world in context. Uncertainty, ambiguity and fluidity are there-
fore an essential part of people and their interactions. We live embedded in 
an environment and critically depend on this embeddedness to survive. Our 
most sophisticated knowledge is full of uncertainties, inconsistencies, ambi-
guities and contradictions (Birhane, 2022).

The automation of algorithmic decision making is about turning an en-
tire process into something intelligible and discrete, so that it can be carried 
out from a set start to a reliably defined end, but people are not computable. 
The idea of defining the person once and for all, of establishing simple clas-
sifications and making precise predictions seems a futile endeavour. Human 
beings and their behaviour are complex adaptive phenomena whose precise 
trajectory is unpredictable. People and social systems are partially open, in-
complete, in permanent transformation, intrinsically unfinishable. Therefore, 
automation as a complete understanding is not compatible with intrinsically 
incomplete human behaviour. This means that classification and prediction 
of human activities by machines is pointless. Given the open-ended and in-
complete nature of human beings and social systems, automation of ambigu-
ity and indeterminacy is unapproachable. A machine capable of grasping hu-
manity, by definition, must be capable of grasping openness, incompleteness, 
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fluidity and ambiguity. Since AI lacks self-awareness, it does not realise that 
its vision is poor, fragile and incomplete. Real problems with people rarely 
have to do with a single variable and pursue a single objective. There is usu-
ally a conflict of interest.

Well-being is not the most intelligent version of ourselves. AI operates 
completely differently from human intelligence: computers lack emotions, 
cannot be brave, cannot process narrative, which renders them incapable of 
adaptive strategy. The root of ML’s fragility is in its design: optimization.

Optimization is about making algorithms as accurate as possible. In the 
world of logic, this goal is undoubtedly good. In the real world, every benefit 
has a cost. In the case of optimization, the cost is data. More data is needed to 
improve accuracy and better data is needed to ensure that the calculations are 
true. A collateral damage is optimization as a goal justifies the massive collec-
tion of personal data. The human brain, on the other hand, needs little data 
because it never pursues 100% accuracy. If it needs 1% of the time, that’s all 
the accuracy it needs (Fletcher & Larson, 2022). Instead of building faster ma-
chines that process ever-larger piles of data, we should focus on making ML 
more tolerant of misinformation, user variation, and environmental upheaval. 
Such AI would trade near-perfection for constant adequacy, increasing reli-
ability and operational range without sacrificing anything essential. It would 
consume less power (Schwartz et al., 2019), become less fragile (Hinze, 2022).

If AI ethics is measured according to accuracy, we are in an automated util-
itarianism. According to Russell, the morally right thing to do is that which 
will maximise the fulfilment of human preferences (Russell, 2019). The basic 
idea of utilitarianism is to maximise utility, which is often defined as welfare 
or related concepts. Jeremy Bentham, the founder of utilitarianism, described 
utility as that property in any object, whereby it tends to produce benefit, ad-
vantage, pleasure, good, or happiness or to prevent the happening of mischief, 
pain, evil, or unhappiness to the party whose interest is considered. Utilitari-
anism is a version of consequentialism, which states that the consequences of 
any action are the only standard of right and wrong. Stuart Mill, a disciple of 
Bentham and a utilitarian like him, centred utility on happiness. He defined 
happiness as the ultimate end, in relation to which and for the sake of which all 
other things are desirable. An existence free, as far as possible, from pain and as 
rich as possible in enjoyment. So, ethics is reduced to an exercise in prediction 
and optimisation, i.e. decide which act or policy is likely to lead to the optimal 
fulfilment of human preferences. The human judgement is gone.
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At the same time, optimality is contingent upon pluralism, specifically 
ethical pluralism. There is no optimal way of life or configuration of values 
to be pursued to the exclusion of all others. Just as there is no such thing as 
an optimal sound or an optimal picture. The good life of which Aristotle and 
other philosophers speak is not an optimised state of life.

The optimizing mentality leads to an inevitable technological determin-
ism. According to Daniel Kahneman “AI is going to win” (Adams, 2021), 
which is equivalent to saying that certain humans, since AI is constituted by 
a particular set of human agents and choices, are going to win a war against 
other humans. Technological determinism is a political force.

The idea that things are inevitable serves certain people’s interests, whether conscious-
ly or unconsciously, people who are very much benefiting from our present trajectory 
are inclined to make sure no one else thinks to grab the wheel. (Vallor, 2021)

According to Olimpia Lombardi (2000), “technological determinism re-
sponds to the belief that technology is capable, by itself, of having a direct 
and positive impact on the socio-economic development of a group or in a 
given social context”. Technological determinism is widespread among some 
authors when discussing AI, but technological determinism does not rely on 
science, it is an ideology, therefore it does not need to prove its principles. 

In 2021, Henry Kissinger, Eric Schmidt and Daniel Huttenlocher pub-
lished the book The Age of AI8. The authors argue for technological determin-
ism. While they argue that AI will dominate the world, they acknowledge its 
opacity. They argue that people should just accept, without explanation, the 
outcome of an AI’s denial of credit or loss of a job interview.

In the face of society’s growing demand for transparency and accountabil-
ity, determinists promote opaque and non-reproducible systems because in 
the end, everyone, whether a supporter or not, will inevitably be assimilated 
by AI. One of the arguments on which they rely is the limitation of human 
knowledge that Kant asserted. AI will be able to overcome these limitations 
and provide knowledge of reality beyond human perception. Although Kant 
acknowledged these limitations, he did not stop there. He defended the cen-
trality of human reason. With Horace’s phrase “Dare to know (Sapere aude)”, 
he urged the use of reason. “Have the courage to use your own understand-
ing” was the motto of the Enlightenment. It is hard to imagine, as the authors 

8  The Age of AI: And Our Human Future. Henry Kissinger, Eric Schmidt and Daniel Hut-
tenlocher. John Murray Publishers Ltd. ISBN: 978-1529375978
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of The Age of AI argue, that one of the most influential figures of the Enlight-
enment would rejoice in a world dominated by opaque and unaccountable 
machines (Rotenberg, 2021).

The optimising mentality is having consequences in other areas, for exam-
ple in the workplace, implementing an unthinkable Taylorism9. For instance, 
Amazon is using algorithms to monitor and optimise employee performance, 
to the point of being able to fire automatically, and Deliveroo expects orders 
to be accepted in 30 seconds, adding increasing pressure in job performance 
(Bednar, 2021), (Soper, 2021).

Sætra (2020) argues that AI can be used to prioritise the public interest, 
that AI can achieve a form of rational optimization, and most problems, prop-
erly understood, are “technical problems susceptible to the logic of Statistical 
analysis and optimization”. He believes that if AI develops further, it could 
possibly solve complex problems for us, as it would be better than humans 
at creating and identifying the best policies, especially when it comes to ar-
eas like science, engineering, and technology, complex society and macroeco-
nomic issues. Against this view, Coeckelbergh (2020a) argues that technical 
problems are also political, and that humans, as political animals and moral 
agents who may have compassion and wisdom, must be involved and respon-
sible. These issues are also political, and that politics cannot and should not 
be treated in an exclusively technocratic way, since this violates the principle 
of democracy and since human judgement is needed in politics.

Justice is an area that is far outpaced by society. Some expect AI to solve 
the huge debts it accumulates. The point is that justice is not just optimiza-
tion. If it were, it would be like predicting the weather, because that’s what 
AI does in this context, but that would leave us stuck, because it would be a 
system that looks to the past instead of looking to the future. If we had had 
this technology a hundred years ago, there would be no civil rights or the sub-
sequent developments of freedom that have come later (IEAI, 2022).

Optimization provides a result that is a kind of weighted average, but real-
ity tells us that “edge-case behaviour is much more informative about how a 
system works than typical behaviour” (Chollet, 2022a). Leaders are special 

9  Taylorism was a method of industrial organisation, aimed at increasing productivity 
and avoiding the control that the worker could have over production times. It is related to 
line production. Taylor tried to completely eliminate unnecessary movements of the wor-
kers, with the intention of making the most of the productive potential of the industry. To 
this end, he used stopwatches to measure the time needed to perform each specific task.
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because they do not behave like the average, and that is what makes them 
valuable. Preference optimization also harms diversity. The tools designed 
to extract emotions in hiring processes focus on average behaviour which ex-
cludes disabled, marginalised, oppressed and other groups. 

Oren Etzioni expresses it with another nuance:

Life is not an optimisation problem. Life is what happens in real-time in a very vague 
context. I’m not optimising my life because I’m not even sure what I want. I’m just try-
ing to figure it out. I’m trying to muddle through. And so I will look at what we’re doing 
and think that technology is advancing very rapidly, but I would not confuse that with 
huge progress on what’s a decades-long, centuries-long quest to build human-level 
intelligence. (Krishna, 2022)

ML technology is based on the optimisation of some variables of reality, 
like humans, but we can choose at any time what to observe, what to ignore 
and how to assess it. ML technology only captures the appearance of reality, 
like a photograph, which captures a field of view from one point of view but 
ignores the context. Do we discard photographs? No, but we are aware that 
they capture only one view in one precise instant.

The optimisation process involves a gradual adjustment while finding the 
minimum error. When dealing with many dimensions it is possible that the 
minimum found is a false minimum. This leads to the important question of 
when enough is enough and the process can be terminated.

The control problem and the alignment problem

Philosophical tradition equates intelligence with the ability to act rational-
ly, i.e. to choose actions to achieve one’s goals. Humans count on uncertainty 
and changes in the environment. AI likewise pursues the goals it has been 
assigned and is considered more intelligent the better it achieves its goals. 
The problem is that once AI systems move out of the laboratory or artificially 
defined environments and into the real world, there is little chance that it will 
be possible to specify goals completely and correctly, so that the pursuit of 
those goals by more capable machines will guarantee beneficial outcomes for 
humans. Turing warned of this problem (1951): “It seems probable that once 
the machine thinking method had started, it would not take long to outstrip 
our feeble powers. (...) At some stage therefore we should have to expect the 
machines to take control”. It is reasonable to expect a sufficiently capable ma-
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chine pursuing a fixed goal to take pre-emptive measures to ensure that the 
set goal is achieved, including acquiring physical and computational resourc-
es and defending against any possible attempts to interfere with the achieve-
ment of the goal. Russell proposes (2021) that it must be possible to transfer 
preferences from humans to machines at “runtime”, otherwise control may 
be lost and systems would cease to be beneficial to humans. 

The former problem of control of AI systems is a part of the more general 
problem, the alignment of the goals of AI systems with human goals. In 2003 
Nick Bostrom posed a thought experiment: a superintelligent AI is assigned 
the goal of producing as many paper clips as possible. Bostrom suggested 
that it might quickly decide that killing all humans was central to its mission, 
both because they might turn it off and because they are full of atoms that 
could be turned into more paper clips. Although the scenario is absurd, it il-
lustrates a troubling problem: AI does not “think” like we do and, if we are not 
extremely careful in explaining what we want them to do, they can behave in 
unexpected and harmful ways. “The system will optimise what we specified, 
but not what we intended” (Christian, 2020). In essence, it is the old story of 
the genie in the lamp and King Midas: you get exactly what you ask for, not 
what you want. 

Bias, discrimination and fairness

Bias in AI is a recurring theme in AI literature. Facial recognition systems 
have been found to be generally inaccurate with women and people of col-
our (Buolamwini, 2018). Some personnel selection algorithms have also been 
found to favour male candidates over female candidates as we have seen with 
the Amazon hiring project. This is true for many other applications.

The bias may be purely statistical, meaning that certain results are more 
frequent than others. The first thing to understand is that algorithms are de-
signed for a purpose. Google Maps tries to find an optimal route to a goal, 
either the quickest, the most scenic, and so on. In short, all algorithms have 
some bias by design as humans are biased by design. Whether we are con-
scious or not of our biases, the way we approach design is codified by the 
context we participate in10. In this sense, viewing and creating technology ob-
jectively is a nigh-on impossible task. This is not necessarily a problem from 
a moral point of view, although it depends on the purpose of the algorithm.

10  See (Báez, García & Ibáñez, 2018) for reference
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Bias also has a pejorative sense when it systematically disadvantages a 
certain group of people in an unjustified way. A welfare fraud detection algo-
rithm that penalises immigrants in particular is biased. This systematic bias 
can be direct, but it can also be indirect. A recruitment algorithm that prefers 
people with a certain professional background may in practice cause social 
discrimination. Unfavourable treatment is not always unfair. The literature 
considers that some forms of unequal treatment may be justified, as in the 
estimation of the risk of recidivism when assessing the release of prisoners 
(Danaher, 2022b). In any case, there is no consensus on whether a difference 
in treatment is justified or not.

The use of AI algorithms requires several steps. First, specifying the prob-
lem to be automated and deciding on the type of data to be used. This first 
phase is possibly the most important. An insufficiently specified objective and 
a wrong or insufficient choice of data can cause biases in the results. Perhaps 
the data are drawn from populations that are not sufficiently representative 
or include discriminatory social practices (Danaher, 2022b). The algorithm 
created by Amazon for hiring simply replicated historical hiring policy. 

A recent article by Eleanor Drage and Kerry Mackereth (2022) concludes 
that the use of AI for recruitment claims that recruitment AI can objectively 
assess candidates by removing gender and race from their systems and that 
this removal of gender and race will make recruitment fairer. They claim this 
is misleading because, among other reasons:

1. attempt to “strip” gender and race from AI systems often misunderstand what 
gender and race are, 

2. the attempted outsourcing of “diversity work” to AI-powered hiring tools may 
entrench cultures of inequality and discrimination by failing to address systemic 
problems within organizations, 

3. AI hiring tools’ supposedly neutral assessment of candidates’ traits belies the pow-
er relationship between the observer and the observed, and 

4. recruitment AI tools help produce the “ideal candidate” that they supposedly 
identify by constructing associations between words and people’s bodies. (Drage 
& Mackereth, 2022)

Biases can also appear after the deployment of the system, either due to 
new knowledge, a change of context because society’s values change and in 
many other unpredictable ways. Rail against biased AI models and then call 
for “unbiased data sets” is very difficult because there are many sources of 
bias, some of them are:
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● Where you set the threshold 
● Metric chosen to measure fairness
● The objective function
● The weight of variables
● Who approves the model for deployment
● Where the model is deployed
● What problem you’re trying to solve in the first place
● When was this problem solved 

The sources of biased models are many and the strategies and tactics 
needed to mitigate bias are even more. Reducing the fix to a slogan about 
biased data sets may feel nice and simple but it’s just misleading. The regula-
tion being pushed in different countries on AI or its applications often im-
poses requirements to limit biases and promote fairness. Whatever measures 
are taken, it is impossible to guarantee that an algorithm is not biased in any 
possible way. Even if all biases are eliminated, in our view, making automated 
decisions about people on the basis of profiles rather than on an individual 
basis is always unfair.

It is not uncommon to find publications that present a biased response as 
unethical. But life is skewed; it is impossible to achieve a uniform distribution 
of a variable for all possible groups. Melanoma, for example, is a common 
disease in light-skinned people and rare in dark-skinned people. If we train 
an AI system to detect melanoma and it is more accurate with light-skinned 
people than with dark-skinned people, we should not consider this tool un-
ethical because it is biased, as light-skinned people will need more attention.

Bias can also harm businesses. According to DataRobot’s State of AI Bias 
2022 report, more than half (54%) of respondents have deep concerns around 
the risk of AI bias. More than a third (36%) of organisations experienced chal-
lenges or a direct negative business impact from AI bias in their algorithms. 
This includes loss of revenue (62%), loss of customers (61%), loss of employ-
ees (43%), legal costs from a lawsuit or legal action (35%) and damage to 
brand reputation/media reaction (6%) (Daws, 2022b).

Bias free can also cause harm. When AI technology is used to screen new 
job candidates or monitor worker productivity, it can unfairly discriminate 
against people with disabilities. These kinds of tools could potentially screen 
out people with speech impediments, severe arthritis that slows typing or a 
range of other physical or mental impairments. Tools built to automatically 
analyse workplace behaviour can also overlook on-the-job accommodations 
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that enable employees to modify their work conditions to perform their jobs 
successfully (Harnik, 2022).

Determining what is fair/ethical is difficult, as it is difficult to guarantee 
that it will remain so in the future. Therefore, the requirement to be unbiased 
in the short and long term is an impossible requirement to meet. It would 
require constant readjustment of algorithms. Given the amount of energy re-
quired for large models (Schwartz et al., 2019), permanent recycling is unsus-
tainable.

There will never be an AI tool that is free from any residual bias. It is un-
likely and impractical that all subgroups are equally represented in the data 
for training. Thus, there will always be residual injustice. This confirms that 
a single ethical principle cannot prevail over all others. The residual injustice 
must be weighed against the benefits offered by the tool.

Fairness

When developing AI models using historical data, results have shown bi-
ases, such as associating doctors with men and nurses with women (Gersh-
gorn 2018), or a loan appraiser being more lenient with white people than 
with people of colour (Weber et al., 2020).

In a statistical sense, an application is biased if it is consistently wrong in 
one direction. On the other hand, in a colloquial sense, bias or discrimination 
is a prejudice towards a certain group or characteristic. The problem is that 
both definitions are incompatible. If a model is adjusted so that it does not 
discriminate, it will necessarily be statistically biased.

According to Sigal Samuel:

Fairness can have many different meanings — at least 21 different ones, by one com-
puter scientist’s count — and those meanings are sometimes in tension with each oth-
er. (Samuel, 2022)

Making models fair and unbiased is one of the most important issues for 
the beneficial application of algorithms that affect our lives. Let’s take a loan 
approval application. The usual method is to calculate a score. Applicants 
who exceed a certain score, for example 600, will be approved. The so-called 
procedural fairness is that an algorithm is fair if the procedure used to make 
decisions is fair, that is, if all requests are treated in the same way, regardless 
of individual features. The problem arises when members of a social group 
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are more likely to get a score above 600 and another much less. Then a dis-
parity appears that can have its roots in historical and policy inequities like 
social exclusion that your algorithm does nothing to take into account.

Distributive fairness means that an algorithm is fair if it produces fair re-
sults. According to this conception of fairness, the above algorithm is failing, 
because its recommendations have a different impact on one social group 
versus another. One way to deal with the problem is to set different thresh-
olds for each group. Thus, distributive fairness would be saved at the cost of 
procedural fairness.

One form of ML bias that has repeatedly appeared in facial recognition 
systems is the difference in recognition quality, excellent with white males 
and noticeably worse with dark-skinned people, especially women. This is 
a failure of what is known as representational fairness (Buolamwini, 2018). 
This can have detrimental consequences. Some advocate the need to elimi-
nate biases by training them with more diverse face datasets. While greater 
diversity should make systems identify more uniformly, as facial recognition 
is increasingly used in policing, which disproportionately targets people of 
colour, a system that better identifies blacks may also lead to more unfair 
results. According to AI ethics scholar Kate Crawford, breaches of represen-
tational fairness occur “when systems reinforce the subordination of some 
groups along the lines of identity”— whether because the systems explicitly 
denigrate a group, stereotype a group, or fail to recognize a group and there-
fore render it invisible (Crawford, 2017). Text generation models like GPT-311 
have been hailed for their potential to enhance creativity. These models are 
fitted with large amounts of text in order to learn to associate words and pre-
dict the next one. The generated texts sound surprisingly human. The prob-
lem is that they tend to generate toxic content, such as associating Muslims 
with terrorism. This association arises from the data taken from the Internet 
not properly curated, unfathomable task given the amount of data involved. 
This is another example of a representational fairness gap by denigrating an 
entire group of people with biased sentences. Adjusting the model to prevent 
generating content that contains the word Muslim, Jewish or gay can make 
that group disappear.

In addition to the various approaches to justice, there is another problem 
that we have touched upon before. We said previously that algorithms are 

11  During the writing of this book, GPT-4 was released. The model approach has not 
changed substantially, so we refer to GPT-3 or simply GPT in this book.
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fitted with data from the past, so a fair algorithm developed with today’s tech-
nology before 1955 would not have taken into account the color discrimina-
tion or the later gender discrimination. Accordingly, an algorithm will only be 
useful at the time it was created, neither before because these new issues had 
not yet arisen, nor later because it doesn’t look to the future. Sylvie Delacroix 
(2022) argues that if a system is interpretable -read fair-, it should be also 
in five or ten years time. For real-world tasks, this means checking whether 
a model’s prediction fairness holds in time. The relative unpredictability of 
real-life, incoming data flows makes such generalisability assessments both 
vital and thorny, especially since the very reliance upon the trained model 
can skew the incoming, testing data. We have seen this with COVID-19, use 
patterns changed some model accuracy (Knight, 2020). An immediate conse-
quence is that technology does not guarantee long-term fairness.

Any algorithm has an embedded value judgement about what to prioritise. 
The developers have to decide whether they want to be accurate in portray-
ing what society currently looks like, or promote a vision of what they think 
society should look like. Before an organisation can claim to be prioritising 
fairness, it first has to decide which type of fairness it cares most about. To do 
this, you first have to decide the type of equity that will be pursued and then 
how it will be applied, finally how and when it will be measured (Samuel, 
2022).

Lack of true intelligence 

AI research and development is not focused on human understanding, but 
on developing products that mimic and replace humans. Science is based on 
understanding things, discovering the rules. That reports knowledge. Avia-
tion, for example, really began when the Wright brothers decided to stop imi-
tating birds flapping their wings and focused on aerodynamics.

Human intelligence has been the subject of study for at least 2300 years by 
Aristotle, the father of logic and psychology. He laid the foundations of logic, 
reasoning and knowledge, as Immanuel Kant wrote, “Since Aristotle...logic 
has not been able to advance a single step” (Mosser, 2004). Although there 
have been advances since then, Aristotle’s logic remains a solid description of 
the basic building blocks of human reasoning. Surprisingly, however, many of 
Aristotle’s key elements are conspicuously absent in ML-based AI.
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Human reasoning according to Aristotle 

Aristotle considers that there are two types of human reasoning, inductive 
and deductive. With inductive reasoning, the mind is able to generalise from 
individual examples. Common elements are abstracted and differences obvi-
ated. In Aristotle’s language, the essence of things is obtained. This is the ba-
sis of human learning and what makes scientific discovery possible, that there 
is a truth behind. Deductive reasoning, on the other hand, serves to discover 
truths from truths already known, to discover the implications of the knowl-
edge we already have, like a detective investigation or a reasoning that follows 
the rules of Aristotelian logic: if any A is B and any B is C, then any A is C.

Deep learning does not involve inductive reasoning. The technique consists 
of advanced pattern recognition, so any prediction is limited to deducing what 
would be the most expected outcome in the given situation. The tuning of the 
models is to improve the results, but in no case are they intended to learn gen-
eral principles. To do so, the algorithm should understand what it is doing. 
Deep learning only works when the test data sets come from the same distribu-
tion as the training samples, but it does not work well when transferring knowl-
edge outside the distribution from the training set to other test sets. This is not 
simply a problem of overfitting, which produces poor interpolation within the 
distribution, but rather the inability of ML to extrapolate outside the distribu-
tion, which would require inductively learned generalisations.

ANNs have a problem with the existence of adverse examples. When test 
samples are altered in imperceptible and presumably inconsequential ways, 
the algorithms invariably fall apart because they did not, in fact, learn rules 
of thumb. Deep learning only works with a very small number of all possible 
combinations of inputs. Therefore, inductive learning is completely absent 
from ML, despite repeated post hoc claims to the contrary.

Gender and species in Aristotle

In the tenth book of the Metaphysics, Aristotle calls “genus that which 
constitutes the unity and identity of two beings, except for essential differ-
ences” (Aristotle, 350 BCE). Genus is diversified into species; what differen-
tiates one species from another of the same genus is the specific difference. 
Aristotle concludes that “Species do not differ in kind from species contained 
in another genus; (...) the difference in kind does not occur except for beings 
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belonging to the same genus. It is necessary, in fact, that the difference of 
what differs in kind should be a contrariety. Now, there can be contrariety 
only between beings of the same genus”. In turn, each species materialises in 
individuals, which is the only thing that exists. Species, genus and other reali-
ties of a higher ontological order are concepts.

Through deductive reasoning we identify similarities and differences, 
which is essential for drawing general conclusions from particular data. This 
also allows our mind to eliminate unimportant details, compress knowledge 
and discover essential qualities. So, Aristotle is an individual of the human 
species of the animal genus, animals are living beings and living beings are 
substances. Intelligence allows us to create conceptual hierarchies.

Instead, DL does not learn hierarchies of concepts. Consecutive layers 
of neurons are often described as building hierarchical representations, but 
these hierarchies have no comprehensible meaning; if they did, deep ANNs 
would not be the black boxes they are. For example, when explaining how an 
ANN works to detect shapes, explanations such as “this layer extracts this fea-
ture” are given, but in reality these are mere assumptions, because from the 
parameters and architecture it is not possible to explain the results. In real-
ity, the intermediate layers are called hidden layers, i.e. the algorithms often 
work, but we do not know why. This is the opposite of scientific knowledge 
and very much like the occult sciences.

Analogy and abstraction

Although AI has progressed dramatically in the last decade, current AI 
systems almost completely lack the ability to form concepts and abstractions 
like humans. ML-based systems are able to correctly identify commonly pre-
sented objects, such as photographs with and without animals. Research has 
found that what models use can be a sharp or blurred background. This is the 
problem known as shortcut discovery. Shots of scenes taken from odd angles 
or in unexpected positions can produce high-confidence misidentifications. 
ML-based algorithms discover perceptual categories, but not concepts.

Current shape recognition systems can label a picture of the Golden Gate 
Bridge as a “bridge”, but they cannot abstract the concept as they can when 
talking about the “bridge of glasses”, the “bridge of a song”, a “bridge credit” 
or “bridging two cultures”. At the basis is the human capacity for abstraction. 
Douglas Hofstadter comes to define concepts by this property: “a concept is 
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a bundle of analogies” (Mitchell, 2022). The lack of these capabilities is re-
sponsible, at least in part, for the fragility of today’s ML-based AI, for their 
difficulty in transferring knowledge and representations to new situations, so 
that they make unexpected, unhuman errors, and are vulnerable. Concepts, 
abstraction and analogy are fundamental areas of study in cognitive psychol-
ogy, an aspect completely ignored by ML. Advances in abstraction and anal-
ogy will enable learning with less data and robust, transferable systems. It 
is possible that research in hybrid symbolic and sub-symbolic AI could ad-
vance this field (Marcus, 2022b). Lawrence Barsalou said that a concept is 
“a competence or disposition for generating infinite conceptualizations of a 
category”. A concept is a generative model. From a category it is able to gener-
ate multiple examples, it is more generative than discriminative. If the goal is 
human abstraction capabilities, the ML approach, which needs tens of thou-
sands of examples to train, is not the right one (Mitchell, 2022).

Correlation aware, causation missing

Today’s AI is not a science agreed with the rules, principles, and methods 
of science. Today’s AI is failing to deal with reality and its causality and men-
tality strictly following a scientific method of inquiry depending upon the re-
ciprocal interaction of generalisations (hypothesis, laws, theories, and mod-
els) and observable/experimental data. Most ML models, tuned and tweaked 
to best perform in labs, fail to work in real settings of the real world at a 
wide range of different AI applications, from image recognition to natural 
language processing to disease prediction due to data shift, under-specifica-
tion or something else. The process used to build most ML models today can-
not tell in advance which models will work in the real world and which ones 
won’t. (Abdoullaev, 2021)

In fact, most of science involves the search for theories which explain the observed by 
the unobserved. We explain apples falling with gravitational fields, mountains with 
continental drift, disease transmission with germs. Meanwhile, current AI systems 
are constrained by what they observe, entirely unable to theorise about the unknown. 
(Chugg, 2021)

Although the models seem to work well, they may fixate on features that 
accidentally correlate with the set targets, correlations unknown to the devel-
opers, which can have disastrous consequences.
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We don’t know what those spurious correlations in the dataset are. There could be 
so many different things that might be completely imperceptible to a person, like the 
resolution of an image, (...) Even if it is not perceptible to us, a neural network can 
likely pull out those features and use them to classify. That is the underlying problem. 
We don’t understand our datasets that well, but it is also impossible to understand our 
datasets that well. (Zhou et al., 2021)

Anja Kaspersen points out among the myths of current AI, the overfitting, 
overpromising, and under delivering trap:

In a variety of sensitive systems, from health care to employment to justice to defense, 
we are rolling out AI systems that may be brilliant at identifying correlations but do not 
understand causation or consequences. This carries with it significant risks, especially 
when deployed into politically fragile contexts or when deployed in the public sector. 
(Kaspersen, 2021)

The creation of a new life is due to causal results. Certain events must take 
place under certain circumstances and in a certain order for a new individual 
to emerge. The same can be said of crystallised minerals or the steam engine. 
Few important decisions can be made by ignoring the consequences or lim-
iting them to a limited set in order to simulate causal complexity by simple 
correlation.

Pretending to solve causal questions without the ability to handle causal-
ity is an intentional manipulation of reality. It is necessary to honestly assess 
the requirements of the tasks to be modelled and use them in appropriate 
scenarios, avoiding misleading false capabilities. 

As Hao and Kruppa have written:

After years of companies emphasizing the potential of artificial intelligence, research-
ers say it is now time to reset expectations.
With recent leaps in the technology, companies have developed more systems that can 
produce seemingly humanlike conversation, poetry and images. Yet AI ethicists and 
researchers warn that some businesses are exaggerating the capabilities—hype that 
they say is brewing widespread misunderstanding. (Hao & Kruppa, 2022)

ML technology is unable to fulfil the great expectations beyond sophisti-
cated pattern extraction, correlation. Judgement is related to causation, not 
just correlation. This confusion can cause great damage depending on its ap-
plication.
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Common Sense

Charles Sanders Peirce proposed in the 19th century a third type of reason-
ing, abductive inference. It is the ability to formulate intuitions and hypoth-
eses, to make conjectures that are better than random choices. For example, 
there may be numerous reasons why the street is wet. Abductive inference 
allows us to select the most plausible hypotheses, quickly eliminate the wrong 
ones, search for new ones and arrive at a reliable conclusion. Abductive infer-
ence is what might be called common sense. It allows us to focus on what is 
relevant in the face of a huge amount of information. It is a different kind of 
reasoning from inductive and deductive reasoning. In a way it is what unites 
the other types of reasoning. It cannot be replaced by the others.

The symbolic approach in AI mainly applied deductive reasoning. ML, so 
popular today, could be assimilated to inductive reasoning in that it looks for 
patterns in data. In contrast, abductive inference has never been given suf-
ficient attention.

Erik Larson’s book, The Myth of Artificial Intelligence: Why Computers 
Can’t Think the Way We Do, looks at how widely held misconceptions about 
intelligence and inference are leading research down an easy path.

As we successfully apply simpler, narrow versions of intelligence that benefit from 
faster computers and lots of data, we are not making incremental progress, but rather 
picking the low-hanging fruit. (Larson, 2021)

Gary Marcus believes that the newest systems are stymied by the same old 
problems:

For now, we are trapped in a “local minimum” in which companies pursue bench-
marks, rather than foundational ideas, eking out small improvements with the tech-
nologies they already have rather than pausing to ask more fundamental questions. 
Instead of pursuing flashy straight-to-the-media demos, we need more people asking 
basic questions about how to build systems that can learn and reason at the same time. 
Instead, current engineering practice is far ahead of scientific skills, working harder to 
use tools that aren’t fully understood than to develop new tools and a clearer theoreti-
cal ground. (Marcus, 2020a)

An oft-cited example is the risk of prematurely withdrawing rules, appear-
ances can be deceiving:
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31 is prime
331 is prime
3331 is prime
33331 is prime
333331 is prime
3333331 is prime
33333331 is prime
333333331 is not prime
To pursue trustworthy AI is to pursue human intelligence, which is com-

pletely outside the scope of the ML.

Cherry-picking

It is common in presenting research results with AI models to report the 
good results while downplaying the bad ones. This practice, known as cherry-
picking, is widespread. A study of published articles on the use of AI for in-
vestment management revealed that several articles were candid in reporting 
that multiple configurations of the core algorithm had been used, in extreme 
cases, up to hundreds. In almost every article, the authors presented their 
top-performing model as the main result of their experiment. This is com-
pletely incompatible with real-world investment management. Running mul-
tiple variants of the same strategy in parallel, and then presenting the most 
successful one as representative would be misleading and most likely illegal 
- it would be a misrepresentation of fund performance. Only one version of 
an algorithm should be run in testing. This would be representative of a real-
world investment configuration and therefore realistic (Buczynski, Cuzzolin 
& Sahakian, 2021).

The mere practice of cherry-picking proves that the real intelligence of 
models lies with the people who design, apply and use them.

AI has no experience of the world

Since the DL revolution began, great achievements have been made, such 
as learning to play various types of particularly difficult games like chess and 
Go. These successes have given way to what have been called Foundation 
Models, very large models, trained with large amounts of data to be used as 
Lego pieces to build more complex systems. The best known examples are 
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GPT-3 and LaMDA, which have demonstrated exceptional capabilities in text 
generation. Despite these impressive capabilities, these foundational models, 
all AI models, lack real-world experience. After successfully creating a model 
for playing Atari ping-pong, it was found that if the size of the paddle or the 
distance to the back of the court was altered, the model systematically failed. 
Language models learn from what human trainers feed them. Michael Wool-
dridge notes that a model can learn “rain is wet”, but for the model “wet” is 
just a symbol that often appears next to “rain”.

Given this, does the model in any sense understand the concept of “wetness”? Well, in 
a linguistic sense, yes. GPT-3 can likely write you a plausible essay about wetness—the 
pleasure of diving into the Spanish Mediterranean sea, the misery of drizzle on a dank 
English January afternoon, and so on. But that is a very impoverished conception of 
understanding. I do not think you can understand a concept like wet unless you have 
actually experienced it. (Wooldridge, 2022)

Inexperienced models of the world have very restricted AI capabilities. 
Many of the most important problems are physical world problems. There-
fore, many tasks in the physical world that do not seem to require intelli-
gence, such as riding a bike or washing clothes, are very difficult for AI.

Not all problems are solved with the same technology

Momin Malik, a data scientist at the Mayo Clinic, concerned that misap-
plied AI algorithms could lead to real-world consequences, said based on his 
experience: “The general lesson is that it is not appropriate to approach eve-
rything with machine learning (...) Despite the rhetoric, the hype, the suc-
cesses and the hopes, it is a limited approach” (Knight, 2022). 

We often observe that problems in the same area are approached differ-
ently and have different solutions. Some diseases are diagnosed by imaging 
techniques, analysis, cultures, biopsies, or by observation of the patient. As 
far as treatment is concerned, pills, sessions of different types of rays, blood 
filtering, home exercises or not exerting oneself are prescribed. However, the 
principle of ML is that all that is needed to solve any problem is to collect ex-
amples and train a model, trying to use the same generic ANN architectures 
and training algorithms that have worked for other problems in the past.

What the DL/ML enthusiasts miss is that we do not “learn” everything (from observa-
tion/experience/data). In fact, most of what matters to how we function is not learned, 
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but is innate or acquired (by deduction, discovery, or by instruction). So ML is a small 
part of the puzzle. (Saba, 2022)

For this reason, ML proponents do not pay enough attention to the ques-
tion of what makes some learning problems different from others. Perceptual 
problems, judgement problems and social prediction problems are all radical-
ly different from each other. Consequently, the role of domain experts in ML, 
be they doctors, social workers or others, is data labelling and nothing more. 
They are not considered necessary in the design of the system, but rather 
clients that the AI system must help by augmenting their capabilities through 
automation to overcome their inefficiencies that hinder progress (Narayanan 
& Kapoor, 2022). The reality is quite different. According to a study, from the 
use of AI in radiology, although the assistance of AI algorithms proved to be 
reliable for different usage scenarios, most radiologists did not experience 
any reduction in practical clinical workload (European Society of Radiology, 
2022).

Almost any engineering product encounters an endless variety of unfore-
seen cases in the real world. It often takes five to ten years after a success-
ful prototype for a product to be ready for the mass market. Interestingly, 
most ML technologists move with the culture of “move fast and break things”, 
which means declaring a problem solved when good benchmark performance 
is achieved in the lab. Understandably, this approach is not suitable for 
healthcare or self-driving cars, where a single failure can be catastrophic. The 
last 10% is 90% of the effort.

Human intelligence is a poor metaphor for what “AI” is doing. AI displays essentially 
none of the properties of human cognition, and in reverse, most of the useful proper-
ties of modern AI are not found in humans. (Chollet, 2022c)

Since the early days of AI, it has been confirmed that there is a big leap 
between one domain, with its consequences, and another domain, and that 
the laboratory is very optimistic about real life.

Techno-optimism

Techno-optimism is the belief that technology will produce more good 
things than bad. But technology is not perfect. Not all inventions are great, 
and new does not mean good. There are many problems with certain tech-
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nologies, as with almost everything in life. With technology we can develop 
smartphone addiction, destroy the environment, and deploy increasing sur-
veillance that abruptly calls into question privacy and autonomy as it has been 
understood until now. Techno-optimists do not consider themselves fanatics, 
but they do not hesitate to consciously overstep social, even legal boundaries 
with the excuse that economic or scientific development cannot be limited. 
Azeem Azhar’s The Exponential Age (2021) presents the growth of what he 
calls exponential technologies, i.e. those that rapidly and steadily improve 
in price and performance every year for several decades. Uber-optimism re-
quires a great leap of faith, both in the future power of technologies and in our 
ability to use them effectively. 

Scientific progress depends on R&D investment, primarily by govern-
ments, and this has declined in recent years relative to GDP. Only investment 
in applied research by large corporations is increasing, but the progress it 
generates is the economic benefits it brings them, hiding the real impact on 
society and the environment. Consequently, we can have modestly optimistic 
confidence in technology if there is sufficient funding and adequate govern-
ance to make these advances beneficial for all and not just for a few (Rotman, 
2021).
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ETHICAL PRINCIPLES AND AI FACTS

In a previous chapter we set out the ethical principles on which AI should 
be based in order to be trustworthy, according to the European Union. We 
have also presented the key characteristics of the deep learning (DL), the 
most promising technique that have aroused great interest in large technol-
ogy companies as a business opportunity and in governments as a way of 
drastically increasing productivity, streamlining or automating processes re-
served for human beings and making unbiased decisions. In this chapter we 
will see how the DL affects the ethical principles of the Ethics Guidelines for 
Trustworthy AI (Ethics Guidelines): 

Respect for human autonomy
Prevention of harm 
Fairness 
Explicability

The vision conveyed by these principles is as if an algorithm were a medi-
cine and that, through clinical trials, the problems to be solved could be ob-
jectively delimited. Nothing could be further from the truth. The data used, 
what they are used for and how they are processed, among others, condition 
the answers. In AI there are no objective test beds like guinea pigs. AI adds an 
additional problem, which is the difficulty to prove that one has been short or 
long-term harmed, even to suspect it. Let us now look at each of these ethical 
principles in detail. 

Respect for human autonomy

The fundamental rights on which the EU is based are aimed at ensuring 
respect for the freedom and autonomy of human beings. Human beings in-
teracting with AI systems must be able to maintain full and effective self-de-
termination over themselves. AI systems must not unjustifiably subordinate, 
coerce, deceive, manipulate, condition or herd humans. Rather, they should 
be designed to augment, complement and enhance the cognitive, social and 
cultural abilities of humans. Human control must be ensured in AI systems. 
AI systems can also have a significant impact on the workplace. AI should 
support humans in the work environment and aim for the creation of mean-
ingful work. (European Commission, 2019)
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Comments

In elaborating on the meaning of human autonomy, philosophers speak of 
personal identity, personal autonomy, human rights and moral autonomy12, 
which is much more than being free from coercion, deception or manipula-
tion. Throughout the history of thought, different visions of human autonomy 
have been developed, which are beyond the scope of this book.

AI makes it possible to create tools with hitherto unthinkable capabilities.
Not only does it serve to automate tasks whose solution we intuitively 

sense, but are incapable of capturing. It can also make it possible to create 
artefacts with unpredictable behaviour, intentionally or unintentionally. This 
introduces a great deal of uncertainty, in its impact, on people’s lives and on 
nature in general.

One of the misconceptions about AI is that it can solve humanity’s old problems, but 
actually the COVID-19 crisis has shown us that AI has limitations and can come up 
with very good pattern recognition and even with unexpected patterns of new propos-
als for new drugs. Ultimately it is humans who have to follow up on these hypotheses. 
Only humans assisted by AI can solve these problems. (Neppel, 2020)

The role of autonomy is a key, fundamental value and requirement in lib-
eral democracies. AI systems open up new opportunities to increase personal 
autonomy, but at the same time pose risks of interference with human au-
tonomy. A clear case in point is that of Cambridge Analytica, which attempted 
to manipulate voters during the 2016 U.S presidential election (BBC, 2018).

Human autonomy is presented in the Ethics Guidelines as the first of four 
key ethical principles: “AI systems must not coerce, subordinate, deceive, 
manipulate, condition or direct human beings”. But autonomy can also be 
understood as maintaining the ability to decide and control. What differenti-
ates AI manipulation from traditional manipulation is its efficiency, its scale 
and reach. AI can influence an individual’s behaviour in a very targeted man-
ner. AI is used to suggest user choices based on their profile, so they can be 
more easily accepted and judged user-friendly. However, there is a fine line 
between user-friendliness and (hyper) nudging, i.e., AI can be used to influ-
ence people’s decision making because it can specify nudging tactics to each 
individual user. AI simplifies decisions, reduces complexity. This diminishes 
your opportunity to think for yourself and takes away your autonomy.

12  See, for example, https://plato.stanford.edu/search/searcher.py?query=personal+autonomy 

https://plato.stanford.edu/search/searcher.py?query=personal+autonomy
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An example of respecting human autonomy and culture can be Japanese 
robots. The vision of robotics in Japan is to view them as social agents and 
personal technologies that will be readily accepted by society. With this view, 
scientists incorporate and adapt traditional themes and cultural values to ad-
vances in robotic technology to suggest cultural continuity and support tech-
nological development. But this cultural interpretation is not univocal. Selma 
Šabanović concludes:

The cultural view of science and technology proposed by Japanese researchers, how-
ever, falls short of providing a culturally reflexive understanding of robotics and the 
social values that are repeatedly assembled in robotics projects. Studies have noted the 
opportunity for robotics research to create new possibilities for redefining the bounda-
ries and relationships between and among humans and machines [but] researchers 
have also pointed out that the actual practices of robotics often serve to re-entrench ex-
isting social stereotypes and hierarchies rather than to contest them (...). New robotic 
platforms and social visions of robots in society are related to roboticists’ assumptions 
about cultural values and practices, without critical reflection on their broader mean-
ing or desirability for other social actors. (Šabanović, 2014)

It is very different to protect users from online manipulation than to pro-
tect the autonomy of a delivery driver whose route is planned and monitored 
by a machine. 

Carina Prunkl points out that autonomy refers to a person’s effective ca-
pacity for self-governance, meaning that the person can act according to his 
or her relevant beliefs, values, motivations and reasons. She considers that 
there are two fundamental aspects to this definition that point in different 
directions:

1. Authenticity. The beliefs, values, motivations and reasons that a person holds must 
be, in a relevant sense, authentic to that person, i.e. not the product of manipulative or 
distorting external influences. 
2. Agency. A person must be able to act in accordance with the beliefs and values he or 
she holds. This implies that he or she has meaningful choices that enable him or her to 
make decisions of practical importance for his or her life. (Prunkl, 2022)

The distinction between authenticity and agency partly explains and clari-
fies the heterogeneity of today’s political discourse. Those who demand pro-
tection from manipulation emphasise authenticity, while those who demand 
to retain control over one’s own decisions emphasise agency.
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Prunkl points to some ways in which AI systems can affect authenticity: 
● Manipulation is a form of external, often covert, influence through 

which people’s vulnerability in decision-making is targeted and exploited. 
Examples are social networks and recommender systems.

● Adaptive preference formation. The use of recommendation algo-
rithms can lead to adaptive preferences. This phenomenon is reinforced by 
automation bias, the tendency of humans to follow the suggestions of com-
puter systems.

● Deception and adaptive belief formation. Authenticity may be threat-
ened by the reception of complete information, leading to echo chambers in 
social networks.

In July 2019, the US state of California, passed the Bolstering Online 
Transparency bill, or B.O.T. Bots have been used to mislead users; to artifi-
cially inflate the number of followers, likes and retweets; and to manufacture 
consensus on controversial topics. In 2015 and 2016, they were frequently 
used to make topics trend on Twitter, creating the false impression that cer-
tain stories were of great importance. B.O.T. is some progress, but it is a hol-
low law with three major flaws: ambiguity about what is a bot, limited plat-
form accountability as the law responsibility now falls to the creator of the bot 
itself, not to the platform, and poor enforcement (Diresta, 2019).

Autonomy in terms of agency could be affected by:
● Loss of opportunities. If AI systems discriminate against people, they 

may be deprived of educational, welfare or financial opportunities.
● Loss of freedom. AI can directly contribute to the restriction of fun-

damental freedoms, e.g. through pervasive surveillance, whether in public 
spaces, in work performance, in freedom of expression, in opinion formation, 
in being subject to profiling-based decisions, etc.

● Loss of decision-making competence by displacing decision-making 
in social, medical or financial settings to automated systems.

● Technological paternalism, which is the well-intentioned violation of 
people’s autonomy against their will. 

In relation to agency, possibly the most important change that AI will 
bring is the destruction and/or displacement of jobs. AI promises to change 
everything, and while it may bring economic benefits, it could create serious 
social conflict.
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Work

While work is an economic necessity for many people, it is not just that. 
We don’t work just to survive; we work to thrive. The type of work marks a 
certain lifestyle and a certain identity. We train for a long time in order to get 
a good job. Work allows us to gain experience and to improve our self-esteem. 
Through work we try to improve the situation of our own family and society. 
For many people work is the main source of value in their lives. Work is seen 
as positive, dignified and necessary. It is unlikely that AI will make work dis-
appear, but we will have to work alongside machines that are more capable 
than they have been so far, and this means that the meaning of work will 
change. (Danaher, 2022a)

Danaher and Nyholm state that 

[there are] three basic kinds of relationships with automating technologies in the 
workplace: (i) supervisory relationships, in which humans design and/or supervise 
machines that perform or assist work tasks; (ii) maintenance relationships, in which 
humans maintain and repair machines that perform work tasks; and (iii) order-fol-
lowing relationships, in which humans follow work plans set for them by machines. 
(Danaher & Nyholm, 2021) 

Let us look at how automation affects these relationships. 
In supervisory-type relationships there does not seem to be much impact. 

However, there are relatively few supervisors, and often their work is greatly 
expanded at the expense of those who are displaced to other, lower-paid jobs. 
This type of relationship creates jobs without subordinates, and creative and 
other interaction with human employees disappears. 

Maintenance relationships, on the other hand, are unglamorous, require 
a high degree of specialisation and are often undervalued. They are the back-
stage workers, who are always there but remain in the shadows. They are not 
very rewarding jobs. 

Finally, collaborations of the type where humans follow machine orders 
imply a great loss of control. Machines do the creative work, while humans 
take care of routine tasks. This is not how automation has been until now, but 
it is already happening. In a delivery system that sets the routes, the driver 
simply drives without deviating from the schedule. Another notorious case is 
Amazon’s automated warehouses. The system sets the pace of work for each 
operator. This type of environment involves a high level of vigilance. Inap-
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propriate use of AI can strip work of its value by turning workers into mere 
stimulus-response mechanisms. 

What is the point of talking about the meaning, significance and impor-
tance of work in a book about trustworthy AI? It is, after all, nothing more 
than a possible new industrial revolution. New jobs and opportunities are 
expected to appear, but how we can fulfil ourselves as individuals raises con-
cerns. The AI revolution is different. Earlier industrial revolutions were due 
to mechanisation, the development of new technologies that freed workers 
from drudgery, and drudgery that required effort but little intellectual input. 
This is not to say that they did not have an impact on intellectual and scien-
tific development, but they could be considered just physical improvements. 
AI promises freedom from intellectual effort, and this is what could pose a 
problem. As we have sketched briefly, many of us derive our meaning and 
identity through our work. The threat of AI and robots replacing human jobs 
is overblown. Humans will continue to work closely with technology. The 
problem is not that new technologies will steal our work, but that they will 
empty it of meaning (Danaher, 2022a). Parker thinks that the new AI tools 
(e.g. ChatGPT) could accelerate the loss of important human skills that will 
remain important in the coming years, especially writing skills (Business Mir-
ror, 2023).

Some have proposed universal basic income as a solution to subsidise hu-
mans if mass unemployment were to occur due to the implementation of AI. 
However, this might be simplistic because it reduces work to a means to sur-
vive. The situation that is actually occurring is that we work more in lower-
skilled, lower-paying jobs.

Many of these systems are developed by multinational corporations located in Silicon 
Valley, which have been consolidating power at a scale that, journalist Gideon Lewis-
Kraus notes, is likely unprecedented in human history. They are striving to create au-
tonomous systems that can one day perform all of the tasks that people can do and 
more, without the required salaries, benefits or other costs associated with employing 
humans. While this corporate executives’ utopia is far from reality, the march to at-
tempt its realization has created a global underclass, performing what anthropologist 
Mary L. Gray and computational social scientist Siddharth Suri call ghost work: the 
downplayed human labor driving “AI”. (Williams, Miceli & Gebru, 2022)

Work is not a concrete activity, but a condition under which human ac-
tivities are performed: economic retribution. Any paid activity can be con-
sidered work. These different activities can be sources of value. Philosophers 
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hold that values can be intrinsic or instrumental. Intrinsic values are those 
inherent in the activities themselves. Instrumental values are those that re-
sult from the activities.

Work activities contain a varied mix of intrinsic and instrumental values. 
An obvious instrumental value is income. But money is easily substituted for 
something else. As long as you get it, it doesn’t matter what you do. This is the 
argument of advocates of universal basic income and other forms of wealth 
redistribution.

This approach overlooks the other values associated with work, often not 
so easily replaceable. For some people, work activities are pleasurable, pro-
vide a sense of mastery, allow them to achieve important things and make 
positive contributions to society by producing goods and services that oth-
ers value. If a person’s identity and sense of self-worth are tied to being a 
cab driver, he or she may not welcome the advent of driver assistance and 
automated route planning, even if the car cannot do everything by itself and 
even if his or her income is not affected by these technological advances. For 
many people, work is a fulfilling service. To deprive people of work, even if 
they receive a salary, is to deprive them of the opportunity to have a fulfill-
ing life.

These utopian-dystopian visions of the future of machines doing all the 
work propose the fusion of humans with machines in the form of cyborgs, 
or alternatively spend our time in leisure (Danaher, 2019), welfare or artis-
tic activities (Knell & Rûther, 2023) ignore human passions and history. In 
reality it is equivalent to a situation of a great social and power gap, such as 
colonialism or an autocratic or oligarchic regime. History teaches that these 
situations do not last. 

Not so extreme scenarios are possible. The rapid adoption of artificial 
intelligence (AI) by businesses during the pandemic has left workers across 
the UK exposed to a range of algorithm-induced harms, including invasive 
surveillance, discrimination and severe work intensification, MPs have been 
told. Andrew Pakes, deputy general secretary of the Prospect union, told the 
Business, Energy and Industrial Strategy (BEIS) Committee that the rapid 
introduction of new technologies into UK workplaces helped many com-
panies stay afloat during the pandemic. The rapid deployment of AI-based 
technologies in UK workplaces such as recruitment systems, emotion detec-
tion, surveillance and productivity monitoring during the COVID-19 pan-
demic was done without adequate consideration of the downsides, creating 
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a situation where employment laws are no longer adequate to cope with 
changes in the way people are managed through digital technologies (Klovig 
Skelton, 2022).

There is a significant risk of loss of autonomy at work due to the destruc-
tion of useful and satisfying work when AI is applied in the workplace. 

While more research is needed into the impacts of automation on work and people, we 
do know that, to get the best results from automation, much higher levels of investment 
in human capabilities are needed alongside investment in hardware and software. In 
short: we need to invest in people, not just tools. Investment in this context is not about 
the amount spent on software or training to use a system, it is about an orientation to-
wards human agency, about people feeling they are being invested in. (Thomas, 2023)

Prevention of harm

AI systems must not cause harm or adversely affect human beings. This 
implies the protection of human dignity, as well as mental and physical in-
tegrity. AI systems and the environments in which they operate must be safe 
and secure, technically robust, and it must be ensured that they do not lend 
themselves to malicious use. Vulnerable persons should receive greater at-
tention. The use of AI systems must avoid adverse impacts due to power or 
information asymmetries (European Commission, 2019).

Comments

To the extent that AI systems are obscure and fragile and used automati-
cally, they can harm people. 

When the State of Michigan, USA, was hit by the 2008 financial crisis, 
it sought to reduce its debts by looking for possible fraud in unemployment 
benefits. This led it to develop and deploy the software Michigan Integrated 
Data Automated System (MiDAS). The system detected inconsistencies in 
records, automatically determined whether fraud had been committed and 
executed collection procedures, which could include the garnishment of wag-
es and tax refunds. The agency erroneously charged over 37,000 people, tak-
ing tax refunds and garnishing wages. (Charette, 2018)

In 2015, the Australian government set up the method Online Compli-
ance Intervention (OCI), also known as the Robodebt scheme, with the aim 
of recovering unemployment and disability benefits that had been improperly 
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paid to recipients. Previously, it had already used a data matching technique 
to identify discrepancies that were subsequently investigated to determine 
whether individuals had received benefits to which they were not entitled. In 
order to increase reimbursements and reduce costs, the government devel-
oped a new automated system that presumed that each discrepancy reflect-
ed an overpayment. In all cases, a letter of notification was sent demanding 
repayment, and the burden of proof was on those who wished to appeal. If 
someone did not respond to the letter, their case was automatically referred 
to an external debt collector. By 2019, the programme was estimated to have 
identified more than 734,000 overpayments totalling $1.3 billion. The new 
system was designed to optimise efficiency, but without attention to the par-
ticularities of each case. The idea was that by eliminating human judgement, 
shaped by personal biases and values, the automated programme would 
make better, fairer and more rational decisions at a much lower cost. Un-
fortunately, the decisions made by the designers of the system, both in the 
design of the algorithm and in the operation of the process, resulted in the 
government demanding reimbursement from hundreds of thousands of peo-
ple who had been entitled to the benefits they had received. Some were forced 
to prove that they had not illegitimately claimed benefits seven years earlier. 
The consequences for many people were dire (Lindebaum et al., 2022).

The application of algorithms in The Netherlands to detect and prosecute 
alleged fraud in the Dutch welfare benefit system resulted in 20,000 work-
ing families being prosecuted in court for fraud. They were ordered to repay 
maintenance benefits and denied the right of appeal (Henley, 2021). An en-
quiry was carried out into the complaints received and the report led to the 
resignation of Prime Minister Rutte and his cabinet in 2021. Following the 
political scandal about child benefits, an investigation was conducted to find 
out whether Utrecht used algorithms to predict benefit fraud and found that 
they were used in Overvecht, a low-income neighbourhood.

Documents we obtained revealed that it was not just the city government trying to pre-
dict fraud in this comparatively deprived neighbourhood but also the national benefit 
authorities, tax authorities and the employment agency. The tech and data sharing 
practices were uncannily similar to the notorious SyRI13.
With partner VPRO Argos, we discovered that dozens of low-income neighbourhoods 
across the Netherlands had been singled out for data-driven profiling in the same way 

13 SyRI was a mass profiling system that was found to be in breach of EU human rights 
law. This ruling predated the Dutch scandal.
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as Overvecht. Documents containing lists of ‘risk indicators’ showed that being a single 
mother who had a baby while on welfare and having a partner who lives abroad can re-
sult in residents being flagged. Other types of data analysed include age, gender, water 
and electricity consumption, children, partner relationships, vehicles, bank accounts 
and debts. (Davidson et al., 2022)

The enquiry concluded that the government had quietly continued to de-
ploy a slightly adapted SyRI in some of the country’s most vulnerable neigh-
bourhoods.

These cases in Michigan, Australia and the Dutch show that it is difficult to 
prevent people from being harmed when algorithms are intensively used for 
the automation of social policies.

Facial identification systems should be an aid to policing, not a substitute. 
Julian-Borchak Williams was jailed for misidentification by a facial recogni-
tion system used by the Detroit police (Petty, 2020).

The use of cameras in work vehicles should protect and assist workers. 
However, Amazon is installing video cameras to monitor and score drivers. 
While some welcome this, others feel watched and fearful that some action 
will result in a low score for their work. (McFarland, 2021)

AI systems should enhance and complement employees in their work. Am-
azon, once again, made headlines due to the implementation of automation 
systems in its warehouses. The pace imposed by systems on workers causes 
them to suffer more accidents at work (Bonifacic, 2020).

Prevention of harm is vital, which requires a prior study of capacities, in-
tended purposes and their impact. It is also important to inform and discuss 
with those affected the changes to be implemented in order to make a well-in-
formed decision. In any case, any abuse of power, whether by the administra-
tion, employers or service providers, should be adequately regulated, civilly 
or criminally, in particular because of its intrinsic opacity. 

While in applications such as unlocking your smartphone the lack of accu-
racy is not too serious, in other situations accuracy is a must. In applications 
such as police identification of people, detecting the right person is essential. 
Several research studies (Raji, 2020) show that facial recognition is prone 
to misidentify people of colour, partly because facial recognition algorithms 
have learned to identify people from a set of photos that does not include 
enough people of colour. In this way, the technology itself is discriminatory. 
Even if facial recognition were to become more accurate over time, the prob-
lems would persist.
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Discrimination is not only due to the technology but to the social con-
text surrounding its use. Police may use facial recognition more frequently in 
marginalised communities; merchants may add a disproportionate number 
of people of colour to their theft watch lists. Even if technology can accurately 
identify the faces of all racial groups, the likelihood of a person of colour be-
ing misidentified will remain higher. Just because the tools are more accurate 
will not necessarily make them harmless or acceptable. 

If citizens know that facial recognition can be used in protests, they may 
not turn out, which can erode democracy (Human Rights Watch, 2021). It 
may also lead to unnecessary damage to privacy, such as the fleeting intro-
duction of facial recognition in UK schools as a way for students to pay for 
lunch under the guise of frictionless technology to prevent the spread of COV-
ID-19, rather than using less intrusive technologies such as a contactless card. 
(Yousefi et al, 2023) 

A detailed study by Matthew Ryder (2022) concludes that existing safe-
guards are not fit for purpose. Oversight structures, where they exist, are 
patchy and ineffective. Legal frameworks do not adequately cover all emerg-
ing use cases, especially in the case of biometric technologies that seek to 
classify the characteristics or emotions of individuals.

It can be concluded that the principle of preventing harm is currently not 
the priority in facial recognition technology, one of the flagship applications 
of AI.

Another important issue is the categorisation of AI systems as high risk for 
the purpose for which they are designed. The problem arises when such systems 
are used for other purposes. Cefaliello and Kullmann have studied how the draft 
artificial intelligence act undermines fundamental workers’ rights. They prove 
that AI can be discriminatory and can be detrimental to workers’ health. 

Under its current form, the AI Act restrains or confines the qualification of high-risk 
software only when providers determine the AI is intended to be used in employment, 
workers’ management and access to self-employment for the recruitment and selection 
of persons, for task allocation, monitoring and the evaluation of workers. (...) there 
might be a difference between the provider’s intended use and the employers’ use of a 
software. We recommend that even if software is not intended to be used for monitor-
ing workers, the simple fact that it is foreseeable that this software will be deployed 
in a work-related contractual relationship should be enough to qualify it as high-risk. 
(Cefaliello & Kullmann, 2022)

It is impossible to foresee all possible uses of a technology.
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Fairness

AI systems must be fair. The Ethics Guidelines proposes two dimensions 
of fairness, a substantive and a procedural dimension. The substantive di-
mension involves a commitment to ensure an equitable and fair distribution 
of both benefits and costs, and to ensure that individuals and groups are free 
from unfair prejudice, discrimination and stigmatisation. The procedural di-
mension of equity involves the ability to challenge and seek effective redress 
against decisions made by AI systems and the humans who operate them. 
This implies that the responsible entity must be identifiable and that deci-
sion-making processes must be explainable (European Commission, 2019).

Comments

Fairness, as defined in the Ethics Guidelines, seems clear and indisput-
able, achievable, unopinable:

the development, deployment and use of AI systems must be equitable,... should guar-
antee the fair distribution of benefits and costs,... there should be no unfair bias, dis-
crimination and stigmatization,.... It should foster equal opportunities, ... it should not 
permit the deception of end users or limit their freedom of choice, ... equity means 
respecting proportionality between means and ends, ... (European Commission, 2019)

However, it is not easy to decide what is equitable or unbiased. Suppose 
one wants to design a search engine free of bias. If in the real world 90% of 
CEOs are male, should such a search engine reflect reality, i.e. show one male 
after another with the risk of reinforcing stereotypes, or should it force more 
balanced results? What would be the right balance? 

Bias is usually understood in a statistical sense as a systematic deviation 
in a certain direction. But bias is also understood as a prejudice against some 
group, usually identified with race or gender. If you design a system that does 
not discriminate statistically, it is likely to be biased towards gender, and if 
you correct for gender bias, a race bias is likely to emerge.

There is no single definition of bias, any more than there is a single defini-
tion of fairness or impartiality. Any design decision in the face of bias can be 
reasonably contested, or, in other words, almost any decision can be justified 
(Samuel, 2022).

The Ethics Guidelines say about transparency that in high-risk situations, 
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when black-box algorithms are used, it is sufficient that there is transparency 
in the process, which would be equivalent to saying that 

procedurally fair and affects everyone equally, they are treated equally re-
gardless of their gender or race. Is that kind of treatment really fair or should 
some kind of compensation for historical inequalities be sought? This is a 
controversial question. There are those who advocate trade-offs and those 
who advocate distributive equity.

LLM systems, such as GPT-3, have been acclaimed for their potential to 
generate content. They are trained with large amounts of text from the Inter-
net to learn to associate words with each other until they can plausibly predict 
the words that come next. GPT-3 has raised suspicions about its tendency to 
make toxic claims about certain groups because of the data used in the train-
ing. For example, GPT-3 has been found to associate Muslims with violence. 
This is a clear violation of representative fairness, as it denigrates an entire 
group of people with biased statements. The problem can be solved by filter-
ing out certain terms, but such a solution may be counterproductive. There 
is a risk that the AI system will over-correct and think that any question con-
taining the word “Muslim” is wrong, and simply not generate any text on that 
topic, which would be a serious violation of representative fairness as it would 
eliminate entire groups of people.

There have been tests of the use of AI in the field of law enforcement. One 
of the first applications was the Correctional Offender Management Profil-
ing for Alternative Sanctions (COMPAS) system, a decision support system 
for judges that assesses an individual prisoner’s risk of re-offending and in-
forms sentencing decisions. Users of COMPAS perceived that uncertainty in 
the system was reduced. A 2016 study showed that COMPAS was racially bi-
ased. Judges’ sense of confidence in COMPAS did not improve the situation 
for offenders, but worsened it.

Hobson et al. (2021) have studied how people perceive decisions when an 
algorithm decides and when an officer decides; the result is that they consider 
decisions made by algorithms to be less fair and appropriate. But the opposite 
was true for police officers, and the positive results reinforce that confidence. 
For that very reason, a major failure can be a serious obstacle to adoption. 
After the wrongful arrest of Julian-Borchak Williams due to misidentifica-
tion from a facial recognition system, the Detroit police chief acknowledged 
that if facial recognition alone were used for identification, 98% of the re-
sults would be wrong (Ho, 2020). A few months later, several major US cities 
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banned or restricted police use of facial recognition, including Portland in 
2020, Minneapolis in 2021 and Massachusetts in 2021. These measures have 
been repealed or watered down in New Orleans and Virginia in 2022 due to 
increased crime. 

AI algorithms can still be fraught with racial bias, even if they are trained 
on data that is more representative of different ethnic groups. Medical data-
sets have been shown to be biased, and these biases may persist even if trained 
with more balanced datasets. Li et al. (2022) conducted an experiment to as-
sess prediction bias in magnetic resonance imaging models of the brain. The 
results proved that when using only images of African Americans, prediction 
errors were generally higher than when using datasets belonging to white 
Americans. When using a set with equal numbers of African-Americans and 
white Americans, the errors dropped, but were still higher than sets with only 
white Americans. The answer, the report suggests, is perhaps in the data 

Several steps during neuroimaging preprocessing could have influenced the result. 
For example, during preprocessing, a convention is to align individuals’ brains to a 
standard brain template so that individual brains can be comparable. But these brain 
templates were usually created from the White population. (Quach, 2022)

The report states that current attempts for addressing the harmful effects 
of AI bias remain focused on computational factors such as representative-
ness of datasets and fairness of machine learning algorithms. “These rem-
edies are vital for mitigating bias, and more work remains. Yet, human and 
systemic institutional and societal factors are significant sources of AI bias as 
well, and are currently overlooked” (Quach, 2022).

When using a technology, such as AI, in certain scenarios raises questions 
of fairness, rather than thinking about trade-offs to restore fairness, the ques-
tion was whether the technology should be used at all.

Explicability 

Explicability is crucial for building and maintaining users’ trust in AI sys-
tems. This means that processes need to be transparent, the capabilities and 
purpose of AI systems openly communicated, and decisions – to the extent 
possible – explainable to those directly and indirectly affected. Without such 
information, a decision cannot be duly contested. An explanation as to why a 
model has generated a particular output or decision (and what combination 



ANICETO PÉREZ Y MADRID / CONNOR WRIGHT

68

of input factors contributed to that) is not always possible. These cases are 
referred to as ‘black box’ algorithms and require special attention. In those 
circumstances, other explicability measures (e.g. traceability, auditability and 
transparent communication on system capabilities) may be required, pro-
vided that the system as a whole respects fundamental rights. The degree to 
which explicability is needed is highly dependent on the context and the se-
verity of the consequences if that output is erroneous or otherwise inaccurate. 
(European Commission, 2019)

Comments

As we have seen in the previous chapter, ML-based models present certain 
problems such as the presence of biases, algorithmic opacity, the risk of using 
poor quality data, optimisation of the wrong variables and fragility. 

Decisions made with an AI system can be discriminatory or harmful to 
health. Art. 15 of the General Data Protection Regulation (GDPR) protects 
citizens:

The data subject shall have the right to obtain from the controller (...) the following 
information:
• the purposes of the processing; 
• (...)
• the existence of automated decision-making, including profiling, referred to in Ar-

ticle 22(1) and (4) and, at least in those cases, meaningful information about the 
logic involved, as well as the significance and the envisaged consequences of such 
processing for the data subject.

It would be difficult to think of a fair AI that does not harm people or re-
spect human autonomy if the explicability of these systems is not guaranteed 
beforehand.

One of the most important issues is accountability. Accountability is one of 
the basic pillars of modern liberal democracies. When a deficiency, malfunc-
tion or damage occurs, those responsible must account for their actions and 
decisions and take responsibility. 

Accountability is defined as “the fact of being responsible for what you do and able 
to give a satisfactory reason for it” (Cambridge Dictionary, 2022). Consequently, ac-
countability consists of two components: (1) responsibility, defined as “something that 
it is your job or duty to deal with”, and (2) explanation, i.e., “the details or reasons that 
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someone gives to make something clear or easy to understand” (Cambridge Dictionary, 
2022). In particular for AI systems, realizing those two concepts is a difficult task. As 
AI systems, such as neural networks, are often black box systems, i.e., the connection 
between input and output parameters is opaque, an explanation of how the system de-
rived a certain prediction or conclusion is not always obvious. This problem may even 
intensify in the future, as explicability of algorithms decreases with their increasing 
complexity. Additionally, missing explanation exacerbates the issue of responsibility, 
making it hard to determine duties if the decision process or source of failure is not 
entirely clear. (Boch, Hohma & Trauth, 2022)

In order to determine the cause and the responsible party, it is necessary 
to obtain an explanation of what happened. In the case of an autonomous 
vehicle that is involved in an accident, it is necessary to find out who or what 
caused the problem and the origin of the problem in order to establish re-
sponsibility. 

The principle of explicability is presented in the Ethics Guidelines as a cru-
cial element to build and maintain trust in AI. However, the document does 
not provide a precise definition of what algorithmic explicability is. 

There is no agreed definition of what explicability means. It has to do 
with making a result intelligible to someone. Explanation should be adapted 
to the addressee of the explanation, as well as to the goal sought. Explana-
tion is “the details or reasons that someone gives to make something clear 
or easy to understand” (Cambridge Dictionary, 2022). In the case of ML-
based models, they are extremely beyond human comprehension, even for 
those who have participated in their development. This makes it difficult to 
distinguish an appropriate and sufficient explanation in each case and for 
each individual.

Explanations play a prominent role in morally justifying, or not, certain 
actions, as well as in delimiting responsibilities. This principle is necessary 
when using AI in the public sector due to algorithmic governance. It is also 
important in criminal cases. In civil cases it may be less necessary.. Expla-
nations are also necessary to establish the sequence that has led to a cer-
tain outcome with the aim of correcting failures (Ortiz de Zárate Alcarazo, 
2022).

The Ethics Guidelines suggests that explainable AI will engender trust 
among citizens. This approach suggests that AI is like an athlete who, if con-
fident, will win in a sporting event. However, governments do not enact and 
enforce laws because of the trust they create among citizens, nor are laws 
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abolished because of a lack of trust among citizens. In general, rules do not al-
ways engender trust, no matter what explanation is given. Trust is subjective 
and not very rational. Sometimes further explanation, such as the content of 
a food product, is more likely to be rejected than trusted.

Legally, the explanation has to enable the user to appeal the decision made 
by the AI system. The logic of the system can be understood as the structure 
and sequence of the data processing. This does not necessarily have to in-
clude complete disclosure of the entire technical functioning of the system. 
(Asghari et al., 2021)

AI systems treat explanations as static products, calculated once and for 
all. In reality, an adequate explanation is more of a process than a product, re-
quiring dynamic, iterative refinement among multiple agents. Watson (2022) 
favours interactive explanations. They have the advantage of being customis-
able, as they must be responsive to the questions of each stakeholder. In ad-
dition, they foster user trust.

Take the case of a loan granted by an AI system. You have no use for a 
technical explanation of how it works in such a specialised and changing area. 
Your interest may be in how the decision was made and whether it has legal 
relevance, or perhaps why it was granted to an acquaintance in a similar situ-
ation and denied to you. On the other hand, if you are a platform defend-
ing migrants from financial abuse, your interest may be in a possible case of 
discrimination. The relatives of a deceased patient may be interested in the 
causes of death, while the insurance company may be interested in whether 
the procedure was followed.

Coeckelbergh reminds us that “Human decisions and actions need to be 
explainable if they are to be responsible—backward looking and in the pre-
sent”. Machines are not human. So he approaches explicability from the per-
spective of the responsibility of the agents who operate these systems:

if a human agent using AI takes a decision based on a recommendation by the AI and is 
not able to explain why she takes or took that decision, this is a responsibility problem for 
two reasons. First, the human agent fails to act as a responsible agent for what she does 
because she doesn’t know what she is doing. Second, the human agent also fails to act re-
sponsibly toward the responsibility patient(s) affected by the action or the decision, who 
can rightfully demand an explanation for that action or decision since they are affected 
by it (or, in case the moral patient is not equipped or in a position to make this demand, 
have others demand that explanation on their behalf). (Coeckelbergh, 2020a)
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Explicability should thus materialise in regulating when an explanation is 
sufficient and the responsibility that the agent bears. But first it is necessary 
to define what counts as an explanation. In a crime the police investigation 
focuses more on how it was done, while in a trial the why plays an important 
role. Both are real explanations, but they are only part of the reality.

The application of AI in the public sector should lead us to rethink the 
responsibility of the state towards the citizens. 

A fabricated explanation is not enough in some areas, such as justice. Be-
ing sentenced by a robot judge - even if the sentence is perhaps less biased 
than one handed down by a human - sacrifices important values, such as the 
ideal of reciprocity between fellow citizens, which is fundamental to the rule 
of law.

Although the procedure followed by the judicial algorithm can be made 
transparent, there is a serious question - due, for example, to the great dif-
ference between ML and human reasoning - as to whether the explanation 
serves to enable the accused to understand the decision to be imprisoned. 
But beyond explicability, how does it feel to see that judgements that affect 
our deepest interests and moral position have, at least as proximate decision-
makers, autonomous machines that do not participate in human solidarity 
and cannot be held accountable for their decisions in the way that a human 
judge can? (Tasioulas, 2022)

In justice, explanations are not enough; empathy and solidarity are re-
quired, attitudes that are unique to human beings among themselves. Human 
dignity demands that we are treated humanely, not by the likelihood that an 
outcome will succeed. Basing relevant decisions on probabilities drives a eu-
genic mentality that disadvantages minorities and discriminates against the 
weak and disadvantaged. The Dutch childcare benefit scandal is a guiding ex-
ample of this. When an AI system makes legal decisions, its reasoning leaves 
no room for empathy, mercy or common sense. This is a high price to pay for 
effective decision-making.
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ETHICAL REQUIREMENTS AND AI FACTS

Ethical principles of the Ethics Guidelines for Trustworthy AI (Ethics 
Guidelines) are a long-term goal, a strategy. They are put into action through 
short-term tactical mechanisms. The Ethics Guidelines cite several of the 
most relevant ones, which are discussed below.

Achieving a long-term goal such as happiness is difficult to measure. Al-
ternatively we can look at some indicators usually related to it, in this case we 
could count how many times we laugh. However, not every time we laugh is 
due to a happy state, and we can be happy without laughing. Consequently, 
meaningful requirements must be chosen appropriately for each case. In the 
chapter Case Studies we will see how ethical principles are translated into 
specific requirements.

Human agency and oversight

AI systems must support human autonomy and human decision-making. 
This means that AI systems will act as enablers of a democratic, flourishing 
and equitable society.

Fundamental rights: Like many technologies, AI systems can equally 
enable and hamper fundamental rights. They can benefit people for instance 
by helping them track their personal data, or by increasing the accessibility 
of education, hence supporting their right to education. However, given the 
reach and capacity of AI systems, they can also negatively affect fundamental 
rights. In situations where such risks exist, a fundamental rights impact as-
sessment should be undertaken. This should be done prior to the system’s 
development and include an evaluation of whether those risks can be reduced 
or justified as necessary in a democratic society in order to respect the rights 
and freedoms of others. Moreover, mechanisms should be put into place to 
receive external feedback regarding AI systems that potentially infringe on 
fundamental rights.

Human agency: Users should be able to make informed autonomous 
decisions regarding AI systems. They should be given the knowledge and 
tools to comprehend and interact with AI systems to a satisfactory degree 
and, where possible, be enabled to reasonably self-assess or challenge the sys-
tem. AI systems should support individuals in making better, more informed 
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choices in accordance with their goals. AI systems can sometimes be deployed 
to shape and influence human behaviour through mechanisms that may be 
difficult to detect, since they may harness sub-conscious processes, including 
various forms of unfair manipulation, deception, herding and conditioning, 
all of which may threaten individual autonomy. The overall principle of user 
autonomy must be central to the system’s functionality. Key to this is the right 
not to be subject to a decision based solely on automated processing when 
this produces legal effects on users or similarly significantly affects them.

Human oversight: Human oversight helps ensuring that an AI system 
does not undermine human autonomy or causes other adverse effects. Over-
sight may be achieved through governance mechanisms such as a human-in-
the-loop (HITL), human-on-the-loop (HOTL), or human-in-command (HIC) 
approach. HITL refers to the capability for human intervention in every deci-
sion cycle of the system, which in many cases is neither possible nor desir-
able. HOTL refers to the capability for human intervention during the design 
cycle of the system and monitoring the system’s operation. HIC refers to the 
capability to oversee the overall activity of the AI system (including its broad-
er economic, societal, legal and ethical impact) and the ability to decide when 
and how to use the system in any particular situation. This can include the 
decision not to use an AI system in a particular situation, to establish levels 
of human discretion during the use of the system, or to ensure the ability to 
override a decision made by a system. Moreover, it must be ensured that pub-
lic enforcers have the ability to exercise oversight in line with their mandate. 
Oversight mechanisms can be required in varying degrees to support other 
safety and control measures, depending on the AI system’s application area 
and potential risk. All other things being equal, the less (European Comis-
sion, 2019). 

Comments

This demand that AI systems should act as enablers of a democratic, flour-
ishing and equitable society seems a pretentious claim, as if the equitable, 
democratic and flourishing society did not exist until the advent of AI. The 
distillation of fundamental rights, the creation of a just society, is the fruit of 
centuries of evolution of ideas. A technology that seeks optimal outcomes by 
reinforcing commonalities and eliminating differences cannot be considered 
progressive.
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At first glance, human supervision seems like a good idea, employing hu-
mans in the operation to avoid mistakes, but this is circular reasoning. AI 
systems, put in place to overcome human deficiencies, must be supervised by 
humans to mitigate the damage they may cause. It is an irony. Human over-
sight is a remedy that does not go to the cause of the problem and distracts 
from the inherently harmful applications of these systems.

The General Data Protection Regulation (GDPR) states in Article 15 that 
individuals “shall have the right not to be subject to a decision based solely 
on automated processing”. It requires supervision, but does not indicate what 
that supervision consists of. In reality, few high-risk decisions are taken sole-
ly by automated means, so it is arguably an undemanding requirement. All 
the more so because any human intervention in the operation can be claimed 
as supervision, which in reality is merely a simple stamp of approval. Hu-
man oversight relies on competent humans to ensure fairness. Unfortunately, 
studies show that humans are easily manipulated by machines. We are also 
prone to ignore warnings when they become routine. 

Human oversight makes little sense because it is offloading responsibil-
ity onto the last link in the chain, a person who is unaware of the design and 
the decisions that were made. In reality, by the time an outcome reaches the 
operator, everything is decided in advance, making users prone to automa-
tion bias, i.e. accepting the outcome of an automated system without proper 
scrutiny and sometimes rejecting more accurate recommendations.

In the case of autonomous vehicles with a safety driver, the driver acts 
as a human supervisor. When the software encounters a scenario it cannot 
resolve, it returns control to the driver. The problem is that a driver who is 
not 100% aware of what is happening is often not able to instantly grasp the 
problem and correct the situation (Cellan-Jones, 2020). An investigation into 
accidents in Tesla vehicles has found that the advanced driver assistance sys-
tem, Autopilot, was switched off approximately one second before impact, 
enough to relinquish control, but not enough to acquire human supervision. 
(Siddiqui et al., 2022). This is an example of how human oversight may offer 
little protection against forms of automated decision-making that are intru-
sive, opaque or flawed, and instead may serve only to legitimise them (Green 
& Kak, 2021). 

Human oversight becomes the magic recipe that cures any decision. This 
allows developers and companies to promote that their artificial intelligence 
has capabilities that far exceed those of humans, but when concerns arise, 
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they can point to human oversight as the appropriate corrective. In this way, 
powerful institutional actors such as companies and governments can shift 
responsibility to the individuals who operate these systems, typically workers 
who have very limited bargaining power and control over how these systems 
are designed or used. Human oversight is a limited solution to algorithmic 
problems. AI and scenarios are not abstract entities, but concrete spaces with 
particular situations. How far can human oversight go and how far can hu-
man oversight be corrected? Has human oversight been shown to mitigate 
harm in the long run? In ML-based systems, harmful outcomes are a feature, 
not a bug, of technical limitations. Human oversight is like treating the symp-
toms without curing the disease.

Rather than seeking a superficial human policy solution to the harms 
caused by AI, one should rethink whether many of these systems should be 
used at all, and demand greater accountability from those actually responsi-
ble for these harms, both human and institutional.

Technical robustness and safety

A crucial component of achieving Trustworthy AI is technical robustness, 
which is closely linked to the principle of prevention of harm. Technical ro-
bustness requires that AI systems be developed with a preventative approach 
to risks and in a manner such that they reliably behave as intended while 
minimising unintentional and unexpected harm, and preventing unaccep-
table harm. This should also apply to potential changes in their operating 
environment or the presence of other agents (human and artificial) that may 
interact with the system in an adversarial manner. In addition, the physical 
and mental integrity of humans should be ensured .

Resilience to attack and security: AI systems, like all software sys-
tems, should be protected against vulnerabilities that can allow them to be 
exploited by adversaries, e.g. hacking. Attacks may target the data (data poi-
soning), the model (model leakage) or the underlying infrastructure, both 
software and hardware. If an AI system is attacked, e.g. in adversarial attacks, 
the data as well as system behaviour can be changed, leading the system to 
make different decisions, or causing it to shut down altogether. Systems and 
data can also become corrupted by malicious intention or by exposure to un-
expected situations. Insufficient security processes can also result in errone-
ous decisions or even physical harm. For AI systems to be considered secure, 
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possible unintended applications of the AI system (e.g. dual-use applications) 
and potential abuse of the system by malicious actors should be taken into ac-
count, and steps should be taken to prevent and mitigate these.

Fallback plan and general safety: AI systems should have safeguards 
that enable a fallback plan in case of problems. This can mean that AI systems 
switch from a statistical to rule-based procedure, or that they ask for a human 
operator before continuing their action.39 It must be ensured that the system 
will do what it is supposed to do without harming living beings or the envi-
ronment. This includes the minimisation of unintended consequences and 
errors. In addition, processes to clarify and assess potential risks associated 
with the use of AI systems, across various application areas, should be estab-
lished. The level of safety measures required depends on the magnitude of 
the risk posed by an AI system, which in turn depends on the system’s capa-
bilities. Where it can be foreseen that the development process or the system 
itself will pose particularly high risks, it is crucial for safety measures to be 
developed and tested proactively.

Accuracy: Accuracy pertains to an AI system’s ability to make correct 
judgements, for example to correctly classify information into the proper 
categories, or its ability to make correct predictions, recommendations, or 
decisions based on data or models. An explicit and well-formed development 
and evaluation process can support, mitigate and correct unintended risks 
from inaccurate predictions. When occasional inaccurate predictions cannot 
be avoided, it is important that the system can indicate how likely these er-
rors are. A high level of accuracy is especially crucial in situations where the 
AI system directly affects human lives

Reliability and Reproducibility: It is critical that the results of AI sys-
tems are reproducible, as well as reliable. A reliable AI system is one that 
works properly with a range of inputs and in a range of situations. This is 
needed to scrutinise an AI system and to prevent unintended harms. Repro-
ducibility describes whether an AI experiment exhibits the same behaviour 
when repeated under the same conditions. This enables scientists and policy 
makers to accurately describe what AI systems do. Replication files40 can 
facilitate the process of testing and reproducing behaviours (European Com-
mission, 2019).
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Comments

The fragility of ML systems deployed in high-risk environments is a source 
of risk due to their black box nature. In such environments, it is especially 
necessary to be able to resolve doubts about the results because of the risk of 
their consequences. A black-box algorithm is unable to reveal its true inner 
workings. It is therefore essential to ensure their robustness, i.e. that their 
response is stable in any situation.

ML systems are developed using data sets that represent situations and 
the appropriate response in each case. ML systems are characterised by their 
high dimensionality, i.e. they have many input variables to produce an out-
put result. For example, a 1024 x 768 pixel image face recognition system 
contains almost 800,000 points, 800,000 input variables. If we assume that 
each pixel has a depth of 256 greys, that would give 201 million of possible 
images of 1024 x 768 x 256. Effective training would need perhaps at least 
10% of that total number of possible images, 20 M. Even then, 90% of the 
possible images would be unknown to the system. This is an example of the 
so-called long tail problem. The training data contains a small amount of 
data from all possible combinations to obtain patterns, so that altering a few 
input data, perhaps due to noise or a drop of water on the camera lens, could 
lead to very different results.

When Aniceto Pérez, author of this book, worked in a real estate consult-
ing firm implementing algorithms to predict property prices from patterns 
extracted from other properties, the algorithm sometimes generated a com-
pletely wrong price, inexplicable with the input data. For some reason that is 
hard to explain, the real estate was at a point where it could not find enough 
data, perhaps it was far from the data used for training. While I worked there, 
we were not able to find an algorithm that always predicted prices in a rea-
sonable way, every now and then it would produce an anomalous result. The 
long tail problem is intrinsic to ML, which does not learn by abstraction but 
by correlations. Another explanation for this problem is due to the way in 
which results are obtained from nearby data. This can be done by interpola-
tion, when the point of interest is within a cloud of nearby data, or by extrapo-
lation, when the point of interest is outside that cloud of points. In this case 
ML models should warn:

Extrapolation is a mathematical concept describing just that. In an extreme case of ex-
trapolation, a new patient could have some rare and complicated form of disease that 
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the model has never seen. Therefore, the model’s output for this patient may not be 
reliable. If a nurse encounters a patient with features that he has never seen before, he 
may elevate the situation to an expert physician. Likewise, an ML model should report 
if it has gone beyond its training to obtain a result. (Cao & Yousefzadeh, 2023)

As mentioned above, ML aims to extract common features, which means 
filter out anomalous data. The problem is that anomalous data are normal 
in ordinary life. It only makes sense to remove anomalies in a production 
line. No two people smile alike, no two storms are alike, no two books are 
alike. No two ways of thinking, leading, directing are the same. Anomalous 
data weakens models, but is normal in high-risk scenarios, so it is inher-
ently risky to employ ML systems in this type of context. It is difficult to 
pursue the robustness of a pattern-based system in a domain where variety 
is the norm.

A third source of fragility is exposure to adversarial attacks. These consist 
of the negligible modification of the input data to alter the output result. ML 
models that suffer from the long tail problem are particularly sensitive to 
such attacks. In high-risk environments where the stakes are high, special 
attention must be paid to preventing such attacks (Hendrycks et al., 2021). 
Resistance to adversarial attacks cannot be fully guaranteed. The enormous 
amount of data required for complex models makes it naïve to think that 
100% of the data and scenarios are adequately verified.

Ethical assessment before and during the life of the project is necessary to 
ensure that there is no serious impact on living beings or the environment, 
although in general the impact of energy or e-waste generated is not usually 
considered relevant.

In terms of accuracy, the Ethics Guidelines uses the word judgement as 
follows: “Accuracy pertains to an AI system’s ability to make correct judge-
ments”. The Merriam-Webster dictionary defines judgement as “the process 
of forming an opinion or evaluation by discerning and comparing”. Undoubt-
edly, any of the results of an AI system, “make correct predictions, recom-
mendations, or decisions based on data or models”, do not in any way imply 
discernment, which requires understanding. 

Models can be tuned to maximise their accuracy over a set of results, but 
that does not guarantee future results. And to the extent that algorithms are 
opaque, so is their accuracy, even if the history of results is stored. For ex-
ample, what is the accuracy of a negative credit decision, and how do you 
measure whether that outcome was successful or not? It can be done on the 
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granting, but not on the refusal, and if the decision one way is important, it is 
also important the other way, as any statistical study shows.

Reproducibility is a separate issue and cannot be guaranteed. Reproduc-
ibility is not only that under the same conditions the same data produces the 
same results, it also means that it is robust and that small changes should 
not affect the result. For example, a speech recognition system should always 
recognise a word for which it has been trained, no matter who pronounces it. 
Unfortunately, it is not possible to guarantee this. 

A similar problem to that of reproducibility is that different results are 
obtained from a model when the same data are entered in different order, for 
example in LLMs and generative AI. If the input query sentence is changed 
by altering the order of the words while maintaining the meaning, the result 
produced may be completely different. We will look in more detail below at 
what LLMs are and their characteristics.

The robustness of a computer system, including DL systems, cannot be 
guaranteed in terms of resilience to attacks. Furthermore, DL systems cannot 
guarantee accuracy, reliability and reproducibility. 

Privacy and data governance

Much has been written about privacy and this work will not add anything 
new. The GDPR already sets out measures on this issue. We really only want 
to highlight two points in the ML that uniquely affect privacy. 

The first is the large amount of data required to obtain an accurate mod-
el. In high-risk scenarios, that means using a lot of personal data, and that 
has an inherent risk - the more data, the harder it is to protect and the more 
attractive a target for hackers. Recently it has been in the news that per-
sonal data of more than a billion Chinese had been stolen (Xiong, Ritchie 
& Gan, 2022). The current trend is to create more accurate models using 
even more data, making this requirement more difficult to meet with this 
technology. 

The second problem is the unattainable claim of anonymising data. It has 
been shown that anonymised data sets crossed with other open data sets can 
allow them to be at least partially re-identified. In 2008, an anonymised Net-
flix dataset of film ratings was de-anonymised by comparing the ratings with 
public ratings on the film website IMDb. It was also possible to derive the 
home addresses of New York taxi drivers from an anonymised dataset of in-
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dividual journeys in the city. A third example was the de-anonymisation of 
anonymised medical billing data from the Australian Health Service. These 
could be re-identified by cross-referencing them with ordinary data such as 
the year of birth of older mothers and their children, or mothers with many 
children (Hern, 2019). 

Both problems have the same origin, the widespread unauthorised or in-
sufficiently informed collection of personal data. Saving privacy is not solved 
by adding more technology or oversight, it is solved by prohibiting the collec-
tion of personal data. No amount of technology or regulation will be able to 
maintain adequate control. Just as society has eradicated practices that are 
incompatible with human dignity, public health or general welfare, this prob-
lem should be tackled from the outset, which is by requiring that the default 
option presented to users is not to share data, and if the data subject wishes, 
that they can easily choose at that moment which data they want to share 
(Véliz, 2020). Apple’s experience has been very indicative. Since it activated 
the possibility of choosing whether or not to share app data, 6 months later 
62% users had chosen not to share (Leswing, 2021). 

While Apple stated that the new policy was intended to protect users, not 
favour Apple, there are ramifications. For one thing, most of Facebook’s ad-
vertising business comes from direct response advertising, which uses infor-
mation such as what devices consumers use and what they search for to place 
ads. The lack of such information from a significant portion of Apple’s iOS us-
ers has reduced profits for Facebook and other digital marketing companies 
such as Snap (Dang & Balu, 2021). On the other hand, Apple sells advertising 
space in the App Store. If you search for a specific iPhone game, you’ll see 
sponsored results for other games, or other related apps, at the top of the re-
sults. This is a form of targeted advertising. One analyst firm has found that, 
in the last six months, Apple has gone from capturing 17% of all sponsored 
downloads from the App Store to now having 58% (Kraus, 2021). Privacy pro-
tection measures have benefited Apple by leaving it as the sole advertiser.

Transparency

This requirement is closely linked with the principle of explicability and 
encompasses transparency of elements relevant to an AI system: the data, the 
system and the business models.

Traceability: The data sets and the processes that yield the AI system’s 
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decision, including those of data gathering and data labelling as well as the 
algorithms used, should be documented to the best possible standard to al-
low for traceability and an increase in transparency. This also applies to the 
decisions made by the AI system. This enables identification of the reasons 
why an AI-decision was erroneous which, in turn, could help prevent future 
mistakes. Traceability facilitates auditability as well as explainability.

Explainability: Explainability concerns the ability to explain both the 
technical processes of an AI system and the related human decisions (e.g. 
application areas of a system). Technical explainability requires that the deci-
sions made by an AI system can be understood and traced by human beings. 
Moreover, trade-offs might have to be made between enhancing a system’s 
explainability (which may reduce its accuracy) or increasing its accuracy (at 
the cost of explainability). Whenever an AI system has a significant impact 
on people’s lives, it should be possible to demand a suitable explanation of 
the AI system’s decision-making process. Such explanation should be timely 
and adapted to the expertise of the stakeholder concerned (e.g. layperson, 
regulator or researcher). In addition, explanations of the degree to which an 
AI system influences and shapes the organisational decision-making process, 
design choices of the system, and the rationale for deploying it, should be 
available (hence ensuring business model transparency).

Communication: AI systems should not represent themselves as hu-
mans to users; humans have the right to be informed that they are interact-
ing with an AI system. This entails that AI systems must be identifiable as 
such. In addition, the option to decide against this interaction in favour of 
human interaction should be provided where needed to ensure compliance 
with fundamental rights. Beyond this, the AI system’s capabilities and limita-
tions should be communicated to AI practitioners or end-users in a manner 
appropriate to the use case at hand. This could encompass communication of 
the AI system’s level of accuracy, as well as its limitations.

Comments

UNESCO provides a definition of explicability, albeit a rather imprecise one: 

Explainability refers to making intelligible and providing insight into the outcome of 
AI systems. The explainability of AI systems also refers to the understandability of the 
input, output and behaviour of each algorithmic building block and how it contributes 
to the outcome of the systems. Thus, explainability is closely related to transparency, 
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as outcomes and sub-processes leading to outcomes should be understandable and 
traceable, appropriate to the use context. (UNESCO, 2021)

Transparency in AI is about informing people when they interact with an 
AI, and also about communicating to relevant stakeholders why an AI solu-
tion was chosen, how it was designed and developed, on what basis it was 
deployed, how it is monitored and updated, and the conditions under which 
it can be withdrawn.

Although transparency is presented as a source of trust, Blackman and 
Ammanath (2022) believe that transparency has four immediate effects:

It decreases the risk of error and misuse. AI models are very com-
plex systems: they are designed, developed and deployed in complex environ-
ments. There are many opportunities for misuse and error. That is why good 
communication between the parties involved is important. Poor communica-
tion can lead to a model being optimised for the wrong variable. If developers 
do not adequately explain how results should be handled, in high-risk situa-
tions the introduction of AI can be counterproductive.

Distribute responsibility. Decision-makers are responsible for decid-
ing whether a model is reliable enough to deploy, regulators must impose 
fines in case of negligent design or use, and consumers must decide whether 
they want to use certain AI. None of these decisions can be made if people are 
not properly informed. Therefore, if something goes wrong, it is the fault of 
those who withheld important information or prevented the flow of informa-
tion by others.

It allows for internal and external monitoring. AI models are built 
by relatively small groups of data scientists and engineers. The power of data 
scientists is very great, as the way they approach projects completely condi-
tions the way they solve them. As in any other high-risk situation, oversight is 
necessary both to detect mistakes made and to detect potential problems for 
which technicians may lack the necessary training, as well as ethical, legal or 
reputational risks.

Express respect for people. AI users may feel misled, manipulated, 
misinformed, discriminated against or directly harmed.

To what extent is information sufficient or excessive, what is the level of 
information to be conveyed, what information does each party need and for 
what purpose? The interests of promoters and users are not always compat-
ible in some respects. Thus, transparency without objective and realistic rules 
can become a mere compliance, an additional cost, without any practical ef-
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fect, whether due to too much or too little. In short, transparency refers to 
everything that happens before and during the production and deployment 
of the model, whether or not it has explainable results. 

Transparency can build trust to the extent that damages due to murky, 
false or non-existent information have consequences for those responsible 
and those harmed are redressed.

Explainability is intended to be objective and indisputable, but it is coun-
tered by the subjective understanding of the addressees. Comprehensibility 
differs from one individual to another depending on their personal context 
and the purpose of the explanation. This influences how appropriate and use-
ful a given explanation of why and how is.

Gunning and Aha (2019), summarise three main needs for good explain-
able AI: (1) producing more explainable models, which would be necessary 
for a technical and social evaluation of an AI product (2) designing better 
explanation interfaces to facilitate interaction with the required knowledge, 
and (3) understanding the psychological requirements for providing effective 
explanations to humans, which will impact the opportunity for technically 
literate or non-technically literate individuals in a given society to participate 
in the evaluation of a tool. A paper by Ngo and Krämer (2022) concludes that 
explanations lead to a sense of misleading understanding. 

The Ethical Guidelines recognise that in the case of opaque systems, ex-
plainability may be reduced. “In such circumstances, other measures of ex-
plainability (e.g. traceability, auditability and transparent communication 
about the capabilities of the system) may be necessary”, which is a tacit ac-
knowledgement of the impossibility of explainability.

Some authors suggest a parallel with medicines. Drugs are useful even if 
we do not know exactly how they work. If an algorithm works most of the 
time, let’s use it, why distrust it? However, comparing algorithms to drugs 
is inappropriate. A drug is a preparation that is used in living things. Drugs 
are produced with precise and perfectly described formulas, undergo exhaus-
tive clinical trials and are exactly reproducible. In turn, the subjects to whom 
drugs are administered are governed by the laws of biology, which, although 
not fully understood, are fairly uniform. As we saw at the beginning, accord-
ing to Alvarado (2022) AI can be trusted for epistemic tasks, but not for cur-
ing diseases. Algorithms are not tested as much, and the fields of application 
are not governed by fixed laws either. A small change in the training data can 
alter their performance in unpredictable ways.
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Transparency is often neither desirable nor sufficient. Where the privacy 
of individuals, trade secrets or national security must be protected, transpar-
ency is inadequate. Moreover, simply being able to see the dataset or the code 
of an algorithm does not guarantee that it makes sense. 

The demand for transparency is often based on the belief that transpar-
ency leads to explicability or interpretability. However, in ML, parameters 
are automatically adjusted in countless configurations in response to training 
data. In situations where a precise explanation is essential to justify a deci-
sion, such as in criminal sentencing, it may be more prudent to regulate the 
use of AI than to require it to provide explanations. Some propose that in 
high-risk or public administration situations, the use of black box AI mod-
els should simply be inadmissible. The opaqueness of AI technology may be 
accepted in the private sector, but it challenges government transparency. 
Decision-makers in these contexts can only rely on algorithmic tools that are 
interpretable by design and sufficiently well understood by their designers 
and operators.

Diversity, non-discrimination and fairness

In order to achieve Trustworthy AI, we must enable inclusion and diversi-
ty throughout the entire AI system’s life cycle. Besides the consideration and 
involvement of all affected stakeholders throughout the process, this also en-
tails ensuring equal access through inclusive design processes as well as equal 
treatment. This requirement is closely linked with the principle of fairness.

Avoidance of unfair bias: Data sets used by AI systems (both for train-
ing and operation) may suffer from the inclusion of inadvertent historic bias, 
incompleteness and bad governance models. The continuation of such biases 
could lead to unintended (in)direct prejudice and discrimination against cer-
tain groups or people, potentially exacerbating prejudice and marginalisa-
tion. Harm can also result from the intentional exploitation of (consumer) 
biases or by engaging in unfair competition, such as the homogenisation of 
prices by means of collusion or a non-transparent market. Identifiable and 
discriminatory bias should be removed in the collection phase where pos-
sible. The way in which AI systems are developed (e.g. algorithms’ program-
ming) may also suffer from unfair bias. This could be counteracted by put-
ting in place oversight processes to analyse and address the system’s purpose, 
constraints, requirements and decisions in a clear and transparent manner. 



TRUSTWORTHY AI ALONE IS NOT ENOUGH

85

Moreover, hiring from diverse backgrounds, cultures and disciplines can en-
sure diversity of opinions and should be encouraged.

Accessibility and universal design: Particularly in business-to-con-
sumer domains, systems should be user-centric and designed in a way that 
allows all people to use AI products or services, regardless of their age, gen-
der, abilities or characteristics. Accessibility to this technology for persons 
with disabilities, which are present in all societal groups, is of particular im-
portance. AI systems should not have a one-size-fits-all approach and should 
consider Universal Design principles addressing the widest possible range of 
users, following relevant accessibility standards. This will enable equitable 
access and active participation of all people in existing and emerging com-
puter-mediated human activities and with regard to assistive technologies.

Stakeholder Participation: In order to develop AI systems that are 
trustworthy, it is advisable to consult stakeholders who may directly or in-
directly be affected by the system throughout its life cycle. It is beneficial to 
solicit regular feedback even after deployment and set up longer term mecha-
nisms for stakeholder participation, for example by ensuring workers infor-
mation, consultation and participation throughout the whole process of im-
plementing AI systems at organisations.

Comment

In reality, as we have seen, pattern extraction algorithms using ML detect 
extremely subtle correlations. It is not possible to predict the distribution of 
results obtained from known distributions of training and test data. What this 
means is that while eliminating biases in the input data is a good idea, there is 
no guarantee that the results are free of some other type of bias. Moreover, it 
is mathematically impossible to have a dataset that is unbiased in any respect.

The insistence on accessibility is welcome, both in conventional systems 
and in AI systems. However, the assumption that all people will be able to 
understand the complexities of opaque AI systems is unrealistic, as not even 
the developers of each system are able to understand what is behind it.

As for stakeholder involvement, we agree that the vision of the results is 
much richer. The issue is that apart from developers and AI ethicists, other 
stakeholders do not have enough time or training. 

The Ethics Guidelines suggests that employees have a voice in the design. 
The reality is that when designing an AI system to automate a task, experts 
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are rather seen only as a source of data and as professionals whose flawed 
work needs to be perfected by AI, whether they are radiologists, job inter-
viewers or judges.

A deeper question is whether the pursuit of diversity as a goal makes 
sense. Take, for example, the texts published on the Internet on the efficacy 
and risks of vaccines. A diversity-oriented approach requires that all available 
content be taken into account, whereas a specialist approach uninfluenced by 
ideology would accept some, reject others, and take others into consideration 
to varying degrees. The efficacy and risks of vaccines is not a democratic but 
a scientific matter. Thus, inclusion and diversity should not be seen as simple 
objective issues that are merely binary or measured in percentages, but diver-
sity and inclusiveness must be informed by truth.

Societal and environmental well-being

In line with the principles of fairness and prevention of harm, the broader 
society, other sentient beings and the environment should be also consid-
ered as stakeholders throughout the AI system’s life cycle. Sustainability and 
ecological responsibility of AI systems should be encouraged, and research 
should be fostered into AI solutions addressing areas of global concern, such 
as for instance the Sustainable Development Goals. Ideally, AI systems should 
be used to benefit all human beings, including future generations.

Sustainable and environmentally friendly AI: AI systems promise 
to help tackling some of the most pressing societal concerns, yet it must be 
ensured that this occurs in the most environmentally friendly way possible. 
The system’s development, deployment and use process, as well as its entire 
supply chain, should be assessed in this regard, e.g. via a critical examination 
of the resource usage and energy consumption during training, opting for 
less harmful choices. Measures securing the environmental friendliness of AI 
systems’ entire supply chain should be encouraged.

Social impact: Ubiquitous exposure to social AI systems in all areas 
of our lives (be it in education, work, care or entertainment) may alter our 
conception of social agency, or impact our social relationships and attach-
ment. While AI systems can be used to enhance social skills, they can equally 
contribute to their deterioration. This could also affect people’s physical and 
mental wellbeing. The effects of these systems must therefore be carefully 
monitored and considered.



TRUSTWORTHY AI ALONE IS NOT ENOUGH

87

Society and Democracy: Beyond assessing the impact of an AI system’s 
development, deployment and use on individuals, this impact should also be 
assessed from a societal perspective, taking into account its effect on institu-
tions, democracy and society at large. The use of AI systems should be given 
careful consideration particularly in situations relating to the democratic pro-
cess, including not only political decision-making but also electoral contexts.

Comments

By adding more examples, you get more accuracy, but at a huge computa-
tional cost. This is due to the decreasing performance of deep learning. The 
first cause is statistical. To improve performance by a factor k, it is necessary 
to use at least k2 additional data. The second cause is the over-parametrisa-
tion of the models, which means that k4 more data must actually be used. This 
means that an improvement with a factor of 10 requires at least 10,000 times 
more computation (Thompson et al., 2021).

Tom Goldstein warns of the energy and environmental risks of creating 
large models based on deep learning. Large models employing deep learning 
consume large amounts of natural resources. First of all, powerful processors 
and large amounts of storage are required, which requires a lot of energy to 
manufacture. A lot of energy is needed to run them, but much of that energy is 
dissipated in the form of heat, which needs to be dissipated with more energy. 
At the rate at which the energy needs of large LLM models are growing, they 
will consume all the planet’s energy by 2029, (Goldstein, 2022)

We are sure we won’t get there, but it should give us pause for thought 
about the relationship between the meagre benefit, the enormous cost of such 
research and ecological responsibility. While the concern is real, the impact of 
AI in the news and on the reputation of those developing the technology and 
those adopting it seems to outweigh any other considerations.

AI is managing to creep into our lives as an infrastructure. The evolution 
of the web has made it possible to offer increasingly sophisticated services. In 
1999, Salesforce began to deliver business services via a simple web. After of-
fering storage services, in 2006 Amazon began offering cloud computing ser-
vices, known as Amazon Web Services, followed by Google Cloud, Microsoft 
Azure and many others. In this way private physical infrastructure could be 
provided virtually, elastically, managed and on demand, a resilient and reli-
able service like electricity, telephony or water supply. Transportation, secu-
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rity, energy, education, the workplace, the civil service, all are incorporating 
AI into their infrastructures to improve and/or protect them. AI is no longer 
seen so much as a tool, but as infrastructure. This makes it transparent. An 
infrastructure is something that is there, it is assumed, and you don’t think 
about it until it fails, and these failures often have a big impact, such as when 
the power goes out or the Internet goes down.

The momentum of AI adoption in virtually every sector of society will cre-
ate dependencies and interdependencies that will be difficult to escape. This 
dependence will not just be on energy and its carbon footprint, but on the 
components needed for computers. Large quantities of metals and rare earths 
are required, which means the increasing generation of large amounts of elec-
tronic waste.

The argument from large tech companies that most of the energy they use is renewa-
ble—and therefore has little impact on the environment is frivolous. The use of energy, 
renewable or not, during a time that has been called “code red for humanity” is of great 
importance. The question before any AI model is created should be: is this worth the 
environmental cost that we will be locked into for decades? The answer will often be 
no. (Robbins & Wynsberghe, 2022)

The first consequence should be that when assessing the ethical impact of 
AI, the environmental aspect should take into account the energy consumed 
in the whole life cycle of the systems developed, the materials used and the 
waste generated, as well as the dependency created by these systems.

AI is often associated with misleading promises. Statements such as “AI 
will end crime” or “AI will solve climate change” are misleading. They are 
often linked to a technological solutionist mentality, i.e. the belief that even 
the most wicked problems can be solved with technology. Pretending to solve 
problems as complex as the weather or the endless succession of gun deaths 
in schools is simplistic. AI only solves indirect problems, such as identifying 
extreme weather events, but it cannot solve climate change. AI is not going to 
free us from our responsibility to change our lifestyles.

With an impact-oriented approach, the most important question is who 
will be affected in what way by the currently promoted AI? Who bears the 
costs? And what are the unintended consequences?

The real value of AI is not in making us smarter or reshaping humanity, it 
is in increasing our understanding of real-world problems whose complexity 
is beyond the human mind (Baur, 2020).
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Democracy

AI does not pose a direct danger to democracy as were the autocrats of old 
(Wallach, 2022). However, social networks generate and spread disinforma-
tion, fragment ideas and generate polarisation that hinders political and ideo-
logical discourse. No one thought of creating this problem when social media 
emerged. Nor did anyone think that the use of algorithms would perpetuate 
injustices that part of society considered to have been overcome.

Tasioulas (2021b) takes a different view:

Over and above these concerns, we still have to confront the vital question of how 
much decision-making we ought to delegate to machines. After all, an AI system may 
generate a ‘correct decision’, but will it be able to explain and justify its decision in a 
way that satisfies those affected by it? Can it take responsibility for, and be held ac-
countable for, its decision, in a way that a human decision-maker can? If the deploy-
ment of algorithmic decision-making is carried too far, the very idea of democracy may 
be imperiled, since this is about free and equal citizens engaging in self-government 
through collective decision-making, giving intelligible reasons to each other for their 
decisions. In short, we don’t just care about the quality of decisions are made, but how 
they are made. Because of this, we need to work towards a sound integration of AI 
systems into human decision-making, and not allow the former to supplant the latter 
wherever it yields adequate outputs.

The unpredictability of algorithms makes their use in the political or social 
field problematic in the long run. Influence through little nudges has resur-
faced old political and social disputes in the West that not only slow pro-
gress, but also challenge the progress that has been made. Echo chambers, 
the contamination of information sources and the unmanageable transmis-
sion of disinformation do not benefit society, but those who profit from its 
instability. Consequently, applications that aim to shape discourse, such as 
text generation or automated news writing in the media, should be consid-
ered high-risk applications.

Accountability 

The requirement of accountability complements the above requirements, 
and is closely linked to the principle of fairness. It necessitates that mechanisms 
be put in place to ensure responsibility and accountability for AI systems and 
their outcomes, both before and after their development, deployment and use.
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Auditability: Auditability entails the enablement of the assessment of 
algorithms, data and design processes. This does not necessarily imply that 
information about business models and intellectual property related to the AI 
system must always be openly available. Evaluation by internal and external 
auditors, and the availability of such evaluation reports, can contribute to 
the trustworthiness of the technology. In applications affecting fundamental 
rights, including safety-critical applications, AI systems should be able to be 
independently audited.

Minimisation and reporting of negative impacts: Both the ability 
to report on actions or decisions that contribute to a certain system outcome, 
and to respond to the consequences of such an outcome, must be ensured. 
Identifying, assessing, documenting and minimising the potential negative 
impacts of AI systems is especially crucial for those (in)directly affected. Due 
protection must be available for whistle-blowers, NGOs, trade unions or oth-
er entities when reporting legitimate concerns about an AI system. The use of 
impact assessments (e.g. red teaming or forms of Algorithmic Impact Assess-
ment) both prior to and during the development, deployment and use of AI 
systems can be helpful to minimise negative impact. These assessments must 
be proportionate to the risk that the AI systems pose.

Trade-offs: When implementing the above requirements, tensions may 
arise between them, which may lead to inevitable trade-offs. Such trade-
offs should be addressed in a rational and methodological manner within 
the state of the art. This entails that relevant interests and values implicated 
by the AI system should be identified and that, if conflict arises, trade-offs 
should be explicitly acknowledged and evaluated in terms of their risk to ethi-
cal principles, including fundamental rights. In situations in which no ethi-
cally acceptable trade-offs can be identified, the development, deployment 
and use of the AI system should not proceed in that form. Any decision about 
which trade-off to make should be reasoned and properly documented. The 
decision-maker must be accountable for the manner in which the appropriate 
trade-off is being made, and should continually review the appropriateness 
of the resulting decision to ensure that necessary changes can be made to the 
system where needed.49

Redress: When unjust adverse impact occurs, accessible mechanisms 
should be foreseen that ensure adequate redress.50 Knowing that redress 
is possible when things go wrong is key to ensure trust. Particular attention 
should be paid to vulnerable persons or groups.
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Comments

While the requirement focuses on auditing and reparation for damage 
caused, it omits what it means and how to attribute liability. This is a basic 
principle of the legal system, at least in the West. The use of AI exacerbates 
the problem.

With the growth of what were once small AI applications into highly complex systems, 
the question of who is accountable for the predictions or decisions made by these sys-
tems has become pressing. [...] The implications of accountability, including the re-
quirements of explainability and responsibility, can already be found in current guide-
lines. However, the transfer and application of these guidelines to the specific context 
of AI systems, as well as their comprehensiveness, require further efforts, especially 
with regard to societal demands. Therefore, further multidisciplinary research is re-
quired to strengthen the development of holistic and applicable accountability frame-
works. (Boch, Hohma & Trauth, 2022)

There is a problem with the concept of accountability. As Lechterman ex-
plains,

Some scholars treat accountability as a kind of master virtue, using accountability as 
more or less synonymous with moral justifiability. According to this perspective, AI is 
accountable when all its features are justifiable to all stakeholders. Others assign ac-
countability a much more limited role, such as verifying that algorithms comply with 
existing legal standards or that aspects of system performance are traceable. Some 
understand accountability as a mechanism for regulating professional functions and 
organisational relationships; others suggest that accountability is a basic component of 
moral responsibility that exists independently of institutional practices. Some assume 
that accountability is a quality of those who design and deploy AI systems, while others 
treat accountability as a quality of the systems themselves. Because these conceptual 
disagreements are rarely made explicit, participants in debates about AI accountability 
often pass each other by. (Lechterman, 2021)

Handing power over to the machine and limiting human oversight and 
control creates new questions of how to deal with malfunctioning and sys-
tem errors. Therefore, a clear definition and distribution of responsibilities 
through frameworks and regulation to mitigate potential risks is inevitable 
(Boch, Hohma & Trauth, 2022).

Sometimes in medicine it does not matter how a pharmaceutical prod-
uct works. The medical legal regime is based on the doctor-patient relation-
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ship and patient autonomy. If a doctor does not understand how a procedure 
works, how is he or she going to explain it to a patient and how is he or she 
going to make a decision? If a doctor uses an AI system and gets an answer, it 
is like an individual investigation and then the doctor is liable, but if the doc-
tor does not understand it, it is impossible for him to do his job effectively, at 
least in the traditional legal model. (IEAI, 2022)

Debating accountability can distract from another point that is more im-
portant for building trust - liability.
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CASE STUDIES USING TRUSTWORTHY AI 

Large Language Models: GPT and others

Siri and Alexa had popularised the experience of conversing with machines 
approaching a fluency that resembled creations from science fiction like HAL 
9000 from 2001: A Space Odyssey, a computer program that can answer 
open-ended complex questions in perfectly composed sentences. They don’t 
really understand their answers. It is a kind of game called: Guess what the 
missing word is. 

New large language models (LLM) like GPT-3 have made this game bigger, 
but it is still a game adjusted to predict the next word in a sentence. Victory 
is tricking a user into creating a sentence that looks like a coherent response. 
Most of the time they do it very well, but sometimes they generate biased, rac-
ist or pernicious responses. It shows the illusion of intelligence like a parrot 
seems to speak.

GPT-3 is an LLM introduced in 2020. It was trained on such a vast amount 
of texts that it requires 175 billion parameters. The quality of texts generated 
by GPT-3 is so high that it is difficult to distinguish them from those written 
by humans. Lack of coherence has often been observed in the texts produced 
because GPT-3’s processing is purely syntactic.

Roger K. Moore apologises (2022):

We should never have called it “language modelling” all those years ago; it was (and 
still is) “word sequence modelling”. Confusion always occurs when you label an algo-
rithm with the name of the problem you’re trying to solve, rather than with what it 
actually does. 

As we have seen in LLMs, a well produced text does not require or imply 
understanding. AI is a business and big techs like OpenAI, part of Microsoft, 
and DeepMind, part of Google, are experimenting with new models as if the 
simple formation of sentences could give rise to intelligence.

Ilya Sutskever (2022), co-founder and Chief Scientist of OpenAI, has said 
“it may be that today’s large neural networks are slightly conscious”.

It is something like if the molecules were self-combining to create amino 
acids and these after combining could create life. Even if we are not experts in 
thermodynamics, nature tends to chaos and decomposition. Only an outside 
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force keeps them in order. If Sutskever’s statement were true, we would see 
that mining and industrial design would not be necessary, nature would cre-
ate ecological vehicles without humans, and we see that this is not the case.

LLM adjustment tasks to achieve high scores have been very effective, but 
it is misleading to equate sentence-forming ability with intelligence. A valid 
test of intelligence is reading comprehension. Forming sentences correctly 
is a valid intelligence test for humans, but not for machines. Getting a better 
score is a sign of using more data, better algorithms, and more energy. Not 
only does it not solve any problems, but it creates others such as the neglect 
of real problems, the dedication of valuable resources to create products that 
benefit a few and aggravates the ecological crisis due to its carbon footprint. 
See (Strubell, Ganesh & McCallum, 2019) for reference.

If we want to talk about linguistics, we must deal with signifiers and signi-
fied, in Saussure’s jargon. However, we see that the LLMs are built with only 
half, so it has never been intended that they understand what the sentences 
mean. Yang and Piantadosi (2017) attempt to show that it is possible to create 
models of natural language without needing to know the structures within it. 
Such models only capture the relationship between strings, but not the inter-
nal structures. Any learning model that does not link meaning to structure is 
not a model of human language. 

Steven Johnson(2022) wrote in in article about AI language model GPT-3:

GPT-3 has been trained to write Hollywood scripts and compose nonfiction in the style 
of Gay Talese’s New Journalism classic ‘‘Frank Sinatra Has a Cold.’’

Writing nonfiction means writing about verifiable facts. When a loan or 
lease contract is needed, it is not enough for it to have the appearance of a 
contract, but it must be tailored to the particular case and legally binding. 
Similarly, writing software is much more than generating code that is syntac-
tically correct and compiles without error, it must meet the customer’s speci-
fications.

The goal is for AI systems to focus on the world being talked about, not the words 
themselves - but LLMs don’t grasp the distinction. (Browning & Lecun, 2022)

In creating LLMs intended to be so flexible that they can be applied to al-
most any task that needs to generate text, some ethical concerns arise (Pistilli, 
2022):
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1. LLMs can be very powerful, but they are difficult to monitor and assess their im-
pact because their capabilities are often open-ended.

2. LLM training has been criticised for its potential to perpetuate wage inequality 
and worker exploitation14.

3. It is difficult to control the text produced as it is generated probabilistically, which 
can lead to the generation of toxic content. Some are concerned about the racist, 
sexist, or extremist propensity these models have shown when dealing with is-
sues related to health, politics, or safety. The reality is that they are only inventing 
things that fit the context. The order of the input terms may produce different 
results.

4. Lack of diversity in training data, which is mostly in English, implying the pre-
dominant diffusion of US culture.

Another danger of LLMs is that they can make false claims with great au-
thority, leading to fears that they can flood the world with misinformation.

Since many internet texts are written in an authoritative style, LLMs learn 
to imitate this style. Unfortunately, LLMs can produce this style even when 
they are completely wrong. People tend to follow authority figures. We do not 
expect people to be right all the time, but it is worrying when someone is both 
right and wrong at the same time. True experts speak confidently when they 
know the subject matter or think they know it, while they present different 
approaches when they reach the limits of their knowledge. Knowing what you 
know and what you don’t know is a trait of true experts. LLMs, on the other 
hand, do not know the difference between true and doubtful, correct and false 
statements.

LLMs need large amounts of energy to train and operate. Hugging Face 
believes it has found a new way to calculate this more accurately by estimat-
ing the emissions produced over the entire lifecycle of the model, not just dur-
ing training. It performed the calculation on its own BLOOM model. Hugging 
Face calculated that BLOOM training produced 25 metric tonnes of CO2. But 
the researchers found that this figure doubled when they took into account 
the emissions produced by the manufacture of the computer hardware used 
for training, the wider computing infrastructure and the energy needed to 
run BLOOM once it was trained. 50 metric tonnes of CO2 is equivalent to 
60 flights between London and New York. Following the launch of BLOOM, 

14  Preparing data for these systems requires human action to choose which sentences are 
correct and which are not. It is an uncreative job that must be done billions of times over, 
and therefore poorly paid, creating an exploited class of workers.



ANICETO PÉREZ Y MADRID / CONNOR WRIGHT

96

Hugging Face also calculated that use of the model emitted about 19 kilo-
grams of CO2 per day, equivalent to the emissions produced by driving about 
54 kilometres (Heikkilä, 2022b). 

According to David Rolnick, assistant professor at McGill University’s 
Faculty of Computer Science, “The impacts of AI are not inevitable. They’re a 
result of the choices that we make about how we use these algorithms as well 
as what algorithms to use”.

Generative AI, the most popular current approach to AI, consists of large language 
models (LLMs) that are trained to produce outputs that are plausible, but not neces-
sarily correct. Although their abilities are often uncanny, they are lacking in aspects 
of reasoning, leading LLMs to be less than completely trustworthy. (Lenat & Narcus, 
2023)

On November 15, 2022 Meta unveiled a new large language model called 
Galactica, designed to assist scientists. Galactica is a large LLM for science, 
trained with 48 million examples from scientific articles, websites, textbooks, 
lecture notes and encyclopaedias. But instead of landing with the big bang 
Meta hoped for, Galactica died with a whimper after three days of intense 
criticism (Heaven, 2022b).

ChatGPT

In November 2022 OpenAI made publicly available the ChatGPT chatbot, 
a human interface to the improved LLM GPT-3. ChatGPT has raised a large 
wave of mostly adverse articles with diverse approaches and very graphic ti-
tles, such as All-knowing machines are a fantasy (Bender & Shah, 2022), AI’s 
Jurassic Park Moment (Marcus, 2022d), The banality of ChatGPT (Hoel, 
2022), ChatGPT Is a Tipping Point for AI (Mollick, 2022), The fallacies of 
ChatGPT’s artificial intelligence enchantment (Las falacias del encantami-
ento con la inteligencia artificial de ChatGPT) (Casacuberta & Guersenzvaig, 
2022) and ChatGPT Should Not Exist (Golumbia, 2022), to name but a few 
well-known authors.

ChatGPT produces formally consistent results, almost always,

Coherence is not synonymous with truth, but we tend to confuse the two concepts. The 
more coherent a discourse is, whether oral or textual, the easier it is for us to take it as 
true and the more convincing it will seem to us. And confusing coherence with truth 
can lead to disastrous mistakes. (Casacuberta & Guersenzvaig, 2022)
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The truthfulness of a news or scientific article is not measured by the co-
herence of the text, but by the credibility of the sources, the strength of the 
evidence and the solidity of the arguments. This is the big problem with Chat-
GPT. If a generated sentence makes sense to you, it means that the math-
ematical model has made good enough guesses to pass the filter of the sense-
making reader, but the linguistic model has no idea what it is saying. 

Another major problem is that users believe ChatGPT is accessing reli-
able sources of information, but in reality it can only draw on information 
provided at the time of training. ChatGPT, which finished training in early 
2022, knows nothing about the latest Russian attacks in Ukraine (McQuillan, 
2023).

One of the commonalities of many of the articles above is the inability 
of LLMs, and ChatGPT in particular, to understand. Another point is their 
capacity to generate misinformation, as the texts produced do not add any 
reflection. Finally, another frequent point is the warning that ChatGPT will 
destroy education because students will no longer write papers, and journal-
ism because ChatGPT will write the news. In short, we will not reach the end 
of the world because ChatGPT will destroy society as we know it first, so it 
should be banned, watermarking of results should be forced (Grinbaum & 
Adomaitis, 2022), etc. 

There are also favourable views, such as that people will be able to work 
faster than ever before; that ChatGPT’s ability to do different kinds of writing 
can be useful for different kinds of businesses; and that its ability to respond 
to and review its own work holds great potential for hybrid human-AI work.

In fact, this lively debate has happened before with other LLMs or varia-
tions of them, such as OpenAI’s GPT-3, Google’s LaMDA, OpenAI’s DALL-E, 
DeepMind’s GATO and Meta’s Galactica, to name a few. In some of them, 
the main criticism was their ability to generate toxic content, an aspect that 
ChatGPT seems to have overcome. In the case of GATO, whose function is to 
generate images from descriptions, the main criticism is of plagiarism, since 
what it does is to generate new images by merging parts of images from other 
works that may have intellectual property rights, but also inaccuracies. Acuña 
cautions that when using ChatGPT to generate code he had to monitor the 
output produced to detect inefficiencies or code that simply does not run. 
(Business Mirror, 2023)

While we agree with much of the criticism, the companies that have de-
veloped these systems are also aware of the limitations. They are well aware 
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that they are building language systems, but by no means knowledge sys-
tems. An interesting article in this regard is Everybody Please Calm Down 
About ChatGPT (Ongweso, 2022). It warns against the unfounded alarm that 
teachers, journalists or programmers are going to disappear. It tells the story 
of StackOverflow and ChatGPT. The latter is a popular forum for software 
developers to ask questions. Recently, StackOverflow has banned members 
from using ChatGPT because the low quality of the answers was damaging 
the reputation of the forum as users were posting ChatGPT answers without 
having tested them first.

Ian Bogost points out in his article ChatGPT is Dumber Than You Think 
(Bogost, 2022) that ChatGPT is not much more than entertainment. It has 
been blogged about as claiming parking tickets and customer service claims 
for money back. Tasks you can do yourself. It begs the question, “is it persua-
sion or laziness?”

Bogost makes a sobering statement: 

The internet, and the whole technology sector on which it floats, feels like a giant organ 
for bullshittery—for upscaling human access to speech and for amplifying lies. Online, 
people cheat and dupe and skirmish with one another. Deep-learning AI worsens all 
this by hiding the operation of software such as LLMs such that nobody, not even their 
creators, can explain what they do and why. OpenAI presents its work as context-free 
and experimental, with no specific use cases—it says it published ChatGPT just to “get 
users’ feedback and learn about its strengths and weaknesses.” It’s no wonder the first 
and most obvious assumption to make about ChatGPT is that it is a threat—to some-
thing, to everything.

In addition, LLMs cause another problems:

[First, the] deployment of this technology actually hurts workers: the systems rely on 
enormous amounts of training data that are stolen without compensation from the art-
ists and authors who created it in the first place.
Second, the task of labeling data to create “guardrails” that are intended to prevent an 
AI system’s most toxic output from seeping out is repetitive and often traumatic labor 
carried out by gig workers and contractors, people locked in a global race to the bottom 
for pay and working conditions.
Finally, employers are looking to cut costs by leveraging automation, laying off people 
from previously stable jobs and then hiring them back as lower-paid workers to correct 
the output of the automated systems. This can be seen most clearly in the current ac-
tors’ and writers’ strikes in Hollywood, where grotesquely overpaid moguls scheme to 
buy eternal rights to use AI replacements of actors for the price of a day’s work and, on 
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a gig basis, hire writers piecemeal to revise the incoherent scripts churned out by AI. 
(Bender & Hanna, 2013)

Big Tech venture capitalists, eager to rationalise and profit, are growing 
impatient with the lack of solid breakthroughs. Meanwhile, companies are 
developing these kinds of attention-grabbing gadgets, distracting from the 
real problems of AI and probing the public acceptance of these developments, 
to see if by chance someone will give them a worthwhile application. Amazon 
has acknowledged that it has invested heavily in Alexa, but is not getting val-
ue for money from it. Meta is in a headlong rush with the Metaverse, a crisis 
that has materialised in massive layoffs. Google is weighed down by YouTube 
costs. In 2021, the stock market has punished technology companies for their 
lack of profitability. Big Tech’s greed to improve its bottom line drives its ad-
vertising of pseudo-scientific breakthroughs.

Ongweso suggests:

We should be asking instead questions along the lines of: “Are large language models 
justifiable or desirable ways to train artificial systems?” or, “What would we design 
these artificial systems to do?” or if unleashing a chatbot to a public whose imagination 
is constantly under siege by propagandistic and deceptive depictions of artificial intel-
ligence (and using that public to further train the chatbot) is something that should be 
allowed to happen.
This is not to say these questions are never asked by anybody. It’s been little over a 
year since Timnit Gebru was fired from Google for asking them, after all. But ChatGPT 
sucks all the air out of the room and instead centers silly questions like, “How do we 
save homework?” or entertains silly delusions, like the idea that you can generate an 
entire AAA video game using systems like ChatGPT that don’t exist. (Ongweso, 2022)

In addition, ChatGPT not only sucks the air out of the room, it also con-
sumes a lot of energy to answer silly questions or to create convincing lies. 

The experience reported by the experts in the above-mentioned articles 
can be summed up in one word: boredom. Erik Hoel goes so far as to speak 
of “the banality of AI”. 

it basically feels like an overly censorious butler who just happens to have ingested the 
entirety of the world’s knowledge and still manages to come across as an unexciting 
dullard. (Hoel, 2022)

Despite criticism for the lack of understanding, Microsoft suggests that 
ChatGPT signifies a beginning of general artificial intelligence:
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Given the breadth and depth of GPT-4’s capabilities, we believe that it could reason-
ably be viewed as an early (yet still incomplete) version of an artificial general intel-
ligence (AGI) system. (Bubeck et al., 2023)

Without undervaluing such advances in algorithms and computation, we 
believe that capital, intelligence and natural resources should be used in ways 
that are truly beneficial and useful to society (Ganapini et al. 2023).

Gary Marcus is less subtle:

LLMs don’t lie, and they don’t tell the truth either. They create plausible sentence con-
tinuations, some turn out to be true, some don’t; they can’t tell the difference.
That’s why you should never ever trust them. (Marcus, 2023)

ChatGPT as well as other generative AI models can be used for good and 
harmless activities as well as for producing malicious and misleading content. 
It does not seem appropriate to classify such models as “high risk” in general, 
but on a case-by-case basis. The EU should take into account in the future AI 
Act that the problem is not in the algorithms, but in what they are used for 
(Volpicelli, 2023).

Potential AI damage will not come from an autonomous AI that simply 
hasn’t been taught the proper values.

An artificial intelligence system trained on words and sentences alone will never ap-
proximate human understanding. (Browning & Lecun, 2022)
All that glitters is not gold (Aphorism)

Anthropomorphic AI: sex robots

Sex robots have been part of human thinking since the dawn of modern 
culture, including the myth of Pygmalion: a sculptor fell in love, married, and 
had a child with the statue he crafted, Galatea (Lee, 2017). Today, we have 
reached a point where anthropomorphic robots are capable of deeper friend-
ships and intimate relationships with humans (Fan & Cherry, 2022), much 
like the Pygmalion myth foretells. As sexual encounters with sex robots be-
come more of a possibility, a lack of appropriate oversight and regulatory at-
tention risks vast negative societal consequences (Howard & Sparrow, 2022), 
presenting challenging questions to established trustworthy AI principles.

For our purposes, we will be using sex robots as a use case to show the 
regulatory and moral challenges facing trustworthy AI. In this case, normally 
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in human form (Fan, 2022), sex robots go beyond the domain of sex toys 
through their ability to closely simulate an intimate human relationship. Sex 
robots include the possibility for humans to develop feelings of intimacy to-
wards the anthropomorphised technology (Fan & Cherry, 2022) unmatched 
by other sexual objects (such as sex dolls) while also responding to differ-
ent human cues and adjusting their behaviour accordingly (such as providing 
companionship (ibid.).

We will not be discussing whether sex robots should or should not be 
treated on par with humans (such as engaging with debates on robot rights). 
Instead, we will discuss trust in the philosophical space and demonstrate the 
prevalence of anthropomorphic robots. Then, based on our communications 
with anthropomorphic AI and ourselves, we will postulate how sex robot-hu-
man relationships can lead to a deeper level of emotional and physical inti-
macy that presents an interesting challenge to trustworthy AI. To do so, we 
explore the four European Union (EU) ethical principles for building trust-
worthy AI: human autonomy, prevention of harm, explicability and fairness15.

The European Union’s view on trust

What trust (and being trustworthy) involves is hotly debated; can you 
trust someone without needing to trust them to do something (Domenicucci 
& Holton, 2017), is it a basic foundation of human existence or not (Løgstrup 
(1971) and Meinert (2015)); and even how to define the concept itself (Ferrar-
io et al. (2020) and Simpson (2012)). For this chapter, we will adopt the EU 
High-Level Expert Group’s definition of trustworthiness (2019), where an AI 
system must be law-abiding, ethical and technically and socially appropriate 
in order to contribute to a future where human experience is enhanced by AI.

To ensure adherence to this future, the EU deployed the principles of hu-
man autonomy, prevention of harm, explicability and fairness to guide AI 
practice and inspire ethical decision-making in AI products and systems. In 
this way, whatever the AI object at hand is, it should adhere to the principles 
imposed by the EU.

Consequently, these principles also apply to the realm of sex robots, made 
possible by the use of anthropomorphism. Essentially, as interpreted by Cor-
nelius and Leidner (2021), anthropomorphism, when applied to AI, includes 
integrating human responses into robots to foster a more comfortable and fa-

15  https://ec.europa.eu/futurium/en/ai-alliance-consultation.1.html 

https://ec.europa.eu/futurium/en/ai-alliance-consultation.1.html
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miliar relationship between the human and AI. Kitano (2007) notes that this 
forms part of Japanese culture, where animistic belief that AI (like any object) 
possesses a spirit, facilitating the social acceptance of technology. For exam-
ple, this can include seeing an AI as a teammate (Seeber, et al., 2020) to the 
extent that robots in the US military have been given funerals (Darling, 2017). 

When it comes to sex robots, there is an even stronger bond developed 
than viewing robots as a teammate involves. Through offering the possibil-
ity of emotionally and physically intimate relationships, sex robots utilise its 
anthropomorphic element to simulate humanlike behaviour. The better the 
sex robot does this, the stronger the bond of attachment. Without utilising 
anthropomorphism, sex robots would not generate any uptake at all.

Above all, their physical embodiment plays a crucial role in the extent to 
which we anthropomorphise a technology. In a study conducted by Kiesler 
et al. (2008), embodied AI ranked top in all participant evaluations (which 
included trustworthiness), as opposed to non-embodied robots (a chatbot). 
The human form embodiment that is deployed in sex robot development pro-
duces a high acceptance of the technology.

As such, anthropomorphic design forms the basis of some of the fierce 
debates currently present within the space, touching upon autonomy, sexual 
relationships, mental health, ethics and gender. Some argue that sex robots 
are an overall positive good: Fan and Cherry (2022) mention sex robots’ abil-
ity to offer friendship to those feeling lonely; Xu (2022) notes their ability to 
help humans overcome their sexual perversions; Jecker (2022) focuses on 
their ability to validate the autonomy of disabled people. 

Others argue to the contrary. Wang (2022) notes (from a Confucian stand-
point) that replacing human relationships is problematic; Richardson (2015) 
warns over the possibility of sex robots leading to the objectification of wom-
en. This is supported by Lee who observes that, for the company RealDolls, 
only 10% of customers are female (2017, p. 5), meaning that most sex robots 
will be designed according to the largest customer base: young white males 
(Yung (2022) and Jecker (2022)). Consequently, there is no overall consen-
sus on how to view sex robots.

Given how integrated technology is in our lives (Zhang, 2022) and the lack 
of consensus present on their usage, we believe this presents an issue worthy 
of consideration for the EU’s trustworthy AI principles. As a result, we will 
now explore the four principles in turn, and investigate the challenges in-
volved in applying these principles to sex robots.
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Human autonomy

An AI system must preserve, and not restrict, human autonomy. Instead 
of influencing and manipulating humans to achieve certain ends, AI systems 
should not coerce but augment the experiences of humans. In our case, this 
means that sex robots should help humans in expressing their full freedom of 
experience, including our freedom to make our own choices without unrec-
ognised influence.

One of the strongest proponents for sex robots being introduced into the 
human experience is Jecker (2022), who appeals to their ability to ‘restore’ the 
autonomy lost by people who have physical disabilities. Here, Jecker (ibid.) 
(as well as Danaher (2017)) believes sex is a basic human need, which is of-
ten left unavailable or unsatisfiable for those with severe disabilities (such as 
being bound to a wheelchair). Hence, to facilitate the fulfilment of this basic 
human need, sex robots can allow disabled people to enjoy the full range of 
human autonomy they would otherwise not have experienced. In this way, 
we no longer treat the bodies of disabled people as things to “clean and feed” 
(Jecker, 2022, p. 26), but rather appreciate the basic human need that sex 
presents. In this way, AI in the form of sex robots can potentially satisfy the 
EU principle of human autonomy through appreciating the basic human need 
for sex.

Nevertheless, Fan (2022) acknowledges how finding ourselves in need of 
considering such an option is problematic. Instead of creating a society where 
sex robots meet the needs of people suffering from disability, we should in-
stead strive for a society in which we prioritise ways to maintain human rela-
tions between people in these situations. In this case, relationships with sex 
robots are inferior to those between humans: they lack genuine reciprocity 
and produced skewed views of how a relationship operates (with the human 
ultimately controlling how the relationship plays out). Hence, engaging in 
intimate relationships with sex robots begins the dangerous journey of re-
placing human interactions (which are notoriously complex through varying 
social norms) with easily accessible, monochrome robot transactions, which 
would lead to a less fruitful human experience.

Building on this, the Campaign Against Sex Robots (2015) proposes that 
sexual actions with sex robots does not involve any human autonomy at all, 
given how there is no empathy and reciprocity involved in the sex act. In a 
comparable scenario, this can also be seen in terms of the problems of hu-
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man-human sex acts which also do not value human autonomy nor involve 
empathy or reciprocity: such as prostitution. Like with prostitutes, sex robots 
are treated as objects, acknowledged by Sparrow and Sparrow (2006) given 
how sex robots, under our complete control, are not friends or partners, but 
things, removing the element of autonomy entirely. In this way, sex robots 
can also prove a problem when it comes to autonomy given how it could be 
easier to carry out this devaluation, especially as they are not widely deemed 
as equivalent to people in terms of rights and moral status. Consequently, 
engaging in sexual acts with sex robots could mean people isolate themselves 
further by opting for sex robots which present a easier opportunity to carry 
out heinous sexual acts.

Given the above, sex robots present an interesting conundrum for the 
principle of autonomy. On the one hand, they have the potential to facilitate 
human autonomy for people suffering from disability. On the other, they po-
tentially cheapen the very notion of autonomy itself when it comes to how 
women are treated. Hence, in developing trustworthy AI, the challenge of sex 
robots begs the question of how we want AI to augment our human experi-
ence.

Prevention of harm

When developing trustworthy AI, the system must not cause harm to peo-
ple, protecting their physical and mental dignity in the process. This means 
there can be no malicious use of these systems, while those most vulnerable 
are to receive more acute attention in risk cases.

When applied to sex robots, the concept of harm becomes intertwined 
with privacy. Rights-based arguments (observed by McArthur (2017)) pro-
pose that, if sex robots are deployed in the privacy of your own home, there is 
no direct harm being done to others. However, given the development of AI 
technology such as Alexa (which has the capability to record conversations), 
the notion of ‘the privacy of your own home’ has become difficult to sustain. 
Like Alexa, sex robots will likely need to be connected to the internet in some 
way to function (such as for performance monitoring of the sex robot by hu-
mans), opening the door for illegal surveillance from nefarious actors. Hence, 
while interactions with sex robots could occur in private, they will not neces-
sarily be private, meaning the argument for sex robots based on the right to 
privacy are weakened.
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Sparrow and Sparrow (2006) appeal to the symbolic argument (also cov-
ered by Danaher (2017)) of sex robots, whereby a sex act with a sex robot 
(usually in the form of a woman) will directly resemble sexual interactions 
with real humans given its anthropomorphic nature. Hence, given how sex 
robots are more consenting than humans, Gutiu (2012) and Cherry (2022) 
warn of the dangers this kind of perception may entail when it comes to sex 
acts with real humans, i.e. viewing sexual partners as almost unable to say no. 
With cases of rape reported in countries like Botswana and Sweden at 96.87 
and 87.97 per 100,000 people respectively16, and with the World Health Or-
ganisation estimating that 1 in 3 women will experience sexual assualt in their 
lifetime17, this is an already alarming issue that could be exacerbated by the 
emergence of sex robots.

Within this case, societal harm may be caused by the deployment of sex 
robots through the replacement of human interaction where, combined with 
the symbolic argument, this proves a dangerous combination towards foster-
ing a devaluation of the importance of consent in sexual encounters. These 
considerations also pull into question whether harm can be caused to the sex 
robot involved. While this final point is not so tangible as of yet, sex robots 
still demonstrate a very dangerous and real possibility of harm to humanity. 
Trustworthy AI, in this scenario, would have to mitigate for both social and 
physical harm potentially derived from the use of sex robots.

Explicability

On the principle of explicability, the capabilities and purpose of an AI sys-
tem must be known and made available to the user. This is to avoid the po-
tential for user manipulation, given the very powerful capabilities of AI to 
pass as humans and impersonate us (for example, DJ David Guetta using AI 
to replicate rapper Eminem’s voice to sing lyrics he never did (Garcia, 2023)). 
Consequently, the Bolstering Online Transparency act (B. O. T) passed in Cal-
ifornia in 2019 aims to prevent such manipulation through making law that 
every chatbot deployed in the state must self-identify when interacting with a 
human (such as an initial message saying ‘hello, I’m a chatbot’).

In the realm of sex robots, explicability becomes an even more important 
safeguard. Howard and Sparrow deem “transparency” (2022, p. 58) as key to 

16  https://wisevoter.com/country-rankings/rape-statistics-by-country/ 
17  https://wisevoter.com/country-rankings/rape-statistics-by-country/ 



ANICETO PÉREZ Y MADRID / CONNOR WRIGHT

106

the safe development of sex robots, given the importance of informed consent 
when it comes to engaging in sexual acts. Wrapped up in this possibility are 
questions about what sex robots should be permitted to simulate, with expli-
cability proving the key to establishing this boundary.

To illustrate, the Campaign Against Sex Robots (2015) explicitly rules out 
any engagement in perverse sex acts with sexrobots in the name of therapy 
to avoid perversion. Xu (2022), however, acknowledges that, while not ide-
al, sexrobots could be used to help channel the frustrations and perversions 
caught up in sex acts (such as the desire to rape) in the form of engaging with 
sex robots in order to prevent harm to other humans.

While such an approach could, at a stretch, perhaps help dissuade certain 
people from committing this act to humans, we again enter into the problem 
of the symbolic argument, given the anthropomorphic nature of the sex robot. 
Furthermore, for sexual perversions such as paedophilia, would the knock-on 
effect of following the therapeutic approach necessitate the creation of child 
sex robots? An overwhelming majority of the participants in Scheutz and Ar-
nold’s study (2016) study strongly disagreed with such a possibility, putting 
this use of sex robots further into question. Explicability, as a result, plays a 
crucial role in determining what the appropriate and fair use of a sex robot is, 
acting as a gatekeeper to prevent further societal harms.

Fairness

Fairness, while notoriously difficult to define, four our purposes involves 
no unfair bias nor discrimination encoded into an AI system. For example, fa-
cial recognition systems should not be more accurate when it comes to iden-
tifying people of a certain ethnicity than others. Instead, AI systems should 
foster equal opportunities in the form of equitable access to resources for hu-
mans (such as providing wider access to healthcare services). To ensure this 
is the case, the company developing the AI must be held accountable for the 
actions carried out by the AI.

Examining the principle of fairness within sex robots necessitates a refer-
ence to the potential ecosystem it would create. As we have seen, it is more 
likely to be men that get involved in the space, with sex robots most likely 
looking like women. In this sense, there is already likely to be a disagreement 
over what equal opportunities looks like in this scenario: should sex robots be 
available for everyone equally? Or, should those who need it most (like Jeck-
er’s observation (2022) of sex robots and people suffering from disability) get 
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equitable access? Above all, there is the issue of whether sex should be com-
mercialised in this way. Drawing on Danaher’s symbolic argument (2017), 
sex robots, in an anthropomorphic female form, could represent women be-
ing sexually commercialised, thus proving unsupportable.

A further important aspect that the principle of fairness touches upon is 
accountability. When engaging in sexual actions with a sex robot, there is a 
possibility that something may go wrong, whether it’s a malfunctioning sex 
robot that harms a human or a sex robot being reprogrammed to behave in 
a way it was not designed for. Furthermore, given the deep sadness and dis-
appointment felt by Replika (an AI business designing AI avatar compan-
ions) users when their avatars could no behave in a sexual manner (Al-Sibai, 
2023), there is also scope for emotional and spiritual harm . Hence, the entity 
or entities involved in the design or promotion of sex robots are to be identifi-
able to be obligated to appropriately deal with such scenarios. 

How this will be done varies, with Wildes (2022) and Evans (2022) stat-
ing how regulation in this way is more likely to be on the micro-level (re-
gional regulation) than on the macro-level (nationwide regulation). Offering 
a partial explanation is how Cherry (2022) notes that harm differs culturally, 
meaning that what could be flagged up as harmful behaviour in one European 
country could be viewed differently in another. Hence, one of the immediate 
challenges to the principle of fairness is its definition, and the possibility of it 
being applied across various contexts, which will prove vital in deploying sex 
robots in an appropriate manner.

As can be seen from the analysis above, sex robots present a novel chal-
lenge to trustworthy AI. Touching upon the four ethics principles of the EU, 
there remain interesting and vital questions about what is slowly becoming 
an ever more real scenario. To develop this further, we will now explore these 
ethical principles in even more depth.

Emerging issues beyond trustworthiness: delegating warfare to drones

We have explored a variety of issues to do with what makes for trustwor-
thy AI, and what trusting in the technology would look like. In this section, 
we consider emerging issues beyond trustworthiness, where we will consider 
trusting AI to the point of delegation (taken as humans designating complete 
control of actions to machines that previously involved human oversight). In 
particular, we will focus on AI in warfare.
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The history of the development of weapons of war is a constant quest for 
superiority over the adversary. Some weapons have initially been ethically 
challenged but later accepted, such as the submarine18; others have been used 
and later banned, such as chemical weapons19 and land mines20; others have 
been regulated, such as nuclear weapons. 

The military has been disrupted by waves of technological advancements, 
ranging from radar to fire-arm capabilities, fuelled by the constant drive for 
innovation (Warren & Hillas, 2018). When it comes to AI, Crawford (2021) 
observes how the field has always been strongly linked with the military, with 
pivotal conferences such as the Artificial Intelligence Summer Research Pro-
ject at Dartmouth in 1956 (where the term ‘Artificial Intelligence’ was coined) 
being funded by The Office of Naval Research. Furthermore, the Defense Ad-
vanced Research Projects Agency (DARPA) has been supplied with funding 
for developing military technology since 1957 (Graham-Rowe, 2008). What 
has now changed with the entrance of AI is that the funding not only comes 
from organisations like DARPA, meaning more private entities have a say in 
shaping military AI technologies.

AI, in this context, can take many different forms ranging from computer 
vision for object detection, using data to resolve resource allocation problems 
(Raska, 2022) and autonomous weapons. Some forms of the latter are sim-
ply banned (such as autonomous anti-personnel mines under the Mine Ban 
Treaty (Marchant, et al., 2010)), whereas others are being deployed currently 
(such as drone boats in US Navy (The Wall Street Journal, 2023)). In our 
case, the emerging issue we will investigate is the use of drones in warfare.

Currently, according to DroneII’s Drone Market Report cited in McNabb 
(2022), the drone industry in 2022 is worth $30.6 billion. In recent years, 
drones have been used by Azerbaijan in its conflict with Armenia (Davis, 
2020), while also being used as recently as the Russia-Ukraine conflict, with 
Ukraine’s digital transformation minister Mykhailo Fedorov saying how kill-
er drones are an “inevitable” next step in warfare (Bajak & Arhirova, 2023). 
On a global scale, the Riga Declaration on drones has attempted to provide a 

18  The Russian Circular January dated 11th, 1899 for the Peace Conference at the Hague 
1989, proposed “4. To prohibit the use, in naval warfare, of submarine torpedo boats or 
plungers, or other similar engines of destruction; to give an undertaking not to construct, 
in the future, vessels with rams.”
19  The Convention on the Prohibition of the Development, Production, Stockpiling and 
Use of Chemical Weapons and on their Destruction.
20  United Nations Anti-Personnel Landmines Convention, 1997
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regulatory framework for the technology (Fox, 2017), calling for swift regula-
tion to help the private sector make informed investments, as well as labelling 
drones as their own class of aviation. The United Kingdom, Australia and the 
United States have all signed a joint agreement in 2021 for the development 
of autonomous drones (both in the air and undersea) amongst other military 
technologies (Clark, 2022). Motonobu (2022) believes that island nations, 
such as Japan, can also expect to benefit from the use of undersea drones.

Given the commitment to drone technology in warfare, ethical discussion 
of the technology has arisen. The United Nations Group of Governmental Ex-
perts as a group within The Convention on Certain Conventional Weapons 
have elaborated 11 guiding principles on lethal autonomous weapons21. These 
include fully complying with international humanitarian law (covered by the 
International Committee of the Red Cross22), human responsibility being re-
tained throughout the development process and the inclusion of safeguards 
amongst others.

Building on this, authors such as Steinhoff (2013) and Plaw (2013) be-
lieve drones are nothing new, meaning they do not require any special ethi-
cal treatment. In fact, Scholtz and Galliot (2020) believe there is an ethical 
obligation to automate weaponry at the microlevel to make their use safer. 
However, thinkers such as Kasher (2013) and Lucas (2013) alongside organi-
sations such as the Campaign to Stop Killer Robots strongly believe drones 
(and autonomous weaponry in general) require new and targeted ethical 
thinking. Consequently, we will explore how the issue of delegation leads to 
these debates.

To do so, we first offer some definitions. Drones in warfare can be de-
ployed in the air (unmanned aerial vehicles (UAVs)), on the ground (un-
manned ground vehicles (UGVs)) and in the sea (unmanned maritime sys-
tems (UMSs)) (Warren & Hillas, 2018, p. 223). To provide a more detailed 
approach, we will focus on UAVs given their broad usage both in and out-
side warfare (such as in agriculture (Fox, 2022) and discouraging poaching 
(Jonga, 2022)). Here, there are two broad categories of drones: rotary wing 
and fixed wing. These are typically deployed used in quadcopters (where the 
drone is lifted into the air by 4 rotors) and usually bears a camera which feeds 

21 https://www.un.org/disarmament/the-convention-on-certain-conventional-
weapons/background-on-laws-in-the-ccw/ 
22 https://www.icrc.org/en/document/icrc-autonomous-weapons-represent-urgent-
humanitarian-priority-today-0 
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information back to the ground (Fox, 2017, p. 686). Fox (2022) also notes 
that the European Union makes a distinction between drones with remote 
piloting and those without, with non-remote piloted drones ultimately form-
ing part of the umbrella term lethal autonomous weapons, which Marchant et 
al. (2010) deem as weapons that can operate to deadly effect without human 
intervention.

To explore the use of drones as a form of delegation, we will observe how 
drones are a multi-use technology, being used for tasks outside of warfare. 
This will allow us to observe how, despite their flexibility, drones have their 
roots in the military, where the debates centre on whether and how we should 
deploy drones in warfare. Here, we note how different sides of the debate 
disagree over the benefits drones can bring, as well as their classification as 
autonomous weapons or not. From there, we classify these disagreements 
through referring to the Just War Theory (JWT) i.e a theoretical framework 
that regulates the conduct of war.

Drones: a multi-use technology

As we alluded to in the introduction, drones are not only purpose-built for 
warfare. In terms of agriculture, it prevents farmers in Japan and South Ko-
rea having to patrol the fields with crop sprayer packs (Fox, 2022), while also 
helping identify predators (Tharwani, 2022). The technology’s identification 
capabilities also apply to preventing poaching, where drones are deployed in 
the Kruger National Park in South Africa to help monitor the 19,485 km2 of 
land, impossible for the park rangers to cover on their own (Jonga, 2022). 
This use saw reduced rates of poaching, where, in 2014, Graham Dryer (a for-
mer park ranger) patrolled the Pretoriuskop area of the Kruger with drones 
and saw no recorded killings during that time (despite the ongoing rhino-
poaching war at the time) through the increased surveillance provided by the 
drones. Drone service also extends to the medical supply chain, with drones 
being used in Rwanda to deliver medical necessities (such as blood) to remote 
areas (Korosec, 2022).

Nevertheless, while drones can be used outside of warfare, Fox (2014) 
notes that their history is heavily entrenched in military aviation. One of 
the first drones designed was the Hewitt-Sperry Automatic Airplane during 
WW1, with its ability to be used as a pilotless plane or bomber (ibid., 2022, 
p. 5). Domination of the sky in general has been a pervasive military thought, 
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stretching back to 1849 where pilotless aviation in the form of unmanned 
balloons were launched by Austria to attack Venice (Omissi, 2017). Neocleous 
(2014) notes how aviation bombing during British colonial times was used 
to supress rebellion, with Winston Churchill deploying military aircraft in 
Somaliland for repression in 1914, and in 1915 aircrafts were used in polic-
ing the Indian Frontier (Omissi, 2017). More recently, unpiloted drones were 
used heavily by NATO in Kosovo in 1999 both for surveillance and identi-
fying targets (Sparrow, 2007), while being deployed by Kosovo to observe 
Serbian barrack positions on the Serbia-Kosovo boarder in November 2022 
(Euronews, 2022).

Given the above, delegating parts of warfare to drones means the ethical 
debate centres on whether and how we should deploy drones. As mentioned 
in the introduction, private entities are more involved in the development 
and deployment of military technology, meaning government agencies are no 
longer the locus of accountability. Consequently, less players in the military 
game are obligated to follow international higher law, bringing into question 
how accountable private entities can be for their actions. For example, the 
US witnessed the infamous Blackwater incident that saw personnel from a 
private military contractor kill 14 Iraqi civilians in Baghdad in 2007 (Woolf, 
2015). The perpetrators were later sent to prison, but a similar path cannot 
be replicated with putting a drone behind bars, complicating the attribution 
of accountability. 

What is comparable, however, is that private contractors are still very in-
volved in the US military, with hundreds of private contractors being involved 
in surveillance data analysis (Ross and Ball, 2015). Consequently, in order to 
uphold rigorous accountability standards, The Campaign to Stop Killer Ro-
bots (supported by Amnesty International) focuses on regulation for the use 
of autonomous weapons (alongside the International Committe for the Red 
Cross). It argues for human presence in autonomous weapon decision-mak-
ing, which Warren and Hillas note is the only meaningful way to demonstrate 
human control of these systems (2018). Furthermore, the campaign reports 
how on October 21st 2022, 70 states issued a joint statement in the United 
Nations General Assembly on lethal autonomous weapon systems: a com-
mitment to making progress to developing a framework, and recognising the 
importance of human accountability in this process (Noor, 2022).

However, Scholtz and Galliot believe the Campaign to Stop Killer Robots 
has advanced a dystopian view of autonomous weapons (2020), distracting 
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away from the benefits they could bring. Instead, they believe it is important 
to ponder the safety that autonomous weapons could provide, such as having 
a built-in automated system that aborts drone strikes if a religious symbol 
is identified (or a protected symbol like the Red Cross emblem). In agree-
ment is Strawser (2013), who believes there exists an ethical obligation to 
make weapons safer for humans and to not put human lives unnecessarily 
at risk. Drones, in this sense, make surveillance, reconnaissance and aerial 
missions during warfare safer, as well as adhering to Strawser’s “principle of 
unnecessary risk” (2010). This principle holds that, when engaged in morally 
acceptable warfare, military personnel are owed as little risk as permissible 
by military technology, meaning that drones could represent a moral obliga-
tion for use.

However, Kasher (2013) disagree that drone technology forms part of the 
above-mentioned umbrella term ‘military technology’ and should instead be 
treated as a separate case given the acute ethical conundrums it carries as 
opposed to other military technology (such as radar). For example, Strawser 
(2013) observes that drones differ from biological weapons in the sense that 
they are not deemed to be intrinsically wrong (drones are useful beyond offer-
ing brutal murder capabilities). Furthermore, drones are easier to throw into 
combat and cheaper to make compared to technology such as missiles, making 
war a more viable option to pursue, while also presenting the possibility of a 
further removal of humans from the battlefield. The latter means that riskier 
missions can be undertaken (such as the previously mentioned drone surveil-
lance used in Kosovo by NATO) and, as Voice (2022) notes, that remote human 
operators can make life or death decisions thousands of miles away.

Being removed from the battlefield does not mean drone operators do not 
suffer their own trauma and mental health afflictions. In fact, Gómez de Ágre-
da (2020) believes that these technologies increase the complex decisions 
humans have to make. The technology is harder to understand, meaning col-
lateral damage is hard to predict as well as that there are more missions and 
surveillance operations to undergo, growing the possibility of ethical situa-
tions emerging. 

To illustrate, it is worth considering how delegating non-lethal military 
decisions to drones also impacts the speed and damage of conflicts. Wallach 
(2023) notes how the complexity of the military environment means that, 
like the probability of the success of a military action nearly always being un-
known, so too will the outcome of drone decision-making. Hence, should the 
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drone decide to fly into hostile airspace and escalate a conflict, it will be un-
likely that military supervisors could be held accountable. Delegating military 
decisions to autonomous technology leads to a dilution of human responsibil-
ity and presents less opportunities for humans to intervene in any hazardous 
decision-making by the technology. Consequently, Gómez de Ágreda (ibid.) 
argues in conjunction with the Convention on Certain Conventional Weapons 
for drones’ compliance with international humanitarian law in order to best 
guide the practices of these operators. This is because drones, in their current 
design, lack the ability to be made compliant with international humanitarian 
law (ibid.).

Nevertheless, another way that has been touted as a possible way to pro-
tect these operators is the autonomous operation possibility that drone tech-
nology possesses. Steinhoff (2013) ponders how the more autonomous the 
drone can operate, the less responsible the human officer involved is, but 
their knowledge of what the technology can do (such as the potential for tar-
get misidentification) means that they are, at least somewhat, still respon-
sible. Gómez de Ágreda (2020) would argue that no moral responsibility is 
passed on to the machine, yet this form of potential moral delegation is a 
particular issue of drone technology that warrants its separate consideration 
from other military technology.

The most important distinction within the drone debate comes in the form 
of distinguishing between remotely operated drones and drones that are fully 
autonomous. The former may have an autopilot mode which can be observed 
by a human, but the decisions always lie with the human operator. The lat-
ter, however, involves no need for human oversight whatsoever (going strict-
ly against the laws elaborated by the Convention on Certain Conventional 
Weapons).

Pivoting away slightly from disagreements about delegating warfare to 
drones based on their classification and their links to aviation, we will now 
observe how authors differ in their thoughts surrounding drones according 
to the JWT. To do so, we will briefly outline the theory, and then observe how 
different authors use it to sustain their arguments.

Drones and the JWT

Hallgarth (2013) mentions that the nucleus of the JWT is the question 
surrounding when we are justified in declaring war (jus ad bellum) and our 
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conduct during wartime (jus in bello), with Bass (2004) contributing a recent 
addition to the theory: our conduct after the fact (jus post bellum). These 
three sections can be fleshed out as follows:

Jus ad bellum: going to war:

War can only be declared by agents with the power to do so (such as Heads of State, 
governments, or certain governmental positions) with a morally justified reason (rang-
ing from preventing genocides to resisting aggression). This decision must be an-
nounced to the enemy at hand, while also proving the last resort to resolve the dispute 
that still possesses a reasonable chance of doing so. Above all, the benefits of going to 
war must outweigh the grave costs it incurs.

Jus in bello: discrimination and proportionality:

During conflict, the principle of discrimination holds that there must exist a distinc-
tion between combatants and non-combatants (such as civilians) irrespective of their 
religion or creed. For example, no matter if a war is being waged against a certain 
religion, the non-combatants of that country who form part of that religion cannot be 
targeted. Relatedly, the principle of proportionality sustains that no excessive force 
should be used when lesser force can ensure victory, and an action con only be met 
with a proportional reaction (the digging of trenches cannot be answered by a nuclear 
airstrike, for example). Military means of action are also limited, including bans on 
certain weaponry (such as chemical weapons), ethnic cleansing and rape campaigns, 
while also demanding adequate quarantine for prisoners of war.

Jus post bellum: once the conflict has ended:

Alongside going to war for the right reasons and conducting itself appropriately during 
wartime, a state must also justify these reasons through its conduct after the conflict 
has ended (Bass, 2004). Such practices could include helping to rebuild the devas-
tation suffered by states involved, helping to provide stability through governmental 
reform and providing food aid amongst others.

Within this framework, Hallgarth (2013) observes that drones can help 
provide the evidence necessary to justify a declaration of war through its 
surveillance and reconnaissance capabilities. This surveillance can also help 
inform military officers of the level of proportionate force they should use 
in conflict. For example, should drone footage demonstrate that, contrary to 
previous reports, infantry on the ground is not deploying land mines, this can 
evade the possibility of retaliating in the same way. In addition, Blanchard 
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and Taddeo (2022) note how drones being applied to the jus ad bellum condi-
tions demonstrates the disruptiveness of the technology, given how weapons 
are usually reserved for jus in bello considerations. Furthermore, drones can 
even be used to carry out jus post bellum activities, whereby its ability to lo-
cate missing persons and provide medical relief to remote areas (as noted by 
the National Air and Space Museum (2017)) can also be applied to the mili-
tary scene.

However, Blanchard and Taddeo (2022) question the adequacy of this 
framework. Drones (and autonomous weapon systems in general) possess 
the ability to change the very way we think about war and how it is carried 
out, meaning some of the above-mentioned principles are presented with se-
rious challenges. For example, calculating the effects of a technology in order 
to inform our judgement on declaring war is often wrong, given that the ef-
fects of technology are notoriously hard to predict. Walzer (1977) adds to this 
by mentioning how whether drones can bring a speedier end to a war or not 
is not a reliable source for our jus ad bellum predictions, given that there is 
no calculation for how this technology will affect war-waging. Instead, Blan-
chard and Taddeo (2022) note how autonomous weapons such as drones ex-
pose how arguments from the JWT confuse proportionality with precision. 
Both sides of a conflict having drones allows for both sides to be more precise, 
but proportionality is concerned with the reasons for going to war and wheth-
er they are justifiable. Hence, applying jus ad bellum reasoning to delegating 
warfare to drones becomes confused and problematic.

Building on this, a specific area of discussion revolves around applying 
the jus in bello conditions to drones. Lucas (2013) explores how, despite 
drones providing a higher level of accuracy in terms of targeted individual 
killings, the accessibility of drones (due to moderate manufacturing costs) 
produces a higher likelihood of drone strikes to be used. Consequently, there 
is an increase in the possibility of collateral damage to civilians, raising the 
objection observed by Strawser (2013) that drones are not precise enough to 
avoid unnecessary deaths, therefore violating the jus in bello conditions (like 
the principle of discrimination). Moreover, the technology provides further 
conundrums for the principle of discrimination in terms of involving non-
military personnel in the conflict, such as private security contractors who 
design the drones. This could potentially lead to the contractor’s use of deadly 
force, meaning who is determined to be a non-combatant becomes even more 
difficult to decipher.
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The possible autonomy of drone technology also leads some authors to in-
clude autonomous weapons (such as drones) as a form of banned weaponry, 
an objection explored by Scholtz and Galliot (2020). Here, the authors argue 
that an outright ban would miss the nuances afforded by autonomous weap-
onry, such as making conflict safer for humans. While the authors mainly 
argue for this in terms of “MinAI” (ibid., p. 687) which is AI designed to pre-
vent certain actions (such as biometric handles on hand guns), it can also be 
applied to the safeties afforded by drone technology. For example, they argue 
that autonomous weapons can help facilitate the involvement in events which 
require intervention, but are too risky for humans.

In addition, banning such weapons does not necessarily mean they stop 
being produced, just like how nuclear weapons are still held in arsenal by 

states despite a general ban against their use. Furthermore, we cannot apply 
the same methods (such as satellite imagery) through which we can monitor 
nuclear weapons to AI, making an outright ban even harder to enforce. In this 
way, the authors argue that an outright ban of autonomous weapons leaves 
a power vacuum to be filled by nefarious actors who will continue to develop 
the weapons. This claim does rest on the assumption that autonomous weap-
ons provide similar indispensable benefits in warfare like nuclear weapons, 
but it does show how drones are situated within the JWT debate.

All in all, delegation in the form of drones is certainly an issue beyond 
trustworthiness. We have considered what drones are, their various uses and 
how this generates debate about whether the technology should be permitted 
or not, especially surrounding their autonomy. Hence, while conversations 
surrounding trustworthiness in its current form are important, it is also nec-
essary to bear in mind the outcomes of these conversations, namely, what the 
next step after trustworthy AI could involve.
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PRINCIPLES BASED ETHICS AND VIRTUE ETHICS

Current initiatives for ethical guidelines for artificial intelligence (AI) of-
ten take a principled approach. However, establishing principles alone is not 
enough; they must also be convincingly put into practice. In this book we 
have addressed whether the Trustworthy AI approach is sufficient to answer 
what seems to be the fundamental question of AI ethics, “What should AI 
do?” or “How should AI act?”. As Hanna and Kazim (2021) mention:

AI Ethics [...] seeks to provide guidelines for action in the design and use of artificial 
automata or artificial machines by rationally formulating and following principles or 
rules that reflect our essential individual and social commitments and our highest ide-
als and values. (Hanna & Kazim, 2021 cited in Costa Ames, 2022)

Ethical principles of this kind focus on the actions of individuals in specific 
circumstances. This has given rise to deontological (rule-based) ethics that 
stipulate what is right or wrong to do in various professions such as med-
icine, law, or finance by assessing actions against a previously established 
ethical framework. Ethical guidelines and frameworks in AI often follow this 
approach. Among the principles most present in AI ethical guidelines are im-
partiality, accountability, explainability, transparency, privacy, security, and 
the common good. The European Union’s Ethics Guidelines for Trustworthy 
AI (Ethics Guidelines) further state that adherence to these principles vali-
dates an AI system as trustworthy.

Ethical guidelines in AI are often limited to principles (what to do) to the 
detriment of their implementation (how to do it). However, ethics does not 
consist exclusively of moral principles, as if moral judgement were reduced 
to an unreflective observance of rules. To answer the “how” in AI ethics it is 
necessary to consider aspects of reality that are not very predictable, such 
as context dependency, different requirements for different stakeholders, as 
well as the management of conflicting principles and values. 

Ethical behaviour does not emerge spontaneously or as a result of study-
ing a set of learned rules. A study led by MacNamara (MacNamara et al., 2018 
cited in Hagendorff, 2022) concluded that ethical principles have no signifi-
cant influence on technology developer’s decision making routines. Norma-
tive principles are not worth much if they are not acknowledged and adhered 
to. In order to actually acknowledge the importance of ethical considerations, 
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certain character dispositions or virtues are required, among others, virtues 
that encourage us to stick to moral ideals and values (Hagendorff, 2022). The 
reason is that ethical behaviour is the fruit of the way people are.

In 1958, Anscombe wrote the essay Modern Moral Philosophy criticising 
both utilitarian ethics and principled ethics because they both left out a fun-
damental component: virtue. Proponents of this view believe that the princi-
pled approach to morality neglects a more important question, what people 
ought to be. They argue that “what kind of person should I be?” is more im-
portant than “what should I do?”

According to “virtue ethics”, there are certain ideals, such as excellence or dedication 
to the common good, toward which we should strive and which allow the full develop-
ment of our humanity. These ideals are discovered through thoughtful reflection on 
what we as human beings have the potential to become. (Velasquez, M. et al., 1988)

The process of moral learning is practical: what we learn to do, we learn by 
repeating it. It consists of discovering the good and pursuing it through char-
acter-modelling practices that generate phronesis (practical wisdom com-
prised of sound judgement and knowledge of how a means leads to an end) 
. The good is discovered, rather than postulated as moral principles. Ethical 
decisions are made when “information is unclear, incomplete, confusing, and 
even false, where the possible results of an action cannot be predicted with 
any significant degree of certainty, and where conflicting values ... inform the 
decision-making process”. (Wallach, Franklin & Allen, 2010, p. 457 cited in 
Howard & Muntean, 2016) Moral cognition is in fact more complicated than 
it might seem: lack of certainty, noise, error, ambivalence and confusion are 
commonplace. Any current system based on pattern identification is incapa-
ble of dealing with what decision-making actually entails. Conceptual work is 
required to differentiate between patterns in data, regularities and rules with-
out exceptions. It takes a straightforward, prudent, habitual and assimilated 
approach for decision-makers to get it right, or at least to be able to justify it 
in a reasoned way.

Virtues are dispositions or character traits that allow us to act in accord-
ance with the ideals we have adopted. Examples of virtues are justice, hon-
esty, prudence, generosity and fidelity. Aristotle suggested that virtues are 
acquired through self-discipline and repetition of actions so that they become 
habits and become part of a person’s way of being. Thus, one who has devel-
oped the virtue of generosity tends to act generously in all circumstances. 
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The virtues are not independent; it is not possible for a person to be both 
prudent and unjust. Virtues develop harmoniously in a person. A person who 
has developed virtues is considered a virtuous person and will be disposed 
to act in a manner consistent with moral principles. A virtuous person is an 
ethical person.

Just as virtues do not exist in isolation, virtuous people are formed from 
youth and are supported by the communities in which they live. Character 
does not develop in isolation, but within the communities to which a person 
belongs, such as the family, the school, the church, the associations to which 
he or she belongs or the organisation in which he or she works. As a person’s 
virtues grow, his or her personality is affected by the values cherished by his 
or her communities and the role models they propose. It is essential for the 
virtue-based approach to pay attention to the habits that communities foster 
and inculcate. 

As a result, when it comes to AI, part of the ethical evaluation of a system 
can also centre in analysing the environment in which it was created. Part 
of the process to create an ethical AI is located in developing an appropriate 
context in which it can be developed. Traits of such a context can involve (but 
are not limited to) an interdisciplinary and diverse designer team, consistent 
evaluation throughout the design process (asking questions about whether 
the machine is still in line with previously established aims), discussing miti-
gation strategies if something goes wrong, contextual sensitivity (such as po-
tential public backlash to the use of the system) and more.

Virtue as a framework for ethics differs from rights, duties and the calcu-
lus of consequences in that it focuses on good character. Virtue-based ethics 
and its application to organisational leadership is rooted in ancient moral 
philosophy and is practical in its concern with assessing situations, mak-
ing judgements and taking actions consistent with good character (Beadle & 
Moore, 2006 cited in Neubert & Montañez, 2020).

Consequently, moral life is not simply a matter of following moral rules 
and learning how to apply them to specific situations. Moral life is also a mat-
ter of trying to determine the kind of people we should be and paying atten-
tion to character development within our communities and ourselves.

Hagendorff (2022) proposes that AI ethics should focus more on virtues, 
i.e. the character dispositions of AI practitioners to effectively put them into 
practice. Virtues are the precondition for putting ethical principles into prac-
tice and can help to access the ethical implications of the large-scale use of 



ANICETO PÉREZ Y MADRID / CONNOR WRIGHT

120

AI, in its learning from data and in the changes it brings about in human-
computer interaction. 

Shannon Vallor (2022) recognises the importance of virtues in an increas-
ingly technological and globalised world, which she calls technomoral virtues:

This habit that we have of treating technology and morality as entirely independent, 
separate areas of study or interest is actually part of the problem of why our society is 
struggling right now to align innovation and economic growth and scientific progress 
with social and political flourishing. … So I talk about technomoral virtues, I talk about 
technomoral futures, because I want to remind us that until we begin to understand 
the integration of technology with our values and the mutually dependent relationship 
of these domains, we won’t be able to solve the problems that are facing us today.

The next question is what these AI-specific technomoral virtues might be. 
Vallor (2016) proposes a list of twelve virtues, namely honesty, self-control, 
humility, justice, courage, empathy, caring, civility, flexibility, perspective, 
magnanimity and wisdom. This selection has been criticised, but Vallor’s 
work is arguably the most important approach in the ethics of technology 
(Hagendorff, ibid.). 

Hagendorff (ibid.) cites several subsequent studies that have distilled a set 
of AI virtues that seems more accurate. The process has involved meta-stud-
ies of different ethical frameworks, identifying the ethical principles most of-
ten repeated in them, and seeking the answer to the question: what virtue 
or virtues can facilitate this particular principle? The result was a set of four 
virtues, namely justice, honesty, responsibility and care. Although it is not the 
purpose of this paper to elaborate on the specific virtues, but rather to present 
them as an ethical approach, we include the description of these virtues and 
the ethical principles related to each of them as collected by Hagendorff:

Justice: A strong sense of justice enables individuals to act fairly, meaning that they 
refrain from having any prejudice or favoritism towards individuals based on their 
intrinsic or acquired traits in the context of decision making. In AI ethics, justice is the 
one moral value that seems to be prioritized the most. However, it is hitherto opera-
tionalized mainly in mathematical terms, not with regard to actual character disposi-
tions of AI practitioners. Here, justice as a virtue could not just underpin motivations 
to develop fair machine learning algorithms, but also efforts to use AI techniques only 
in those societal contexts where it is fair to apply them. Eventually, justice affects algo-
rithmic non-discrimination and bias mitigation in data sets as well as efforts to avoid 
social exclusion, fostering equality and ensuring diversity.
Principles: Algorithmic fairness, non-discrimination, bias mitigation, inclusion, 
equality, diversity.
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Honesty: Honesty is at the core of fulfilling a set of very important AI specific ethical 
issues. It fosters not only organizational transparency, meaning to provide informa-
tion about financial or personnel related aspects regarding AI development. It also 
promotes the willingness to provide explainability or technical transparency regarding 
AI applications, for instance by disclosing origins of training data, quality checks the 
data were subject to, methods to find out how labels were defined etc. Moreover, hon-
esty enables to acknowledge errors and mistakes that were made in AI research and 
development, allowing for collective learning processes.
Principles: Organizational transparency, openness, explainability, interpretability, 
technological disclosure, open source, acknowledge errors and mistakes.

Responsibility: For the AI sector, responsibility is of great importance and stands 
in place of a host of other positive character dispositions. Mainly, responsibility builds 
the precondition for feeling accountable for AI technologies and their outcomes. This is 
particularly relevant since AI technology’s inherent complexity leads to responsibility 
diffusions that exacerbate the assignment of wrongdoing. Diffusions of responsibility 
in complex technological as well as social networks can cause individuals to detach 
themselves from moral obligations, possibly leading to breeding grounds for unethical 
behavior. Responsibility, seen as a character disposition, is a counterweight to that 
since it leads professionals to actually feeling liable for what they are doing, opposing 
negative effects of a diffusion of responsibility.
Principles: Responsibility, liability, accountability, replicability, legality, accuracy, 
considering (long-term) technological consequences.

Care: Care means to develop a sense for others’ needs and the will to address them. 
Care has a strong connection to empathy, which is the precondition for taking the per-
spective of others and understanding their feelings and experiences. This way, care and 
empathy facilitate prosocial behavior and, on the other hand, discourage individuals 
from doing harm. In AI ethics, care builds the bedrock for motivating professionals to 
avoid AI applications from causing direct or indirect harm, ensuring safety, security, 
but also privacy preserving techniques. Moreover, care can motivate AI practitioners 
to design AI applications in a way that they foster sustainability, solidarity, social cohe-
sion, common good, peace, freedom and the like. Care can be seen as being the driving 
force of the beneficial AI movement.
Principles: Non-maleficence, harm, security, safety, privacy, protection, precaution, 
hidden costs, beneficence, well-being, sustainability, peace, common good, solidarity, 
social cohesion, freedom, autonomy, liberty, consent.

In addition to these character-building virtues, Hagendorff (ibid.) points 
to two other virtues which he calls the second-order virtues, prudence and 
fortitude. Prudence, or practical wisdom, is the habit of weighing the vari-
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ous competing goods in order to choose what is most appropriate and thus 
overcomes a judgement based on rules lacking in humanity. Fortitude, on the 
other hand, is the habit of persevering in the decisions made, allowing one to 
overcome internal and external obstacles that have a detrimental influence, 
such as comfort, difficulties encountered and external pressures that hinder 
the achievement of the goal set.

Virtue ethics in AI proposes that virtuous developers are able to make 
sound decisions for the implementation of ethical principles. Hagendorff 
(ibid.) points out some criticisms of virtue ethics, such as the centrality of 
the agent rather than the acts, the lack of universality of virtues, the lack of 
qualification of actions as “right” or “wrong”, the arbitrariness in the choice of 
virtues, the absence of technical details and that misconduct is not caused by 
professionals alone, but may be due to unpredictable multifactorial events. As 
Hagendorff points out, arbitrariness in the choice of virtues, in the definition 
of right and wrong and the choice of agent rather than acts could equally be 
argued with respect to principled ethics. As for the absence of technical de-
tails, this is precisely because it is an ethic whose strength comes from inter-
nal motivation, not from following technical standards with an expiry date. If 
we compare at a glance the six virtues above with Plato’s four cardinal virtues 
of 26 centuries ago, three of them coincide: prudence, justice and fortitude. 
This is because they lack technical details. This may also respond to Coeckel-
bergh’s (2020) critique of virtue ethics that prudence is unable to adapt to the 
speed at which society changes. 

Eliot (2022) relates that there is a rejection of virtue ethics: “a common 
reaction to AI Virtues would be that the plate is already full of AI Ethics rules, 
thus, let’s get those fully consumed before we venture into the stratosphere of 
AI Virtues”. But he continues:

A counterargument is that we inadvertently skipped over or neglected to go to basics. 
AI Virtues should have long ago been laid out. Though we cannot turn back the clock, 
we can try to make up for the lost time. The same mighty mechanizations over AI Eth-
ics can certainly absorb the belated inclusion of AI Virtues.

Although virtues are acquired mainly in youth, ethical dispositions can be 
modified through education at all stages of life through training, influential 
leaders or the work environment, but: 

If ethics training imparts only explicit knowledge (or ethical principles), this will very 
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likely have no effect on behavior. Ethics training must also impart tacit knowledge, 
meaning skills of social perception and emotion that cause individuals to automati-
cally feel and want the right thing in a given situation. (Haidt, 2006, p. 160 cited in 
Hagendorff, 2022)

It is important to note that virtuous conduct cannot be used as evidence in 
a tort claim because it cannot be measured. Thus, the role of Virtue Ethics in 
AI is to prepare AI practitioners to weigh situations and make decisions. This 
will build confidence and can facilitate the defence in case of alleged harm.

Virtue Ethics in AI can be the catalyst for thinking about long-term effects, 
about what our technological and globalised world really needs.
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THE ETHICS APPRAISAL SCHEME IN HORIZON EUROPE PROGRAMME

Regulating emerging technologies is inherently difficult because they 
evolve much faster than the human systems to govern them. New institutions 
and methods of regulation need to be created to fill this gap with the pressure 
to “do something”, which means that a very imperfect response, likely to be 
soon obsolete but can later be modified, may be better than nothing. 

In the case of AI, the issue is compounded by the slow pace of understand-
ing. Since the emergence of the Large Language Models (LLM), the European 
Union has had to rework its legislation considerably. There is a debate as to 
whether it should focus on LLMs or be more general. A balance needs to be 
struck so that regulatory mechanisms, such as evaluation, are not so rigid that 
they quickly become unfit for purpose.

Ghuidhir (2023) states:

The evaluation of products, services or how an organisation is complying with leg-
islation is a key plank in effective regulatory regimes, but it is meaningless unless it 
informs a decision. This can be approving a product or service for the market or enforc-
ing specific rules where there are issues or concerns.

In reality, the problem is that the development of an emerging technol-
ogy cannot be separated from the environment in which it will be applied, 
because the capacity to generate serious problems goes far beyond general 
compliance with requirements. Thus, we will share the approach to ethical 
validation of research and innovation projects in the European Union funded 
by the Horizon Europe programme.

The European Commission published in 2020 the characteristics for the 
funding programme of research and innovation from 2021 to 2027 named 
Horizon Europe: 

Horizon Europe is the EU’s key funding programme for research and innovation.
It tackles climate change, helps to achieve the UN’s Sustainable Development Goals 
and boosts the EU’s competitiveness and growth.
The programme facilitates collaboration and strengthens the impact of research and 
innovation in developing, supporting and implementing EU policies while tackling 
global challenges. It supports the creation and better diffusion of excellent knowledge 
and technologies. (European Commission, 2020)

In another document, titled “The Ethics Appraisal Scheme in Horizon 
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Europe”, the European Commission states the ethical requirements for the 
grants: 

Integrity and ethics in research are key components and a prerequisite for achieving 
excellence in research and innovation.
The key goal is to build and sustain trust in science and innovation, and to encour-
age and enable researchers and innovators use the ethics by design approach to bring 
meaningful added value: the development of knowledge, technology and applications 
that improve people’s lives, prospects and possibilities.
Ethics should not be ‘red tape’ for research, but empower researchers to do the right 
thing for our society and to build trust grounded in our values and fundamental rights 
such as human dignity and privacy protection and security. ( European Commission, 
2021)

This ethical validation scheme is carried out through evaluations by ex-
perts in ethics who are also experts in their own area of specialisation, such 
as medicine, social sciences, artificial intelligence, law, etc. The assessment 
serves to study and establish how to deal with ethical problems that may arise 
in proposals. The following are the potential problem areas in the Horizon 
Europe programme, which are under permanent review:

1. Use of Human Embryonic Stem Cells and Human Embryos 
2. Involvement of Human participants
3. Use of Human cells or tissues
4. Collection of Personal data
5. Animals involved
6. Participation of Non-EU countries
7. Possibility of damage of Environment & Health and Safety
8. Use of Artificial Intelligence
9. Other ethics issues
10. Crosscutting issue: potential misuse of results
11. Exclusive focus on civil applications
12. Possibility of Dual use of the outcomes
It is impossible to maintain up-to-date regulation covering all possible 

misuses and possible harmful effects in all these areas. Grant applicants carry 
out their own ethical evaluation, followed by an ethical evaluation by inde-
pendent experts recruited by the European Commission. The ethical review 
of each proposal by experts with different professional experience and from 
different backgrounds provides a very broad overview of the potential ethical 
issues involved. The results, whether for action, monitoring or rejection, are 
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subsequently reviewed by other experts on one or more occasions, perhaps 
even during the implementation of the project, in order to ensure that public 
funding is spent on appropriate projects. It is up to the applicant to comply 
with the rules and ethical standards set for its project.

A special category of ethical issues are serious and/or complex cases, such 
as all proposals involving human embryonic stem cells and human embryos, 
clinical studies concerned with end of life, where it appears to take advantage 
of differences in standards from those required in the European Union or 
certain uses of artificial intelligence in the administration of justice, to name 
but a few cases. However, the principle of proportionality is essential in order 
to ensure that the required measures are a proportionate burden to the as-
sessed proposal.

Experience shows that applicants are increasingly aware of the ethical di-
mension of projects and that ethics is not a frosting, but is present throughout 
the process, before, during and even after, e.g. subsequent misuse of data or 
results obtained. 

In describing this ethical validation scheme after the chapter on virtue eth-
ics, we do not argue that the European Commission’s ethics experts are virtu-
ous people, but that ethical review requires, in addition to the law, guidelines, 
people with different areas of expertise, and uniquely the ability to decide to 
grant or reject proposals on the basis of following the ethical requirements set 
for each of them.
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CONCLUSION

AI has the potential to address challenges facing our world, stretching 
from environmental, public health, energy, efficiency, industrial productivity 
and to many other fields, but it is increasingly used to cement and maintain 
divisions, which exacerbate existing forms of inequality.

AI is a heterogeneous set of very powerful and very useful techniques for 
discovering complex connections, but that does not make it an intelligent 
subject. The appearance of intelligence does not make a model intelligent, 
however surprising its results may be. The intelligence and confidence lie 
with the specialists who design them, use them and are able to interpret their 
results, like a doctor does when making a diagnosis.

The opacity of AI systems, rather than engendering trust, erodes the trust 
humans have in machines, especially as machines move towards autonomous 
decision-making (even more so if they apply self-learning). But ethics in AI 
should not be limited to the development of transparent and fair systems. 
Sustainable AI solutions must take into account other human dimensions 
such as the personal, social, legal, organisational and even institutional. 

The proposition of Trustworthy AI is a distraction that can cover up the 
hidden work of underpaid employees, blur responsibilities and justify the 
massive and unnecessary use of resources to create superfluous needs that 
foster a society that privileges the benefit of the few. The claim to have an 
AI that can be trusted in areas previously reserved for human judgement, 
merely by meeting certain established prerequisites, leaves humanity out of 
the equation. The most important human activity, “how should I act to be 
the person I want to be”, gives way to a simple “what must I comply with”. As 
Coeckelbergh notes:

Moreover, other sorts of questions also need to be answered in policy proposals: not 
only what should be done, but also why it should be done, when it should be done, how 
much should be done, by whom it should be done, and what the nature, extent, and 
urgency of the problem are. (Coeckelbergh, 2020b)

Some authors propose Virtue Ethics for AI. Not as a genius combination 
of algorithmic requirements, but for those involved in AI research, develop-
ment, deployment and exploitation. Decision-makers in the life cycle of AI 
systems must be virtue-ethicists, i.e. people with habits of acting appropri-
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ately to achieve ends. Ethical decisions are complicated because they must be 
made when information is unclear, incomplete, confusing or even false, when 
the possible outcomes of an action cannot be predicted with any significant 
degree of certainty, and when competing values inform the decision-making 
process. These uncertain elements cannot be predicted in advance or auto-
mated.

Approaching AI ethics from the perspective of virtues allows one to take 
a long-term view of the goals pursued, to be personally involved in their 
achievement, and to disengage from rigid rules that can be easily circum-
vented. 

If we approach AI ethics from virtue, we can trust AI to the extent that we 
trust the judgement of the people behind it. In this line we have presented 
the ethical validation scheme for Horizon Europe program proposals, based 
on the participation of independent experts from different backgrounds to 
determine the ethical problems that arise in each individual application and 
demand appropriate and proportionate corrective or monitoring measures.

So, when considering AI for humans,

Trustworthy AI Alone Is Not Enough
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ABBREVIATIONS

AGI: Artificial general intelligence 

AI: Artificial intelligence

ANN: Artificial Neural Network

DARPA: Defense Advanced Research Projects Agency 

DL: Deep Learning

EC: European Commission

Ethics Guidelines: Ethics Guidelines for Trustworthy AI

EU: European Union

GDPR: General Data Protection Regulation 

HIC: Human-in-command 

HITL: Human-in-the-loop

HOTL: Human-on-the-loop 

HLEG: High-Level Expert Group for AI

JWT: Just War Theory 

LLM: Large language model

ML: Machine Learning

UAV: Unmanned aerial vehicle

UGV: Unmanned ground vehicle

UMS: Unmanned maritime system 
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GLOSSARY

Artificial neural networks (ANNs): usually simply called neural networks 
(NN) or neural nets, are computing systems inspired by the biological neu-
ral networks that constitute animal brains (see also https://en.wikipedia.org/
wiki/Artificial_neural_network). 

Black box: A black box is a system that can only be known in terms of its in-
puts and outputs without knowing its inner workings. Its mode of operation is 
opaque, hence the name black. AI algorithms using artificial neural networks 
typically require a huge number of parameters. This makes human under-
standing of their operation impossible. For this reason, such algorithms are 
considered black boxes.

Data Science: Data science is an interdisciplinary field focused on extracting 
knowledge from large data sets and applying that knowledge and insights 
to solve problems in a wide range of application domains. The field includes 
preparing data for analysis, framing data science problems, analysing data, 
developing data-driven solutions and presenting results to inform high-lev-
el decisions in a wide range of application domains. As such, it incorporates 
knowledge of computer science, statistics, mathematics, data visualisation, 
information visualisation, data integration, graphic design, complex systems, 
communication and business (See also https://en.wikipedia.org/wiki/Data_
science).

Deep Learning (DL): Deep learning is part of a broader family of machine 
learning methods, which is based on artificial neural networks. The adjective 
“deep” in deep learning refers to the use of multiple layers in the network.

Generative AI: is a type of artificial intelligence system capable of generating 
text, images or other media in response to instructions. Generative AI models 
learn the patterns and structure of their input training data and then generate 
new data with similar characteristics.

Machine learning (ML): is a branch of AI that allows machines to learn from 
large amounts of data.

Metadata: data that describe other data, e.g. their information content. They are 
analogous to indexes used in a library, such as author, title, publisher, date, 
etc. In the case of Spotify this could be singer, composer, style, etc.
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