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Abstract
In two studies, we examined the effects of algorithm- based 
(vs. recruiter- based) evaluations of an asynchronous video 
interview and a personality inventory on applicant reactions. 
In line with our expectations, we found several negative ap-
plicant reactions to the use of algorithms. Specifically, in 
Study 1 (N = 172), informing participants that an algorithm, 
rather than a recruiter, had analysed their interview and per-
sonality inventory increased feelings of emotional creepi-
ness, and reduced fairness perceptions, perceived predictive 
validity and feedback acceptance. In Study 2 (N = 276), we 
were able to replicate these effects for fairness perceptions 
and perceived predictive validity. Furthermore, in both 
studies, algorithm- based evaluations negatively affected 
feedback acceptance, organizational attraction and job ac-
ceptance intentions through fairness perceptions. However, 
in contrast with our expectations, selection decision favour-
ability did not influence the impact of evaluation source 
(recruiter vs. algorithm) on applicant reactions. In Study 2, 
we also found some tentative evidence that applicant reac-
tions to algorithm- based evaluations are not affected by the 
type of information source (i.e. verbal vs. nonverbal cues) 
on which the algorithm is based.
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INTRODUCTION

The COVID- 19 crisis has accelerated the use of innovative techniques in selection contexts, including 
algorithm- based evaluations (Maurer, 2020; Woods et al., 2020). Algorithm- based evaluations rely on 
technology that automates decision- making and replaces or augments the recruiter in the assessment 
of applicants' attributes (Mirowska, 2020). Specifically, the use of algorithms to evaluate asynchronous 
video interviews (AVIs)— one- way digital interviews in which applicants do not interact with an or-
ganizational representative (Lukacik et al., 2022)–  has attracted a lot of interest (Chamorro- Premuzic 
et al., 2017; Mirowska & Mesnet, 2022). The benefits of this technique include efficiency in terms of 
time and costs and increased standardization of the process (Suen et al., 2019). However, to fully reap 
these benefits, organizations might also like to consider applicant reactions; unfavourable reactions can 
damage their image and reputation as a good employer (Steiner, 2017) and negatively impact employees' 
work attitudes (McCarthy et al., 2017).

There are several reasons why applicants might react negatively to being evaluated by an algorithm. 
For instance, applicants are generally unfamiliar with algorithms, which makes them appear less le-
gitimate (Mirowska & Mesnet, 2022). Furthermore, algorithms often evaluate information that is not 
within applicants' control. For example, applicants cannot easily change or modify the timbre of their 
voice, their mannerisms or their facial expressions. Hence, the use of these information sources can raise 
ethical concerns (Tippins et al., 2021). Indeed, several studies have shown that algorithm- based evalua-
tions (vs. recruiter- based evaluations) generally have a negative impact on applicant reactions (Acikgoz 
et al., 2020; Langer et al., 2020, 2021; Mirowska, 2020; Suen et al., 2019; Wesche & Sonderegger, 2021).

Although these studies have been insightful, they suffer from three limitations that affect their ex-
ternal validity. First, the majority of these studies relied on vignettes describing the selection procedure 
(Acikgoz et al., 2020; Langer et al., 2021; Mirowska, 2020; Wesche & Sonderegger, 2021). It remains 
unclear whether these results generalize to settings in which participants actually experience the hy-
pothetically induced scenarios. Second, apart from the study by Acikgoz et al. (2020), participants in 
these studies reported their reactions without being aware of the selection decision. This is problematic 
because being invited to the next selection round or receiving a job offer is an important driver of appli-
cant reactions (Tippins et al., 2021) and may moderate the effects of selection procedures on applicant 
reactions (McCarthy et al., 2017). Third, previous studies on applicant reactions treated algorithms as 
homogeneous tools and ignored that algorithms differ widely in the type of information they include: 
some algorithms are based on verbal, paraverbal and nonverbal cues, whereas other algorithms only 
include verbal cues (Kahn, 2021). As a result, it is currently unknown how such design choices affect 
applicant reactions.

Our goal is to advance research on applicant reactions by conducting two studies in which we ex-
amine the effects of algorithm- based (vs. recruiter- based) evaluations on applicant reactions after they 

Practitioner Points

• The benefits of algorithm- based evaluations include efficiency in terms of time and costs and 
increased standardization of the process.

• To fully reap these benefits, organizations should also consider applicant reactions; unfa-
vourable reactions can damage organizations' image and reputation.

• The present study indicates that applicants show unfavourable reactions to the use of 
algorithm- based evaluations.

• These negative reactions are independent of the selection decision or the specific cues on 
which algorithms are based.
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    | 3ALGORITHM- BASED EVALUATIONS

have experienced the selection procedure and have been informed about the selection decision. Our 
design closely mirrors laws, guidelines and practices in countries (e.g. European countries, European 
Commission, 2022) or states (e.g. California or Georgia, Electronic Privacy Information Center, 2022) 
where no AI- specific laws are yet in place, and where organizations commonly explain how (auto-
mated) scores are calculated in the reporting phase of a selection procedure (Dutch Association of Psy-
chologists, 2017). Furthermore, as most selection procedures include several tools (Ryan et al., 2015), 
we created a procedure consisting of two often- used pre- screening methods: an AVI and a personality 
inventory (Basch et al., 2022).

Besides providing a rigorous test of how applicants react to algorithm- based evaluations in a realistic 
selection procedure, the present study contributes to the literature in two other ways as well. First, we 
expand the theoretical lens of studies on applicant reactions to algorithm- based evaluations by intro-
ducing two theoretical frameworks to this field: social exchange theory (SET; Blau, 1964; McClintock 
et al., 1984) and the applicant attribution- reaction theory (AART; Ployhart & Harold, 2004). Research 
on applicant reactions to algorithm- based evaluations largely builds on Gilliland's (1993) justice model 
and signalling theory (Bangerter et al., 2012; Spence, 1973). However, as applicant reactions studies ‘are 
moving beyond the justice model’ (McCarthy et al., 2017, p. 1697), it is important to show how more 
recent theories in applicant reactions research can be used to explain reactions to algorithm- based 
evaluations as well as the role of selection decision favourability. Expanding our knowledge of reac-
tions among rejected applicants is especially important (as selection procedures generally lead to more 
rejected than accepted applicants) and constitutes a first step towards designing effective interventions.

Second, to our knowledge, the present study is the first to examine how applicants react to deci-
sions that are based on their nonverbal cues— behaviours over which they have little control (Tippins 
et al., 2021) and that are known to show biases (Singer & Metz, 2019). Thus, we advance research on new 
technology in personnel selection (Brenner et al., 2016; Lukacik et al., 2022) by examining how the use 
of different information sources (i.e. verbal vs. nonverbal cues) affects applicant reactions to algorithm- 
based evaluations. Organizations wishing to increase applicant reactions to algorithm- based evaluations 
may want to use these outcomes in their algorithm design.

Applicant reactions to algorithm- based evaluations

Existing theory

As there is no single, overarching theoretical framework of applicant reactions, studies on applicant 
reactions often draw on a combination of frameworks (Acikgoz et al., 2020; McCarthy et al., 2017; We-
sche & Sonderegger, 2021). The two most often applied frameworks in studies on applicant reactions 
to algorithm- based evaluations are Gilliland's (1993) justice model and signalling theory (Bangerter 
et al., 2012; Spence, 1973).

Gilliland's (1993) model, rooted in organizational justice theory, is the most influential theoretical 
framework within the applicant reactions field (McCarthy et al., 2017; Ryan & Ployhart, 2000). Accord-
ing to Gilliland's model, situational (e.g. recruiters) and personal (e.g. performance expectations) condi-
tions influence the extent to which procedural (e.g. job relatedness) or distributive (e.g. equity) rules are 
perceived as violated or satisfied. The combined perceptions of these justice violations and satisfactions 
form an applicant's overall evaluation of the fairness of the selection procedure, which in turn influ-
ences the applicant's attitudes and behaviours (see, Gilliland, 1993, for a more detailed description of 
the theory). Gilliland's model also indicates that procedural justice rules have an even greater impact on 
the applicant's attitudes and behaviours when distributive rules have been violated (e.g. when applicants 
are rejected).

In the context of an AVI, Acikgoz et al. (2020) tested the entirety of Gilliland's (1993) justice 
model, while Langer et al. (2021) focused on how process information and process justification af-
fected fairness perceptions and subsequent organizational attractiveness. Furthermore, Wesche and 
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Sonderegger (2021) examined how information on the automation of application- document screening 
in a job advertisement affected expected fairness and procedural justice. Arguments for why algorithm- 
based evaluations violate justice rules include the lack of personal contact, and because interpersonal 
dynamics may be perceived as job relevant (Acikgoz et al., 2020). Furthermore, applicants do not have 
enough knowledge and understanding of how algorithms weigh certain information. Thus, when appli-
cants are informed that they have been evaluated by an (unfamiliar) algorithm, they may feel that they 
have not been offered a fair chance to show their potential and therefore will react more negatively to 
this type of evaluation (Acikgoz et al., 2020; Langer et al., 2020; Noble et al., 2021).

Over the years, the theoretical lens of applicant reactions research has expanded (McCarthy 
et al., 2017), and studies have moved beyond Gilliland's (1993) justice model. One of these alternative 
theories is signalling theory (Bangerter et al., 2012; Spence, 1973). Signalling theory suggests that each 
social situation involves a signalling system consisting of a sender, a receiver and a signal that is asso-
ciated with an unobservable characteristic of the sender (Connelly et al., 2011). In selection contexts, 
applicants have information that is not directly available to representatives of the organization (e.g. per-
sonality or skills), while these representatives have information that is not directly available to applicants 
(e.g. organizational culture; Bangerter et al., 2012). Both parties have to infer this information based on 
the signals that are sent during the selection procedure.

Signalling theory has been used in the majority of studies on applicant reactions to algorithm- based 
evaluations (Acikgoz et al., 2020; Mirowska, 2020; Mirowska & Mesnet, 2022; Wesche & Sondereg-
ger, 2021). For example, in their interview study, Mirowska and Mesnet (2022) found that, for some 
applicants, the use of algorithm- based evaluations can signal that organizations are innovative, efficient 
and focus on objectivity. However, participants overwhelmingly felt that the use of algorithm- based 
evaluations signals that an organization does not value human contact. Similarly, Wesche and Son-
deregger (2021) found that, by using automated procedures, organizations signal that they care about 
consistency and objectivity, but also signal a lack of human touch and appreciation towards applicants. 
Generally, perceptions of recruiters' warmth are a more important predictor of applicant reactions than 
perceptions of consistency (Wilhelmy et al., 2019). The use of algorithms may also restrict an applicant's 
pallet of signals. Indeed, participants believe they have a lower chance to perform when evaluated by an 
algorithm (Acikgoz et al., 2020), believe that a recruiter is easier to influence and expect that costly job- 
relevant cues (e.g. education) are more important when evaluated by an algorithm rather than a recruiter 
(Langer et al., 2023). Although signalling theory fits well within the context of applicant reactions to 
algorithm- based evaluations, it does not make any predictions about the role of decision favourability.

Expanded theoretical focus

There are two other theories that also offer plausible explanations for applicant reactions to algorithm- 
based evaluations, specifically after applicants have been informed about the selection decision: SET 
(Blau, 1964; McClintock et al., 1984) and the AART (Ployhart & Harold, 2004).

SET is concerned with the processes and principles that regulate the exchange of material or nonma-
terial resources (Blau, 1964; McClintock et al., 1984). A basic tenet of SET is that, over time, relation-
ships evolve into mutual commitments characterized by trust and loyalty. However, for this to happen, 
parties must abide by certain rules (Cropanzano & Mitchell, 2005). One of these rules is that valued 
resources are exchanged through a process of reciprocity, whereby a good deed of one party is repaid 
by a good deed from the other party (Gouldner, 1960). A breach of this rule tends to result in negative 
emotionally charged reactions (Piccoli & De Witte, 2015). SET forms the basis of various organizational 
phenomena, including the psychological contract (Dabos & Rousseau, 2004; Rousseau, 1990), which 
refers to ‘the idiosyncratic set of reciprocal expectations held by employees concerning their obligations 
(what they will do for the employer) and their entitlements (what they expect to receive in return)’ (Mc-
Lean Parks et al., 1998, p. 698).
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SET can also be used to explain applicant reactions to algorithm- based evaluations. Applying this 
framework to selection contexts, a social exchange relationship would begin with an applicant apply-
ing to an organization. By doing so, applicants invest time and effort into their application and make 
themselves vulnerable to the organization (e.g. by sharing sensitive data). Accordingly, they expect the 
organization to invest time and effort in carefully evaluating their data. According to Anderson (2011), 
such expectations are part of the pre- employment psychological contract between an applicant and an 
organization. When using an algorithm, there is no organizational representative who spends time eval-
uating applicants' profiles or test scores, and it remains unclear how their data will be treated. Hence, 
using algorithm- based evaluations violates the rule of reciprocity (or the pre- employment contract) and 
therefore should result in negative applicant reactions. Moreover, being rejected and thus receiving 
nothing in return for the invested time and effort may further violate the rule of reciprocity (Ander-
son, 2011), and lead to even stronger negative reactions.

A final theory that may increase our understanding of applicant reactions to algorithm- based 
evaluations is the AART (Ployhart & Harold, 2004). The AART applies basic principles of attribu-
tion theory (Weiner, 1985) to selection contexts. In general, people have the tendency to attribute 
success to internal, stable and controllable factors, and failure to external, unstable and uncontrolla-
ble factors (Weiner, 1985). These so- called self- serving attributions serve as a buffer to protect one-
self from lowered self- esteem (Abramson et al., 1978). According to the AART, applicant reactions 
to selection decisions are fundamentally driven by such attributional processes. Indeed, in line with 
the AART, previous research has indicated that applicants display a tendency to use self- serving 
attributions, causing them to show positive reactions when the selection decision is favourable and 
negative reactions when the decision is unfavourable (Ababneh et al., 2014; Oostrom et al., 2012; 
Schinkel et al., 2013).

For two reasons, we expect applicants' self- serving attributions to be even stronger when they are 
evaluated by an algorithm instead of a recruiter. First, attribution formation happens primarily when 
an event is surprising and novel (Wong & Weiner, 1981), which is likely to be the case when applicants 
hear that they have been evaluated by an algorithm. Second, people apply social rules, norms and ex-
pectations when they interact with computers and algorithms (Hong et al., 2020). Importantly, in some 
situations, people consider computers to be more intelligent than humans (Sundar & Kim, 2019; for 
exceptions, see Rieger et al., 2022), and even more intelligent when they provide criticism rather than 
praise (Nass et al., 1994). Hence, a negative evaluation by an algorithm should pose an even greater 
threat to one's self- esteem than a negative evaluation by a recruiter, which, in turn, should trigger stron-
ger self- serving attributions.

Hypothesis development

As there is no overarching set of applicant reactions (McCarthy et al., 2017), it is common to 
study a variety of reactions simultaneously, often derived from different frameworks (Hausknecht 
et al., 2004; McCarthy et al., 2017; Ryan & Ployhart, 2000). In the present study, we draw on five 
often studied applicant reactions that fit within Gilliland's (1993) model. Based on earlier reviews 
of applicant reactions (Hausknecht et al., 2004; McCarthy et al., 2017; Ryan & Ployhart, 2000), we 
organized these five reactions into reactions towards the procedure (fairness perceptions, face valid-
ity, perceived predictive validity) and reactions towards the organization and job (i.e. organizational 
attraction and job acceptance intentions). However, as applicant reactions research has expanded 
its focus beyond Gilliland's (1993) model (McCarthy et al., 2017), we also included two applicant 
reactions that are particularly relevant when examining reactions to algorithm- based evaluations 
after applicants have been informed about the selection decision: emotional creepiness and feed-
back acceptance. Emotional creepiness is an affective reaction towards unpredictable situations or 
technologies (Langer & König, 2018) and falls into the category of applicant reactions towards the 
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procedure. Feedback acceptance combines applicants' cognitive reactions towards the procedure 
and their sense making of the situation (i.e. the extent to which feedback fits how applicants think 
about themselves; Morgeson & Ryan, 2009). Following Hausknecht et al. (2004), we present these 
self- perceptions as a separate category. Hence, we divide the applicant reactions in three conceptu-
ally distinctive categories: reactions towards (1) the selection procedure (i.e. fairness perceptions, 
face validity, perceived predictive validity and emotional creepiness), (2) the feedback (i.e. feedback 
acceptance) and (3) the organization and the job (i.e. organizational attraction and job acceptance 
intentions). Below, we provide definitions of the different applicant reactions and discuss additional 
reasons— next to the theories described above— for why we expect the use of algorithm- based eval-
uations to have a negative impact on these specific applicant reactions.

Applicant reactions towards the selection procedure
Of all factors in Gilliland's (1993) justice model, fairness, face validity and perceived predictive validity 
are the most widely examined reactions and have received the strongest research support (Hausknecht 
et al., 2004; Ryan & Ployhart, 2000). Within this model, fairness perceptions are defined as reactions to 
the satisfaction or violation of justice rules, face validity as the extent to which an assessment appears 
to measure content relevant to the job's characteristics, and perceived predictive validity as the extent 
to which as assessment appears to predict performance. A specific type of applicant reaction that can 
be caused by interacting with innovative technologies is emotional creepiness, which is defined as the 
unpleasant feeling elicited by unpredictable situations, and is often paired with uncertainty about how 
to behave (Langer & König, 2018).

Applicants will generally be unfamiliar with algorithm- based evaluations, and such evaluations are 
often based on nontransparent parameters (Pasquale, 2015). This makes it difficult for applicants to 
understand to what extent these evaluations are relevant for the job. Furthermore, algorithms often 
assess applicants' nonverbal information (e.g. facial expressions), which lacks predictive evidence (Tip-
pins et al., 2021) and, because this information is not within applicants' control, may increase feelings 
of uncertainty. Notably, when applicants are evaluated by an algorithm, they do not interact with any 
representative of the organization, which may also create an alienating experience (Langer et al., 2017). 
Additionally, unless applicants apply for a job in the computer industry (e.g. software engineer), their 
future job is more likely to involve human- based than algorithm- based interactions. Hence, there is a 
mismatch between how applicants are being treated during the selection procedure and how they expect 
to be treated on the job.

Hypothesis 1a. Applicants react more negatively towards the selection procedure (in 
terms of fairness, face validity, perceived predictive validity and emotional creepiness) when 
they are informed that they have been evaluated by an algorithm rather than a recruiter.

Applicant reactions towards the feedback
Feedback acceptance refers to applicants' beliefs that this feedback represents an accurate representation 
of their performance (Ilgen et al., 1979). Next to the valence of the feedback, assessor credibility is a 
key antecedent of feedback acceptance (Ilgen et al., 1979), also among assessment candidates (Boudrias 
et al., 2014). Besides the reasons described above, applicants might also perceive feedback from an 
algorithm as less credible than feedback from a recruiter because they may have the impression that re-
cruiters are more likely to notice their unique qualities and circumstances, where an algorithm operates 
in a standardized manner. As people have a need to see themselves as unique and distinct from others 
(i.e. uniqueness theory, Snyder & Fromkin, 1980; optimal distinctiveness theory, Brewer, 1991), they 
could be less likely to accept algorithm- based evaluations than recruiter- based evaluations, regardless of 
whether this feedback is positive or negative.

Hypothesis 1b. Applicants are less likely to accept feedback that is derived from 
algorithm- based evaluations as compared to recruiter- based evaluations.
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Applicant reactions towards the organization and the job
The vast majority of applicant reactions research has emphasized the importance of studying organiza-
tional attraction and job acceptance intentions because of their strong link to job acceptance decisions 
(Carless, 2005; Hausknecht et al., 2004). Organizational attraction is defined as a positive attitude or 
affect towards an organization that leads to a desire to initiate a relationship with that organization 
(Aiman- Smith et al., 2001), and job acceptance intentions as the likelihood that an applicant would 
accept a job offer if one were forthcoming (Chapman et al., 2005). Applicants place a lot of weight on 
what they imagine the organization is like when forming perceptions of organizational attraction and 
acceptance intentions (Cable & Judge, 1996). Thus, providing impersonal signals by using algorithm- 
based evaluations is an important reason why algorithm- based evaluations could reduce organizational 
attraction and acceptance intentions for most applicants.

Hypothesis 1c. Applicants react more negatively towards the organization and the job 
(in terms of organizational attraction and job acceptance intentions) when they are in-
formed that they have been evaluated by an algorithm rather than a recruiter.

Selection decision favourability
Based on Gilliland's (1993) justice model, SET (Blau, 1964; McClintock et al., 1984), and the AART (Ployhart 
& Harold, 2004), we expect the reactions to algorithm- based evaluations to be even more negative when 
the selection decision is unfavourable. According to Gilliland (1993), procedural justice rules have an even 
greater impact on applicant reactions when distributive rules have been violated. Similarly, SET predicts that 
being rejected by an algorithm would result in even stronger violations of the rule of reciprocity than being 
rejected by a recruiter. Finally, in line with the AART, self- serving attributions should be stronger when ap-
plicants are evaluated by an algorithm instead of a recruiter, because of the novelty of algorithm- based evalu-
ations (Wong & Weiner, 1981) and the intelligence ascribed to computers (Sundar & Kim, 2019).

Hypothesis 2. Selection decision favourability (positive vs. negative) interacts with the 
source of the evaluation (algorithm vs. recruiter) in predicting applicant reactions, such that 
applicants show an even stronger negative reaction towards algorithm- based evaluations 
(compared to recruiter- based evaluations) when the decision is negative.

The role of information source

In their review of applicant reactions research, McCarthy et al. (2017) considered the circumstances 
under which applicants perceive technological means in personnel selection differently a key topic for 
future research. Since, applicant reaction research still treats algorithms as monolithic, whereas in reality 
algorithms can include a wide variety of information sources, especially when evaluating the recordings 
from AVIs. For example, organizations can choose to only focus on applicants' words (e.g. their interview 
transcripts) or use all data captured in the recorded videos, including nonverbal and paraverbal cues.

There are two reasons to believe that the use of different information sources may lead to different reac-
tions. First, information sources can be distinguished along a continuum (Oswald, 2020), with intentional 
or controllable responses on one end of the continuum (e.g. answers to interview questions) and incidental 
data that are less intentional or controllable on the other end of the continuum (e.g. facial expressions or 
vocal patterns; see also DePaulo, 1992). In general, the feeling of— or actual— controllability is an import-
ant predictor of applicant reactions (Blacksmith et al., 2016; Langer et al., 2017). Second, facial expressions 
or vocal patterns may also disadvantage applicants who look, move or speak differently because of their or-
igins, gender, age or physical abilities. Indeed, vocal patterns and facial expressions differ across race (Jack 
et al., 2009; Xue & Hao, 2006), gender (Houstis & Kiliaridis, 2009; Whiteside, 1996) and age (Houstis & 
Kiliaridis, 2009; Ohno & Hirano, 2014), and are affected by certain (motoric) physical disabilities (Movérare 
et al., 2017). Furthermore, facial recognition software is known to show racial biases (Cavazos et al., 2020): 
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algorithms falsely identify African- American and Asian faces 10 to 100 times more than Caucasian faces 
(Singer & Metz, 2019). Importantly, there is no evidence linking facial expressions and vocal patterns to job 
performance (Tippins et al., 2021). Hence, using these job- irrelevant cues may raise ethical concerns among 
applicants. Indeed, knowledge about these issues has also found its way to the general public through 
widely viewed documentaries (Kantayya, 2020). This leads to the following hypothesis:

Hypothesis 3. Applicants react more negatively towards an algorithm that is based on 
a combination of verbal and nonverbal information or solely on nonverbal information as 
compared to an algorithm that is solely based on verbal information.

Figure 1 depicts our research model. We test our hypotheses in two studies, in which selection deci-
sions are ostensibly based on an AVI and a personality inventory. For both studies, we obtained ethical 
approval and preregistered the hypotheses and methods on the Open Science Framework (https://osf.
io/54vzx/ ?view_only=c861e 6c85b c245f d8c9c 6fcbb 3f1b33a).

STUDY 1

The goal of Study 1 was to test Hypotheses 1 and 2.

Materials and methods

Procedure

We recruited a sample of working adults (19– 66 years old) via Prolific, a crowdworking platform dedi-
cated to academic research (Peer et al., 2017). We targeted native English- speaking participants living 

F I G U R E  1  Research model.

Attitudes towards the 

feedback

- Feedback acceptance

Attitudes towards the 

selection procedure

- Fairness perceptions

- Face validity

- Perceived predictive 

validity

- Emotional creepiness

Attitudes towards the 

organization and the job

- Organizational 

attraction

- Job acceptance 

intentions

Selection decision source

- Evaluation source: 

Algorithm vs. recruiter (H1)

- Information source: verbal

cues, nonverbal cues or 

both types of cues (H3)

Selection decision favorability

- Positive vs. negative (H2)

Applicant reactions

 20448325, 0, D
ow

nloaded from
 https://bpspsychub.onlinelibrary.w

iley.com
/doi/10.1111/joop.12465 by T

ilburg U
niversity L

ibrary, W
iley O

nline L
ibrary on [02/11/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://osf.io/54vzx/?view_only=c861e6c85bc245fd8c9c6fcbb3f1b33a
https://osf.io/54vzx/?view_only=c861e6c85bc245fd8c9c6fcbb3f1b33a


    | 9ALGORITHM- BASED EVALUATIONS

in the United States. We used a 2 (algorithm vs. recruiter) × 2 (positive vs. negative decision) between- 
subjects design, for which a power analysis (Faul et al., 2009) showed that the minimum required sam-
ple size was 128 to have 80% power to detect a medium- sized moderation effect of selection decision 
favourability (based on Horvath et al., 2000; Rolland & Steiner, 2007). As we expected quite some failed 
attention and manipulation checks, we oversampled participants to account for possible exclusions. 
Hence, we ceased recruitment after more than 400 participants completed the first part of the study. We 
paid our participants $9 ($8 for Part 1 and $1 for Part 2).

The study consisted of two parts. In the first part, we obtained informed consent and presented 
our participants with a fictitious job advertisement for a management traineeship. We asked them 
to imagine that they are an applicant and that they are about to apply for the job presented in this 
advertisement. We also explained that the selection procedure would consist of an online interview 
and a personality inventory, and that a week later they will receive feedback on their personality and 
suitability for the management traineeship based on their scores on these two tools. Next, we pre-
sented participants, via text display, eight past- behavioural interview questions, four pertaining to 
Extraversion and four to Conscientiousness, both valid predictors of leadership effectiveness ( Judge 
et al., 2002). Participants replied to these questions by talking to their screen, which showed the 
recorded webcam image of themselves. Subsequently, we asked them to complete the HEXACO- 60 
(Ashton & Lee, 2009) and to provide some basic demographic information. Upon completion of 
the AVI and the HEXACO- 60, we asked participants to rate organizational attraction and job 
acceptance intentions (baseline measures), their interest in the management traineeship, and their 
self- assessed performance on the AVI.

A week later, we invited our participants to the second part of the study. Before the invitation was 
sent, we calculated the means and SDs for the HEXACO- 60 Extraversion and Conscientiousness scale 
based on a large norm group (N = 2414; part of the data is reported in De Vries et al., 2009). We classi-
fied participants who scored 1/3 SD above average on the two scales to be accepted, while participants 
scoring below this cut- off value were classified to be rejected. This cut- off value split the participant 
pool equally across decision favourability conditions. Upon opening the survey, participants were ran-
domly assigned to one of the evaluation source conditions.

The survey started with the decision letter (Table 1), in which we explained whether the partici-
pant was rated by a recruiter or an algorithm, reported the participants' normed quintile scores on 
Extraversion and Conscientiousness (e.g. ‘Above average’), and indicated whether or not they were 
invited to the next round. Participants were also presented with a short explanation of Extraversion 
and Conscientiousness. After reading the decision letter, we asked participants to briefly describe 
their initial reaction to ensure they reflected on the content of the decision letter. Note that we made 
the participants believe their scores were based on the AVI and the HEXACO- 60. However, be-
cause there is considerable evidence for the validity of the HEXACO inventory (Ashton et al., 2014), 
while validity evidence for AVIs is still accumulating (Woods et al., 2020), we based the selection 
decision solely on participants' scores on the HEXACO- 60. This also allowed us to have Part 2 of 
our research take place a week after Part 1, as scoring participants' answers to the AVI questions 
would have taken us considerably longer than that. After reading the decision letter, we measured 
participants' reactions.1

As a manipulation check, participants were asked to indicate the outcome of the selection decision 
(answer options: ‘Positive— I was invited for the next selection round’, ‘Negative— I was rejected’, ‘I 
don't know’) and how their interview and personality inventory were assessed (answer options: ‘By a 
recruiter’, ‘Via an algorithm’, ‘I do not know’). Participants who failed one or both manipulation checks 
(i.e. if they provided the wrong answer or indicated ‘I do not know’) were removed from the data set. 
In addition, we included an attention check item (‘Please select strongly agree on this item’) in the 

 1Although some of the HEXACO scores were correlated with some of the applicant reactions, controlling for the HEXACO scores did not 
change our conclusions. Only the result for evaluation source on perceived predictive validity changes slightly: In Study 1, the F- value changes 
from 3.90 ( p = .0499) to 3.30 ( p = .071) and in Study 2, this the F- value changes from 3.78 ( p = .053) to 3.97 ( p = .047).

 20448325, 0, D
ow

nloaded from
 https://bpspsychub.onlinelibrary.w

iley.com
/doi/10.1111/joop.12465 by T

ilburg U
niversity L

ibrary, W
iley O

nline L
ibrary on [02/11/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



10 |   OOSTROM et al.

T
A

B
L

E
 1

 
M

an
ip

ul
at

io
ns

 S
tu

dy
 1

.

R
ec

ru
ite

r c
on

di
tio

n
A

lg
or

ith
m

 c
on

di
tio

n

In
tr

od
uc

tio
n 

in
 b

ot
h 

th
e 

po
sit

iv
e 

an
d 

ne
ga

tiv
e 

se
le

ct
io

n 
de

ci
sio

n 
fa

vo
ur

ab
ili

ty
 c

on
di

tio
n

T
ha

nk
 y

ou
 fo

r y
ou

r i
nt

er
es

t i
n 

th
e 

M
an

ag
em

en
t T

ra
in

ee
sh

ip
 a

t 
‘[f

ic
tit

io
us

 n
am

e 
of

 th
e 

co
m

pa
ny

]’.
 W

e 
m

ak
e 

us
e 

of
 m

od
er

n 
te

ch
no

lo
gy

 in
 o

ur
 a

ss
es

sm
en

ts
. H

ow
ev

er
, w

e 
di

d 
no

t u
se

 
te

ch
no

lo
gy

 in
 th

e 
sc

or
in

g 
ph

as
e,

 b
ut

 a
sk

ed
 a

 re
cr

ui
te

r t
o 

pe
rs

on
al

ly
 e

va
lu

at
e 

ca
nd

id
at

es
' p

ro
fi

le
s. 

H
en

ce
, a

 h
um

an
 

as
se

ss
or

 h
as

 lo
ok

ed
 a

t y
ou

r p
ro

fi
le

 a
t t

hi
s s

ta
ge

 o
f t

he
 se

le
ct

io
n 

pr
oc

ed
ur

e

T
ha

nk
 y

ou
 fo

r y
ou

r i
nt

er
es

t i
n 

th
e 

M
an

ag
em

en
t T

ra
in

ee
sh

ip
 a

t 
‘[f

ic
tit

io
us

 n
am

e 
of

 th
e 

co
m

pa
ny

]’.
 W

e 
m

ak
e 

us
e 

of
 m

od
er

n 
te

ch
no

lo
gy

 in
 o

ur
 a

ss
es

sm
en

ts
. T

he
re

fo
re

, w
e 

al
so

 u
se

d 
te

ch
no

lo
gy

 in
 th

e 
sc

or
in

g 
ph

as
e 

an
d 

us
ed

 a
n 

al
go

ri
th

m
 to

 
au

to
m

at
ic

al
ly

 s
cr

ee
n 

ca
nd

id
at

es
' p

ro
fi

le
s. 

H
en

ce
, n

o 
hu

m
an

 
as

se
ss

or
 h

as
 lo

ok
ed

 a
t y

ou
r p

ro
fi

le
 a

t t
hi

s s
ta

ge
 o

f t
he

 se
le

ct
io

n 
pr

oc
ed

ur
e

E
xp

la
na

tio
n 

of
 p

er
so

na
lit

y 
ra

tin
gs

 in
 b

ot
h 

th
e 

po
sit

iv
e 

an
d 

ne
ga

tiv
e 

se
le

ct
io

n 
de

ci
sio

n 
fa

vo
ur

ab
ili

ty
 c

on
di

tio
n

B
as

ed
 o

n 
th

e 
jo

b 
in

te
rv

ie
w

 a
nd

 th
e 

pe
rs

on
al

ity
 q

ue
st

io
nn

ai
re

, 
ou

r r
ec

ru
ite

r r
at

ed
 y

ou
 o

n 
th

e 
fo

llo
w

in
g 

tw
o 

ch
ar

ac
te

ris
tic

s: 
ex

tr
av

er
sio

n 
an

d 
co

ns
ci

en
tio

us
ne

ss
. T

he
se

 c
ha

ra
ct

er
ist

ic
s h

av
e 

be
en

 d
em

on
st

ra
te

d 
to

 b
e 

ac
cu

ra
te

 in
di

ca
to

rs
 o

f s
uc

ce
ss

 in
 

m
an

ag
em

en
t t

ra
in

ee
sh

ip
s. 

B
el

ow
 y

ou
 c

an
 fi

nd
 a

 d
es

cr
ip

tio
n 

of
 

th
es

e 
tw

o 
ch

ar
ac

te
ris

tic
s

B
as

ed
 o

n 
th

e 
jo

b 
in

te
rv

ie
w

 a
nd

 th
e 

pe
rs

on
al

ity
 q

ue
st

io
nn

ai
re

, o
ur

 
al

go
ri

th
m

 ra
te

d 
yo

u 
on

 th
e 

fo
llo

w
in

g 
tw

o 
ch

ar
ac

te
ris

tic
s: 

ex
tr

av
er

sio
n 

an
d 

co
ns

ci
en

tio
us

ne
ss

. T
he

se
 c

ha
ra

ct
er

ist
ic

s h
av

e 
be

en
 d

em
on

st
ra

te
d 

to
 b

e 
ac

cu
ra

te
 in

di
ca

to
rs

 o
f s

uc
ce

ss
 in

 
m

an
ag

em
en

t t
ra

in
ee

sh
ip

s. 
B

el
ow

 y
ou

 c
an

 fi
nd

 a
 d

es
cr

ip
tio

n 
of

 
th

es
e 

tw
o 

ch
ar

ac
te

ris
tic

s

R
es

ul
ts

 in
 b

ot
h 

th
e 

po
sit

iv
e 

an
d 

ne
ga

tiv
e 

se
le

ct
io

n 
de

ci
sio

n 
fa

vo
ur

ab
ili

ty
 c

on
di

tio
n

Yo
ur

 ra
tin

gs
 a

re
 a

s f
ol

lo
w

s:
• 

E
xt

ra
ve

rs
io

n:
 ‘[

ve
ry

 lo
w

, l
ow

, a
ve

ra
ge

, h
ig

h,
 v

er
y 

hi
gh

]’
• 

C
on

sc
ie

nt
io

us
ne

ss
: ‘

[v
er

y 
lo

w
, l

ow
, a

ve
ra

ge
, h

ig
h,

 v
er

y 
hi

gh
]’

Yo
ur

 ra
tin

gs
 a

re
 a

s f
ol

lo
w

s:
• 

E
xt

ra
ve

rs
io

n:
 ‘[

ve
ry

 lo
w

, l
ow

, a
ve

ra
ge

, h
ig

h,
 v

er
y 

hi
gh

]’
• 

C
on

sc
ie

nt
io

us
ne

ss
: ‘

[v
er

y 
lo

w
, l

ow
, a

ve
ra

ge
, h

ig
h,

 v
er

y 
hi

gh
]’

D
ec

isi
on

 in
 th

e 
po

sit
iv

e 
se

le
ct

io
n 

de
ci

sio
n 

fa
vo

ur
ab

ili
ty

 c
on

di
tio

n
B

as
ed

 o
n 

th
e 

ra
tin

gs
 o

f t
he

 re
cr

ui
te

r, 
w

e 
se

e 
an

 a
de

qu
at

e 
m

at
ch

 
be

tw
ee

n 
yo

ur
 c

ha
ra

ct
er

ist
ic

s a
nd

 th
e 

na
tu

re
 o

f t
he

 p
os

iti
on

. 
T

he
re

fo
re

, w
e 

ar
e 

gl
ad

 to
 in

fo
rm

 y
ou

 th
at

 y
ou

 h
av

e 
pa

ss
ed

 th
e 

fi
rs

t r
ou

nd
 a

nd
 th

at
 w

e 
w

ou
ld

 li
ke

 to
 in

vi
te

 y
ou

 fo
r a

 se
co

nd
, 

re
al

- li
fe

 jo
b 

in
te

rv
ie

w

B
as

ed
 o

n 
th

e 
ra

tin
gs

 o
f t

he
 a

lg
or

ith
m

, w
e 

se
e 

an
 a

de
qu

at
e 

m
at

ch
 

be
tw

ee
n 

yo
ur

 c
ha

ra
ct

er
ist

ic
s a

nd
 th

e 
na

tu
re

 o
f t

he
 p

os
iti

on
. 

T
he

re
fo

re
, w

e 
ar

e 
gl

ad
 to

 in
fo

rm
 y

ou
 th

at
 y

ou
 h

av
e 

pa
ss

ed
 th

e 
fi

rs
t r

ou
nd

 a
nd

 th
at

 w
e 

w
ou

ld
 li

ke
 to

 in
vi

te
 y

ou
 fo

r a
 se

co
nd

, 
re

al
- li

fe
 jo

b 
in

te
rv

ie
w

D
ec

isi
on

 in
 th

e 
ne

ga
tiv

e 
se

le
ct

io
n 

de
ci

sio
n 

fa
vo

ur
ab

ili
ty

 c
on

di
tio

n
B

as
ed

 o
n 

th
e 

ra
tin

gs
 o

f t
he

 re
cr

ui
te

r, 
w

e 
di

d 
no

t s
ee

 a
n 

ad
eq

ua
te

 
m

at
ch

 b
et

w
ee

n 
yo

ur
 c

ha
ra

ct
er

ist
ic

s a
nd

 th
e 

na
tu

re
 o

f t
he

 
po

sit
io

n.
 T

he
re

fo
re

, w
e 

de
ci

de
d 

no
t t

o 
pu

rs
ue

 y
ou

r c
an

di
da

cy
 

at
 th

is 
tim

e.
 W

e 
w

ish
 y

ou
 th

e 
be

st
 o

f l
uc

k 
in

 y
ou

r f
ut

ur
e 

jo
b 

se
ar

ch
 a

nd
 p

ro
fe

ss
io

na
l a

ct
iv

iti
es

B
as

ed
 o

n 
th

e 
ra

tin
gs

 o
f t

he
 a

lg
or

ith
m

, w
e 

di
d 

no
t s

ee
 a

n 
ad

eq
ua

te
 

m
at

ch
 b

et
w

ee
n 

yo
ur

 c
ha

ra
ct

er
ist

ic
s a

nd
 th

e 
na

tu
re

 o
f t

he
 

po
sit

io
n.

 T
he

re
fo

re
, w

e 
de

ci
de

d 
no

t t
o 

pu
rs

ue
 y

ou
r c

an
di

da
cy

 
at

 th
is 

tim
e.

 W
e 

w
ish

 y
ou

 th
e 

be
st

 o
f l

uc
k 

in
 y

ou
r f

ut
ur

e 
jo

b 
se

ar
ch

 a
nd

 p
ro

fe
ss

io
na

l a
ct

iv
iti

es

N
ote

: T
he

 w
or

ds
 th

at
 d

iff
er

ed
 b

et
w

ee
n 

th
e 

re
cr

ui
te

r a
nd

 th
e 

al
go

rit
hm

 c
on

di
tio

n 
ar

e 
in

di
ca

te
d 

in
 b

ol
d.

 20448325, 0, D
ow

nloaded from
 https://bpspsychub.onlinelibrary.w

iley.com
/doi/10.1111/joop.12465 by T

ilburg U
niversity L

ibrary, W
iley O

nline L
ibrary on [02/11/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



    | 11ALGORITHM- BASED EVALUATIONS

HEXACO- 60. Participants who failed this attention check, as well as participants who showed either 
very low (SD < .70) or very high (SD > 1.60) variability in their HEXACO- 60 responses (e.g. noncom-
pliant responders; Barends & De Vries, 2019; Lee & Ashton, 2018) were also removed from the data set.

Participants

A total of 409 participants completed the AVI and the HEXACO- 60, of which 297 also completed 
the second part of our study. We removed 18 cases because they were incomplete, 46 cases because of 
a failed manipulation check regarding the outcome, 59 cases because of a failed manipulation check 
regarding the source of the selection decision, one case because of a failed attention check, and one 
case because of high variability in HEXACO- 60 responses. Hence, our final sample consisted of 172 
participants (47.1% men; 50% women; 2.9% other): 41 were rejected by the recruiter, 39 were accepted 
by the recruiter, 46 were rejected by the algorithm and 46 were accepted by the algorithm. Participants' 
mean age was 33.62 years (SD = 11.91). On average, participants had 13.01 years of work experience 
(SD = 11.10) and they had applied for 7.80 (SD = 20.15) jobs in the last 2 years. Our final sample did not 
differ in terms of age, gender, educational level, baseline measures of organizational attraction and job 
acceptance intentions, interest in the management traineeship and self- assessed performance on the 
AVI from the participants who only completed the first part of our study.

Measures

All items of the below scales were measured on a 7- point scale (1 = strongly disagree and 7 = strongly agree).

Fairness perceptions
Participants completed four items adopted from earlier research on fairness perceptions (Smither 
et al., 1993; Wiechmann & Ryan, 2003), with the only alteration that we replaced the more generic term 
‘job’ with ‘traineeship’.

Face validity and perceived predictive validity
Participants completed 10 items adopted from earlier research on job relatedness (Smither et al., 1993; 
Wiechmann & Ryan, 2003); five items measured face validity and five items measured perceived pre-
dictive validity. Again, we replaced the word ‘job’ with ‘traineeship’. As the items came from a single 
scale, we conducted a confirmatory factor analysis to confirm the two- dimensional structure of the 
scale. A two- factor model provided a better fit to the data, χ2(34) = 114.34, p < .01, TLI = .89, CFI = .92, 
RMSEA = .12, SRMR = .06, than a one- factor model, Δχ2(1) = 143.49, p < .01, χ2(35) = 257.83, p < .01, 
TLI = .71, CFI = .77, RMSEA = .19, SRMR = .09.

Emotional creepiness
Emotional creepiness was measured with four items adapted from Langer and König (2018): we kept 
one item similar (‘The selection procedure somehow feels threatening’), slightly altered two items to 
focus on situational characteristics rather than dispositions (‘This selection procedure made me feel 
uneasy’ instead of the original item, ‘I feel uneasy about this selection procedure’; ‘Somehow, this se-
lection procedure made me feel afraid’ instead of the original item, ‘I have an undefinable fear about 
this selection procedure’), and we added a reverse- coded item (‘This selection procedure made me feel 
comfortable’).

Feedback acceptance
To measure participants' acceptance of the feedback, we used the 4- item scale developed by Tonidandel 
et al. (2002).
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Organizational attraction
To measure organizational attractiveness, we used three items adopted from earlier research (Bauer & 
Aiman- Smith, 1996; Highhouse et al., 2003; Turban & Keon, 1993).

Job acceptance intentions
Job acceptance intentions were measured with two items adopted from Speer et al. (2016), with the only 
alteration that we replaced the word ‘job’ with ‘traineeship’. These items were selected because they can 
also, in case of a rejection letter, refer to a future application for a traineeship.

Confirmatory factor analyses
The results of a series of confirmatory factor analyses showed that a model in which the seven fac-
tors were allowed to covary (χ2[303] = 619.35, p < .01, TLI = .90, CFI = .91, RMSEA = .08, SRMR = .10), 
fit the data significantly better than a one- factor model (Δχ2[21] = 1423.22, p < .01, χ2[324] = 2042.57, 
p < .01, TLI = .49, CFI = .53, RMSEA = .18, SRMR = .13), or a three- factor model with the items measur-
ing reactions towards the selection procedure, the feedback and the organization and the job loading on 
separate factors (Δχ2[18] = 639.24, p < .01, χ2[321] = 1258.59, p < .01, TLI = .72, CFI = .74, RMSEA = .13, 
SRMR = .10).

Control variables
We controlled for interest in the position and self- assessed performance on the AVI. We measured 
self- assessed performance with three items adopted from Wiechmann and Ryan (2003). Controlling for 
self- assessed performance is important as, in line with self- verification theory (Swann Jr., 2011), indi-
viduals tend to react more positively to feedback (in our case the selection decision) when this feedback 
is in line with their self- views (Ayduk et al., 2013). Furthermore, we asked participants to indicate the 
extent to which they were interested in the job. We controlled for interest in the position, as variation 
in participants' interest in the management traineeship could influence subsequent affective reactions 
(McCarthy et al., 2017).

Results

Table 2 presents the descriptive statistics, alpha coefficients and correlations of all study variables. Even 
though our potential control variables showed the expected pattern of correlations, controlling for 
these variables did not change our findings. Hence, we report the results of the analyses without control 
variables.

Hypothesis testing

To test our hypotheses, we conducted three series of (M)AN(C)OVAs (Table 3).

Applicant reactions towards the selection procedure
We found significant main effects for evaluation source (Wilk's λ = .90, F[4, 165] = 4.76, p < .01) and 
selection decision favourability (Wilk's λ = .88, F[4, 165] = 5.76, p < .01) in the expected directions, but 
no significant interaction effect (Wilk's λ = .97, F[4, 165] = 1.35, p = .25). Follow- up analyses revealed 
lower fairness perceptions (F[1, 168] = 16.74, p < .01, partial η2 = .09), lower perceived predictive validity 
(F[1, 168] = 3.90, p = .0499, partial η2 = .02) and higher emotional creepiness (F[1, 168] = 5.26, p = .02, 
partial η2 = .03) when participants were evaluated by an algorithm rather than a recruiter. Thus, regard-
ing reactions towards the selection procedure, Hypothesis 1a was largely supported and Hypothesis 2 
was rejected.
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Applicant reactions towards the feedback
We found significant main effects for evaluation source (F[1, 168] = 6.69, p = .01, partial η2 = .04) and 
selection decision favourability (F[1, 168] = 23.68, p < .01, partial η2 = .12) in the expected directions, but 
no significant interaction effect (F[1, 168] = 2.75, p = .10, partial η2 = .02). Thus, Hypothesis 1b was sup-
ported, and Hypothesis 2 was rejected for feedback acceptance.

Applicant reactions towards the organization and the job
We found a nonsignificant main effect for evaluation source (Wilk's λ = .99, F[2, 167] = .94, p = .39), a 
significant main effect for selection decision favourability in the expected direction (Wilk's λ = .81, F[2, 
167] = 20.23, p < .01) and a nonsignificant interaction effect (Wilk's λ = .99, F[2, 167] = 1.01, p = .37). 
Thus, Hypothesis 1c and Hypotheses 2 were rejected for reactions towards the organization and the job.

Exploratory analyses

Some applicant reaction models suggest that reactions towards the procedure affect more distal reactions 
(Gilliland, 1993; McCarthy et al., 2017). For example, McCarthy et al. (2017) argue that negative reactions 

T A B L E  3  Descriptive statistics and between- subjects tests (Study 1).

Overall, M 
(SD)

Negative 
decision, 
M (SD)

Positive 
decision, 
M (SD)

F (partial η2)

Evaluation 
source

Selection decision 
favourability

Interaction 
effect

Fairness perceptions 16.74** (.09) 15.13** (.08) .04 (.00)

Recruiter 4.92 (1.38) 4.49 (1.48) 5.37 (1.13)

Algorithm 4.06 (1.49) 3.67 (1.43) 4.45 (1.47)

Face validity 2.09 (.01) 2.33 (.01) 2.72 (.02)

Recruiter 4.93 (1.19) 4.94 (1.15) 4.91 (1.25)

Algorithm 4.65 (1.34) 4.34 (1.14) 4.95 (1.46)

Perceived predictive 
validity

3.90* (.02) 10.00** (.06) .07 (.00)

Recruiter 3.96 (1.24) 3.63 (1.19) 4.30 (1.21)

Algorithm 3.58 (1.36) 3.30 (1.24) 3.86 (1.43)

Emotional 
creepiness

5.26* (.03) 13.88** (.08) .39 (.00)

Recruiter 2.99 (1.20) 3.27 (1.20) 2.70 (1.16)

Algorithm 3.40 (1.28) 3.80 (1.23) 3.00 (1.21)

Feedback acceptance 6.69* (.04) 23.68** (.12) 2.75 (.02)

Recruiter 5.07 (1.12) 4.80 (1.15) 5.41 (1.20)

Algorithm 4.61 (1.45) 3.99 (1.47) 5.23 (1.12)

Organizational 
attraction

.84 (.00) 39.41** (.19) .44 (.00)

Recruiter 4.43 (1.61) 3.70 (1.47) 5.21 (1.39)

Algorithm 4.25 (1.53) 3.64 (1.48) 4.86 (1.33)

Job acceptance 
intentions

.00 (.00) 14.14** (.08) .15 (.00)

Recruiter 4.59 (1.66) 4.18 (1.59) 5.01 (1.64)

Algorithm 4.61 (1.68) 4.10 (1.79) 5.12 (1.40)

Note: N = 172, with n per cell varying between 39 and 46. All variables were measured on a 7- point scale. Evaluation source is coded as 
0 = recruiter and 1 = algorithm. Selection decision favourability refers to the valence of the selection decision and is coded as 0 = negative and 
1 = positive. **p < .01. *p < .05.
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towards the procedure trigger negative affect and therefore result in adverse attitudes towards the feed-
back, organization and job. However, as the evidence for these mediating mechanisms is mixed (Acikgoz 
et al., 2020; Langer et al., 2017, 2021), we did not formulate specific hypotheses about these effects. None-
theless, we explored whether the effects of evaluation source on the reactions towards the feedback, or-
ganization and job were mediated by the reactions towards the procedure (see Figure 2).2 To control for 
the covariance between reactions, we tested the indirect effects through multiple mediator models. Re-
sults showed that evaluation source had a negative indirect effect, via fairness perceptions, on feedback 
acceptance (IE = −.22, SE = .11, 95% CI = [−.47, −.05]), organizational attraction (IE = −.35, SE = .12, 
95% CI = [−.60, −.13]) and job acceptance intentions (IE = −.32, SE = .14, 95% CI = [−.63, −.06]).

Discussion

Study 1 provides evidence that algorithm- based evaluations (vs. recruiter- based evaluations) can nega-
tively affect applicant reactions, specifically fairness perceptions, perceived predictive validity, emo-
tional creepiness and feedback acceptance. Furthermore, algorithm- based evaluations negatively 
affected feedback acceptance, organizational attraction and job acceptance intentions through their 
negative impact on fairness perceptions. Although selection decision favourability was the strongest 
predictor of applicant reactions, receiving a positive decision from an algorithm resulted in similar reac-
tions in terms of fairness, face validity, predictive validity and emotional creepiness as receiving a negative 
decision from a recruiter. Thus, participants did not only care about the outcome of the procedure, they 
also cared about the procedure that is used to arrive at that outcome. In line with Acikgoz et al. (2020), 
we found no support for the moderating role of selection decision favourability, suggesting that the use 
of algorithm- based evaluations (vs. recruiter- based evaluations) has a similar (and mostly negative) ef-
fect on applicant reactions regardless of whether the selection decision is positive or negative.

 2We are aware that the relations between our mediators and dependent variables might be attributable to additional causal variables 
(Spector, 2019), so the results of our mediation analyses should be interpreted with caution.

F I G U R E  2  Results of the exploratory mediation analyses. Note: Results of the exploratory mediation analyses examining 
the indirect effects (IE) of evaluation source on the reactions towards the decision, the organization and the job through the 
reactions towards the procedure. The significant mediation paths are indicated in black and bold.

c b

a

Source

Algorithm vs. Recruiter

Fairness perceptions

Face validity

Perceived predictive 

validity

Emotional creepiness

Feedback acceptance

Organizational attraction

Job acceptance intentions

Study 1 results:

Path a: IE = -.22, SE = .11, 95% CI = (-.47, -.05)

Path b: IE = -.35, SE = .12, 95% CI = (-.60, -.13)

Path c: IE = -.32, SE = .14, 95% CI = (-.63, -.06)

Study 1 results:

Path a: IE = -.22, SE = .11, 95% CI = (-.47, -.05)

Path b: IE = -.35, SE = .12, 95% CI = (-.60, -.13)

Path c: IE = -.32, SE = .14, 95% CI = (-.63, -.06)

Study 2 results:

Path a: IE = -.24, SE = .09, 95% CI = (-.44, -.08)

Path b: IE = -.20, SE = .08, 95% CI = (-.37, -.06) 

Path c: IE = -.14, SE = .06, 95% CI = (-.26, -.04)
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STUDY 2

The goal of Study 2 was to test Hypotheses 1, 2 and 3.

Materials and methods

Procedure

Data were again collected via Prolific, targeting native English- speaking participants living in the United 
States. We used a 4 (combined algorithm, verbal algorithm, nonverbal algorithm vs. recruiter) × 2 (posi-
tive vs. negative decision) between- subjects design, for which a power analysis (Faul et al., 2009) showed 
that the minimum required sample size of 179 is needed to have 80% power to detect a medium- sized 
effect ( f = .25). We ceased participant recruitment after more than 500 participants completed the first 
part of the study. Apart from the payment (in this study $7 for part 1 and $2 for part 2) and the manipu-
lation of the evaluation source, we used the same procedure as in Study 1.

We manipulated evaluation source through the decision letter. This letter was the same as in Study 1 
apart from one additional paragraph with further details on the cues that had been used in the evalua-
tion (Table 4). Participants were randomly assigned to one of our four conditions (recruiter, combined 
algorithm, verbal algorithm or nonverbal algorithm). To check whether our manipulations were success-
ful, we used the same two manipulation checks as in Study 1. In case the participants indicated that they 
had been evaluated by an algorithm, we also asked them on which cues this algorithm was based (answer 
options: ‘Verbal and nonverbal cues’, ‘Verbal cues only’, ‘Nonverbal cues only’ and ‘I don't know’).

Participants

A total of 506 participants completed the AVI and the HEXACO- 60, of which 445 also completed 
the second part of our study. We removed 36 cases because of a failed manipulation check of selection 
decision favourability, and 126 cases because of a failed manipulation check regarding the evaluation 
source (with n = 104 participants who failed to remember on which cues the algorithm was based). 
Furthermore, five cases were removed because of a failed attention check, and two cases because of 
either low or high variability in HEXACO- 60 responses. Hence, our final sample consisted of 276 
participants (28.3% men; 71.0% women; .7% other), of which 47 were rejected by the recruiter, 52 
were accepted by the recruiter, 73 were rejected by one of the three algorithms (n = 26 for combined 
algorithm, n = 29 for verbal algorithm and n = 18 for nonverbal algorithm) and 104 were accepted by 
one of the three algorithms (n = 39 for combined algorithm, n = 36 for verbal algorithm and n = 29 
for nonverbal algorithm). The number of participants across the three algorithm conditions ranged 
from 47 to 65. Participants' mean age was 32.45 years (SD = 12.54). On average, participants had 
12.55 years of work experience (SD = 11.35) and they had applied for 13.40 (SD = 64.29) jobs in the 
last 2 years. Our final sample differed in terms of age (M = 32.45, SD = 12.54) from the participants 
who only completed the first part of our study (M = 29.57, SD = 9.48, t = −2.94, p < .01, d = .26), but 
did not differ in terms of gender, educational level, baseline measures of organizational attraction 
and job acceptance intentions, interest in the management traineeship and self- assessed perfor-
mance on the AVI.

Measures

All variables were measured with the same items as in Study 1. The results showed that a model in which 
the seven factors were allowed to covary (χ2[303] = 772.92, p < .01, TLI = .93, CFI = .94, RMSEA = .08, 
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SRMR = .07), fit the data significantly better than a one- factor model (Δχ2[21] = 2519.93, p < .01, 
χ2[324] = 3292.85, p < .01, TLI = .59, CFI = .62, RMSEA = .18, SRMR = .10), or a three- factor model 
with the items measuring reactions towards the selection procedure, the feedback and the organiza-
tion and job loading on separate factors (Δχ2[18] = 1191.62, p < .01, χ2[321] = 1964.54, p < .01, TLI = .77, 
CFI = .79, RMSEA = .14, SRMR = .09).

Results

Table 5 presents the descriptive statistics, alpha coefficients and correlations of all study variables. We 
report the analyses without control variables, unless controlling for these variables changed our find-
ings (see Footnote 3).

Hypothesis testing

To test our hypotheses, we conducted a series of (M)AN(C)OVAs (Tables 6 and 7).

Applicant reactions towards the selection procedure
We found significant main effects for evaluation source (Wilk's λ = .91, F[4, 269] = 6.79, p < .01) and se-
lection decision favourability (Wilk's λ = .78, F[4, 269] = 18.52, p < .01) in the expected directions, but no 
significant interaction effect (Wilk's λ = .99, F[4, 269] = .92, p = .46). Follow- up analyses revealed lower 
fairness perceptions (F[1, 272] = 17.70, p < .01, partial η2 = .06) when participants were evaluated by an 
algorithm rather than a recruiter.3 Thus, Hypothesis 1a was partially supported and Hypothesis 2 was 
rejected for reactions towards the selection procedure.

Applicant reactions towards the feedback
We found a significant main effect for selection decision favourability in the expected direction (F[1, 
272] = 62.16, p < .01, partial η2 = .19), but no effect for evaluation source (F[1, 272] = .71, p = .40, partial 
η2 < .01), nor a significant interaction effect (F[1, 272] = .33, p = .56, partial η2 < .01). Hence, Hypoth-
esis 1b and Hypothesis 2 were rejected for feedback acceptance.

Applicant reactions towards the organization and the job
We found a nonsignificant main effect for evaluation source (Wilk's λ = 1.00, F[2, 271] = .21, p = .81), 
a significant main effect for selection decision favourability in the expected direction (Wilk's λ = .76, 
F[2, 271] = 42.06, p < .01) and a nonsignificant interaction effect (Wilk's λ = .99, F[2, 271] = .72, p = .49). 
Thus, Hypothesis 1c and Hypotheses 2 were rejected for reactions towards the organization and the job.

Applicant reactions to different algorithm sources
When comparing the three different algorithm conditions to each other, we found no significant dif-
ferences in applicant reactions based on the algorithm's information source. However, when comparing 
all four conditions (including the recruiter condition) to each other, we found a significant effect of 
evaluation source on fairness perceptions, Wilk's λ = .90, F[3, 272] = 4.39, p < .01. A post hoc Bonferroni 
test revealed that fairness perceptions were significantly lower in the nonverbal algorithm condition 
(M = 3.76, SD = 1.64) than in the recruiter condition (M = 4.73, SD = 1.70), Mdiff = .97, SE = .30, p < .01, 
CI = (.18, 1.77), d = .58. There were no other significant differences across the four conditions. In short, 
we found no support for Hypothesis 3.

 3When controlling for self- assessed performance and interest in the position, we also found lower perceived predictive validity (F[1, 
270] = 3.88, p = .0498, partial η2 = .01) for algorithm- based evaluations as opposed to recruiter- based evaluations.
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Exploratory analyses

We again explored whether the effects of evaluation source on reactions towards the feedback, the 
organization and the job were mediated by the reactions towards the procedure. We found a negative 
indirect effect of evaluation source on feedback acceptance (IE = −.24, SE = .09, 95% CI = [−.44, −.08]), 
organizational attraction (IE = −.20, SE = .08, 95% CI = [−.37, −.06]) and job acceptance intentions 
(IE = −.14, SE = .06, 95% CI = [−.26, −.04]) via fairness perceptions (see Figure 2).

Discussion

Study 2 provides further evidence that algorithm- based evaluations (vs. recruiter- based evaluations) 
can negatively affect applicant reactions, specifically fairness perceptions and perceived predictive 
validity. Again, the strongest and most consistent predictor of applicant reactions was selection 
decision favourability. Furthermore, as in Study 1, algorithm- based evaluations negatively affected 

T A B L E  6  Descriptive statistics and between- subjects tests for recruiter versus algorithm (Study 2).

Overall, 
M (SD)

Negative 
decision, 
M (SD)

Positive 
decision, 
M (SD)

F (partial η2)

Evaluation 
source

Selection decision 
favourability

Interaction 
effect

Fairness perceptions 17.70** (.06) 63.46** (.19) .00 (.00)

Recruiter 4.73 (1.70) 3.93 (1.77) 5.46 (1.26)

Algorithm 4.02 (1.67) 3.14 (1.48) 4.64 (1.51)

Face validity .09 (.00) 25.88** (.09) 1.47 (.01)

Recruiter 4.81 (1.39) 4.26 (1.28) 5.31 (1.30)

Algorithm 4.79 (1.37) 4.41 (1.33) 5.06 (1.34)

Perceived predictive 
validity

3.78 (.01) 40.41** (.13) .59 (.00)

Recruiter 3.92 (1.54) 3.19 (1.46) 4.58 (1.30)

Algorithm 3.64 (1.48) 2.98 (1.36) 4.11 (1.38)

Emotional 
creepiness

1.08 (.00) 17.70** (.06) .05 (.00)

Recruiter 3.13 (1.25) 3.64 (1.14) 2.66 (1.17)

Algorithm 3.22 (1.41) 3.84 (1.34) 2.79 (1.29)

Feedback acceptance .71 (.00) 62.16** (.19) .33 (.00)

Recruiter 4.77 (1.69) 3.98 (1.77) 5.48 (1.25)

Algorithm 4.69 (1.48) 3.93 (1.54) 5.23 (1.18)

Organizational 
attraction

.07 (.00) 84.40** (.24) .01 (.00)

Recruiter 4.20 (1.66) 3.33 (1.51) 4.99 (1.36)

Algorithm 4.26 (1.67) 3.26 (1.56) 4.96 (1.38)

Job acceptance 
intentions

.04 (.00) 48.39** (.15) .72 (.00)

Recruiter 4.45 (1.73) 3.82 (1.68) 5.02 (1.59)

Algorithm 4.59 (1.69) 3.69 (1.67) 5.23 (1.40)

Note: N = 276, with n per cell varying between 47 and 104. All variables were measured on a 7- point scale. Evaluation source is coded as 
0 = recruiter and 1 = algorithm. Selection decision favourability refers to the valence of the selection decision and is coded as 0 = negative and 
1 = positive. **p < .01. *p < .05.
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reactions towards the feedback, organization and job through their negative impact on fairness 
perceptions. As in Study 1, we found no support for the moderating role of selection decision 
favourability.

We also examined how the use of different information sources (i.e. verbal vs. nonverbal cues) affects 
applicant reactions to algorithm- based evaluations. Surprisingly, participants did not react differently 
depending on the information source. In fact, a large number of participants had trouble remembering 
which cues had been used to arrive at the selection decision (i.e. n = 104 participants failed this ma-
nipulation check and had to be removed from the data set), indicating that participants may not care 
about the specific type of cue that is used in an algorithm. An alternative explanation could be that 
participants are less motivated to read or remember detailed information about information sources in 
a hypothetical application process as they would be in a high- stakes context.

An interesting finding worth further investigation is that we found fewer direct effects of evaluation 
source on applicant reactions in Study 2. A closer inspection of Tables 3 and 6 shows that especially the 
applicant reactions towards the negative decision made by the recruiter were lower in Study 2 than in 
Study 1. An important difference between the two studies is that the decision letter in Study 2 specified 
that recruiters can choose to pay attention to both verbal cues and nonverbal cues in response to each 
interview question. Thus, although information source did not affect applicant reactions to algorithm- 
based evaluations, it could be that information source affects reactions towards recruiter- based evalua-
tions, particularly when the selection decision is negative.

GENER A L DISCUSSION

Our goal was to examine applicant reactions to the use of algorithm- based (vs. recruiter- based) evalu-
ations to make initial screening decisions. Overall, our results showed several negative applicant reac-
tions to the use of algorithms. Specifically, in Study 1, informing participants that an algorithm had been 
used to analyse their AVI and personality inventory lowered fairness perceptions, perceived predictive 
validity and feedback acceptance and increased emotional creepiness. We were able to replicate these 
effects for fairness perceptions and for perceived predictive validity (when controlling for self- assessed 
performance and interest in the position) in Study 2. In contrast with our hypotheses, applicant reac-
tions were not significantly affected by the interaction between evaluation source and selection decision 
favourability. Furthermore, we found some tentative evidence that applicant reactions to algorithm- 
based evaluations are not affected by the type of information source (i.e. verbal vs. nonverbal cues) on 
which the algorithm is based.

Theoretical implications

First, the present study advances the external validity of research on the use of new technology in selec-
tion (Woods et al., 2020) by examining applicant reactions to algorithm- based evaluations after partici-
pants have experienced the selection procedure first- hand and after they have been informed about the 
selection decision. In earlier studies, applicants reported their reactions based on vignettes (Acikgoz 
et al., 2020; Langer et al., 2021; Mirowska, 2020; Wesche & Sonderegger, 2021) and without being aware 
of the final selection decision (for an exception, see Acikgoz et al., 2020). As post- decision reactions are 
more strongly related to long- term attitudes and behaviours than pre- decision reactions (Hausknecht 
et al., 2004), post- decision reactions are worth paying attention to from an organizational perspective. 
These reactions are particularly important if organizations do not want to run the risk of losing highly- 
qualified applicants to competitors in late selection stages and care about starting off the employment 
relationship on the right foot (Konradt et al., 2017).

Compared to previous studies on applicant reactions to algorithm- based evaluations, our study 
provides several novel insights. Importantly, we show that decision favourability is a much stronger 
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predictor of applicant reactions to algorithm- based evaluations than previously thought: where Acikgoz 
et al. (2020) reported an average correlation of .06 between decision favourability and applicant reac-
tions (after reverse coding litigation intentions), we found an average correlation of .34 (after reverse 
coding emotional creepiness). These findings show that hypothetical decisions based on vignettes do 
not cause the same reactions as experiencing the selection procedure first- hand and receiving a decision 
based on one's actual personality scores. Obviously, the strong main effect of decision favourability 
leaves less variance in applicant reactions to be explained by evaluation source, which can explain why 
we found less consistent applicant reactions to algorithm- based evaluations than previous studies. As 
high- stakes selection contexts are likely to cause even stronger reactions to decision favourability, we 
believe vignette studies may underestimate the effects of decision favourability and overestimate the effects 
of evaluation source. Furthermore, our results showed that the fairness of the procedure is applicants' 
most focal concern when being evaluated by an algorithm. Importantly, although we did not formulate 
specific hypotheses about these effects, it is through fairness perceptions that the use of algorithm- 
based evaluations influence reactions towards the feedback, the organization and the job. Hence, future 
studies should ensure to include fairness perceptions when examining applicant reactions to algorithm- 
based evaluations. Finally, we contribute to Acikgoz et al.'s (2020) findings by including two additional 
applicant reactions that are especially relevant when examining applicant reactions to algorithm- based 
after informing participants of the selection decision: emotional creepiness and feedback acceptance. We 
found some evidence that algorithm- based evaluations may also increase emotional creepiness (Study 
1, but not Study 2) and decrease feedback acceptance through fairness perceptions (Studies 1 and 2).

Second, we expand the theoretical lens of research on applicant reactions to algorithm- based 
evaluations by introducing two theoretical frameworks to this field: SET (Blau, 1964; McClintock 
et al., 1984) and the AART (Ployhart & Harold, 2004). Thus far, research on applicant reactions to 
algorithm- based evaluations relied on Gilliland's (1993) justice model and signalling theory (Bangerter 
et al., 2012; Spence, 1973). As applicant reactions research has moved beyond Gilliland's model (McCa-
rthy et al., 2017), we considered it important to show that more recent theoretical frameworks in this 
field yield similar predictions about the effects of algorithm- based evaluations. Apart from signalling 
theory, these theories also suggest that rejected applicants show the strongest negative reactions to 
algorithm- based evaluations. However, in contrast to our expectations, applicants reacted more nega-
tively to algorithm- based evaluations (vs. recruiter- based evaluations) independent of whether the deci-
sion was positive or negative. Thus, a negative evaluation by an algorithm seems to pose a comparable 
violation of justice rules (Gilliland, 1993), reciprocity violation (Gouldner, 1960), or threat to applicants' 
self- esteem (Ployhart & Harold, 2004) as a negative evaluation by a recruiter. As decision favourability 
is a central component of the AART, our findings have important implications for this theory in par-
ticular. Self- serving attributions are not only triggered when situations are unfavourable but also when 
they are surprising or novel (Wong & Weiner, 1981). According to Ployhart and Harold (2004), the use 
of technology is one of these triggers, and a lack of real contact with an organizational representative 
may by another trigger. Although algorithms are one of the most novel selection technologies, our study 
suggests that their use does not make applicants more likely to attribute a negative decision to the se-
lection procedure. Hence, the role of novel or surprising events, and particularly the use of technology, 
in applicant attribution processes may be smaller than the AART suggests. However, it is important to 
replicate these findings in an actual selection setting, in which selection decisions have more critical 
consequences.

Third, there have been several calls to examine whether applicants react differently to the use of 
incidental information, over which they have little control, versus information that they provide in-
tentionally (Oswald, 2020; Tippins et al., 2021). Hence, the present study has provided new insights 
to the literature by suggesting that the use of controllable information (i.e. verbal cues) may lead to 
similar applicant reactions as the use of incidental data (i.e. nonverbal cues) or a combination of the two 
types of information (i.e. verbal and nonverbal cues). One explanation might be that our manipulations 
caused two opposing effects that cancelled each other out: On the one hand, we emphasized the use of 
uncontrollable information in the nonverbal and combined conditions, which should reduce applicant 
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reactions in general, and affective reactions like emotional creepiness in particular (Langer et al., 2018; 
Tene & Polonetsky, 2015). On the other hand, in all four conditions, we also provided more informa-
tion on the procedure, which could have led to less uncertainty, and therefore more positive applicant 
reactions (Truxillo et al., 2009). A second explanation could be that applicants already assumed that 
nonverbal cues are being evaluated in interviews, which made the additional information about the use 
of nonverbal cues unsurprising. Indeed, a recent meta- analysis by Martín- Raugh et al. (2022) showed 
that, depending on cue type, nonverbal cues explain between 2 and 38% of the variance in interview 
evaluations. A final explanation could be that applicants care more about the exact verbal cues (e.g. the 
number of competency- related words vs. the number of prepositions) or nonverbal cues (e.g. enthusias-
tic facial expressions vs. specific facial features) that are being used in the algorithm than the mere fact 
that these cues are being used.

Practical implications

Overall, the present study found some negative applicant reactions to the use of algorithms and— 
importantly— no positive effects at all. Hence, it might be difficult for organizations to reap the ben-
efits of algorithm- based evaluations as unfavourable applicant reactions can damage their image and 
reputation (Steiner, 2017) and negatively impact employees' work attitudes and behaviours (McCarthy 
et al., 2017). To prevent legal complaints, several organizations have already decided to cease the use 
of paraverbal and nonverbal cues in their algorithms (Kahn, 2021). However, based on our tentative 
findings, excluding these cues might not make applicants react more positively towards the use of al-
gorithms. Organizations that are concerned with these negative consequences, might consider relying 
on human judgements rather than algorithms in their selection procedures. However, to ensure the 
validity of selection procedures, human judgements should not be intuitive, but based on standardized 
procedures and decision rules (Kuncel et al., 2013). Furthermore, Basch and Melchers (2019) showed 
that applicant reactions to new technology may be improved by using explanations that emphasize 
standardization and flexibility. Thus, if organizations use algorithm- based evaluations, they might be 
able to attenuate or prevent negative reactions by explaining and emphasizing the increased standardiza-
tion and validity of algorithms beforehand.

Limitations and suggestions for future research

The present study has five limitations that should be noted. First, the present study did not take place 
in an actual high- stakes selection context. We believe that, at this point, it would not have been ethical 
to test our hypotheses among an actual applicant sample, as scientific evidence for the validity of AVIs, 
especially in combination with algorithm- based evaluations, is currently lacking. Furthermore, in a 
high- stakes context, it would have been unfair to randomly assign participants to different conditions. 
Therefore, it remains to be shown whether our results can be generalized to applicant samples.

Second, our study does not provide insights into the underlying reasons why applicants react nega-
tively to algorithm- based evaluations. Applicants may react more negatively to algorithms because they 
violate justice rules (Gilliland, 1993), send signals that the organization does not value human contact 
(Mirowska & Mesnet, 2022) or violate reciprocity norms (Gouldner, 1960). Moreover, these underlying 
mechanisms may differ per selection tool. In the present study, we focused on a selection procedure 
consisting of two often- used pre- screening methods (Basch et al., 2022). However, it could be that 
algorithms violate different justice rules or send different signals when they are used to score an AVI 
compared to when they are used to score a personality inventory. Future research is therefore needed to 
test the exact underlying mechanisms for different selection tools, which may guide the development of 
effective interventions. We would also like to note that the use of algorithm- based evaluations is grow-
ing and expectations and attitudes regarding their use may change in the future.
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Third, our studies are limited in when the use of algorithms was presented. In many countries, it 
is common to explain how (automated) scores are calculated to applicants after rather than before par-
ticipants have completed the selection procedure. However, artificial intelligence legislation differs 
per country. Indeed, some of the first legislation specifically on artificial intelligence in personnel 
selection, such as the Artificial Intelligence Video Interview Act (Illinois General Assembly, 2019), 
states that organizations should explain how artificial intelligence works before applicants start 
the selection procedure. Applicants might react differently to the use of algorithm- based evalu-
ations depending on the time of information provision. For example, knowing beforehand that 
AVI responses will be evaluated by an algorithm rather than a recruiter might influence pre- test 
reactions, which may influence subsequent performance on the AVI and cause even stronger neg-
ative post- test reactions (Proost et al., 2021). Future research is therefore needed to examine the 
generalizability of our findings to the various other moments applicants can be informed about the 
use of algorithms.

Fourth, our studies are also limited in how the use of algorithms was presented. Different wording 
of our manipulations of evaluation source may produce different effects. When creating our manipula-
tions, we not only focused on the external validity but also on the internal validity of our study design. 
Consequently, we kept the wording in the different conditions as similar as possible, which may have 
caused an unnatural emphasis on certain aspects of the selection procedure (e.g. the human touch in the 
recruiter- based evaluation). As different wording of explanations could produce differences in percep-
tions (Langer et al., 2021), more research on explanations of algorithm- based evaluations is needed to 
establish the generalizability of our results.

Finally, compared to Study 1, the algorithm conditions in Study 2 differed in two ways: the decision 
letters specified the exact cues on which the algorithm was based and the fact that a machine- learning 
algorithm was used. Although machine- learning algorithms are often employed to score AVIs (Lukacik 
et al., 2022), participants in Study 1 may have had a simpler algorithm in mind while completing the 
applicant- reaction measures. Nevertheless, Study 2 largely replicated our findings in Study 1.

CONCLUSION

Rapid advancements in digital technologies have led to the emergence of algorithm- based evaluations 
to aid selection decisions. These automated evaluations are used to speed up and objectify certain parts 
of the selection procedure, but also come with some potential downsides and risks. The present study 
zooms in on one such potential downside: negative applicant reactions. Indeed, the present study in-
dicates that applicants show unfavourable reactions to the use of algorithm- based evaluations. These 
negative effects of algorithm- based evaluations (vs. recruiter- based evaluations) on applicant reactions 
are independent of the selection decision. Considering the current labour market, in which it is difficult 
to attract and retain applicants, organizations should carefully consider whether the benefits of using 
algorithms outweigh its downsides.

AUTHOR CONTR IBUTIONS
Janneke K. Oostrom: Conceptualization; data curation; formal analysis; funding acquisition; inves-
tigation; methodology; project administration; validation; visualization; writing –  original draft; writ-
ing –  review and editing. Djurre Holtrop: Conceptualization; methodology; writing –  original draft. 
Antonis Koutsoumpis: Conceptualization; methodology; writing –  original draft. Ward van Breda: 
Conceptualization; methodology; writing –  original draft. Sina Ghassemi: Conceptualization; meth-
odology; writing –  original draft. Reinout E. de Vries: Conceptualization; methodology; writing –  
original draft.

ACK NO W L E DGE M ENTS
This research was funded by the Dutch Foundation for Psychotechnics (NSvP).

 20448325, 0, D
ow

nloaded from
 https://bpspsychub.onlinelibrary.w

iley.com
/doi/10.1111/joop.12465 by T

ilburg U
niversity L

ibrary, W
iley O

nline L
ibrary on [02/11/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



26 |   OOSTROM et al.

CONFL IC T OF I NT ER EST STAT EM ENT
The authors declare no conflict of interest.

DATA AVA IL A BIL IT Y STAT EM ENT
The data that support the findings of this study are available on the Open Science Framework (https://
osf.io/54vzx/ ?view_only=c861e 6c85b c245f d8c9c 6fcbb 3f1b33a).

ORCID
Janneke K. Oostrom  https://orcid.org/0000-0002-0963-5016 
Djurre Holtrop  https://orcid.org/0000-0003-3824-3385 
Antonis Koutsoumpis  https://orcid.org/0000-0001-9242-4959 
Sina Ghassemi  https://orcid.org/0000-0002-5046-3842 
Reinout E. de Vries  https://orcid.org/0000-0002-4252-5839 

R EF ER ENC E S
Ababneh, K. I., Hackett, R. D., & Schat, A. C. (2014). The role of attributions and fairness in understanding job applicant 

reactions to selection procedures and decisions. Journal of Business and Psycholog y, 29(1), 111– 129. https://doi.org/10.1007/
s1086 9- 013- 9304- y

Abramson, L. Y., Seligman, M. E., & Teasdale, J. D. (1978). Learned helplessness in humans: Critique and reformulation. Journal 
of Abnormal Psycholog y, 87(1), 49– 74. https://doi.org/10.1037/0021- 843X.87.1.49

Acikgoz, Y., Davison, K. H., Compagnone, M., & Laske, M. (2020). Justice perceptions of artificial intelligence in selection. 
International Journal of Selection and Assessment, 28(4), 399– 416. https://doi.org/10.1111/ijsa.12306

Aiman- Smith, L., Bauer, T. N., & Cable, D. M. (2001). Are you attracted? Do you intend to pursue? A recruiting policy- 
capturing study. Journal of Business and Psycholog y, 16(2), 219– 237. https://doi.org/10.1023/A:10111 57116322

Anderson, N. (2011). Perceived job discrimination: Toward a model of applicant propensity to case initiation in selection. 
International Journal of Selection and Assessment, 19(3), 229– 244. https://doi.org/10.1111/j.1468- 2389.2011.00551.x

Ashton, M. C., & Lee, K. (2009). The HEXACO– 60: A short measure of the major dimensions of personality. Journal of Personality 
Assessment, 91(4), 340– 345. https://doi.org/10.1080/00223 89090 2935878

Ashton, M. C., Lee, K., & De Vries, R. E. (2014). The HEXACO honesty- humility, agreeableness, and emotionality factors: A re-
view of research and theory. Personality and Social Psycholog y Review, 18(2), 139– 152. https://doi.org/10.1177/10888 68314 523838

Ayduk, Ö., Gyurak, A., Akinola, M., & Mendes, W. B. (2013). Consistency over flattery: Self- verification processes revealed 
in implicit and behavioral responses to feedback. Social Psychological and Personality Science, 4(5), 538– 545. https://doi.
org/10.1177/19485 50612 471827

Bangerter, A., Roulin, N., & König, C. J. (2012). Personnel selection as a signaling game. Journal of Applied Psycholog y, 97(4), 719– 
738. https://doi.org/10.1037/a0026078

Barends, A. J., & De Vries, R. E. (2019). Noncompliant responding: Comparing exclusion criteria in MTurk personality research 
to improve data quality. Personality and Individual Differences, 143, 84– 89. https://doi.org/10.1016/j.paid.2019.02.015

Basch, J. M., & Melchers, K. G. (2019). Fair and flexible?! Explanations can improve applicant reactions toward asynchronous 
video interviews. Personnel Assessment and Decisions, 5(3), 2. https://doi.org/10.25035/ pad.2019.03.002

Basch, J. M., Melchers, K. G., & Büttner, J. C. (2022). Preselection in the digital age: A comparison of perceptions of asynchro-
nous video interviews with online tests and online application documents in a simulation context. International Journal of 
Selection and Assessment, 30(4), 639– 652. https://doi.org/10.1111/ijsa.12403

Bauer, T. N., & Aiman- Smith, L. (1996). Green career choices: The influence of ecological stance on recruiting. Journal of Business 
and Psycholog y, 10(4), 445– 458. https://doi.org/10.1007/BF022 51780

Blacksmith, N., Willford, J. C., & Behrend, T. S. (2016). Technology in the employment interview: A meta- analysis and future 
research agenda. Personnel Assessment and Decisions, 2(1), 2. https://doi.org/10.25035/ pad.2016.002

Blau, P. M. (1964). Exchange and power in social life. Wiley.
Boudrias, J. S., Bernaud, J. L., & Plunier, P. (2014). Candidates' integration of individual psychological assessment feedback. 

Journal of Managerial Psycholog y, 29(3), 341– 359. https://doi.org/10.1108/JMP- 01- 2012- 0016
Brenner, F. S., Ortner, T. M., & Fay, D. (2016). Asynchronous video interviewing as a new technology in personnel selection: 

The applicant's point of view. Frontiers in Psycholog y, 7, 863. https://doi.org/10.3389/fpsyg.2016.00863
Brewer, M. B. (1991). The social self: On being the same and different at the same time. Personality and Social Psycholog y Bulletin, 

17(5), 475– 482. https://doi.org/10.1177/01461 67291 175001
Cable, D. M., & Judge, T. A. (1996). Person– organization fit, job choice decisions, and organizational entry. Organizational 

Behavior and Human Decision Processes, 67(3), 294– 311. https://doi.org/10.1006/obhd.1996.0081
Carless, S. A. (2005). Person– job fit versus person– organization fit as predictors of organizational attraction and job accep-

tance intentions: A longitudinal study. Journal of Occupational and Organizational Psycholog y, 78(3), 411– 429. https://doi.
org/10.1348/09631 7905X 25995

 20448325, 0, D
ow

nloaded from
 https://bpspsychub.onlinelibrary.w

iley.com
/doi/10.1111/joop.12465 by T

ilburg U
niversity L

ibrary, W
iley O

nline L
ibrary on [02/11/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://osf.io/54vzx/?view_only=c861e6c85bc245fd8c9c6fcbb3f1b33a
https://osf.io/54vzx/?view_only=c861e6c85bc245fd8c9c6fcbb3f1b33a
https://orcid.org/0000-0002-0963-5016
https://orcid.org/0000-0002-0963-5016
https://orcid.org/0000-0003-3824-3385
https://orcid.org/0000-0003-3824-3385
https://orcid.org/0000-0001-9242-4959
https://orcid.org/0000-0001-9242-4959
https://orcid.org/0000-0002-5046-3842
https://orcid.org/0000-0002-5046-3842
https://orcid.org/0000-0002-4252-5839
https://orcid.org/0000-0002-4252-5839
https://doi.org/10.1007/s10869-013-9304-y
https://doi.org/10.1007/s10869-013-9304-y
https://doi.org/10.1037/0021-843X.87.1.49
https://doi.org/10.1111/ijsa.12306
https://doi.org/10.1023/A:1011157116322
https://doi.org/10.1111/j.1468-2389.2011.00551.x
https://doi.org/10.1080/00223890902935878
https://doi.org/10.1177/1088868314523838
https://doi.org/10.1177/1948550612471827
https://doi.org/10.1177/1948550612471827
https://doi.org/10.1037/a0026078
https://doi.org/10.1016/j.paid.2019.02.015
https://doi.org/10.25035/pad.2019.03.002
https://doi.org/10.1111/ijsa.12403
https://doi.org/10.1007/BF02251780
https://doi.org/10.25035/pad.2016.002
https://doi.org/10.1108/JMP-01-2012-0016
https://doi.org/10.3389/fpsyg.2016.00863
https://doi.org/10.1177/0146167291175001
https://doi.org/10.1006/obhd.1996.0081
https://doi.org/10.1348/096317905X25995
https://doi.org/10.1348/096317905X25995


    | 27ALGORITHM- BASED EVALUATIONS

Cavazos, J. G., Phillips, P. J., Castillo, C. D., & O'Toole, A. J. (2020). Accuracy comparison across face recognition algorithms: 
Where are we on measuring race bias? IEEE Transactions on Biometrics, Behavior, and Identity Science, 3(1), 101– 111. https://doi.
org/10.1109/TBIOM.2020.3027269

Chamorro- Premuzic, T., Akhtar, R., Winsborough, D., & Sherman, R. A. (2017). The datafication of talent: How technology is 
advancing the science of human potential at work. Current Opinion in Behavioral Sciences, 18, 13– 16. https://doi.org/10.1016/j.
cobeha.2017.04.007

Chapman, D. S., Uggerslev, K. L., Carroll, S. A., Piasentin, K. A., & Jones, D. A. (2005). Applicant attraction to organizations 
and job choice: A meta- analytic review of the correlates of recruiting outcomes. Journal of Applied Psycholog y, 90(5), 928– 944. 
https://doi.org/10.1037/0021- 9010.90.5.928

Connelly, B. L., Certo, S. T., Ireland, R. D., & Reutzel, C. R. (2011). Signaling theory: A review and assessment. Journal of 
Management, 37(1), 39– 67. https://doi.org/10.1177/01492 06310 388419

Cropanzano, R., & Mitchell, M. S. (2005). Social exchange theory: An interdisciplinary review. Journal of Management, 31(6), 874– 
900. https://doi.org/10.1177/01492 06305 279602

Dabos, G. E., & Rousseau, D. M. (2004). Mutuality and reciprocity in the psychological contracts of employees and employers. 
Journal of Applied Psycholog y, 89(1), 52– 72. https://doi.org/10.1037/0021- 9010.89.1.52

De Vries, R. E., Ashton, M. C., & Lee, K. (2009). De zes belangrijkste persoonlijkheidsdimensies en de HEXACO 
Persoonlijkheidsvragenlijst. [the six most important personality dimensions and the HEXACO personality inventory.]. 
Gedrag & Organisatie, 22(3), 232– 274.

DePaulo, B. M. (1992). Nonverbal behavior and self- presentation. Psychological Bulletin, 111(2), 203– 243. https://doi.org/10.1037
/0033- 2909.111.2.203

Dutch Association of Psychologists. (2017). Guidelines for the use of tests. https://issuu.com/commu nicat ienip/ docs/4132.31_nip_
broch ure_engels_2_def_v?utm_mediu m=refer ral&utm_sourc e=psynip.nl

Electronic Privacy Information Center. (2022). The State of State AI Policy (2021– 22 Legislative Session). https://epic.org/
the- state - of- ai/

European Commission. (2022). Regulatory framework proposal on artificial intelligence. https://digit al- strat egy.ec.europa.eu/
en/polic ies/regul atory - frame work- ai

Faul, F., Erdfelder, E., Buchner, A., & Lang, A.- G. (2009). Statistical power analyses using G*power 3.1: Tests for correlation 
and regression analyses. Behavior Research Methods, 41(4), 1149– 1160. https://doi.org/10.3758/BRM.41.4.1149

Gilliland, S. W. (1993). The perceived fairness of selection systems: An organizational justice perspective. Academy of Management 
Review, 18(4), 694– 734. https://doi.org/10.5465/amr.1993.94022 10155

Gouldner, A. W. (1960). The norm of reciprocity: A preliminary statement. American Sociological Review, 25, 161– 178. https://doi.
org/10.2307/2092623

Hausknecht, J. P., Day, D. V., & Thomas, S. C. (2004). Applicant reactions to selection procedures: An updated model and meta- 
analysis. Personnel Psycholog y, 57(3), 639– 683. https://doi.org/10.1111/j.1744- 6570.2004.00003.x

Highhouse, S., Lievens, F., & Sinar, E. F. (2003). Measuring attraction to organizations. Educational and Psychological Measurement, 
63(6), 986– 1001. https://doi.org/10.1177/00131 64403 258403

Hong, J. W., Choi, S., & Williams, D. (2020). Sexist AI: An experiment integrating CASA and ELM. International Journal of Human 
Computer Interaction, 36(20), 1928– 1941. https://doi.org/10.1080/10447 318.2020.1801226

Horvath, M., Ryan, A. M., & Stierwalt, S. L. (2000). The influence of explanations for selection test use, outcome favorability, 
and self- efficacy on test- taker perceptions. Organizational Behavior and Human Decision Processes, 83(2), 310– 330. https://doi.
org/10.1006/obhd.2000.2911

Houstis, O., & Kiliaridis, S. (2009). Gender and age differences in facial expressions. The European Journal of Orthodontics, 31(5), 
459– 466. https://doi.org/10.1093/ejo/cjp019

Ilgen, D. R., Fisher, C. D., & Taylor, M. S. (1979). Consequences of individual feedback on behavior in organizations. Journal of 
Applied Psycholog y, 64(4), 349– 371. https://doi.org/10.1037/0021- 9010.64.4.349

Illinois General Assembly. (2019). Public Act 101- 0260, Video Interview Act. https://www.ilga.gov/legis latio n/BillS tatus.as-
p?DocNu m=2557&GAID=15&DocTy peID=HB&Sessi onID=108&GA=101

Jack, R. E., Blais, C., Scheepers, C., Schyns, P. G., & Caldara, R. (2009). Cultural confusions show that facial expressions are not 
universal. Current Biolog y, 19(18), 1543– 1548. https://doi.org/10.1016/j.cub.2009.07.051

Judge, T. A., Bono, J. E., Ilies, R., & Gerhardt, M. W. (2002). Personality and leadership: A qualitative and quantitative review. 
Journal of Applied Psycholog y, 87, 765– 780. https://doi.org/10.1037//0021- 9010.87.4.765

Kahn, J. (2021). HireVue drops facial monitoring amid A.I. algorithm audit. Fortune. https://fortu ne.com/2021/01/19/hirev 
ue- drops - facia l- monit oring - amid- a- i- algor ithm- audit/

Kantayya, S. (Director). (2020). Coded Bias [Film]. 7th Empire Media.
Konradt, U., Garbers, Y., Böge, M., Erdogan, B., & Bauer, T. N. (2017). Antecedents and consequences of fairness percep-

tions in personnel selection: A 3- year longitudinal study. Group & Organization Management, 42(1), 113– 146. https://doi.
org/10.1177/10596 01115 61766

Kuncel, N. R., Klieger, D. M., Connelly, B. S., & Ones, D. S. (2013). Mechanical versus clinical data combination in selec-
tion and admissions decisions: A meta- analysis. Journal of Applied Psycholog y, 98(6), 1060– 1072. https://doi.org/10.1037/
a0034156

 20448325, 0, D
ow

nloaded from
 https://bpspsychub.onlinelibrary.w

iley.com
/doi/10.1111/joop.12465 by T

ilburg U
niversity L

ibrary, W
iley O

nline L
ibrary on [02/11/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://doi.org/10.1109/TBIOM.2020.3027269
https://doi.org/10.1109/TBIOM.2020.3027269
https://doi.org/10.1016/j.cobeha.2017.04.007
https://doi.org/10.1016/j.cobeha.2017.04.007
https://doi.org/10.1037/0021-9010.90.5.928
https://doi.org/10.1177/0149206310388419
https://doi.org/10.1177/0149206305279602
https://doi.org/10.1037/0021-9010.89.1.52
https://doi.org/10.1037/0033-2909.111.2.203
https://doi.org/10.1037/0033-2909.111.2.203
https://issuu.com/communicatienip/docs/4132.31_nip_brochure_engels_2_def_v?utm_medium=referral&utm_source=psynip.nl
https://issuu.com/communicatienip/docs/4132.31_nip_brochure_engels_2_def_v?utm_medium=referral&utm_source=psynip.nl
https://epic.org/the-state-of-ai/
https://epic.org/the-state-of-ai/
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://doi.org/10.3758/BRM.41.4.1149
https://doi.org/10.5465/amr.1993.9402210155
https://doi.org/10.2307/2092623
https://doi.org/10.2307/2092623
https://doi.org/10.1111/j.1744-6570.2004.00003.x
https://doi.org/10.1177/0013164403258403
https://doi.org/10.1080/10447318.2020.1801226
https://doi.org/10.1006/obhd.2000.2911
https://doi.org/10.1006/obhd.2000.2911
https://doi.org/10.1093/ejo/cjp019
https://doi.org/10.1037/0021-9010.64.4.349
https://www.ilga.gov/legislation/BillStatus.asp?DocNum=2557&GAID=15&DocTypeID=HB&SessionID=108&GA=101
https://www.ilga.gov/legislation/BillStatus.asp?DocNum=2557&GAID=15&DocTypeID=HB&SessionID=108&GA=101
https://doi.org/10.1016/j.cub.2009.07.051
https://doi.org/10.1037//0021-9010.87.4.765
https://fortune.com/2021/01/19/hirevue-drops-facial-monitoring-amid-a-i-algorithm-audit/
https://fortune.com/2021/01/19/hirevue-drops-facial-monitoring-amid-a-i-algorithm-audit/
https://doi.org/10.1177/105960111561766
https://doi.org/10.1177/105960111561766
https://doi.org/10.1037/a0034156
https://doi.org/10.1037/a0034156


28 |   OOSTROM et al.

Langer, M., Baum, K., König, C. J., Hähne, V., Oster, D., & Speith, T. (2021). Spare me the details: How the type of information 
about automated interviews influences applicant reactions. International Journal of Selection and Assessment, 29(2), 154– 169. 
https://doi.org/10.1111/ijsa.12325

Langer, M., & König, C. J. (2018). Introducing and testing the creepiness of situation scale (CRoSS). Frontiers in Psycholog y, 9, 
2220. https://doi.org/10.3389/fpsyg.2018.02220

Langer, M., König, C. J., & Fitili, A. (2018). Information as a double- edged sword: The role of computer experience and infor-
mation on applicant reactions towards novel technologies for personnel selection. Computers in Human Behavior, 81, 19– 30. 
https://doi.org/10.1016/j.chb.2017.11.036

Langer, M., König, C. J., & Hemsing, V. (2020). Is anybody listening? The impact of automatically evaluated job interviews on 
impression management and applicant reactions. Journal of Managerial Psycholog y, 35(4), 271– 284. https://doi.org/10.1108/
JMP- 03- 2019- 0156

Langer, M., König, C. J., & Krause, K. (2017). Examining digital interviews for personnel selection: Applicant reactions and 
interviewer ratings. International Journal of Selection and Assessment, 25(4), 371– 382. https://doi.org/10.1111/ijsa.12191

Langer, M., Kramp, M., & König, C. J. (2023, May 24– 27). Does applicant suitability affect applicant reactions to automated 
systems in personnel selection? [Paper presentation]. 21st European Association of Work and Organizational Psychology 
Congress, Katowice, Poland.

Lee, K., & Ashton, M. C. (2018). Psychometric properties of the HEXACO- 100. Assessment, 25(5), 543– 556. https://doi.
org/10.1177/10731 91116 659134

Lukacik, E. R., Bourdage, J. S., & Roulin, N. (2022). Into the void: A conceptual model and research agenda for the design 
and use of asynchronous video interviews. Human Resource Management Review, 32(1), 100789. https://doi.org/10.1016/j.
hrmr.2020.100789

Martín- Raugh, M. P., Kell, H. J., Randall, J. G., Anguiano- Carrasco, C., & Banfi, J. T. (2022). Speaking without words: A meta- 
analysis of over 70 years of research on the power of nonverbal cues in job interviews. Journal of Organizational Behavior, 44, 
132– 156. https://doi.org/10.1002/job.2670

Maurer, R. (2020). Job interviews go virtual in response to COVID- 19. SHRM. https://www.shrm.org/resou rcesa ndtoo ls/
hrtop ics/talen t- acqui sitio n/pages/ job- inter views - go- virtu al- respo nse- covid - 19- coron avirus.aspx

McCarthy, J. M., Bauer, T. N., Truxillo, D. M., Anderson, N. R., Costa, A. C., & Ahmed, S. M. (2017). Applicant perspectives 
during selection: A review addressing “So what?”, “What's new?,” and “Where to next?”. Journal of Management, 43(6), 1693– 
1725. https://doi.org/10.1177/01492 06316 681846

McClintock, C. G., Kramer, R. M., & Keil, L. J. (1984). Equity and social exchange in human relationships. In L. Berkowitz 
(Ed.), Advances in experimental social psycholog y (Vol. 17, pp. 183– 228). Academic Press.

McLean Parks, J., Kidder, D. L., & Gallagher, D. G. (1998). Fitting square pegs into round holes: Mapping the domain of con-
tingent work arrangements onto the psychological contract. Journal of Organizational Behavior, 19(S1), 697– 730. https://doi.
org/10.1002/(SICI)1099- 1379(1998)19:1+<697::AID- JOB97 4>3.0.CO;2- I

Mirowska, A. (2020). AI evaluation in selection. Journal of Personnel Psycholog y, 19(3), 142– 149. https://doi.org/10.1027/1866- 5888/
a000258

Mirowska, A., & Mesnet, L. (2022). Preferring the devil you know: Potential applicant reactions to artificial intelligence evalua-
tion of interviews. Human Resource Management Journal, 32(2), 364– 383. https://doi.org/10.1111/1748- 8583.12393

Morgeson, F. P., & Ryan, A. M. (2009). Reacting to applicant perspectives research: What's next? International Journal of Selection 
and Assessment, 17(4), 431– 437. https://doi.org/10.1111/j.1468- 2389.2009.00484.x

Movérare, T., Lohmander, A., Hultcrantz, M., & Sjögreen, L. (2017). Peripheral facial palsy: Speech, communication and oral motor 
function. European Annals of Otorhinolaryngolog y, Head and Neck Diseases, 134(1), 27– 31. https://doi.org/10.1016/j.anorl.2015.12.002

Nass, C., Steuer, J. S., Henriksen, L., & Dryer, D. C. (1994). Machines and social attributions: Performance assessments of com-
puters subsequent to “self- ” or “other- ” evaluations. International Journal of Human- Computer Studies, 40(3), 543– 559. https://
doi.org/10.1006/ijhc.1994.1025

Noble, S. M., Foster, L. L., & Craig, S. B. (2021). The procedural and interpersonal justice of automated application and resume 
screening. International Journal of Selection and Assessment, 29(2), 139– 153. https://doi.org/10.1111/ijsa.12320

Ohno, T., & Hirano, S. (2014). Treatment of aging vocal folds: Novel approaches. Current Opinion in Otolaryngolog y & Head and 
Neck Surgery, 22(6), 472– 476. https://doi.org/10.1097/MOO.00000 00000 000096

Oostrom, J. K., Bos- Broekema, L., Serlie, A. W., Born, M. P., & Van der Molen, H. T. (2012). A field study of pretest and 
posttest reactions to a paper- and- pencil and a computerized in- basket exercise. Human Performance, 25(2), 95– 113. https://
doi.org/10.1080/08959 285.2012.658928

Oswald, F. L. (2020). Future research directions for big data in psychology. In S. E. Woo, L. Tay, & R. Proctor (Eds.), Big data in 
psychological research (pp. 427– 441). APA Books.

Pasquale, F. (2015). The black box society. Harvard University Press.
Peer, E., Brandimarte, L., Samat, S., & Acquisti, A. (2017). Beyond the Turk: Alternative platforms for crowdsourcing behav-

ioral research. Journal of Experimental Social Psycholog y, 70, 153– 163. https://doi.org/10.1016/j.jesp.2017.01.006
Piccoli, B., & De Witte, H. (2015). Job insecurity and emotional exhaustion: Testing psychological contract breach versus 

distributive injustice as indicators of lack of reciprocity. Work and Stress, 29(3), 246– 263. https://doi.org/10.1080/02678 
373.2015.1075624

 20448325, 0, D
ow

nloaded from
 https://bpspsychub.onlinelibrary.w

iley.com
/doi/10.1111/joop.12465 by T

ilburg U
niversity L

ibrary, W
iley O

nline L
ibrary on [02/11/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://doi.org/10.1111/ijsa.12325
https://doi.org/10.3389/fpsyg.2018.02220
https://doi.org/10.1016/j.chb.2017.11.036
https://doi.org/10.1108/JMP-03-2019-0156
https://doi.org/10.1108/JMP-03-2019-0156
https://doi.org/10.1111/ijsa.12191
https://doi.org/10.1177/1073191116659134
https://doi.org/10.1177/1073191116659134
https://doi.org/10.1016/j.hrmr.2020.100789
https://doi.org/10.1016/j.hrmr.2020.100789
https://doi.org/10.1002/job.2670
https://www.shrm.org/resourcesandtools/hrtopics/talent%E2%80%90acquisition/pages/job%E2%80%90interviews%E2%80%90go%E2%80%90virtual%E2%80%90response%E2%80%90covid%E2%80%9019%E2%80%90coronavirus.aspx
https://www.shrm.org/resourcesandtools/hrtopics/talent%E2%80%90acquisition/pages/job%E2%80%90interviews%E2%80%90go%E2%80%90virtual%E2%80%90response%E2%80%90covid%E2%80%9019%E2%80%90coronavirus.aspx
https://doi.org/10.1177/0149206316681846
https://doi.org/10.1002/(SICI)1099-1379(1998)19:1%2B%3C697::AID-JOB974%3E3.0.CO;2-I
https://doi.org/10.1002/(SICI)1099-1379(1998)19:1%2B%3C697::AID-JOB974%3E3.0.CO;2-I
https://doi.org/10.1027/1866-5888/a000258
https://doi.org/10.1027/1866-5888/a000258
https://doi.org/10.1111/1748-8583.12393
https://doi.org/10.1111/j.1468-2389.2009.00484.x
https://doi.org/10.1016/j.anorl.2015.12.002
https://doi.org/10.1006/ijhc.1994.1025
https://doi.org/10.1006/ijhc.1994.1025
https://doi.org/10.1111/ijsa.12320
https://doi.org/10.1097/MOO.0000000000000096
https://doi.org/10.1080/08959285.2012.658928
https://doi.org/10.1080/08959285.2012.658928
https://doi.org/10.1016/j.jesp.2017.01.006
https://doi.org/10.1080/02678373.2015.1075624
https://doi.org/10.1080/02678373.2015.1075624


    | 29ALGORITHM- BASED EVALUATIONS

Ployhart, R. E., & Harold, C. M. (2004). The applicant attribution- reaction theory (AART): An integrative the-
ory of applicant attributional processing. International Journal of Selection and Assessment, 12(1– 2), 84– 98. https://doi.
org/10.1111/j.0965- 075X.2004.00266.x

Proost, K., Germeys, F., & Vanderstukken, A. (2021). Applicants' pre- test reactions towards video interviews: The role of ex-
pected chances to demonstrate potential and to use nonverbal cues. European Journal of Work and Organizational Psycholog y, 
30(2), 265– 273. https://doi.org/10.1080/13594 32X.2020.1817975

Rieger, T., Roesler, E., & Manzey, D. (2022). Challenging presumed technological superiority when working with (artificial) 
colleagues. Scientific Reports, 12(1), 3768. https://doi.org/10.1038/s4159 8- 022- 07808 - x

Rolland, F., & Steiner, D. D. (2007). Test- taker reactions to the selection process: Effects of outcome favorability, ex-
planations, and voice on fairness perceptions. Journal of Applied Social Psycholog y, 37(12), 2800– 2826. https://doi.
org/10.1111/j.1559- 1816.2007.00282.x

Rousseau, D. M. (1990). New hire perceptions of their own and their employer's obligations: A study of psychological contracts. 
Journal of Organizational Behavior, 11(5), 389– 400. https://doi.org/10.1002/job.40301 10506

Ryan, A. M., Inceoglu, I., Bartram, D., Golubovich, J., Grand, J., Reeder, M., Derous, E., Nikolaou, I., & Yao, X. (2015). Trends 
in testing: Highlights of a global survey. In I. Nikolaou & J. K. Oostrom (Eds.), Employee recruitment, selection, and assessment: 
Contemporary issues for theory and practice (pp. 148– 165). Psychology Press.

Ryan, A. M., & Ployhart, R. E. (2000). Applicants' perceptions of selection procedures and decisions: A critical review and 
agenda for the future. Journal of Management, 26(3), 565– 606. https://doi.org/10.1016/S0149 - 2063(00)00041 - 6

Schinkel, S., van Vianen, A., & Van Dierendonck, D. (2013). Selection fairness and outcomes: A field study of interac-
tive effects on applicant reactions. International Journal of Selection and Assessment, 21(1), 22– 31. https://doi.org/10.1111/
ijsa.12014

Singer, N., & Metz, C. (2019). Many facial- recognition systems are biased, says U.S. study. The New York Times. https://www.
nytim es.com/2019/12/19/techn ology/ facia l- recog nitio n- bias.html

Smither, J. W., Reilly, R. R., Millsap, R. E., Pearlman, K., & Stoffey, R. W. (1993). Applicant reactions to selection procedures. 
Personnel Psycholog y, 46(1), 49– 76. https://doi.org/10.1111/j.1744- 6570.1993.tb008 67.x

Snyder, C. R., & Fromkin, H. L. (1980). Uniqueness: The human pursuit of difference. Plenum.
Spector, P. E. (2019). Do not cross me: Optimizing the use of cross- sectional designs. Journal of Business and Psycholog y, 34(2), 

125– 137. https://doi.org/10.1007/s1086 9- 018- 09613 - 8
Speer, A. B., King, B. S., & Grossenbacher, M. (2016). Applicant reactions as a function of test length: Is there reason to fret over 

using longer tests? Journal of Personnel Psycholog y, 15(1), 15– 24. https://doi.org/10.1027/1866- 5888/a000145
Spence, M. (1973). Job market signaling. Quarterly Journal of Economics, 87(3), 355– 374. https://doi.org/10.2307/1882010
Steiner, K. (2017). Bad candidate experience cost virgin media $5M annually –  here is how they turned that around. https://

busin ess.linke din.com/talen t- solut ions/blog/candi date- exper ience/ 2017/bad- candi date- exper ience - cost- virgi n- media 
- 5m- annua lly- and- how- they- turne d- that- around

Suen, H. Y., Chen, M. Y. C., & Lu, S. H. (2019). Does the use of synchrony and artificial intelligence in video interviews 
affect interview ratings and applicant attitudes? Computers in Human Behavior, 98, 93– 101. https://doi.org/10.1016/j.
chb.2019.04.012

Sundar, S. S., & Kim, J. (2019, May). Machine heuristic: When we trust computers more than humans with our personal informa-
tion. In Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems (pp. 1– 9). https://doi.org/10.1145/32906 
05.3300768

Swann, W. B., Jr. (2011). Self- verification theory. In P. Van Lange, A. Kruglanski, & E. T. Higgins (Eds.), Handbook of theories of 
social psycholog y (pp. 23– 42). Sage.

Tene, O., & Polonetsky, J. (2015). A theory of creepy: Technology, privacy, and shifting social norms. Yale Journal of Law and 
Technolog y, 16, 59– 102. https://heino nline.org/hol- cgi- bin/get_pdf.cgi?handl e=hein.journ als/yjolt 16&secti on=3

Tippins, N. T., Oswald, F., & McPhail, S. M. (2021). Scientific, legal, and ethical concerns about AI- based personnel selection 
tools: A call to action. Personnel Assessment & Decisions, 7(2), 1. https://doi.org/10.25035/ pad.2021.02.001

Tonidandel, S., Quiñones, M. A., & Adams, A. A. (2002). Computer- adaptive testing: The impact of test characteristics on 
perceived performance and test takers' reactions. Journal of Applied Psycholog y, 87(2), 320– 332. https://doi.org/10.1037/00
21- 9010.87.2.320

Truxillo, D. M., Bodner, T. E., Bertolino, M., Bauer, T. N., & Yonce, C. A. (2009). Effects of explanations on appli-
cant reactions: A meta- analytic review. International Journal of Selection and Assessment, 17(4), 346– 361. https://doi.
org/10.1111/j.1468- 2389.2009.00478.x

Turban, D. B., & Keon, T. L. (1993). Organizational attractiveness: An interactionist perspective. Journal of Applied Psycholog y, 
78(2), 184– 193. https://doi.org/10.1037/0021- 9010.78.2.184

Weiner, B. (1985). An attributional theory of achievement motivation and emotion. Psychological Review, 92(4), 548– 573. https://
doi.org/10.1037/0033- 295X.92.4.548

Wesche, J. S., & Sonderegger, A. (2021). Repelled at first sight? Expectations and intentions of job- seekers reading about AI 
selection in job advertisements. Computers in Human Behavior, 25, 106931. https://doi.org/10.1016/j.chb.2021.106931

Whiteside, S. P. (1996). Temporal- based acoustic- phonetic patterns in read speech: Some evidence for speaker sex differences. 
Journal of the International Phonetic Association, 26(1), 23– 40. https://doi.org/10.1017/S0025 10030 0005302

 20448325, 0, D
ow

nloaded from
 https://bpspsychub.onlinelibrary.w

iley.com
/doi/10.1111/joop.12465 by T

ilburg U
niversity L

ibrary, W
iley O

nline L
ibrary on [02/11/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://doi.org/10.1111/j.0965-075X.2004.00266.x
https://doi.org/10.1111/j.0965-075X.2004.00266.x
https://doi.org/10.1080/1359432X.2020.1817975
https://doi.org/10.1038/s41598-022-07808-x
https://doi.org/10.1111/j.1559-1816.2007.00282.x
https://doi.org/10.1111/j.1559-1816.2007.00282.x
https://doi.org/10.1002/job.4030110506
https://doi.org/10.1016/S0149-2063(00)00041-6
https://doi.org/10.1111/ijsa.12014
https://doi.org/10.1111/ijsa.12014
https://www.nytimes.com/2019/12/19/technology/facial-recognition-bias.html
https://www.nytimes.com/2019/12/19/technology/facial-recognition-bias.html
https://doi.org/10.1111/j.1744-6570.1993.tb00867.x
https://doi.org/10.1007/s10869-018-09613-8
https://doi.org/10.1027/1866-5888/a000145
https://doi.org/10.2307/1882010
https://business.linkedin.com/talent-solutions/blog/candidate-experience/2017/bad-candidate-experience-cost-virgin-media-5m-annually-and-how-they-turned-that-around
https://business.linkedin.com/talent-solutions/blog/candidate-experience/2017/bad-candidate-experience-cost-virgin-media-5m-annually-and-how-they-turned-that-around
https://business.linkedin.com/talent-solutions/blog/candidate-experience/2017/bad-candidate-experience-cost-virgin-media-5m-annually-and-how-they-turned-that-around
https://doi.org/10.1016/j.chb.2019.04.012
https://doi.org/10.1016/j.chb.2019.04.012
https://doi.org/10.1145/3290605.3300768
https://doi.org/10.1145/3290605.3300768
https://heinonline.org/hol-cgi-bin/get_pdf.cgi?handle=hein.journals/yjolt16&section=3
https://doi.org/10.25035/pad.2021.02.001
https://doi.org/10.1037/0021-9010.87.2.320
https://doi.org/10.1037/0021-9010.87.2.320
https://doi.org/10.1111/j.1468-2389.2009.00478.x
https://doi.org/10.1111/j.1468-2389.2009.00478.x
https://doi.org/10.1037/0021-9010.78.2.184
https://doi.org/10.1037/0033-295X.92.4.548
https://doi.org/10.1037/0033-295X.92.4.548
https://doi.org/10.1016/j.chb.2021.106931
https://doi.org/10.1017/S0025100300005302


30 |   OOSTROM et al.

Wiechmann, D., & Ryan, A. M. (2003). Reactions to computerized testing in selection contexts. International Journal of Selection and 
Assessment, 11(2– 3), 215– 229. https://doi.org/10.1111/1468- 2389.00245

Wilhelmy, A., Kleinmann, M., Melchers, K. G., & Lievens, F. (2019). What do consistency and personableness in the interview 
signal to applicants? Investigating indirect effects on organizational attractiveness through symbolic organizational attri-
butes. Journal of Business and Psycholog y, 34(5), 671– 684. https://doi.org/10.1007/s1086 9- 018- 9600- 7

Wong, P. T., & Weiner, B. (1981). When people ask “why” questions, and the heuristics of attributional search. Journal of Personality 
and Social Psycholog y, 40(4), 650– 663. https://doi.org/10.1037/0022- 3514.40.4.650

Woods, S. A., Ahmed, S., Nikolaou, I., Costa, A. C., & Anderson, N. R. (2020). Personnel selection in the digital age: A review of 
validity and applicant reactions, and future research challenges. European Journal of Work and Organizational Psycholog y, 29(1), 
64– 77. https://doi.org/10.1080/13594 32X.2019.1681401

Xue, S. A., & Hao, J. G. (2006). Normative standards for vocal tract dimensions by race as measured by acoustic pharyngometry. 
Journal of Voice, 20(3), 391– 400. https://doi.org/10.1016/j.jvoice.2005.05.001

How to cite this article: Oostrom, J. K., Holtrop, D., Koutsoumpis, A., van Breda, W., 
Ghassemi, S., & de Vries, R. E. (2023). Applicant reactions to algorithm-  versus recruiter- based 
evaluations of an asynchronous video interview and a personality inventory. Journal of Occupational 
and Organizational Psycholog y, 00, 1–30. https://doi.org/10.1111/joop.12465

 20448325, 0, D
ow

nloaded from
 https://bpspsychub.onlinelibrary.w

iley.com
/doi/10.1111/joop.12465 by T

ilburg U
niversity L

ibrary, W
iley O

nline L
ibrary on [02/11/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://doi.org/10.1111/1468-2389.00245
https://doi.org/10.1007/s10869-018-9600-7
https://doi.org/10.1037/0022-3514.40.4.650
https://doi.org/10.1080/1359432X.2019.1681401
https://doi.org/10.1016/j.jvoice.2005.05.001
https://doi.org/10.1111/joop.12465

	Applicant reactions to algorithm- versus recruiter-based evaluations of an asynchronous video interview and a personality inventory
	Abstract
	INTRODUCTION
	Applicant reactions to algorithm-based evaluations
	Existing theory
	Expanded theoretical focus
	Hypothesis development
	Applicant reactions towards the selection procedure
	Applicant reactions towards the feedback
	Applicant reactions towards the organization and the job
	Selection decision favourability


	The role of information source

	STUDY 1
	Materials and methods
	Procedure
	Participants
	Measures
	Fairness perceptions
	Face validity and perceived predictive validity
	Emotional creepiness
	Feedback acceptance
	Organizational attraction
	Job acceptance intentions
	Confirmatory factor analyses
	Control variables


	Results
	Hypothesis testing
	Applicant reactions towards the selection procedure
	Applicant reactions towards the feedback
	Applicant reactions towards the organization and the job

	Exploratory analyses

	Discussion

	STUDY 2
	Materials and methods
	Procedure
	Participants
	Measures

	Results
	Hypothesis testing
	Applicant reactions towards the selection procedure
	Applicant reactions towards the feedback
	Applicant reactions towards the organization and the job
	Applicant reactions to different algorithm sources

	Exploratory analyses

	Discussion

	GENERAL DISCUSSION
	Theoretical implications
	Practical implications
	Limitations and suggestions for future research

	CONCLUSION
	AUTHOR CONTRIBUTIONS
	ACKNOWLEDGEMENTS
	CONFLICT OF INTEREST STATEMENT
	DATA AVAILABILITY STATEMENT

	REFERENCES


