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Not What U Expect: Effects of Prediction Errors on Item Memory
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Gözem Turan1, 2, and Yee Lee Shing1, 2, 3

1 Department of Psychology, Goethe University Frankfurt
2 IDeA Center for Individual Development and Adaptive Education, Frankfurt am Main, Germany

3 Brain Imaging Center, Goethe University Frankfurt

The characterization of the relationship between predictions and one-shot episodic encoding poses an impor-
tant challenge for memory research. On the one hand, events that are compatible with our previous knowl-
edge are thought to be remembered better than incompatible ones. On the other hand, unexpected situations,
by virtue of their novelty, are known to cause enhanced learning. Several theoretical accounts try to solve this
apparent paradox by conceptualizing prediction error (PE) as a continuum ranging from low PE (for expec-
tation-matching events) to high PE (for expectation-mismatching ones). Under such a framework, the rela-
tionship between PE and memory encoding would be described by a U-shape function with higher memory
performance for extreme levels of PE and lower memory for middle levels of PE. In this study, we tested the
framework by using a gradual manipulation of the strength of association between scenes and objects to ren-
der different levels of PE and then tested for item memory of the (mis)matching events. In two experiments,
in contrast towhat was anticipated, recognitionmemory for object identity followed an inverted U-shape as a
function of PE, with higher performance for intermediate levels of PE. Furthermore, in two additional exper-
iments, we showed the relevance of explicit predictions at encoding to reveal such an inverted U pattern, thus
providing the boundary conditions of the effect.We discussed our findings in light of existing literature relat-
ing PE and episodic memory, pointing out the potential roles of uncertainty in the environment, and the
importance of the cognitive operations underlying encoding tasks.

Keywords: prediction, episodic memory, prior updating, prediction error

Supplemental materials: https://doi.org/10.1037/xge0001367.supp

The inherent regularities embedded in our environment enable the
exploitation of repeating patterns to optimize information process-
ing. Sand is usually brown, lightning often is followed by thunder,
and cows are usually found in prairies. By abstracting the common-
alities across experiences of daily life, our brains can predict later
encounters with similar events. However, as our environment is
not entirely deterministic and predictable, the use of patterns must
be a dynamic process. This process entails both the exploitation of
existing knowledge, to efficiently process predicted events, and
the updating of the knowledge itself, in case of encountering

unexpected situations. While there is accumulating evidence for pre-
dictive processing of sensory experiences (Friston, 2005, 2008;
Keller & Mrsic-Flogel, 2018; Press et al., 2020; Rao & Ballard,
1999; Walsh et al., 2020), when it comes to the long-term memory
consequences of encountering predicted and unpredicted events,
empirical findings are mixed at best (Greve et al., 2017; Gronau &
Shachar, 2015; Kafkas & Montaldi, 2018a; Ortiz-Tudela et al.,
2018; Sinclair & Barense, 2018). In this study, we examined the epi-
sodic memory consequences of experiences that varied in levels of
prediction violation.
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Previous research examining the interaction between predic-
tions and episodic memory has revealed two seemingly incompat-
ible sets of results. On the one hand, studies exploring prediction
errors (PEs) postulate that PEs signal the need to upregulate learn-
ing as a means to gather new information that would improve
future predictions. This notion stems partly from the literature
that examines probabilistic/incremental learning driven by reward
PE (e.g., Schultz, 1998), which has received considerable empir-
ical support in human studies (see review in Shohamy & Adcock,
2010). In more recent years, the influence of PE has been extended
and has been postulated to also modulate one-shot episodic
encoding of new information (Henson & Gagnepain, 2010).
Namely, situations that lead to high PEs may be strongly encoded
to gain new information potentially relevant for future predic-
tions. In contrast, situations rendering little or no PE contain
mostly predictable information and thus the need for updating
the internal model is reduced (Henson & Gagnepain, 2010). In
other words, such PE-driven encoding hypothesis postulates
that the need for learning, given high PE, is translated into
enhanced episodic encoding at the time of the mismatch. In line
with such postulation, recent evidence shows that events that are
not well-predicted are sometimes better remembered than well-
predicted ones (Brod et al., 2018; Greve et al., 2017; Kafkas &
Montaldi, 2018b; Quent et al., 2021). For example, in Kafkas
and Montaldi (2018b), participants learned associations between
symbols and object categories. These associations could then be
either violated or confirmed in a subsequent encoding phase. In
a later recognition test, they showed that objects shown in violated
trials were recollected better than those shown in non-violated tri-
als (Kafkas & Montaldi, 2018b).
On the other hand, traditional accounts of episodic memory for-

mation indicate that events that are congruent with one’s knowledge
are better remembered than those that are not (Craik & Tulving,
1975). This so-called memory congruency effect on memory has
been replicated many times and across many different experimental
setups (Bein et al., 2015; Brod & Shing, 2019; Craik & Tulving,
1975; Gronau & Shachar, 2015; Kaiser et al., 2015; Ortiz-Tudela
et al., 2017; Staresina et al., 2009). For instance, in Ortiz-Tudela
et al. (2017), participants performed a change detection task on real-
world images in which the to-be-detected object was either seman-
tically congruent or incongruent with the background scene. When a
recognition memory test on the objects was administered, partici-
pants performed better for semantically congruent objects than for
incongruent ones (Ortiz-Tudela et al., 2017). By definition, congru-
ent events can, to some degree, be predicted from the contextual
information (e.g., expecting to see food when entering a kitchen)
and thus they should elicit low PE when compared with incongruent
ones. As a consequence, enhanced memory of low PE events seems
to stand in contrast to the PE-driven encoding hypothesis.
Assuming that predictions necessarily stem from stored knowl-

edge, an influential theoretical model tries to resolve this apparent
paradox of enhanced memory both for well-predicted events and
for events giving rise to PE (Van Kesteren et al., 2012; see Press
et al., 2020 for a similar discussion in the perceptual domain).
This account states that two different neural mechanisms are
responsible for the seemingly conflicting evidence. Within this
framework, the medial temporal lobe (MTL) and medial prefrontal
cortex (mPFC) are differentially involved in memory formation as
a function of whether the new event was congruent or incongruent

with previous knowledge. On the one hand, in the case of an
encounter that is not in line with our expectations, the MTL creates
a new detail-rich episodic memory of the current incongruent
event. On the other hand, if an event is congruent with our previ-
ous knowledge, its pre-existing connections are strengthened by
virtue of re-activation (i.e., resonance). This process, which is sup-
ported by the mPFC, makes congruent information more easily
accessible at retrieval. Crucially, mPFC activation inhibits the
MTL, reducing its involvement in creating the memories trace.
Finally, for an encounter that is neither strongly congruent nor
strikingly incongruent with our expectations, this model assumes
that intermediate resonance with neocortical representations leads
to weak activation of both mPFC and MTL, thus resulting in inef-
ficient encoding and ultimately, poor memory (Van Kesteren et al.,
2012). To sum up, this model predicts that the relationship
between memory performance and PE, ranging from low,
medium, to high PE, would be described by a U-shaped function.
Namely, higher memory for extreme levels of PE than for interme-
diate ones.

Testing this U-shaped hypothesis requires the manipulation of
PE beyond two levels (low PE/congruent vs. high PE/incongru-
ent). However, there are still only a handful of studies with such
manipulation. In one study, Greve et al. (2019) trained partici-
pants to establish associations between trial-unique pairs of
objects and later re-arranged them to create congruent, unrelated,
and incongruent pairs. After being exposed to the newly
arranged pairs, participants’ memory was tested with a recogni-
tion memory test. Results showed enhanced memory for both
congruent and incongruent trials, compared to unrelated ones
(Greve et al., 2019). In another study, Frank et al. (2018) manip-
ulated pairs of stimuli to be either unrelated or to be strongly
related to each other. Strongly related pairs were then met or vio-
lated, and memory for these encounters was measured. They
found that pair-matching and pair-mismatching items were better
retrieved than unrelated ones (Frank et al., 2018). These studies
lend support to the theoretical account outlined above that consid-
ers PE as a continuum (Greve et al., 2017, 2019; Van Kesteren et
al., 2012).

However, several important unresolved issues from existing
findings remain. Previous studies relied on categorical experimen-
tal manipulations to render congruent, neutral, and incongruent
events. However, a test of the postulated U-shape pattern along
the full continuum of PE is lacking (although see Quent et al.,
2021 for gradual quantitative assessment of location congruency).
This would require an experimental setup that integrates prior
knowledge and incoming events to render different levels of PE
that are quantifiable. Indeed, even if the hypothesized U-shape
would hold true, capturing a portion of the full range can lead to
PE-advantages (Greve et al., 2017; Kafkas & Montaldi, 2018a),
PE-impairments (Brod et al., 2013; Gronau & Shachar, 2015;
Ortiz-Tudela et al., 2017), or no differences between PE levels
(Ortiz-Tudela et al., 2018). Therefore, only having a full range
of PE would allow a proper characterization of the postulated
U-shape pattern.

A Bayesian perspective (e.g., Perfors et al., 2011) can be used as a
theoretical framework to achieve such quantifiable PE manipulation.
By considering knowledge as prior distributions about the most
likely events to be encountered and the actual events as evidence
to be contrasted with the priors, different levels of PE can be
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rendered by varying the strength of the prior from which the predic-
tion is computed (Greve et al., 2019). In the present study, we
adopted this approach across four experiments by developing a
scene-object category learning task with varying levels of contin-
gency; this learning task was followed by an encoding phase in
which unique scene-object pairs were shown and finally by a
retrieval phase with episodic memory tests.
It is important to also consider that there are other external fac-

tors that may modulate the effect of PE on episodic memory.
Consolidation has been discussed as one such factor favoring bet-
ter memory for events giving rise to PE. For example, Van
Kesteren et al. (2012) found that schema effects for item recogni-
tion arise only 20 hr after encoding, which seems to suggest that
the delay period between encoding and test can be crucial to
uncover such effects (see also Sinclair & Barense, 2018).
Moreover, the processes taking place at encoding, driven by the
task that participants are actively carrying out, can also play a
critical role. Yet, encoding tasks are often treated as cover tasks
to keep participants engaged while they are exposed to certain
regularities in the stimuli. In line with this idea, two recent studies
showed that whether participants responded before the stimulus
was shown (i.e., prediction) or after the stimulus had been
shown (i.e., post-diction) impacted whether participants’ pupils
dilated in response to PE or not. More interestingly, the memory
advantage that followed PE trials was only present when partici-
pants engaged into prediction but not into post-diction (Brod et
al., 2018, 2020).

The Present Experiments

All four experiments included in this paper shared the same overall
structure (Figure 1). They all started with a contingency learning phase

in which participants learned associations between scene contexts and
object categories. The strength of the associations between scene con-
texts and object categories (i.e., priors) was manipulated to create either
biased prior distributions, in which a given object category was more
likely to be shown than others (e.g., 90% vs. 10%, in a two-category
scenario), or flat prior distributions, in which all object categories
were equally likely to appear in a given context (e.g., 50% vs. 50%,
in a two-category scenario). See the contingency levels of all experi-
ments in Figure 2. We chose this approach, rather than relying on pre-
existing priors that are normatively shared among individuals (e.g., a
saucepan is expected in a kitchen), in order to be able to tightly quantify
and control prior strength.

After the initial learning phase, participants completed an encoding
phase in which the established contingencies could either be met or
violated (to varying degrees depending on the contingency level). To
anticipate the results, performance during the contingency learning
and encoding phases was very similar across experiments. During
learning phases, participants started with random guesses and, in con-
texts with biased priors, gradually improved their performance up to the
experimentally designed level; in flat prior contexts, they maintained
random choices throughout the entire phase. During encoding phases,
participants applied the knowledge acquired during the learning phase
either by appropriately selecting the corresponding category, for con-
texts with biased priors, or by choosing randomly, for flat prior contexts
(Figure S1 in the online supplemental materials). As this behavior was
anticipated and not central to our research question, these results are not
discussed further. However, this pattern of responses enabled us to infer
the experienced PE when the stimulus presented (mis)matched the
established contingencies. Therefore, we operationalized PE as how
unlikely it was to encounter a given object category in a given context
(1—prior strength).

After completing the two preceding phases, participants were pre-
sented with two retrieval phases with varying delays between them.

Figure 1
Study Paradigm

Note. The same overall structure was shared across all the experiments in which participants completed three phases in the same order. (Panel A) Participants
learned associations between scene contexts and object categories. In every trial, a real-world scene was shown with a question mark over a white patch.
Participants’ task was to predict which object category would be shown next, use the feedback provided, and improve their initial guesses over time.
(Panel B) During the encoding phase, the same scenes and a new set of objects were used in either a prediction task (Experiments 1 and 3) or a categorization
task (Experiments 2A and 2B). Explicit feedback on participants’ performance was not shown. After each response in both the contingency learning and the
encoding phases, a fixation cross was displayed for 500 ms before the next trial started; for simplification purposes, the fixation cross display is not shown here.
(Panel C) In both retrieval phases (immediate and delayed; see main text for more details), participants performed an object recognition task followed by an
object-scene association task (Experiments 1–3) and a location memory task (Experiments 2A, 2B, and 3). See the online article for the color version of this
figure.
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Each retrieval phase consisted of an unannounced episodic memory
test that included a recognition test on the identity of the object
(Experiments 1–3), an alternative forced choice (AFC) test on the
object-scene association (Experiments 1–3), and another AFC on
the on-screen location of the object (Experiments 2–3). The idiosyn-
cratic details of each experiment are described in the corresponding
sections. To anticipate the major differences across the experiments,
Experiment 1 tested the episodic memory consequences of explicit

predictions in a strongly biased versus flat prior setup (rendering
three PE levels). Experiments 2A and 2B introduced an implicit pre-
diction task during encoding in either a strongly biased versus weakly
biased prior setup (four PE levels) or a strongly biased versus flat
prior setup (three PE levels), in order to test for the effects of implicit
predictions on episodic memory. Experiment 3 extended the results
of Experiment 1 by encompassing three prior levels, namely, strongly
biased, weakly biased, and flat prior (rendering five PE levels).

Figure 2
Schematic Illustration of the Contingency Setup Across Experiments

Note. Each object category was paired with a given scene category according to the numbers shown in each cell. These numbers indicate the likelihood of
finding that object category in the specific context. PE was defined as a 1—the likelihood of finding an object category in a given context. For each experiment,
the figure shows the arrangement for a given participant; across the entire sample, object categories were counterbalanced so that every object category was
seen in every prior condition in every context. See the online article for the color version of this figure.
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Based on the literature reviewed above, three testable hypotheses
can be drawn regarding the relationship between PE and episodic
memory: (a) knowledge-integration hypothesis: if existing knowl-
edge facilitates the remembering of prior-matching information,
then we would measure a negative monotonic relationship between
PE strength and episodic memory; (b) PE-driven encoding enhance-
ment: if PE is used as a trigger for encoding mechanisms, then we
would measure a positive monotonic relationship between PE
strength and episodic memory; and (c) if both knowledge-
integration and PE gradually and positively improve episodic encod-
ing and they do not compensate each other, we would observe a
U-shape relationship between PE strength and episodic memory.
Besides the specific directionality of the effect, if consolidation
plays a critical role in revealing the effects of PE on memory, then
we would find the aforementioned PE-driven effects magnified in
the delayed memory phases. Finally, if prediction-related effects
arise under any predictable situation, regardless of whether predic-
tions are made explicit or not, we should observe similar
PE-driven effects in Experiments 2A and 2B as in Experiments 1
and 3.

Experiment 1

The aim of Experiment 1 was to generate different levels of PE
during encoding and to examine their effects on episodic memory
performance. We manipulated the probability of an object category
being associated with a scene category with two prior conditions,
namely flat prior, where every object category is equally likely
(any object category probability= .33) and strong prior, where
one of the object categories are more likely than the rest (preferred
object category probability= .80; remaining two object categories
= .10). These two prior conditions then rendered three PE levels:
low (PE= .20), intermediate (PE= .66), and high (PE= .90).

Method and Material

Participants

Thirty-two young adults (20 female; Mage= 22.59 years, SD=
3.18) were recruited through advertisements placed across the
three campi of the Goethe University in Frankfurt. All participants
had normal or corrected-to-normal vision and had no history of psy-
chological or neurological disorders. All participants in all experi-
ments reported here gave written informed consent prior to
participation. The study was approved by the ethics committee of
the Goethe University Frankfurt amMain. In exchange for participa-
tion, participants received either course credits (for Psychology
majors) or an honorarium (for all other majors) of €8/hr.

Stimuli

A set of six scene images depicting real-world outdoor locations
from the ECOS database (https://sites.google.com/view/
ecosdatabase/) were used as context cues. The selected scene catego-
ries were beach, mountain, road, desert, savannah, and seabed. A
total of 192 object images depicting real-world objects were gath-
ered from an online search and were used as target objects. Object
images included the same number of objects from three different
non-overlapping categories, namely musical instruments, fruits/veg-
etables, and household objects. All images were subjected to

Creative Commons licensing and are available at https://github
.com/ortiztud/premup.

Design and Procedure

Experiment 1 was conducted over two sessions. In the first ses-
sion, participants completed the learning, encoding, and first
retrieval phases. The second session took place 1 week later and
only included the second retrieval phase. Stimulus presentation
and recording of the responses were done using MATLAB’s
Psychtoolbox (Brainard, 1997) in a 60 Hz monitor (resolution:
1,680× 1,050, full HD).

Contingency Learning Phase. Participants were told that they
would see objects presented within scene contexts, and that their task
was to learn which type of object was more likely to belong to which
scene context. They were told that it would be easier to learn from
some contexts than others, but the contingencies of each context
were not explicitly mentioned. Each trial started with a fixation
cross at the center of the screen for 500 ms. Afterward, participants
were presented with a scene image that included a rectangular white
patch with a question mark. They were asked to make a prediction
about the most likely object category to be encountered in such con-
text and were given three response alternatives: musical instruments,
fruits/vegetables, or household objects. Fixed category reminders
were placed at the bottom of the screen and participants were
asked to press one of three arrow keys (i.e., left arrow, down
arrow, and right arrow) in a QWERTZ keyboard to select the correct
category; the selected category was highlighted with a yellow frame.
Two seconds after the scene onset, the question mark was replaced
by an object, and the colored frame changed to green or to red to
indicate correct or incorrect responses, respectively. The object
together with feedback was shown for 1 s before the next trial
began (see Figure 1 for a depiction of the paradigm). Random
guesses were expected at the beginning of the phase and participants
were told to use the feedback to learn the contingencies over trials.

The likelihood of encountering a given object category in a given
scene context was manipulated to render different prior strengths.
For one-half of the scene categories, one of the object categories
was frequently presented (80% of trials), while the other two were
equally (un)likely (10% of the trials each); for the other half of the
scene categories, there was no preferred object category with all
three being equally probable (33% of trials). Twelve different
objects from the three categories were used in this phase. In order
to achieve the desired probabilities, each object was repeated a dif-
ferent number of times depending on its category and on the context
in which it was shown (see Figure 2 for the full arrangement of the
object-to-scene associations and Table S1 in the online supple-
mentary materials for a breakdown of the number of stimuli in
each cell and phase). The association of each object category to
each scene category was counterbalanced across participants so
that across the entire sample, every object category was paired
with every scene category.

Encoding Phase. From the participant’s point of view, the
encoding phase was almost identical to the contingency learning
phase and only the following minor changes were introduced. To
avoid the potential effects of explicit feedback on episodic encoding,
participants no longer received feedback on their prediction. In addi-
tion, a new set of never-seen-before objects was used in this phase,
and each of these objects was presented only once. To equate the
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number of objects in each critical cell for our analysis, we selected a
fixed number of objects (n= 20) for each PE condition, and these
were presented only once. Therefore, to achieve the desired contin-
gencies for each scene category, we used filler objects from the same
object categories and repeated them seven times (see Table S1 in the
online supplementary materials); filler trials were not included in our
analysis.
As in the contingency learning phase, participants’ task was to

predict, on every trial, which object category was the most likely
to be encountered in the scene that was shown. The contingencies
between object categories and scenes were the same contingencies
as in the previous phase. Since priors were already built up during
the first phase, at the start of the encoding phase these contingencies
rendered three types of trials. Namely, trials in which participants
had a strong expectation and the expectation was matched (i.e.,
low PE= 1− .80= .20), trials in which participants had no clear
expectation, (i.e., intermediate PE= 1− .33= .66), and trials in
which participants had a strong expectation and the expectation
was mismatched (i.e., high PE= 1− .20= .80).
Retrieval Phase. Target objects from the encoding phase were

split into two sets of equal size for the two memory sessions: imme-
diate and 1-week delayed. Both sessions included an object recogni-
tion memory test and a scene association test. In the object
recognition test, all the objects from the encoding phase together
with another 192 (96 in each session) new objects were used.
Trials started with a fixation cross for 500 ms, and objects were pre-
sented in isolation at the center of the screen. Participants were
required to make old/new judgments and to report confidence in
their responses using a 6-point Likert scale (from 1= low confi-
dence to 6= high confidence). The scene association test was only
performed for old objects and participants were asked to choose
the scene in which the object had been presented in the encoding
phase in a 6AFC format. The object was presented at the center of
the screen and the six scenes used in the previous phases as scene
contexts were offered as alternatives in one row at the bottom of
the screen (see Figure 1). All responses in the retrieval phase were
not time-constrained and the display stayed unaltered until partici-
pants made a response, and the next trial was presented.

Statistical Analysis

Across all the experiments, the effect of PE on the different mem-
ory measures was tested with generalized linear mixed-effects mod-
els using brms in R (Bürkner, 2017), based on Stan (Carpenter et al.,
2017). Bayesian statistical modeling has the advantages of allowing
to fit maximal varying effect structures minimizing convergence
issues and has an intuitive nature, compared to frequentists methods
(Nalborczyk et al., 2019). In addition, they have the benefit of incor-
porating prior knowledge about parameters into the model. The brms
package uses the Hamiltonian Monte Carlo algorithm of the Markov
Chains Monte Carlo family to draw random samples from the pos-
terior. We followed Gelman et al.’s (2008) recommendation of
using student’s t distributions with M= 0, df= 7, and scale param-
eter of 2.5 as weekly informative priors for the population effects. As
priors for the variance components, we used half Cauchy distribu-
tions (Gelman, 2006). We modeled participants as random inter-
cepts, and the manipulated variables (PE strength and session) and
their interactions as fixed effects. For each model, we run the
model with 2,500 warmup iterations, 5,000 sampling iterations,

and four chains. Inspection of the trace plots of the winning models
for all the experiments showed convergence over the parameter esti-
mation, with Rhat= 1 for all the models (see text in the online sup-
plemental materials for more details on model specification).

Model comparison was performed to test for the significance of the
random slopes of our manipulated variables. The final model was
determined with a backward model selection approach. All the possi-
blemodelswere sorted in descending order according to the number of
parameters included in each one. Each model, starting with the more
complex one (i.e., full model) was tested against the following model
that had one parameter less (i.e., reduced model) to select the model
with the best out-of-sample predictive performance (McElreath,
2020). In order to compare the models, we used Bayesian
leave-one-out-cross-validation (LOO-CV, Vehtari et al., 2017):
smaller LOO information criterion (LOOIC) indicated better fit. We
compared nested models by using Bayes factors (BFs) with marginal
likelihoods from bridge sampling and stopped simplifying the models
when there was strong evidence of a loss of predictive power.
Marginal likelihoods from bridge sampling were also used for evalu-
ating the evidence for the main effects, by comparing a model with the
to-be-tested effect and a model without that effect. The full model
always included all main effects and interactions as fixed effects and
as random slopes; participants were always included as random inter-
cepts. Once the winning model was determined, marginal likelihoods
from bridge sampling were also used for evaluating the evidence for
the main effects, by comparing a model with the to-be-tested effect
and a model without that effect. For the sake of simplicity, only the
final winning models are reported here, but see https://github.com/
ortiztud/premup/blob/main/bayesian_analyses/Bayesian_analyses_all
.html for a full overview of the process and for online materials to
reproduce every analysis step. Finally, if the winning model rendered
a significant effect of PE, linear and quadratic components of the
effect were tested to statistically arbitrate among our three hypotheses.
Evidence for and against linear and quadratic components was quan-
tified by BFs estimated by the Savage–Dickey ratio (Wagenmakers
et al., 2010). We also report the expected log pointwise predictive
density difference (ELPDdiff) between the models for paired com-
parisons, and 95% credible intervals (CI) around our coefficients.

Results

Retrieval Phase

Performance on the object-scene association and the on-screen
location memory tasks was not different from chance and thus, in
the interest of brevity, only memory for object identity is included
in the main text; see text in the online supplemental materials for a
full description of the rest of the memory results.

Object Identity. An overall d′ score was calculated for every
participant from the average proportion of “old” responses to old
(hits) and new (false alarms) trials to test for recognition memory
for the objects. We obtained a fixed threshold situated above 95%
of the observations of a d′ prime distribution generated from 5,000
random permutations of the trial labels. Four participants whose
overall d′ scorewas below the obtained threshold and one participant
with too few “old” responses (i.e., ,20 responses per memory test)
were excluded from further analysis (Figure 3, top-left). After exclu-
sion, final overall d′ was .93, t(26)= 13.7, p, .05, one-sided t test
against zero.
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Trial-level accuracy scores were further submitted to the modeling
procedure and, in addition to PE, session and their interaction as
fixed effects and participants as random intercept, the winning
model included session as random slope, LOOIC= 5,645, SE=
47.4. The analysis of the model revealed a main effect of session
(ELPDdiff= 2.4, SEdiff= 2.4, BF10. 100), a main effect of PE
(ELPDdiff= 14.2, SEdiff= 5.6, BF10. 100), and no interaction
between PE and session (ELPDdiff= 0.4, SEdiff= 2.1, BF10, 1).

We then tested the presence of a U-shape, by looking for evidence
of a quadratic component. There was very strong evidence for a neg-
ative quadratic component, β=−0.28, 95% CI [−0.38, −0.18],
BF10. 100 and strong evidence for a linear component, β= 0.11,
[−0.01, 0.22], BF10= 29. In addition, we tested whether the linear
and quadratic components interacted with the session and found very
strong evidence for an interaction between session and a positive lin-
ear component, β= 0.15, [−0.02, 0.28], BF10= 45.73. To break

Figure 3
Overall Pattern of Responses on the Recognition Memory Test for all Four Experiments Regardless of the PE Condition

Note. Hits (right side of each plot) and False Alarms (left side of each plot) were used to compute a sensitivity score (d′) for each participant. A random
distribution of d′ scores was generated by randomly swapping the trial labels and a performance threshold was defined as the value corresponding to the
95 percentile of the distribution. Filled dots represent participants with a d′ prime score above the performance threshold and empty dots represent participants
with a d′ prime below the performance threshold, which were excluded from further analyses. See the online article for the color version of this figure.
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down the interaction, we looked at the immediate and delayed ses-
sion separately. Results showed that while there was no evidence
of a positive linear component on the immediate recognition session,
β=−0.01, [−0.18, 0.15], BF10, 1, there was very strong evidence
for a positive linear component in the delayed session, β=−0.26,
[0.07, 0.39], BF10. 100. No evidence for the interaction between
session and the negative quadratic component was found, β=
0.02, [−0.04, 0.09], BF10, 1. Note that the quadratic component
was negative in sign thus signaling better memory performance
for intermediate levels of PE (Figure 4).
To explore confidence ratings, these were dichotomized into low

(,4) or high (.3) confidence responses. Response type (high vs.
low confidence) was added as an interactive fixed effect into the win-
ning model from above and contrasted against that same model. The
new model (i.e., full) significantly improved the fit of the data,
ELPDdiff= 66, SEdiff= 11.4, BF10. 100, with response type inter-
acting significantly with session, ELPDdiff= 25.4, SEdiff= 6.9,
BF10. 100, and with PE, ELPDdiff= 3.1.4, SEdiff= 3.1, BF10=
3.64. The interaction with session was driven by fewer high-

confidence responses in the delayed session, β= 1.10, [0.79, 1.42].
More interestingly, the interaction between response type and PE
was driven by the quadratic component characterizing high but not
low confidence responses, β= 0.35, [0.79, 1.42]. In other words,
the quadratic relationship was only present for high-confidence
responses. Finally, there was only anecdotal evidence for the three-
way interaction, ELPDdiff= 0.0, SEdiff= 0.1, BF10= 1.03.

Discussion

Experiment 1 was set to test the relation between PE at encoding
and episodic memory performance. For this purpose, our partici-
pants learned artificial associations between scenes and objects
that could vary in strength. In Bayesian terms, we built different pri-
ors for each of our encoding conditions. This manipulation of prior
strength allowed us to sample three datapoints (.20, .66, and .80)
along the PE continuum. Our results from the immediate memory
test revealed that the relation between PE and item memory was
characterized by a quadratic function. However, it is important to
note that the observed component was negative in sign thus depict-
ing an inverted U-shape pattern, that is, enhanced memory perfor-
mance for intermediate levels of PE. In other words, trials in the
flat prior condition were remembered better than those on either
side of the strong prior condition. This outcome was not anticipated
by any of the accounts previously considered. In addition, the pattern
of results for the delayed session was better captured by a positive
linear relationship between PE strength and memory, with higher
PE levels associated with better memory than lower levels. This pat-
tern is compatible with the PE-driven encoding enhancement
accounts, according to which, PE can act as a signal to upregulate
the encoding of new information (Barron et al., 2020; Henson &
Gagnepain, 2010; Quent et al., 2021).We set to replicate the findings
of Experiment 1, particularly the unexpected, inverted U-shape
function, in Experiment 2.

Experiment 2

The pattern of results uncovered in Experiment 1 was not pre-
dicted by any of the a priori accounts. However, as the flat prior con-
dition of Experiment 1 comprises a single data point in the PE
continuum, the entire pattern could have been driven by some idio-
syncratic features of that condition. Indeed, in the flat prior trials,
learning of the preferred category is impossible by design and, as
a consequence, participants might have approached the task with a
strategy that was qualitatively different from the strong prior trials.
Experiments 2A and 2Bwere intended as a replication and extension
attempt that split efforts in two separate experiments. To test whether
the obtained pattern was only driven by the flat prior condition, in
Experiment 2A, the flat prior was removed and replaced with a
weak prior instead. To rule out the possibility that the result of
Experiment 1 was a spurious finding, Experiment 2B replicated
Experiment 1 in a conceptually equivalent strong versus flat prior
setup. In addition, Experiments 2A and 2B tested whether the effects
obtained in Experiment 1 were exclusive to explicit predictions or
whether they would also appear without the explicit requirement
to make predictions. To test this idea, we postponed participants
encoding response from the scene onset to the object onset. By
doing so, we turned the explicit prediction task into a categorization
task in which participants had to indicate the category of the

Figure 4
Recognition Performance as a Function of PE Level in Experiment 1

Note. Solid black lines with error bars show the sample averaged
responses and red lines (black lines without error bars in the printed ver-
sion) show the fitted second-order polynomial model prediction. Light
gray lines represent data from individual participants. Error bars show
95% CIs. The panels show data from the immediate (left) and delayed
(right) memory tests. CI= confidence interval. See the online article for
the color version of this figure.
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presented object. Moreover, to further minimize the explicit predic-
tion component of the encoding task, we also removed the asymme-
try in the contingencies during the encoding phase (i.e., all object
categories were equally likely). This manipulation had the added
advantage of equating the number of trials in each cell of the critical
comparisons thus avoiding the need for filler trials. If the prediction
is inherent and automatic in the way our cognitive system works,
once priors have been built, they should be applied regardless of
whether the task requires an explicit prediction response or not.
Finally, since memory for the object—scene association was very
poor, we added an extra question probing a more salient feature
(i.e., the on-screen location of the object at encoding).
Due to the COVID-19 pandemic, Experiments 2A and 2B had to

be moved online and several implementation adjustments were nec-
essary. Stimulus presentation and response collection were pro-
grammed in PsychoPy v2021.1.4 and hosted online in Pavlovia
(https://pavlovia.org). At the beginning of each session, the experi-
menter met the participant in a virtual room using an online video-
conferencing tool, in which the appropriateness of the testing
setup was assessed with a brief set of questions about the partici-
pant’s overall well-being, about the physical room in which the
task would be performed and about the computer that would be
used. All participants sat in a quiet room, used a laptop or a desktop
computer, and were encouraged to minimize distractions as much as
possible during the session. At the end of the session, the experi-
menter met the participant again and ask them about any unforeseen
event or situation that might have come up during the completion of
the task. Finally, to maximize engagement, self-administered breaks
were included after every 40 trials during the contingency learning
and encoding phases.
Experiments 2A and 2B were carried out across three sessions on

three consecutive days. The first session consisted of the contin-
gency learning phase and the second session included the encoding
phase and the immediate memory test. Finally, the third session
included the delayed memory test.

Method and Material

Participants

Twenty-six (7 female) and 29 (13 female) participants took place
in Experiments 2A (Mage: 23.90, SD: 3.37) and 2B (Mage: 26.65, SD:
6.74), respectively. Participants were recruited through the Prolific
platform (https://www.prolific.co/) and they all digitally signed
informed consent approved by the local ethics committee.

Stimuli

Four out of the six scene categories and two out of the three object
categories from Experiment 1 were used in Experiment 2. More spe-
cifically, we chose beach, desert, savannah, and mountain as scene
contexts, and musical instruments and household objects, as target
object categories, respectively.

Experiment 2A

Design and Procedure

The contingencies in Experiment 2A were set to .90–.10 and
.70–.30, thus rendering four trial types. Namely, there were (a) trials

in which participants had a strong expectation and the expectation
was matched (i.e., low PE= 1− .90= .10); (b) trials in which par-
ticipants had a weak expectation and that expectation was matched
(i.e., medium-low PE= 1− .70= .30); (c) trials in which partici-
pants had a weak expectation and the expectation was mismatched
(i.e., medium-high PE= 1− .30= .70); and (d) and trials in
which participants had a strong expectation and the expectation
was mismatched (i.e., high PE= 1− .10= .90). Therefore, this set
increased the sampling rate from three in Experiment 1 to four
data points along the PE continuum (i.e., .10, .30, .70, and .90).
Finally, during the on-screen location memory question, objects
were presented in one of the four quadrants of the screen (i.e., top-
left, top-right, bottom-left, or bottom-right). The order of the loca-
tions was randomly selected and each of the four locations was
equally likely across the entire task.

Deviations from the Registered Protocol

Prior to data collection, a registration was created, and it is avail-
able at https://osf.io/v6n2x. The first five participants complained
about an initial 60–40 condition being too difficult (i.e., both object
categories were perceived as equally likely even after multiple expo-
sures). Therefore, to ensure Experiment 2A had a condition that was
perceived as truly different from the flat prior condition on
Experiment 1, instead of the planned .60–.40 and .80–.20 contingen-
cies, we changed to .70–.30 and .90–.10 contingencies. The original
registration was conceived as an age comparison study between chil-
dren and young adults. However, due to the lack of any trend of an
effect of PE on object memory at the initial stages of data collection,
the children sample was not tested in the interest of resources and
time. In addition to preregistered exclusion criteria, the same exclu-
sion criteria for poor performers in the memory test that was used in
Experiment 1 was also used in Experiment 2 (i.e., fixed threshold
that leaves below 95% the observations of a d′ distribution generated
from 5,000 random permutations of the trial labels), in order to be
consistent across all experiments reported here. For the same reason,
instead of the preregistered analysis plan, generalized linear mixed
models (see Statistical analysis section) with the same approach as
in Experiment 1 were used. Such analytical approach is a more
robust way of modeling the data because of the consideration of ran-
dom intercepts and slopes.

Results

Retrieval Phase

Object Identity. Overall d′ was computed for every participant.
Two participants were excluded by the fixed performance threshold.
After exclusion, average d′ was 1.13, t(23)= 20.08, p, .001
(Figure 3, top-left).

The model selection procedure revealed that, in addition to our
main effects and participants as random intercepts, the winning
model included session as a random slope, LOOIC= 5,286, SE=
40.0. As in Experiment 1, we observed a main effect of session,
ELPDdiff= 2.9, SEdiff= 2.4, BF10. 100, with poorer memory in
the delayed session. In contrast, PE had no effect in memory for
the object identity, ELPDdiff= 1.3, SEdiff= 1.2, BF10, 1, nor it
interacted with session, ELPDdiff =−1.5, SEdiff= 0.5, BF10, 1
(Figure 5). The evidence in favor of the model without PE, over
the model including PE, was very strong, BF01= 49.40, showing
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confidence toward the null effect of PE. As asymmetries in the contin-
gencies were removed at encoding for this experiment, participants
might have gradually updated their priors tomatch the new contingen-
cies. In order to test for potential initial effects of PE, we repeated our
analysis in the first half of the encoding trials when presumably con-
tingencies were still intact. The results revealed strong evidence for a
null effect of PE even when considering only the first half of the
encoding task, ELPDdiff =−1.3, SEdiff= 1.0, BF01= 36.12.
As for Experiment 1, in order to explore confidence ratings, we

added dichotomized confidence responses (i.e., low and high confi-
dence) to the winning model to find that it significantly improved the
fit of the data. Again, in contrast to Experiment 1, we obtained no
evidence for the interaction between session and confidence,
ELPDdiff=−0.2, SEdiff= 0.4, BF10, 1, for the interaction
between confidence and PE, ELPDdiff= 0.9, SEdiff= 1.4,
BF10, 1, and only anecdotal evidence for the interaction among
confidence, session, and PE, ELPDdiff=−0.1, SEdiff= 0.1,
BF10= 1.01. However, as in Experiment 1, we measured the main

effect of response type, ELPDdiff= 204.4, SEdiff= 17.6, BF10.
100, with more high than low confidence responses.

Experiment 2B

Design and Procedure

Experiment 2B was identical to Experiment 2A other than for the
contingencies chosen for the learning phase. While in Experiment
2A, .90–.10 and .70–.30 were used, in Experiment 2B contingencies
were set at .90–.10 and .50–.50. Therefore, the strength of the priors
in Experiment 2B rendered three PE levels at encoding, namely, .10,
.50, and .90. Hence, Experiment 2B is a conceptual replica of the
contingency conditions of Experiment 1 that also consisted of a
strong and flat prior setup. Prior to data collection, a registration
was created and is available at https://osf.io/jqfxh. As in
Experiment 2A, we deviated from our analysis plan by adding an
extra criterion for data exclusion (for details, please see the
“Deviations from Registered Protocol” section).

Results

Retrieval Phase

Object Identity. Following the same procedure as in
Experiment 2A, overall d′ was computed for every participant, per-
formance was filtered by a fixed threshold (obtained with a permu-
tation test) and tested against zero with a one-side t-test. This
procedure excluded two participants rendering a final average d′ of
1.02, t(26)= 20.79, p, .001 (Figure 3, bottom-right).

When recognition scores were submitted to the model selection
procedure, the winning model included session as random slope in
addition to the manipulated variables as fixed effects and partici-
pants as random intercepts, LOOIC= 2,148.6, SE= 28.6. Same as
in Experiment 2A, we observed a main effect of session,
ELPDdiff = 1.6, SEdiff= 1.4, BF10. 100, with worse memory of
the object identity on the delayed session. More importantly, and
also mimicking the results of Experiment 2A, PE did not predict
object recognition, ELPDdiff= 2.1, SEdiff= 1.5, BF10, 1 (with
strong evidence for a null effect of PE, B01= 68.73), nor interacted
with session, ELPDdiff= 1.9, SEdiff= 0.9, BF10, 1 (Figure 6).
Same as in Experiment 2A, we ran this analysis restricted to the
first half of the trials, and still found strong evidence for the null
effect of PE, B01= 21.54.

Confidence responses were dichotomized and included into the
winning model. The model with confidence responses significantly
improved the fit of the data. The analysis of the model revealed a
main effect of response type, ELPDdiff= 204.3, SEdiff= 17.7,
BF10. 100, with higher accuracy for high confidence than for
low confidence responses. No evidencewas found for the interaction
between confidence and session, ELPDdiff=−0.5, SEdiff= 0.4,
BF10, 1, between confidence and PE, ELPDdiff= 1.0, SEdiff=
1.4, BF10, 1, nor for the interaction among confidence, session,
and PE, ELPDdiff=−0.2, SEdiff= 0.1, BF10, 1.

Discussion

Neither Experiment 2A nor 2B replicated the inverted U-shape
pattern obtained in Experiment 1. To consider the possible reasons
for the lack of replication, there were two main aspects, one

Figure 5
Recognition Performance as a Function of PE Level in
Experiment 2A

Note. Solid black lines with error bars show the sample averaged
responses and red lines (black lines without error bars in the printed ver-
sion) show the fitted second-order polynomial model prediction. Light
gray lines represent data from individual participants. Error bars show
95% CIs. The panels show data from the immediate (left) and delayed
(right) memory tests. CI= confidence interval. See the online article for
the color version of this figure.
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methodological and one conceptual, that differed between
Experiments 1 and 2 but that were common between Experiments
2A and 2B. Namely, the online testing set-up and the task that par-
ticipants performed at encoding. First, in terms of methodology,
with participants doing the testing online from home, there was a
range of factors that were less controlled compared to testing in
the lab. The most prominent factors were the presence of distractors
and participants’ compliance. We tried to enhance testing quality by
arranging the experimenters to meet the participants (virtually) in the
beginning of the testing session to go over the task instructions and
to verify the quality of the testing environment. Participants were
allowed to use either a desktop or a laptop computer but were none-
theless asked to complete the task sitting in front of a desk. In addi-
tion, they were asked to avoid using their cell phones for the duration
of the task and to use the bathroom before starting. Finally, the
experimenters stayed available throughout the testing session and
met with the participants again after the testing was completed.
Through this, we ensured that participants could always ask for clar-
ification if needed and that they felt more obliged to comply with

task instruction, thereby reducing the difference between lab testing
and online testing. Second, the more interesting theoretical aspect
that differed between Experiments 1 and 2 is at the process level.
The encoding setup of Experiments 2A and 2B minimized the
need for explicit prediction by requiring a categorization (rather
than a prediction) task. Indeed, recent findings on the effect of PE
on pupil dilation and in relation to memory have shown that explic-
itly requiring a predictive response at encoding can be crucial to
obtain prediction-related effects on memory performance (Brod,
2021; Brod et al., 2018). In other words, the lack of a
PE-mediated effect on episodic memory in the absence of an explicit
prediction task challenges the automaticity of the predictive process-
ing mode, particularly concerning its long-term memory
consequences.

Experiment 3

Experiment 1 revealed an unexpected, inverted U-shape pattern
when relating PE to immediate episodic memory; Experiments 2A
and 2B reduced the need for explicit predictions at encoding and
did not reproduce the pattern observed in Experiment 1. However,
other differences existed between Experiments 1 and 2, such as
the online testing setup. The aim of Experiment 3 was to test whether
the inverted U-shape pattern could be replicated under the conditions
of (a) testing participants online; (b) restoring the need for prediction
at encoding; and (c) increasing sampling along the PE continuum to
cover five points (including the flat prior one). If under these condi-
tions the inverted U-shape pattern could be observed again, it would
suggest that the pattern is stable when explicit prediction is required,
covering the full PE continuum.

Method and Material

Participants

We followed the same rationale for determining the sample size as
in Experiment 2A and doubled the obtained number to end up with
40 participants in each group (see Procedure section). Eighty partic-
ipants (34 female,Mage: 24.45; SD: 4.29) took part in Experiment 3
and they were randomly assigned to either an immediate memory
test group or to a delayed memory test group. The session factor
was manipulated between participants in this experiment to mini-
mize interference between the increased number of objects neces-
sary to achieve the high sampling rate of PE (see Procedure
section). All participants were recruited through the Prolific platform
(https://www.prolific.co/) and signed informed consent approved by
the local ethics committee.

Stimuli

Stimuli from the same data sets as previous experiments were
used. To achieve the high sampling along the PE continuum, we
used six scene categories (as in Experiment 1) and two object cate-
gories (as in Experiment 2).

Procedure

The same overall structure of Experiment 1 was maintained while
adding a third intermediate level akin to the weak prior condition in
Experiment 2A. Therefore, the current experiment included three

Figure 6
Recognition Performance as a Function of PE Level in
Experiment 2B

Note. Solid black lines with error bars show the sample averaged
responses and red lines (black lines without error bars in the printed ver-
sion) show the fitted second-order polynomial model prediction. Light
gray lines represent data from individual participants. Error bars show
95% CIs. The panels show data from the immediate (left) and delayed
(right) memory tests. CI= confidence interval. See the online article for
the color version of this figure.
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levels of prior strength (i.e., flat, weak, and strong prior) that ren-
dered five different PE levels (i.e., low PE= 1− .90= .10, medium-
low PE= 1− .70= .30, intermediate PE= 1− .50= .50, medium-
high PE= 1− .30= .70, and high PE= 1− .10= .90). As a conse-
quence, the contingency setup of Experiment 3 is effectively a
combination of Experiments 2A and 2B with all five PE levels
manipulated within participants. The increased number of prior
levels, while keeping an acceptable cell size, could make it more
difficult to learn and remember the contingencies and could also
increase encoding and retrieval interference. Therefore, we added
an extra reminder block of contingency learning right before the
encoding phase. In addition, the retrieval session delay was manip-
ulated between participants (immediate vs. 1 day after), thus reduc-
ing the number of trials needed by half. Prior to data collection, a
registration was created and is available at https://osf.io/kwegs.
The power calculation for this experiment mimicked that of previ-
ous ones and targeted the differences between extreme PE levels
and the middle point separately for each group. A sensitivity
analysis of the within-between interaction revealed that with a
sample size of 80 participants, with an α level of .05 and a
power of .80, we would also be able to detect effects sizes down
to f= .16.

Results

Retrieval Phase

Object Identity. Overall d′ was computed for every participant,
five participants were filtered by the fixed threshold determined with
a permutation test and the final overall d′ was tested against zero with
a one-side t-test. Overall d′ was .90, t(34)= 16.81, p, .001
(Figure 3, bottom-left).
The model selection procedure led to a winning model that

included PE, session, and their interaction as fixed effects and par-
ticipants as random intercepts but no random slopes, LOOIC=
3,867.2, SE= 24.0. We observed a main effect of session indicating
time-related memory difference, ELPDdiff= 1.2, SEdiff= 1.6,
BF10= 19.54, and no interaction with PE level, ELPDdiff=−0.2,
SEdiff= 2.4, BF10, 1. Interestingly, we observed a main effect of
PE, ELPDdiff = 9.3, SEdiff= 5.0, BF10. 100, in the same direction
as that found in Experiment 1. This effect was characterized by
both a quadratic, β=−0.18, 95% CI [−0.35, −0.01], BF10=
55.5, and a linear component, β=−0.40, [−0.58, −0.23],
BF10. 100, revealing higher memory performance for intermediate
levels of PE when compared to the two extreme levels and an overall
tendency of lower memory for strong PE levels (Figure 7). The linear
effect was also qualified by strong evidence for an interaction with
session, β=−0.27, [−0.60, 0.05], BF10= 18. Analysis of the linear
trend separately for the immediate versus delayed session revealed a
stronger negative linear trend in the delayed recognition task, com-
pared to the immediate one, immediate: β=−0.24, [−0.42,
−0.07], BF10= 85.21; delayed: β=−0.55, [−0.78, −0.33],
BF10. 100. Finally, there was no evidence for an interaction
between the negative quadratic trend and session, β= 0.19,
[−0.07, 0.47], BF10, 1. Note that the direction of the linear compo-
nent was opposite to one reported above: while in Experiment 1, we
observed a positive linear relationship, in Experiment 3, this rela-
tionship was negative in sign with worst memory performance for
high PE conditions. As this pattern was not expected and does not

replicate across conceptually similar experiments, we refrain from
interpreting it further.

As in the previous experiments, confidence responses were
dichotomized and added as a fixed effect in the winning model
from above. The model with confidence responses improved the fit
of the data, by showing a main effect of confidence, ELPDdiff=
321.9, SEdiff= 23.8, BF10. 100. There was no evidence for the
interactions between confidence ratings and session, ELPDdiff=
0.2, SEdiff= 1.2, BF10, 1, between confidence ratings and PE,
ELPDdiff= 1.6, SEdiff= 2.7, BF10, 1, and among confidence rat-
ings, session, and PE, ELPDdiff=−0.2, SEdiff= 1.6, BF10, 1.

Discussion

The results of Experiment 3 replicated those of Experiment 1 by
showing that intermediate levels of PE render enhanced memory
performance when compared to the extreme levels at both ends. In
addition, it extends the inverted U-shape pattern to five PE levels,
thus ruling out the alternative explanation that the increased memory

Figure 7
Recognition Performance as a Function of PE Level in
Experiment 3

Note. Solid black lines with error bars show the sample averaged
responses and red lines (black lines without error bars in the printed ver-
sion) show the fitted second-order polynomial model prediction. Light
gray lines represent data from individual participants. Error bars show
95% CIs. The panels show data from the immediate (left) and delayed
(right) memory tests. CI= confidence interval. See the online article for
the color version of this figure.
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for intermediate levels of PE in Experiment 1 was unique for the flat
prior condition where there is no information to be learned (see
“General Discussion” section). Finally, the significant PE effects
on memory after restoring the explicit prediction task challenges
the idea that this type of effects on memory arise automatically
and reflect a default mode of processing.

General Discussion

The conflicting postulations on whether memory is enhanced
when events match our expectations or whether it is the unexpected
events that are well remembered pose a theoretical challenge. The
present series of experiments aimed to investigate how different
quantifiable levels of PE influence immediate and delayed episodic
memory performance. To create such different levels, we developed
a novel paradigm that combines incremental learning with different
tests of episodic memory, most importantly itemmemory. This setup
allowed a gradual manipulation of prior strength that rendered differ-
ent levels of PE varying within participants. When item memory for
the events that generated the (mis)matching situations was tested
with a recognition memory test immediately after encoding, we
observed an inverted U-shape pattern, namely better memory for
the intermediate PE levels compared to the more extreme points in
the PE spectrum. This finding was found in two independent exper-
iments, both comprising a prediction task that required participants
to form an explicit prediction of the category of the upcoming stim-
ulus. Two additional experiments provided the boundary conditions
under which the inverted U-shape pattern disappears. Experiments
2A and 2B, with a setup almost identical to Experiment 3 but with
no explicit prediction, rendered no effects of PE on memory.
One possible explanation for the higher memory performance for

flat prior trials in Experiment 1 concerns the equal distribution of
probabilities across object categories: When there was no prediction
to be made (i.e., flat contexts), participants might voluntarily detract
attention away from the prediction task and toward the object as an
isolated element and, as a consequence, unintentionally boosted
encoding of the object. Since the enhancement in memory perfor-
mance in Experiment 1 was specific to the objects presented in con-
texts where the contingencies were equally likely for every object
category, the inverted U-shape pattern might have been driven by
participants adopting a qualitatively different attentional setting for
that condition. However, the results of Experiment 3 seem to suggest
that this was not the case. The inverted U-shape in Experiment 3 was
not restricted to the flat prior condition, but rather it extended to other
intermediate PE levels (i.e., weak prior conditions). Finally, when
testing after overnight consolidation (i.e., the delayed recognition
memory test), the relationship between PE andmemory offered a dif-
ferent picture. When memory was tested 1 week after encoding
(Experiment 1), memory for trials in the low PE extreme of the con-
tinuum decayed more strongly than intermediate or high levels, lead-
ing to a positive linear relationship with PE. This pattern of result
was not replicated when memory was tested only 24 hr after encod-
ing (Experiment 3), which could indicate the relevance of an
extended period of time to allow memory decay to reveal
PE-driven memory enhancements. However, since this pattern
rests on a single measure (delayed memory for Experiment 1),
plus it was not anticipated by any a priori account, and our a priori
power calculations were not optimized for this particular compari-
son, the results must be interpreted carefully.

It is also important to note that, in order to maintain the asymmet-
ric contingencies at encoding (Experiments 1 and 3) without expo-
nentially increasing the number of to-be-remembered objects and
thus the interference at test, we used filler objects which were not
trial-unique. These filler objects could generate context-item contin-
gencies, which could interfere with the context category established
in the learning phase, thus rendering prediction (errors) at different
levels. However, we would argue that this is very unlikely to have
a meaningful impact on encoding. First, the maximum number of
repetitions for a given filler object was very small in relation to the
total number of trials (7 out of 312 for Experiment 1 and 16 out of
330 for Experiment 3). Second, the presentation of these filler
objects was fully randomized within- and between-context, so that
the presentation of the trial-unique objects was intermixed with
the filler objects. In practice, this implies that the total number of rep-
etitions of filler objects before encountering a given trial-unique
object was even lower than the maximum stated above. Finally, dur-
ing the learning phase, even in the easiest condition (Experiment 1;
strong priors), it took participants at least 30 trials to learn the much
easier contingency between a context and an object category
(Figure S1 in the online supplemental materials). Thus, it is very
unlikely that participants were able to learn these context-item con-
tingencies fast enough to have interfered with the context-category
ones. Nevertheless, future studies with a different strategy to control
for the total number of unique objects could provide further insights
into this.

U-Shaped Pattern: Upright or Inverted?

The inverted U-shaped pattern in Experiments 1 and 3 was not
anticipated by the accounts reviewed in the introduction and chal-
lenges rather simple assumptions on the relationship between PE
and episodic memory. Indeed, a knowledge-integration account
would predict that events experienced under low PE situations
would be better remembered than those that, by virtue of being
poorly predicted, are more difficult to reconcile with existing knowl-
edge (Craik & Tulving, 1975). Conversely, accounts that posit that
PE boosts encoding of the mismatching information would predict
a positive monotonic relationship between the level of PE and mem-
ory (Henson & Gagnepain, 2010). Finally, the dual, non-
compensatory mechanisms account would predict better memory
for both extremes of the continuum than for intermediate levels
(Van Kesteren et al., 2012). The present set of results fits neither
of these accounts. What follows in the next few paragraphs is thus
an a posteriori consideration of the results in the light of other poten-
tial accounts.

The results of the current study could be interpreted under a recent
framework which proposes that, during circumstances of uncer-
tainty, increased attention, exploration, and information seeking
for evidence can together contribute to enhanced memory perfor-
mance (Gruber & Ranganath, 2019). In our task, the scene contexts
that led to intermediate levels of PE were, by definition, more uncer-
tain environments and the proposed information-seeking behavior
might have been triggered to a larger degree than when facing
more certain contexts. As uncertainty increased toward the center
of the PE continuum, our participants might have upregulated evi-
dence acquisition in an attempt to reduce uncertainty. In line with
this framework is another (not mutually exclusive) account put for-
ward recently (Sherman & Turk-Browne, 2020). They argued that
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having a strong prediction requires an active hippocampal represen-
tation that serves as the source of prediction. This predictive repre-
sentation in the hippocampus biases the memory network toward a
retrieval state, which prevents it from encoding the predicted event
(i.e., the target object in our task). Since our memory capacities
are limited, it would be adaptive to downweigh storing new informa-
tion when an internal model that produces reliable predictions in the
corresponding context already exists (see also Henson &Gagnepain,
2010 for a similar rationale). Accordingly, more extreme PE values
in our task resulted from more certain contexts, in which a reliable
predictive model was available (e.g., contingency of .90–.10 in
Experiment 3); intermediate values of PE, however, came from
more uncertain contexts in which the existing model was insufficient
to produce accurate predictions (e.g., contingency of .50/.50 or .70/
.30 in Experiment 3, Stanek et al., 2019). Therefore, the reliability of
the predictive model in our task (increasing as we move away from
the center of the PE continuum in both directions) might have down-
weighed the encoding of new information by biasing the system
toward a retrieval state.
Both of the accounts reviewed above highlight the role that uncer-

tainty in the environment might play in revealing prediction-related
effects. Previous studies that report an upright U-shape relationship
between PE and memory have not explicitly manipulated uncer-
tainty at encoding (Quent et al., 2021) or have tested memory of
the predictive cues rather than the (un)predicted events (Greve et
al., 2019). Our encoding task, on the other hand, has a probabilistic
nature (akin to statistical learning) in which the degree of uncertainty
rests at the core of the manipulation. Under these circumstances, par-
ticularly when learning/updating is promoted (Experiments 1 and 3),
encoding might have been boosted by uncertainty in the environ-
ment (Gruber & Ranganath, 2019), with this being particularly
strong for intermediate levels of PE where a reliable predictive
model is not available (Sherman & Turk-Browne, 2020).
Another alternative explanation that could reconcile the inverted

U-shape pattern for item memory reported here with the upright
U-shape pattern reported elsewhere (Greve et al., 2019; Quent et
al., 2021), predominantly for associative memory, involves a trade-
off between encoding of the object and encoding of the association.
Namely, extreme levels of PE might boost associative encoding by
diverting attention away from the objects and toward the association
between the object and the context, thus rendering two opposite
U-shape patterns for associative and item memory, respectively. In
a similar way, a diversion of attention away from encoding of the
object itself could lead to enhanced encoding of incidental details
of the event (e.g., the object’s location on the screen). Indeed, previ-
ous reports on the effects of prediction on episodic memory and
hippocampal-based accounts of PE-driven memory enhancements
(Greve et al., 2019; Kafkas & Montaldi, 2018b; Van Kesteren et
al., 2012) postulate that high PE situations should lead to increased
distinctiveness of the resulting memory traces. Despite the appeal of
these accounts, they remain still purely speculative as none of the
measures of distinctiveness (i.e., object-scene association and loca-
tionmemory) taken in the present experiment rendered above chance
performance. Future studies which combine off-ceiling item mem-
ory with off-floor associative memory would be needed to shed
light on this issue.
Lastly, the PE-related effects reported here contrast with a previ-

ous study on the effects of explicit (spatial) predictions on item
memory (Ortiz-Tudela et al., 2018). This study reported no effects

of prediction in the encoding of item identity. We argue, though,
that both sets of results can be reconciled when considering the
match between the level at which predictions are made (i.e., which
stimulus feature is anticipated) and the level at which memory is
tested (i.e., which stimulus features are probed). Ortiz-Tudela et al.
(2018) used spatial predictions which were entirely orthogonal to
the item identity; similarly, in all the experiments reported here, pre-
dictions were established at the category level (i.e., which object cat-
egory is more likely to be shown in this context?) while memory was
tested at the item level (i.e., have you seen this particular object
before?). In order to be able to measure prediction (mis)matches
effects onmemory, predictions must be at the same level as the mem-
ory probes (an idea already outlined in Henson and Gagnepain,
2010; see also Ptok et al., 2019, for compatible evidence from the
cognitive control literature). Interestingly, Ortiz-Tudela et al.
(2018) also included a neutral condition which is conceptually sim-
ilar to the flat prior condition in the present experiments. Yet, no
encoding advantage for this condition was observed. This contrast-
ing pattern suggests that the inverted-U shape arises specifically
when updating the internal models (in order to improve predictions)
is called for. This was not the case in Ortiz-Tudela et al. (2018) and
neither in Experiments 2A and 2B in the present series (see more on
this below).

Predictions and Predictive Effects on Memory:
Automatic or Task Dependent?

The PE-driven effects reported here are restricted to encoding that
entailed an explicit prediction. Although predictive processes are
often assumed to be automatic in nature and put forward as a univer-
sal principle of the brain (Friston, 2008), our results showed that their
effects on long-term memory might depend on whether predictions
are explicitly made. Interestingly, a set of recent studies directly tar-
geted this question (Brod et al., 2018, 2020, 2022). In these studies,
participants were asked to make numerical predictions while pupil
dilation measures were recorded. The authors showed that when
the correct number was not in line with participants predictions,
pupil dilation increased compared to when the correct number was
expected. Critically, this PE effect was not found when participants
had to retrospectively judge whether they would have predicted the
outcome or not (cf. our encoding task in Experiments 2A and 2B).
Moreover, when they correlated pupillary surprise responses with
participants’ update in knowledge, they found a positive relationship
only for the condition in which a prediction task was required (Brod
et al., 2018; see also Lohnas et al., 2018) for a recent account chal-
lenging the automaticity of related encoding and retrieval memory
processes).

But what makes a prediction special and how is it different from a
post-diction? We speculate on this distinction based on the similar-
ities between our encoding tasks and those in Brod et al. (2018; see
also Brod et al., 2022) for a recent proposal on the increased subjec-
tive value of highly surprising outcomes). More specifically, with
almost identical setups, prediction, and post-diction mainly differ
by the fact that prediction prompts the pre-activation of a represen-
tation that can be contrasted directly against the incoming stimulus
while post-diction does not (since this contrasting can only happen
after the stimulus onset; Brod, 2021). In other words, the pre-
activation of a specific representation based on prior knowledge or
memory is the necessary condition for PE to arise. Interestingly,
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this pre-activation can be present in tasks that are not explicitly pre-
dictive (Bein et al., 2020; Kafkas & Montaldi, 2018b). For instance,
a recent study by Bein et al. (2020) explored the relation between PE
andmemory in the context of a statistical learning task, using pairs of
objects that, unbeknownst to participants, occurred in sequences.
Their results revealed that when a well-learned object pair was vio-
lated, encoding of the violating object was enhanced in comparison
to objects with no prediction or violation. Importantly, this enhance-
ment was only present with an encoding task that emphasized the
inter-item relational processing of the object pairs (i.e., whether
object at trial N was smaller or larger than object at trial N− 1)
but not with a task that prompted within-item feature evaluation
(i.e., whether object at trial N is bigger or smaller than a shoebox).
Their inter-item encoding task is likely to have prompted partici-
pants to activate the upcoming item in the presence of the previous
one. Conversely, the within-item encoding task, which does not
require any relational processing of the items, would not have
entailed such pre-activations and hence showed no subsequent PE
or PE effects on memory. Finally, it is important to note that there
is at least one study that shows PE memory effects with within-item
tasks (Kafkas & Montaldi, 2018b). However, in this study, the
encoding task was preceded by an explicit prediction phase that
smoothly faded out into the encoding task. This smooth transition
might have nevertheless led participants’ predictive processing
mode to be carried over to the encoding task.
In sum, we argue that the effects of PE on episodic memory are not

as straightforward as previously postulated (see also Ortiz-Tudela et
al., 2018). While predictive processing may be default for some pro-
cesses such as perception or action (Clark, 2013; de Lange et al.,
2018; Miall & Wolpert, 1996; Wolpert et al., 1995), our results,
together with the findings reviewed above, suggest that the extent to
which it renders long-term memory effects relies on the pre-activation
of particular (feature) representations. Critically, situations that require
an explicit prediction from one event to the next (Experiments 1 and 3
and also Brod et al., 2018, 2020, 2022), which prompt event-to-event
relational encoding (Bein et al., 2020) or which involve the continuous
unfolding of events over time (Quent et al., 2021; Sinclair & Barense,
2019) are more likely to ensure this dynamic.
Finally, it is important to highlight the key role that uncertainty

might play in moderating the relationship between PE and memory.
In the light of the data presented here, we argue that the way PEs are
processed depends on contextual demands and task goals. In contexts
where prior updating is promoted (e.g., when participants need to
ascertain the correct upcoming stimulus, as in Experiments 1 and 3),
intermediate levels of PE signal the existence of a suboptimal predic-
tive internal model (i.e., matched and mismatched predictions stem
from guesses). In these situations, which resemble the initial stages
of a statistical learning setup, acquiring new information can be bene-
ficial. Conversely, when the existing model consistently provides high
and low PEs (i.e., frequent matched responses in spite of the sporadic
mismatched ones), the acquisition of new information is likely to be
downweighed as updating such model might not be deemed beneficial
(Gruber & Ranganath, 2019; Sherman& Turk-Browne, 2020). In con-
trast, contexts in which the environment is assumed to be stable and no
updating of the prior is required (Ortiz-Tudela et al., 2018; Quent et al.,
2021), intermediate PE levels do not convey informative value about
the environment and neither benefit from the integration within pre-
existing schemas nor from the distinctiveness that follows of a novelty
signal (Van Kesteren et al., 2012).

Conclusion

The present set of experiments explored the relation between PE
and episodic memory performance, showing that uncertainty in
the environment (i.e., prior strength) is likely an important modera-
tor in this relation, and that making explicit predictions can play a
critical role in determining whether prediction-related effects on
memory would occur. In our study, the different levels of PE were
obtained by experimentally manipulating the strength of the prior
from which predictions were drawn. Such a gradual manipulation
brings in a new approach that is arguably closer to the conception
of PE from the incremental learning literature. It has great potential
to be utilized for systematic investigation of the interplay between
PE and episodic memory. However, there are at least two other
ways of experimentally generating different levels of PE, namely
(a) by varying the precision of the evidence and (b) by varying the
distance between the evidence and the prior (Greve et al., 2019).
Each one of these approaches could have a different impact on the
interplay between PE and episodic memory. Future studies with dif-
ferent approaches to quantify PE would further contribute to clarify
this issue. In addition, a computational modeling approach would
allow for the estimations of trial-level PE and uncertainty values,
which both could be tested for their relations to memory. Such an
approach would also allow the joint consideration of highly relevant
metrics such as learning rates. Our results underscore that the rela-
tionship between PE and episodic memory is still far from fully char-
acterized and that other moderating factors such as the strength of
prior, the automaticity of the prediction, and potentially also the con-
solidation period, need to be taken into account.

Context

This project stems from the realization that the current debate on
whether unpredicted situations render better episodic memories than
well-predicted ones needed a quantitative description of prediction
error and a paradigm that rested on minimal assumptions. To accom-
plish that, we worked together to develop a paradigm that incorpo-
rates explicit predictions, their (mis)matches, an episodic memory
test, and a quantifiable way of measuring PE. The paradigm was ini-
tially conceived in a winter retreat in Riezlern and was developed
jointly in the LISCO lab over the course of the following years.
The unexpected pattern observed, and the novel approach taken
have both theoretical and practical implications for the study of the
relation between prediction and memory.
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