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Summary

This dissertation is about the gap between law and technology – the idea that 
technology develops at a faster pace than law is able to adapt – and develops 
an analytical framework for the identification and addressing the challenges 
that arise from this gap. In doing so, it draws inspiration from the theory 
of autopoiesis in law. To illustrate its usefulness, the developed analytical 
framework is applied to the illustrative case of the General Data Protection 
Regulation (GDPR). The autopoiesis-inspired analytical framework developed 
aims to contribute to theory-building in the field of law and technology. 
Also, it is developed as ‘ready-to-use’ and can thus be used by actors such 
as regulators and judges that play a role in identifying and addressing  
regulatory disconnection.

With the rise of new technologies with potentially great impact for society, 
such as genetic engineering or Artificial Intelligence, the question on how to 
deal with the gap between law and technology becomes more relevant with 
each day. New technologies (sometimes) bring the current regulatory regime 
under pressure, or may even lead to a mismatch whereby the regulatory regime 
might need to be adapted to maintain its relevance in a new sociotechnical 
context. Such mismatches between assumptions embedded in the law and the 
new sociotechnical context are referred to as regulatory disconnection, and the 
consequences thereof affect how the regulatory regime is supposed to work. 
Some rules may become irrelevant, others may need to be adapted, or new 
(specific) rules may need to be enacted. While several actors are involved in 
identifying and possibly signalling regulatory disconnection, there is currently 
no systematic and holistic approach to identify the mismatches and investigate 
the whole extent of regulatory disconnection within a regulatory regime. 
Understanding the full extent of the problem is pivotal for identifying the 
best course of action. While a few approaches can be identified for addressing 
regulatory disconnection, there is currently little guidance on how to select 
the most suitable one in a given situation. Such guidance is important because 
adopting one manner of re-connection when another would have been necessary, 
might leave things in an even worse state. 

The aim of this project is to make a next step in the direction of developing a 
general theory of law and technology. In doing so, it draws inspiration from 
the theory of autopoiesis in law. Because of its characteristics, this theory 
has the potential to provide a conceptual playing field for the interaction of 



existing theories and approaches. Furthermore, autopoiesis is a comprehensive 
theory which, by its nature, deals with how different systems such as law and 
technology interact. The insights from this theory can thus be brought into 
the field of law and technology, and used to develop an analytical framework 
for the identification and addressing of regulatory disconnection. Therefore, 
this project brings together insights from the field of law and technology, 
regulation theory, and legal theory, while addressing the following question: 
How can the theory of autopoiesis further our understanding of the interaction 
between law and technology, and what would a new, autopoiesis-inspired 
analytical framework for dealing with regulatory disconnection contribute to  
this understanding?

To provide an answer to this question, the study begins by investigating where 
there is room for a new approach in the existing theory related to regulatory 
disconnection. The existing approaches are divided under the headings of 
the ‘gap’ and the ‘puzzle’ of law and technology. While the former focuses on 
understanding the difference in pace between law and technological development 
(e.g. the pacing problem), the latter looks at different approaches on how to 
deal with the difference in pace, including efforts dedicated to maintaining 
law relevant in new sociotechnical contexts (e.g. technology-neutral drafting, 
institutional design, experimental regulation). It is found that the existing 
approaches address the issue of regulatory disconnection from different angles 
and with different attitudes and mechanisms. However, a holistic and systematic 
approach to dealing with regulatory disconnection is currently lacking. 

Subsequently, the role of autopoiesis in taking the theory-building in this field 
one step further is investigated. Originating in the field of biology, the theory 
of autopoiesis has crossed disciplinary boundaries and received a life of its own 
in each of these disciplines, including law. It also lies at the heart of social 
systems theory. Essentially, autopoiesis proposes that the world is composed 
of different (self-producing) systems. These systems can only view the world 
through their internal mechanisms that function as a filter. Because of this, 
each system develops its own world-view, or its internal model of reality of what 
other systems look like. The systems can interact, but not directly – they can 
only trigger irritations, which are in turn interpreted by the receiving system 
according to its own model of reality. When these ideas are brought within 
law and technology, they provide additional insights into how the two interact. 
When law’s model of reality is challenged by a change in its environment, such 
as a technological change, there is a risk it becomes incongruent with the system 



it aims at regulating. In other words, the regulation will decrease in effectiveness 
or become irrelevant. It takes time for law as an autopoietic system to process 
the technological change through its own internal mechanisms and adapt its 
model of reality. This is compatible with the existing theories of law lagging 
behind technology, but places them within a more comprehensive theory which 
adds an additional explanatory layer. 

The concept of model of reality becomes central to the new analytical framework 
developed in this study, together with the three sub-models in law identified by 
Gunther Teubner: empirical, prospective, and operative. These concepts add a 
layered approach to diagnosing and tackling regulatory disconnection, while 
remaining mindful of the complexity of a regulatory scheme. The analytical 
framework focuses on how to identify these sub-models in laws, and how to use 
these as tools to analyse the extent of regulatory disconnection. Questions are 
formulated to guide the user through the different steps of analysis, in three 
phases. The first phase focuses on the identification of the apparent mismatch, 
i.e. the mismatch first observed, and places it within a sociotechnical change. 
The second phase contains further investigation within and across the three 
sub-models of reality to see whether other elements have been affected by the 
mismatch. The third phase brings together the insights from the first two phases 
to provides insights into the full extent of regulatory disconnection. In addition, 
some further guidance is found in selecting the right form of re-connection. 
Furthermore, the resulted overview of mismatches within a regulatory scheme 
can be used as a starting point for substantive re-connection. 

Because the proof of the pudding is in the eating, the analytical framework is 
applied to the illustrative case of the GDPR, which is one of the most discussed 
legislative instruments in relation to novel digital technologies in the past decade. 
The starting point of the analysis is the core concept of ‘controller’, in relation 
to which visible developments have taken place in case law and literature, 
indicating a possible mismatch. The application of the analytical framework 
reveals that the apparent mismatch related to the concept of controller is both 
prominent and complex – it relates to a concept that lies at the basis of almost 
all obligations prescribed by the GDPR, and it affects different elements across 
different sub-models. The mismatch related to this concept is also found to have 
been aggravated by the interpretation of this concept in the recent CJEU case 
law, which caused an internal incoherence within the legislative instrument. 
Taking all findings into account, it can be said that the sets of obligations and 
rights established by the GDPR are (partly) based on assumptions that do not 



align with the current sociotechnical reality. This lowers the effectiveness of this 
piece of legislation. With this extensive disconnection, re-connecting through 
interpretation is not an adequate response. If regulatory effort is to be dedicated 
to re-connection, special care should be given to maintaining the internal 
coherence of data protection law. Furthermore, the possibility of introducing a 
separate regulatory scheme, with an increased technology specificity, could be 
considered. This is an option in this situation because it was found that there are 
still situations that align with the assumptions embedded in the GDPR. 

The illustrative application of the analytical framework shows its usefulness 
to systematically investigate potential regulatory disconnections. The 
systematisation ensures that the analysis remains focused, in such a way that it 
can deal with the complexity of the matter at hand and minimise the chances of 
overlooking crucial aspects. 

Returning to the dissertation as a whole and its main question, this research 
concludes that the theory of autopoiesis provides a different, yet compatible 
perspective to the interaction between law and technology, thereby adding an 
additional explanatory layer to the state of the art in literature. The fact that 
existing theories and approaches can be seen through the lens of autopoiesis 
provides more opportunities of theory-building in the field of law and technology, 
including and not limited to the pacing problem. The autopoiesis-inspired 
analytical framework contributes to this effort by providing an integrated, 
systematic approach for identifying and addressing regulatory disconnection 
from a substantive perspective, which also strengthens the current approaches 
analysed under the ‘puzzle’ of law and technology. The framework is suitable 
for investigating issues in the current society, where technology is intertwined 
with almost every aspect of our lives. Since it is developed as ‘ready-to-use’, it 
has practical application and can be used by different actors that play a role in 
identifying and addressing regulatory disconnection, namely regulators, judges 
and Advocate Generals, academics, lawyers, or NGOs. The framework provides 
tools and guiding questions that support the users in conducting a systematic 
analysis of mismatches between law and the sociotechnical landscape, hence 
informing decisions regarding the right manner of re-connection. An example of 
a context in which the framework could be useful is during an ex-post regulatory 
review. In addition, the analytical framework also has the potential to facilitate 
interdisciplinary research, whose implementation is currently both a desire 
as well as a challenge in (legal) academia. Furthermore, the tools developed 
could also be used in other contexts, such as drawing inspiration from one legal 



domain to address issues in another. The full potential of this framework should 
be further investigated and tested. 

This dissertation makes a small step toward a general theory of law and 
technology. Since technology will keep accelerating, it is important that these 
efforts are continued and consolidated. 
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20 | Chapter 1

“The Hare was much amused at the idea of running a race with 
the Tortoise, but for the fun of the thing he agreed. So the Fox, who 
had consented to act as judge, marked the distance and started 
the runners off.”1

This dissertation is concerned with the gap between law and technology. 
Sometimes, this is illustrated as the race between the Tortoise and the Hare 
from Aesop’s fable where the two animals represent the law and technology 
respectively.2 However, what is overlooked in this metaphor is that in the end, 
the Tortoise wins the race. To further our understanding of the interaction 
between law and technology and how to deal with law lagging behind technology, 
this dissertation brings together insights from the field of law and technology, 
regulation theory, and legal theory. Inspired by the theory of autopoiesis in 
law, an analytical framework for the identification and addressing of regulatory 
disconnection will be developed and applied. 

Today’s most prominent example of a gap between law and technology relates 
to Artificial Intelligence (AI). AI is a concept commonly traced back to the year 
1956, but it is only in the past few years that it has been receiving increased 
attention in legal literature.3 The development of AI is perceived as very 
rapid,4 and its societal implications of significant relevance, in such a way that 
regulation is necessary. Given the (potential) impact of AI, as well as the time it 
has been ‘in the making’, one would say that law has had plenty of opportunities 
to think if and how it should tackle AI. Conversely, although a race to regulate AI 
has emerged globally, there has been limited success until now in creating legal 
certainty regarding how the current laws apply to this ‘new’5 technology. Even 

1 Library of Congress, ‘Aesop for Children: The Hare and the Tortoise’ <http://read.gov/
aesop/025.html> accessed 3 June 2021.

2 ibid; Lyria Bennett Moses, ‘Agents of Change’ (2011) 20 Griffith Law Review 763, 763–764.
3 Catalina Goanta, Gijs Van Dijck and Gerasimos Spanakis, ‘Back to the Future: Waves of 

Legal Scholarship on Artificial Intelligence’ in Sofia Ranchordás and Yaniv Roznai (eds), 
Time, law, and change: an interdisciplinary study (Hart 2020). 

4 The accelerating rate of AI development in the past decade is due to the development of 
deep learning, available data, as well as computing power, all crucial in the development of 
AI. ibid.

5 The use of quotation marks is used to emphasise the fact that even though AI is now being 
perceived as a ‘new’ thing for law, this does not necessarily mean that its existence in other 
societal systems has not predated its perception by the system of law.
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with the most recent legal initiatives,6 the rise of AI and its broad possibilities 
of application are bound to have consequences for many other legal regimes. 

The idea of law lagging behind technology and how to deal with this gap has 
been widely discussed, not only within academic circles, but also in legal practice 
and within governments and parliaments. Some examples of the questions that 
arise are: How do we prevent such a gap? How do we keep the gap as small as 
possible? What is the right moment to take regulatory action?7 And what should 
such regulatory action look like? With the unprecedented rate of technological 
change, as well as the type of the current technological change (illustrated by 
AI as a new system technology),8 these questions become more relevant with 
each day. At a more fundamental level, these questions have a shared underlying 
basis, namely the ‘pacing problem’.9 

6 The EU is currently working on an AI regulation that proposes a risk-based approach to 
different types and uses of AI. In addition to the regulation, there is a proposed AI Liability 
Directive, which would enable victims to have easier access to compensation from damage 
related to AI; Proposal for a Regulation Of The European Parliament And Of The Council 
Laying Down Harmonised Rules On Artificial Intelligence (Artificial Intelligence Act) And 
Amending Certain Union Legislative Acts (COM/2021/206 final); Proposal for a Directive 
Of The European Parliament And Of The Council on adapting non-contractual civil liability 
rules to artificial intelligence (AI Liability Directive) (COM/2022/496 final).

7 This question refers to the ‘Collingridge dilemma’. David Collingridge, The Social Control 
of Technology (St Martin’s Press 1980).

8 In The Netherlands, the Scientific Council for Government Policy (WRR) has indeed 
declared AI as a new ‘system technology’, potentially changing the world in a manner 
similar to the introduction of electricity or the computer has brought changes throughout 
all aspects of our lives. Wetenschappelijke Raad voor het Regeringsbeleid, ‘Opgave AI: 
De Nieuwe Systeemtechnologie’ (WRR) WRR-Rapport 105. English translation: Haroon 
Sheikh, Corien Prins and Erik Schrijvers, Mission AI: The New System Technology 
(SPRINGER INTERNATIONAL PU 2023).

9 Gary E Marchant, ‘The Growing Gap Between Emerging Technologies and the Law’ in Gary 
E Marchant, Braden R Allenby and Joseph R Herkert (eds), The Growing Gap Between 
Emerging Technologies and Legal-Ethical Oversight.
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1. The interaction between law and 
technology: what is at stake? 

The essence of the ‘pacing problem’ is that the speed at which innovations in the 
field of technology take place is faster than the speed at which law can change, 
or process the new knowledge developed by technology.10 Law therefore is said 
to fall behind technology.11 New technologies (sometimes) bring the current 
regulatory regime under pressure, or may even lead to a mismatch whereby the 
regulatory regime might need to be adapted to maintain its relevance in the new 
sociotechnical context. When such a mismatch between technology and/or its 
uses, and the assumptions embedded in the regulatory environment takes place, 
a ‘regulatory disconnection’ occurs.12 Think for instance of the compatibility of 
existing traffic laws that are built on the assumption that a human is driving 
the car, in light of the possibility of having self-driving cars on the roads next 
to human-driven cars. 

While a regulatory disconnection in itself is not always bad,13 it leads to 
consequences that affect how the regulatory regime is supposed to work.14 Legal 
uncertainty may arise, whereby regulatees do not know what is expected of 
them (e.g. who is liable if there is an accident involving a self-driving car?).15 
It may be that the scope of rules, or of entire laws is affected, in which case 
they may include what they are not supposed to, or not include what they are 
supposed to (e.g. can a self-driving car always be equated with a car in traffic 
laws?).16 Some laws or rules may become irrelevant in light of new technologies 
(e.g. let’s say in the future we only have self-driving cars, what will then be the 

10 Gary E Marchant, Braden R Allenby and Joseph R Herkert, The Growing Gap Between 
Emerging Technologies and Legal-Ethical Oversight The Pacing Problem (Springer 
Netherlands 2011) xiv.

11 Marchant (n 9).
12 Roger Brownsword and Morag Goodwin, Law and the Technologies of the Twenty-First 

Century: Text and Materials (Cambridge University Press 2012) 399; Roger Brownsword, 
Rights, Regulation, and the Technological Revolution (Oxford University Press 2008).

13 Anna Butenko and Pierre Larouche, ‘Regulation for Innovativeness or Regulation of 
Innovation?’ (2015) 7 Law, Innovation and Technology 52, 68.

14 These consequences are identified by Bennett Moses in Lyria Bennett Moses, ‘Recurring 
Dilemmas: The Law’s Race to Keep Up With Technological Change’ [2007] UNSW Law 
Research Paper No. 2007-21 <http://www.ssrn.com/abstract=979861> accessed 23 
November 2020. This paper was subsequently published with minor changes in: (2007) 
2 Journal of Law, Technology & Policy 240. Throughout this dissertation, I refer to page 
numbers in the research paper. 

15 ibid 21–26.
16 This refers to the problem of over- or under-inclusiveness. ibid 39.



1

23|Introduction

relevance of a driver’s license as we know it?).17 Some new technologies may lead 
to the need for special laws that deal with their peculiarities, good or bad (e.g. a 
temporary law regulating the testing of self-driving cars).18 Most of the times the 
consequences of regulatory disconnection are first observed, making identifying 
the mismatches as such a difficult task. While several actors are involved in 
identifying regulatory disconnection, there is currently, as I show in Chapter 2, 
no systematic and holistic approach to identify mismatches and investigate the 
whole extent of regulatory disconnection within a regulatory regime.

If regulatory disconnection takes place, the question on how to re-connect 
law and technology arises. A few approaches may be identified, ranging from 
purposive interpretation to a change of the regulatory paradigm, including a 
large- or small-scale regulatory effort, as well as regulatory updates.19 While 
there seems to be common understanding that choosing the wrong manner of 
re-connection might leave things in an even worse state,20 there is little guidance 
in literature on how to select the right manner. This point is also developed and 
supported in Chapter 2.

On the flipside of the coin, there is the challenge on how to deal with the ‘pacing 
problem’, in other words, reducing the frequency and impact of regulatory 
disconnection. This translates into systemic approaches, whereby the legal 
system is being ‘future-proofed’ in the face of sociotechnical change. These 
approaches come from different angles, such as drafting for sustainability 
through technology neutrality so that the regulatory scheme covers future 
sociotechnical developments;21 providing an institutional design to enable faster 
regulatory changes;22 and making room for innovation by engaging with the 
new technology through experimental law or regulatory sandboxes to gather 

17 ibid 47–48.
18 ibid 20; Regeling van de Minister van Infrastructuur en Waterstaat, van 20 juni 2019, 

nr. IENW/BSK-2019/134685, houdende vaststelling van regels voor experimenten met 
zelfrijdende voertuigen zonder bestuurder in het voertuig waarvoor een vergunning vereist 
is.

19 Based on Butenko and Larouche (n 13); Bennett Moses, ‘Agents of Change’ (n 2); Gregory 
N Mandel, ‘Regulating Emerging Technologies’ (2009) 1 Law, Innovation and Technology 
75. 

20 Butenko and Larouche (n 13) 77; Bennett Moses, ‘Agents of Change’ (n 2).
21 See for instance Bert-Jaap Koops, ‘Should ICT Regulation Be Technology-Neutral?’ in Bert-

Jaap Koops and others (eds), Starting Points for ICT Regulation. Deconstructing Prevalent 
Policy One-Liners, vol 9 (TMC Asser Press 2006); Chris Reed, ‘Taking Sides on Technology 
Neutrality’ (2007) 4 SCRIPT-ed 263.

22 See for instance Bennett Moses, ‘Agents of Change’ (n 2).
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knowledge that is used to establish a better (re-)connection with the regulated 
environment.23 All these mechanisms contribute to the goal of reducing the 
impact and frequency of regulatory disconnection in different manners, as 
shown in Chapter 3, but do not offer an all-encompassing solution. From a 
substantive point of view, none of these approaches provide a method for 
identification and confirmation of disconnection, or selection of the right 
manner of re-connection. The theory of regulatory (dis)connection can, and 
should, be further developed in the direction of identifying and addressing 
regulatory disconnection, in such a way that it achieves a holistic and systematic 
approach with regard to the ‘why? (i.e. cause for mismatch)’, ‘where? (in the 
regulatory scheme’), and ‘how (to deal with it)?’. 

Beyond the practical aspects of how to identify and address regulatory 
disconnection in order to keep regulatory schemes relevant in the face of 
sociotechnical change, there is a more fundamental issue in law and technology. 
The field of ‘law and technology’ is relatively new, compared to traditional 
fields such as private or constitutional law, and is still struggling to define its 
identity.24 Although there have been some attempts of building a general theory 
of law and technology,25 this has not (yet) reached the level of a comprehensive 
approach and has rather been a piecemeal effort, fragmented between 
different approaches and paradigms. The different approaches to dealing with 
regulatory disconnection are complementary and compatible, even though 
they use different concepts and focus on different aspects. Yet, having a more 
comprehensive theory underlying the interaction between law and technology 
would allow the existing approaches to interact and build on each other. This 
would lead to new insights into the nature and causes of the gap between law 
and technology; establishing if, where, and how law has disconnected from the 

23 See for instance SH Ranchordás, Sunset Clauses and Experimental Legislation: Blessing 
or Curse for Innovation (Koninklijke Wöhrmann BV 2014); Hilary J Allen, ‘Sandbox 
Boundaries’ (2019) 22 Vanderbilt Journal of Entertainment & Technology Law 299.

24 Ronald Leenes, ‘Of Horses and Other Animals of Cyberspace: Editorial’ [2019] Technology 
and Regulation 1.

25 See M Goodwin, Bert-Jaap Koops and Ronald Leenes, Dimensions of Technology Regulation 
(WLP 2010); Arthur J Cockfield, ‘Towards a Law and Technology Theory’ 30 Manitoba 
Law Journal 383; Arthur J Cockfield and Jason Pridmore, ‘A Synthetic Theory of Law and 
Technology’ (2007) 8 MINN. J.L. SCI. & TECH. 475; Gaia Bernstein, ‘Symposium Toward 
a General Theory of Law and Technology: Introduction’ (2007) 8 MINN. J.L. SCI. & TECH. 
441; Gregory N Mandel, ‘History Lessons for a General Theory of Law and Technology’ 
(2007) 8 MINN. J.L. SCI. & TECH. 551; Lyria Bennett Moses, ‘Why Have a Theory of Law 
and Technological Change?’ (2007) 8 MINN. J.L. SCI. & TECH. 589; Brownsword (n 12).
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sociotechnical landscape, as well as how to address disconnection through well-
targeted and effective regulatory intervention. 

2. Aim and research questions

The aim of this dissertation is to make the next step in the direction of developing 
a general theory of law and technology that would help identify, explain and 
tackle regulatory disconnection. I will do so by drawing inspiration from legal 
theory, more specifically the theory of autopoiesis in law. Originating from 
biology, as coined by Maturana and Valera, autopoiesis means self-production.26 
Although it has not been widely adopted in its discipline of origin, the theory 
has crossed disciplinary boundaries, among others, in sociology, organisation 
theory, information systems theory, and of course, law.27 Autopoiesis lies at 
the basis of Luhmann’s social systems theory, who made it suitable for cross-
disciplinary application.28 Because of its characteristics, as translated in the 
field of law by different authors, including Teubner,29 autopoiesis has the 
potential to provide a conceptual playing field for the interaction of existing 
theories and approaches, thus contributing to general theory-building in the 
field of law and technology. Furthermore, autopoiesis is a comprehensive 
theory that is both legal and sociological, which by its nature deals with how 
different systems interact. While autopoiesis has been explicitly used in isolated 
instances of law and technology literature,30 its full potential in this field has 
remained unexplored. Therefore, this dissertation investigates whether the 
theory of autopoiesis can provide inspiration for improving our understanding 
of the interaction between law and technology. More concretely, an analytical 
framework for the identification and addressing of regulatory disconnection 

26 The theory of autopoiesis is analysed in Part II of this dissertation. 
27 John Mingers, Self-Producing Systems: Implications and Applications of Autopoiesis 

(Softcover reprint of the hardcover 1st edition 1995, Springer Science+Business Media, 
LLC 2013) 9–10.

28 David Seidl, ‘Luhmann’s Theory of Autopoietic Social Systems’ (Munich School of 
Management 2004) 4.

29 Gunther Teubner, Law as an Autopoietic System (Zenon Bankowski ed, Bankowska Anne 
and Adler Ruth trs, Blackwell 1993).

30 See for instance Andrew Murray, The Regulation of Cyberspace: Control in the Online 
Environment. (Taylor and Francis 2007) 241; Christopher Phillip Stephen Markou, ‘Law 
and Artificial Intelligence: A Systems-Theoretical Analysis’ (Thesis, University of Cambridge 
2018) <https://www.repository.cam.ac.uk/handle/1810/278977> accessed 1 September 
2020; K Gracz and P De Filippi, ‘Regulatory Failure of Copyright Law through the Lenses 
of Autopoietic Systems Theory’ (2014) 22 International Journal of Law and Information 
Technology 334.
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will be developed and applied. This new approach is by no means a substitute 
to the current ones, but a complementary perspective, which is also a source of 
its strength. 

This dissertation will answer the following main research question and sub-questions.

How can the theory of autopoiesis further our understanding of 
the interaction between law and technology, and what would a 
new, autopoiesis-inspired analytical framework for dealing with 
regulatory disconnection contribute to this understanding? 

Sub-questions: 

1. What are the gaps in the existing theories relating to regulatory 
disconnection between law and technology?

2. What is the theory of autopoiesis, and how does it contribute to the 
theory-building around the interaction between law and technology? 

3. What does an autopoiesis-inspired analytical framework for identifying 
and addressing regulatory disconnection look like? 

4. What does the application of this analytical framework to the case of 
controllership under the General Data Protection Regulation (GDPR) 
illustrate with regard to the contribution of the framework?

The outcomes of the research conducted in this project have both a scientific as 
well as societal relevance, as I explain below. 

3. Scientific and societal relevance

The scientific relevance of this project is achieved by the theoretical investigation 
of the role of autopoiesis within the field of law and technology. The new 
approach developed in the dissertation is based on a theory with the potential 
to integrate different approaches from law and technology, including providing 
new insights and tools for understanding, identifying, and addressing regulatory 
disconnection, thus beginning to address the abovementioned shortcomings of 
current theory-building in law and technology.31 Because autopoiesis is a theory 
of wider application, the outcomes of this research are therefore suitable for 
investigating issues in the current society, where technology is intertwined with 

31 These shortcomings are found as part of the research included in Part I of the dissertation.
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almost every aspect of our lives. It also facilitates interdisciplinary research, 
whose implementation is currently both a desire as well as a challenge in (legal) 
academia. Furthermore, the tools of analysis developed can be used beyond 
the investigation of regulatory disconnection, for instance in comparing 
different legal domains and deriving lessons for cross-fertilisation, for historical 
investigations in law, or for identifying and avoiding inconsistencies between 
regulatory regimes.32 For instance, one could look into whether consumer law 
and data protection law could learn from each other.33 Last but not least, the 
research in this dissertation provides inspiration for further development of a 
comprehensive theory for law and technology.

The societal relevance is achieved through the development of an analytical 
framework, which is ready-to-use by different actors that play a role in 
identifying and addressing possible regulatory disconnections, namely 
regulators, judges and Advocate Generals, academics, lawyers, or NGOs.34 The 
framework is built in such a way that a thorough understanding of the theory 
underlying it is not essential for its use. It provides tools and guiding questions 
that support the users of the framework in conducting a systematic analysis of 
mismatches between law and the sociotechnical landscape, so that their image 
of the extent of disconnection and the decision on right manner of re-connection 
are more methodical and targeted.35 Possible practical applications could be 
for instance in the context of ex-post regulatory review, or, in judicial trials 
involving new technologies, when deciding whether purposive interpretation is 
the right manner to address a possible disconnection. Academics, policymakers, 
judges and lawyers, or civil society actors concerned with legal implications of 
technology could use the analytical framework to further investigate clues of 
mismatches, thereby shedding light on the extent of regulatory disconnection 
in a legal regime, or draw directions for possible legal reform. For instance, how 
does the digital platform economy put current employment law under pressure? 

32 These contributions are found as part of the research included in Parts II and III of the 
dissertation.

33 Mara Paun, ‘Learning from Internal Models of Reality: The Case of Data Protection and 
Consumer Protection in Financial Services’ (Social Science Research Network 2021) SSRN 
Scholarly Paper ID 3933792 <https://papers.ssrn.com/abstract=3933792> accessed 28 
February 2022. The research for this paper has taken place between January 2018 and 
October 2019.

34 The role of these actors in identifying and dealing with regulatory disconnection is explored 
in Part I of the dissertation. 

35 This contribution is also illustrated through the research included in Part III of the 
dissertation. 
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Can, and should, this new development be covered by current law, or does it 
raise issues that warrant technology-specific regulation?36

4. Approach 

This dissertation brings the theory of autopoiesis as developed in law into 
the realm of law and technology. The approach adopted to do so has two 
components. First, a thorough investigation is performed to find out how the 
theory of autopoiesis can contribute to the development of theory in the field 
of law and technology, which culminates with the building of the analytical 
framework for identification and addressing regulatory disconnection. Second, 
the new analytical framework is applied to an illustrative case, namely the 
GDPR, to illustrate how it can be used. It thus has, to a large extent, a theory-
building research objective, which, according to Kestemont, results in ‘the 
building of a new theory, an alteration or replacement of an old theory, or a 
reduction of two existing theories into one general theory’.37 In this dissertation, 
the theoretical adaptation, including the analytical framework, have a largely 
explanatory function for the concept of regulatory disconnection, as well as the 
interaction between law and technology. That being said, it may also be used 
for a predictory function, for instance how certain interpretations of concepts 
in legislation may affect the effectiveness of a regulatory regime.38 

4.1 Method
Throughout the project, different methodologies have been used, such as 
literature review, doctrinal method, and discourse analysis. Elements from these 
methodologies were combined, and where needed, interdisciplinary insights 
were brought in, to provide the suitable approach for each of the sub-questions. 
Further, each chapter explains the methodological choices made and the steps 
taken. Being a legal theory-focused research, it is perhaps more important to 
understand how the research was conducted, and explain the choices made, 
rather than forcefully attaching labels to the research process.

36 See MS Houwerzijl, SHM Montebovi and N Zekic (eds), Platformisering, Algoritmisering en 
Sociale Bescherming: Sociaalrechtelijke Uitdagingen in Tijden van Digitale Transformatie 
(Kluwer Juridische Uitgevers 2021); ‘Digital Platform Economy Tests the Limits of 
Employment Law | Tilburg University’ <https://www.tilburguniversity.edu/magazine/
digital-platform-economy-tests-limits-employment-law> accessed 27 January 2023.

37 Lina Kestemont, Handbook on Legal Methodology: From Objective to Method (Intersentia 
2018) 14–15.

38 A theory can have both explanatory and predictive functions. ibid 15.
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A critical literature review was used for investigating the gap in the current 
state of the field of law and technology and how it deals with the difference 
in pace between the two. What differentiates critical literature review from 
a regular literature review is the level of analysis, namely the way in which 
existing literature is reflected upon and evaluated. Therefore, to answer the 
first sub-question, the research goes beyond summarising literature, towards 
analysing and evaluating the current state of the art in the field. 

The second and third sub-questions relate to the theory-building exercise. 
Theory-building research goes beyond ‘describing, comparing and classifying 
legal constructs’.39 In explaining what autopoiesis is, a historical approach is 
taken, with interdisciplinary elements. The analysis thus starts in the discipline 
of origin, i.e. biology, and follows its cross-disciplinary development towards 
the field of law. Then, autopoiesis is brought in the field of law and technology. 
This is then used as a basis for answering the third sub-question through the 
development of the analytical framework, using inductive reasoning. Inductive 
reasoning refers to the building of theory out of data and identified patterns.40 In 
this case, the data consists of findings related to other theories and applications, 
on the basis of which the framework is built and supported. 

The illustrative application has the function of showing how the analytical 
framework can be used, thus answering the fourth sub-question. It allows 
further confirmation of its potential, and provides concreteness to the theory-
building exercise. The choice of the illustrative application of the developed 
analytical framework in the context of the GDPR41 is justified by the fact that 
this legal framework has been one of the most discussed pieces of legislation 
with regard to new technologies. Furthermore, the regulatory model of the 
GDPR is followed in new regulatory texts aiming at regulating technology.42 
The narrowing down to the concept of ‘controller’ as a starting point for the 
investigation of regulatory disconnection is justified by the fact that this concept 
is one of the core concepts of the GDPR. Furthermore, there have been visible 

39 ibid.
40 See John W Creswell, Research Design: Qualitative, Quantitative, and Mixed Methods 

Approaches (4th ed, SAGE Publications 2014) 65.
41 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 

on the protection of natural persons with regard to the processing of personal data and on 
the free movement of such data, and repealing Directive 95/46/EC OJ L 119 (General Data 
Protection Regulation).

42 Vagelis Papakonstantinou and Paul De Hert, ‘Regulation of Digital Technologies in the EU: 
The Law-Making Phenomena of “Act-Ification”, “GDPR Mimesis” and “EU Law Brutality”’ 
[2022] Technology and Regulation 48, 52.
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developments in case law and literature of a possible mismatch between the 
assumptions embedded in law and the current sociotechnical landscape. The 
investigation performed as part of this illustrative case uses a combination of 
methods that have been identified throughout the dissertation as being suitable 
in the use of the developed analytical framework. Thus, a discourse analysis-
inspired literature review is combined with the doctrinal method. Beyond 
linguistics, discourse analysis may also be used in other contexts, such as social 
practice.43 It can also be used to identify patterns, for instance arguments, 
views, and values in literature. Doctrinal method is the classic method in legal 
scholarship, whereby the researcher places itself inside the legal system.44 It 
involves a rigorous and systematic analysis of legal resources, beyond mere 
description of legislation and case law, that reveals principles, rules, and 
concepts, and analyses the relationship between them for a specific purpose 
such as identifying and solving gaps or unclarities in the law.45 The use of these 
methods is further elaborated in the corresponding chapter. 

4.2 Preliminary conceptual clarifications: from 
technological to sociotechnical change
Concepts are important elements of a theory, as they are used to ‘grasp, describe, 
and order reality’.46 It is thus essential that the concepts used in a theory-
building exercise are well defined in content and scope, in such a way that the 
use of respective concepts is beneficial to the theory.47 While in each chapter 
I pay attention to the concepts used in such a way that they do not impede 
the exercise performed in this dissertation,48 some preliminary clarifications 
are in order, relating to the conceptual difference between technological v 
sociotechnical change. 

According to Bennett Moses, “Technological change is one type of social change. 
If social change is a change in what people think and do, technological change 

43 Deborah Schiffrin, Deborah Tannen and Heidi E Hamilton, ‘Introduction’ in Deborah 
Schiffrin, Deborah Tannen and Heidi E Hamilton (eds), The Handbook of Discourse 
Analysis (1st edn, Wiley 2008) 1.

44 Jan M Smits, ‘What Is Legal Doctrine? On the Aims and Methods of Legal-Dogmatic 
Research’ (Maastricht European Private Law Institute, Maastricht University 2015) 
Working Paper No. 2015/06 5–6 <https://papers.ssrn.com/abstract=2644088> accessed 
10 March 2022.

45 ibid 5.
46 Kestemont (n 37) 58.
47 ibid.
48 See for instance the theoretical background elaborated in Part II, especially with regard to 

the concept of models of reality as a pivotal element for the analytical framework. 
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is a change in what they are technically capable of doing.” 49 This includes both 
new forms of conduct, as well as a change of means by which similar ends are 
achieved.50 Thus, the reason why technological change is considered one type 
of social change is due to the interaction between the new technology and the 
possibilities it creates in society. Other societal changes such as changes in 
behaviour of people or shifts in social and cultural beliefs and practices may 
also create pressure for legal reform, however, technological change appears 
to be speedier than other changes,51 which is why it could be argued that it is a 
special kind of beast. 

What then can be regarded as technological change? It is important to note that 
not all societal changes produced by technology create problems in the areas of 
law, or need regulatory attention. It is thus not about your everyday new model of 
oven or toaster, but technological change that is capable of producing a societal 
change through first-order (direct) effects, but also by creating second- and 
third-order effects. The latter two effects are not limited to the existence of new 
technical capabilities of humans, but what these new capabilities subsequently 
trigger in society once the new technology is taken up – thus creating a new 
sociotechnical context. While one can identify the new technical possibilities 
almost in real-time, second- and third-order effects of technology deployment 
in society are harder to predict or identify with certainty.52 They also take more 
time to develop, and causality is oftentimes hard to track back to a specific 
moment.53 For instance, the contraceptive pill is said to have led to a sexual 
revolution. While other contraceptive methods were available, the pill became 

49 Bennett Moses, ‘Why Have a Theory of Law and Technological Change?’ (n 25) 598.
50 Bennett Moses, ‘Recurring Dilemmas’ (n 14).
51 Bennett Moses, ‘Why Have a Theory of Law and Technological Change?’ (n 25) 600–601.
52 For instance, second- and third-order effects of deployment of AI technologies are for 

instance the risks of mass-unemployment. See M. Brundage et al, ‘The Malicious Use of 
Artificial Intelligence: Forecasting, Prevention, and Mitigation’ (February 2018) https://
arxiv.org/ftp/arxiv/papers/1802/1802.07228.pdf. 

53 Recently, the Dutch Parliament debated adapting the Working Conditions Act 
(Arbeidsomstandighedenwet) to prescribe a discussion between employees and employers 
regarding availability of employees outside working hours. As part of this debate, the 
possible link between recent technological developments, workload, and burnout was 
admitted. This is also an instance of what can qualify as second- or third-order effects, 
however, the causal link and support thereof with scientific research was an issue raised 
by the other members of the Dutch Parliament (SP-Fractie Second Chamber). See Tweede 
Kamer der Staten-Generaal, ‘Voorstel van wet van het lid Gijs van Dijk tot wijziging van de 
Arbeidsomstandighedenwet in verband met het aangaan van een gesprek tussen werkgever 
en werknemers over bereikbaarheid buiten werktijd; Verslag (initiatief)wetsvoorstel 
(nader); Verslag’ (16 June 2021) <https://zoek.officielebekendmakingen.nl/kst-35536-7.
html> accessed 20 July 2022. 
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the only contraceptive that was talked about in public, thus legitimizing such 
public debates.54 Therefore, besides the fact that technological development in 
itself is accelerating, one can also notice the fact that once it is introduced in 
society, it accelerates changes in other areas as well, such as, in the case of the 
pill, societal values. Another example, from the area of ICT, is the development 
of SMS and IMs, and subsequently the introduction of emoticons that changed 
communication patterns.55 

It follows that, compared to other societal changes, technological change and its 
effects are harder to anticipate at the moment of legislating, not only from the 
perspective of development of a specific technology, but from the point of view 
of how a technology will be used once it is introduced. One may even argue that 
trying to predict and preemptively address (if needed) second- and third- order 
sociotechnical effects constitutes one of the biggest sources for academic and 
legislative debates. This adds to the uncertainty surrounding a new technology 
and the urgent calls for law to catch up with technology. 56 It seems therefore 
that in considering the impact of technological change, it is not only the speed 
of technological development itself that poses challenges to law, but also the 
speed of societal take-up and the different uses of new technologies – the new 
sociotechnical context thus created. 

While the references to the ‘sociotechnical’ are new and have not yet taken up 
as the main approach in the debates on law and technology, they are pretty 
much established in the field of science and technology studies (STS). Indeed, 
Bennett Moses brings the term in the field of law and technology through 
the work of renowned STS scholar W.E. Bijker. ‘Society is not determined by 
technology, nor is technology determined by society. Both emerge as two sides 
of the sociotechnical coin during the construction process of artifacts, facts, 

54 David L Edgerton, The Shock of the Old: Technology and Global History since 1900 (Profile 
Books 2008) 42–44.

55 Bert-Jaap Koops, ‘Chapter 15. Ten Dimensions of Technology Regulation. Finding Your 
Bearings in the Research Space of an Emerging Discipline’ in M Goodwin, BJ Koops and 
R Leenes (eds), Dimensions of Technology Regulation (Wolf Legal Publishers 2010) 314; 
SU Jadoon and others, ‘Changing Patterns in Speech: An Analytical Study of Cultural 
Emoticons’, 2017 13th International Conference on Natural Computation, Fuzzy 
Systems and Knowledge Discovery (ICNC-FSKD) (2017); Joseph B Walther and Kyle P 
D’Addario, ‘The Impacts of Emoticons on Message Interpretation in Computer-Mediated 
Communication’ (2001) 19 Social Science Computer Review 324. 

56 Bennett Moses, ‘Why Have a Theory of Law and Technological Change?’ (n 25) 600.
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and relevant social groups.’57 This view of the relationship between technology 
and society belongs to the constructivist view, as a middle ground between 
instrumentalism and technological determinism perspectives.58 

In her work, Bennett Moses makes the case that the term ‘sociotechnical change’ 
is more suitable for the debates on law and technology, and more conducive 
to interdisciplinary conversations.59 According to the author, in law and 
technology, the sociotechnical change approach would look at ‘how law and 
regulation make explicit and implicit assumptions about the socio-technical 
environment in which they will operate’.60 Therefore, during this dissertation, 
I will predominantly use the term ‘sociotechnical’ rather than ‘technological’ in 
relation to change/context/landscape, unless the latter term needs to be used 
to ensure clarity (e.g. in summarizing a theory that specifically uses it, such as 
the pacing problem below). 

4.3 Scope and limitations
This dissertation sets out to make a further step in theory-building in the field of 
law and technology, especially with regard to regulatory disconnection. However, 
one person will not be able to solve the whole puzzle in a PhD trajectory, which 
means that the piece added by this dissertation needs to be narrowed down 
in scope and approach. First, the research will focus on a specific regulatory 
environment, namely the one that uses law as its main modality, often referred 
to as the command-and-control regulatory strategy.61 By law, I refer not only to 
laws enacted by parliaments, and include also delegated regulations. This type 
of regulatory environment is most vulnerable to regulatory disconnection,62 
and therefore most urgency to deal with it is in this area. Second, the research 
is conducted on international literature, from a European perspective. When 
national examples are necessary, these are heavily focused on the Netherlands, 
this being the country where this dissertation is written. The Netherlands is one of 
the EU member states with a significant national and international presence in the 
regulation of law and technology. Third, in terms of methods, the limitations are 

57 Wiebe E Bijker, Of Bicycles, Bakelites, and Bulbs: Toward a Theory of Sociotechnical 
Change (MIT Press 1995) 274.

58 Corien Prins and others, IGovernment (Amsterdam University Press 2011) 50.
59 Lyria Bennett Moses, ‘How to Think about Law, Regulation and Technology: Problems with 

“Technology” as a Regulatory Target’ (2013) 5 Law, Innovation and Technology 1, 10.
60 ibid.
61 For regulatory strategies, see for instance Bronwen Morgan and Karen Yeung, An Introduction 

to Law and Regulation: Text and Materials (Cambridge University Press 2007).
62 Brownsword and Goodwin (n 12) 377.
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given by the well-known time constraints of a PhD trajectory, as well as my training 
and what I know I can perform and deliver good quality in. For the purposes of 
this dissertation, the methods have delivered a satisfactory result. Fourth, the 
dissertation includes one illustrative case for the application of the analytical 
framework, namely the GDPR and more specifically the concept of ‘controller’. 
The purpose of this illustrative case was not to validate the framework, which 
develops its validity from its theoretical foundations, but to show its usefulness 
and to provide more concreteness to the largely theoretical exercise. 

The research for this manuscript was completed on September 1st 2022. Any 
updates since that date are incidental and not structural. 

4.4 Structure of the dissertation
The dissertation is divided in three parts which build on and complement 
each other. The division in parts contributes to the structure, but also to the 
readability of the manuscript, since each part contains additional guidance on 
what a reader should keep in mind (from the previous part), what is next, and 
what has been found in the respective parts (interim conclusions). 

To understand where and how autopoiesis could have an added value, first, a 
thorough investigation of the current state of the law and technology field is 
performed in Part I, which is linked to the first sub-question. This Part is an 
extension of section 1 of this introduction, and thus focuses on the state of the 
art in the field of law and technology with regard to regulatory disconnection. 
It investigates the nature of the gap between law and technology (or, 
sociotechnical change) through the theories of ‘pacing problem’ and ‘regulatory 
(dis)connection’ in Chapter 2. Then, the ‘puzzle’ of law and technology, or 
manners of dealing with the gap between law and technology, is investigated 
in Chapter 3. Part I concludes that there is room for a new approach, having 
established that there is a missing link in the current state of theory-building for  
law and technology. 

The second and third sub-questions are answered in Part II. Chapter 4 
provides the theoretical background of autopoiesis and its cross-disciplinary 
development, which also establishes the potential of the theory to contribute 
to the field of law and technology. Based on these findings, Chapter 5 develops 
the concept of models of reality into tools for the new analytical framework to 
investigate and address regulatory disconnection. This part therefore shows the 
added value of autopoiesis for furthering our understanding of the interaction 
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between law and technology, and builds the bridge from theory to practice 
through the building of the framework.

Part III (Chapter 6) focuses on the fourth and last sub-question. It adopts 
as a starting point a possible mismatch in the GDPR, namely the concept of 
‘controller’, and applies the analytical framework to investigate the extent 
of regulatory disconnection. By doing so, it investigates and illustrates the 
usefulness of the analytical framework. Thus, Chapter 6 aims to show the 
framework’s contribution to the field of law and technology, more specifically, 
in providing a systematic manner to investigate mismatches between law and 
sociotechnical landscape, and identify manners of re-connection. 

The findings of this dissertation are brought together in the Conclusion  
(Chapter 7), which answers the main research question, reflects on the 
contribution of the dissertation as a whole to the field of law and technology, 
and draws directions of future research.





Part I
Establishing the room for a  
new approach
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Introduction 

In general, law is considered to ‘fall behind’ technology due to the fact that 
changes in law are slower than changes in technology. This is generally referred 
to as the ‘pacing problem’,63 or as Brownsword conceptualizes it, ‘the challenge of 
regulatory connection’.64 A number of theories and perspectives that are meant 
to alleviate the perceived gap between law and technology have developed – one 
could name, for instance, technology neutrality of law. Even though different 
vocabulary and perspectives are used to describe the relationship between law 
and technology and identify directions for solutions to close the gap, it remains 
a moving target. The purpose of Part I of this dissertation is to establish if there 
is room for an approach that is novel both in understanding the nature of the 
perceived gap between law and technology, as well as developing ways to cope 
with it. It thus begins by discussing the difference in pace between law and 
technology and its consequences as seen in literature in Chapter 2. It does so 
by introducing the so-called pacing problem and the challenge of regulatory 
(dis)connection, including the challenge of getting connected, and the state 
of the art academic knowledge on the manners of re-connecting. The Chapter 
concludes that while regulatory disconnection is a useful framework for framing 
legal challenges brought about by sociotechnical change, there is still room for 
improvement in creating the methods of identification of disconnection, and the 
right regulatory reaction for re-connecting the regulatory environment. 

Chapter 3 moves further into discussing different approaches to dealing with 
the difference in pace between law and technology, under the framing of the 
‘puzzle’ of law and technology. The ‘puzzle’ does not necessarily refer to closing 
the gap, but adopts a broader idea of dealing with the difference in pace, 
which includes theoretical and practical efforts dedicated to maintaining law 
relevant in new sociotechnical contexts. Therefore, the Chapter will discuss 
three different approaches. The first approach looks at drafting laws in such 
a way that they remain valid for a longer period of time (sustainability of law) 
through the lens of technological neutrality. The second looks at the institutional 
design and democratic control, by discussing the institutional system in which 
laws function, and its adaptability. This approach accepts that regulatory 
disconnection may always happen, and proposes that law should be able to 

63 Gary E Marchant, ‘The Growing Gap Between Emerging Technologies and the Law’ in 
Marchant (n 9). 

64 Roger Brownsword, Rights, Regulation, and the Technological Revolution (Oxford 
University Press 2008). The pacing problem and the challenge of regulatory connection 
have been equated in Bennett Moses, ‘Agents of Change’ (n 2) 764.
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adapt to new changes, rather than remaining sustainable at all costs. The third 
approach looks at how law may actually create space for innovation, through 
the use of experimental legislation, sunset clauses, and regulatory sandboxes. In 
this context, the key idea is learning from temporary regulatory approaches to 
create a law that is better connected to the technology. For all three approaches I 
will develop their role in the ‘puzzle’ of law and technology, by drawing parallels 
to the types of regulatory disconnection and the consequences of each approach 
for the different types. 

The Conclusion of Part I will reflect on the findings of previous sections, 
and argue that there is not only room, but a necessity to better understand 
the interaction between law and technology, as well as to further develop the 
approaches to regulatory disconnection. This will also enable developing a 
more systematic framework for identifying regulatory disconnection and select 
the right regulatory reaction to it. The next steps to develop a new analytical 
framework inspired by the theory of autopoiesis will be sketched, as a roadmap 
to the rest of this dissertation. This approach is framed as complementary to the 
existing ones, and by no means a substitute.





Chapter 2
The gap between law and technology
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1. A race between law and technology?

The struggle of law to keep pace with technology is commonly depicted using 
the metaphor of the tortoise and the hare based on Aesop’s fable.65 In the story, 
the Tortoise challenges the Hare to a race, to prove that even if he is slow, 
he arrives to his destinations sooner than the Hare might think. Amused by 
this idea and certain he will win, the Hare agrees to the race. While in this 
metaphor, the Tortoise falling behind is supposed to be law, and the Hare 
running ahead is technology, the original fable ends with the tortoise winning 
the race while the hare stops to take a nap.66 It seems however that in the real 
world, technological development will not have any naps, because it is not an 
actual race, and the goal is not winning. As former US Supreme Court Chief 
Justice Warren E. Burger stated: ‘It should be understood that it is not the 
role and function of the law to keep fully in pace with science’.67 While some 
technologies have as their rationale the circumvention of the law,68 most of 
the time the drive for technological change is innovation and expanding what 
humans can do. The response of law is considered mostly reactionary. Or could 
it be that the metaphor actually hides an optimism on the side of its users, that 
law will eventually win the race? 

As the rate of technological change is unprecedented and will not slow down,69 
on the contrary, understanding the nature of the gap created in relation to the 
legal system is pivotal for identifying future directions for dealing with this 
gap. This Chapter provides an overview of Marchant’s ‘pacing problem’ in 
Section 2 and reflects on the nature of the gap between law and technology. 
It finds that the gap between law and technology is twofold: of speed, and of 
knowledge. Section 3 provides an overview of Brownsword’s theory of regulatory 
(dis)connection as an alternative lens to view the gap predominantly from the 
knowledge perspective. It elaborates on how law gets connected to technology, 
how disconnection can occur, be identified and addressed. Section 4 provides 
an interim conclusion, which provides input to the Conclusion of Part I. 

65 Aesop, ‘The Hare & the Tortoise’, Library of Congress Aesop Fables <http://read.gov/
aesop/025.html> accessed 3 June 2021.

66 ibid.
67 Warren E Burger, ‘Reflections on Law and Experimental Medicine’ (1968) 15 UCLA L. Rev. 

436, 438. referred to by Marchant (n 9) 27. 
68 Think for example of anti-radar systems in cars, peer-to-peer sharing networks. 
69 Marchant (n 9) 17.
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2. The pacing problem

The gap between the pace of technology and law is treated by Marchant 
under the term ‘pacing problem’, referring to ‘the growing gap between the 
rate of technological change and management of that change through legal 
mechanisms’.70 Why is such a gap specific to technological change? This 
relates to the specificities of technological change discussed above. The fact 
that technology develops and that law might have to adapt to respond to a 
new sociotechnical context is not what makes this change peculiar. One may 
argue that this is the case with all societal changes that trigger changes in law 
– they develop first, the legal system processes the changes and reacts. For 
instance, changes in societal values relating to gay relationships have ultimately 
led to the legalization of same-sex marriage or registered partnerships in 
multiple jurisdictions. While in this example, the legal change did not take 
place immediately, on the contrary, the societal change that law had to process 
remained stable, in the sense that the status quo had changed, but only in one 
aspect, and only in one direction. This enabled law to catch up with the change 
in societal values. In the case of technological change, there is no time for law 
to process and acquire the necessary knowledge of the new sociotechnical 
context before a new change occurs (one can say in this case that the change is 
not stable). By the time law catches up with a ‘snapshot’ of the sociotechnical 
context, a new change has already occurred. This is why the gap between 
technology and law is twofold: on the one hand it refers to the difference in 
speed of development, and on the other hand one can conceive it as a knowledge 
gap, between the rapidly expanding knowledge in technology and its uptake in 
society, and the ability of the law to grasp that knowledge.71

According to Marchant, the pacing problem has at least two dimensions.72 On 
the one hand, ‘many existing legal frameworks are based on a static rather than 
dynamic view of society and technology’.73 What this first dimension refers to, 
is that much of the law is still insufficiently forward-looking when it comes 
to recognizing the world will not stand still, and anticipating sociotechnical 
changes. While one may indeed argue that a feature of the law is its inherent 

70 ibid 19.
71 Marchant, Allenby and Herkert (n 10) xiv. 
72 Marchant (n 9) 23.
73 ibid.
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adaptability through e.g. the use of open norms,74 this is not considered 
sufficient to fully address the gap. This dimension is thus mainly related to 
the issue of legislation drafting, and the substance of the law. An example 
illustrating the consequences of the pacing problem from this perspective can be 
found in the debates around the regulation of (then) emerging nanotechnology 
in the field of medical products, where among others the harmonized toxicity 
standards based on mass concentration were inadequate to address this 
new technology.75 Because of the atomic scale manipulation taking place in 
nanotechnology, materials may acquire different properties such as increased 
resistance or flexibility, but their toxicity may also be different, regardless of the 
mass concentration.76 Regulation of nanomaterials is still evolving and trying to 
deal with the regulatory challenges posed by this technology.77

On the other hand, ‘legal institutions are slowing down with respect to their 
capacity to adjust to changing technologies’. 78 This second dimension of the 
pacing problem thus relates to the broader landscape of the legal system, and 
can be seen from the point of view of the three perspectives that coincide with 
types of institutions involved: legislators, regulatory agencies, and judiciary, 
which will be discussed in the following, along Marchant’s reasoning. 

74 Examples of open norms are ‘reasonableness’ or ‘fairness’, for instance in consumer 
protection law, where contract terms can be considered unfair. In Dutch law, reasonableness 
and fairness play an important role in private law as a correction mechanism. Although 
frameworks to guide the application of these norms are developed (either in law or by 
courts), they still contain a necessity to look at all circumstances of the case. The idea 
behind these open norms is that they have a ‘built-in’ flexibility, which enables them to 
adapt and accommodate future developments. JM Barendrecht, ‘Recht als Model van 
Rechtvaardigheid: Beschouwingen over Vage en Scherpe Normen, over Binding aan het 
Recht en over Rechtsvorming’ (Tilburg University 1992); Charlotte Marie Danielle Simone 
Pavillon, Open normen in het Europees consumentenrecht: de oneerlijkheidsnorm in 
vergelijkend perspectief (Kluwer 2011). 

75 Geert van Calster, Diana Bowman and Joel D’Silva, ‘Chapter 11. “Trust Me, I’m a Regulator”: 
The (In)Adequacy of EU Legislative Instruments for Three Nanotechnologies Categories’ 
in Morag Goodwin, Bert-Jaap Koops and Ronald Leenes (eds), Dimensions of Technology 
Regulation 221.

76 Gregory N Mandel, ‘Emerging Technology Governance’ in Gary Marchant, Kenneth Abbott 
and Braden Allenby, Innovative Governance Models for Emerging Technologies (Edward 
Elgar Publishing 2013) <http://www.elgaronline.com/view/9781782545637.00009.xml> 
accessed 5 February 2021.

77 See for instance European Commission, ‘Communication From The Commission To The 
European Parliament, The Council, The European Economic And Social Committee And 
The Committee Of The Regions: Chemicals Strategy for Sustainability Towards a Toxic-Free 
Environment’ (2020) COM(2020) 667 final.

78 Marchant (n 9) 23.
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First, it is already known that the legislative process is relatively slow, and 
the legislator only addresses a limited amount of issues per legislative 
session, guided by the perceived political urgency and expediency. 79 It is often 
the case that only when some kind of structural problem, crisis or disaster 
happens, the legislative window is open for legislative action.80 Indeed, the 
disruptions caused by new technologies may exacerbate existing problems of 
the current legal framework, but will also provide the necessary political push 
to fix them.81 After the legislation is enacted in the ‘window of opportunity’, 
the issue may not be revisited in due time, which creates the risk of outdated 
legislation remaining in force.82 Second, from the point of view of regulation 
through regulatory agencies and other organisations, processes have 
also slowed down compared to the pace of technology. This is noticeable not 
only in the US, but also in the EU, where the increasingly complex regulatory 
processes are argued to slow down regulatory initiatives.83 There seems to 
be a paradox regarding the activities of both types of institutions, in the fact 
that to enact ‘good’ legislation and regulation, outside expertise is needed to 
grasp the complexity of technological issues. Thus, more stakeholders become 
involved in the process, which delays it even further.84 It seems that if one is 
to strive for informed legislation/regulation, and takes the time to investigate 
the complex issues brought about by sociotechnical change, they run the risk 
of enacting rules that are already outdated. This relates to the phenomenon 
of ‘ossification’ of rulemaking.85 Marchant also brings into the picture the EU 
Better Regulation initiative, which is meant to improve regulatory processes 
and identify gaps, inconsistencies and obsolete measures, as well as manners 
of reducing regulatory burdens, without compromising the level of protection.86 
Even though it is an initiative with potential to address delays in keeping up 

79 ibid.
80 ibid.
81 Mandel, ‘Emerging Technology Governance’ (n 76) 55.
82 Marchant (n 9) 24.
83 ibid.
84 The process of regulating is not as clear-cut, as it is a political process, lobbying may 

influence the legislative process. See for instance: Christophe Crombez, ‘Information, 
Lobbying and the Legislative Process in the European Union’ (2002) 3 European Union 
Politics 7.

85 Marchant (n 9) 24. citing Thomas O McGarity, ‘Some Thoughts on “Deossifying” the 
Rulemaking Process’ (1992) 41 Duke Law Journal 1385; Richard J Jr Pierce, ‘Seven Ways 
to Deossify Agency Rulemaking’ (1995) 47 Administrative Law Review 59, 60.

86 European Commission, ‘Communication From The Commission To The European 
Parliament, The Council, The European Economic And Social Committee And The 
Committee Of The Regions: Third Strategic Review of Better Regulation in the European 
Union’ (2009) COM(2009) 15 final.
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with technology, according to the author, the initiative ‘has not achieved major 
successes in addressing the pacing problem, other than reducing some regulatory 
redundancies and overlaps.’87 In the past years, the Better Regulation initiative 
has been used more, therefore it remains to be seen whether the latter statement 
is still valid, or whether this is indeed the future of EU law-making and a step 
closer to maintain the law relevant in the face of technological change.88 

The third perspective of the pacing problem within the legal system as a whole 
is the judicial one, where processes of litigations are also lengthy, which 
increases, according to Marchant, the likelihood that the judicial opinion might 
be outdated by the time of the final decision.89 This happens for instance at the 
EU level when CJEU judgments still refer to the old law even though a new 
one is already in force.90 Nonetheless, the judgments remain relevant to the 
extent that the new law overlaps with the old one, but also, in the EU, relevant 
to interpreting national law based on the old EU law during the transposition 
period. It seems that the argument of Marchant is strengthened by the fact 
that it is based on common law, where due to the doctrine of stare decisis, 
courts adhere to precedents that are decided decades, or even centuries earlier. 
There is indeed a possibility to depart from such decisions in light of new facts, 
laws, and social views.91 It would seem then that the absence of stare decisis 
is an advantage in dealing with technological change. However this is not so 
straight-forward, since judge-made law is not accepted in civil law systems, 
so the powers of the judiciary in updating law to technological change are 
limited. Thus, notwithstanding the binding precedent, judges in common law 
systems have more power of actually making law, which one may argue is a more 
powerful tool in trying to keep legislation up to date with technology.

The combination of the pacing problem’s two dimensions (substance of the law, 
the legal system and its institutions) leads to the conclusion that law may not be 
able to keep pace with technological development, giving rise to all kinds of legal 
problems.92 While it seems that the gap between law and technology might be 

87 Marchant (n 9) 28.
88 See also Thomas van Golen and Stijn van Voorst, ‘Towards a Regulatory Cycle? The Use of 

Evaluative Information in Impact Assessments and Ex–Post Evaluations in the European 
Union’ (2016) 7 European Journal of Risk Regulation 388. 

89 Marchant (n 9) 24.
90 See for instance in case of data protection, Case C-40/17 Fashion ID GmbH & Co. KG v 

Verbraucherzentrale NRWeV (Judgment, 29 July 2019, ECLI:EU:C:2019:629). 
91 Marchant (n 9) 24.
92 ibid.
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inevitable, the question remains whether its existence is daunting for the legal 
system as a whole.93 Interestingly, as Bennett Moses observes, while technological 
change is often portrayed positively as creating new opportunities for economics 
and standards of living, ‘[w]hen it poses challenges for law, ethics or society, it is 
those fields that are blamed for their inability to keep pace’.94 Indeed, literature in 
ethics and culture has criticized the metaphor of the tortoise and the hare as being 
too simplistic.95 In law, the metaphor adds to the urgency of new legislation, even 
though in some cases there may be an advantage in waiting. The author also adds 
that ‘[i]t pits the rush for technology-specific responses against the need to “future 
proof” legislation through technology-neutral drafting.’96 Before blaming the legal 
system for not being able to keep up with technology, one should first better grasp 
the specific nature of the problem technology raises in a given context, as well as 
the consequences which arise. Is the pacing problem a ‘problem’ that needs to be 
‘solved’, or is the difference in pace between law and technology a fact of life that 
the legal system needs to cope with? 

Compared to the general theory of the pacing problem that looks at the struggle 
of the legal system to keep up with technology at a more general level, Bennett 
Moses aims at a more granular inventorisation of the consequences of the 
difference in pace between law and technology, by mapping the potential legal 
consequences of technological change. There may be need for special laws 
to accommodate the specificities of new technologies; legal uncertainty can 
arise if it is unclear for regulatees where they stand; the relationship between 
the rule and its purpose may be affected, rendering the law over- or under-
inclusive in new contexts; or, some laws may even become obsolete, if the 
laws are justified on a premise that no longer exists.97 These will be further 
elaborated on in section 3.3., where they are placed in relation to regulatory 
disconnection. Before that, I will describe the theory of regulatory connection 
as an alternative to the pacing problem theory in Section 3.1 and 3.2., and 
subsequently move on to discussing the issues of identifying and addressing 
regulatory disconnections in sections 3.3. and 3.4 respectively. 

93 ibid 17.
94 Bennett Moses, ‘Agents of Change’ (n 2) 764. Original emphasis.
95 ibid 765. 
96 ibid. That is not to say that in some cases, technology specific laws are actually the most 

suitable, see in the following the categorization of legal problems provided by Bennett 
Moses (Section 3.3.). 

97 Lyria Bennett Moses, ‘Recurring Dilemmas: The Law’s Race to Keep Up With Technological 
Change’ [2007] SSRN Electronic Journal 16 <http://www.ssrn.com/abstract=979861> 
accessed 23 November 2020.
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3. Regulatory (dis)connection

An alternative conceptualisation of the pacing problem is what Brownsword 
(2008) calls ‘the challenge of regulatory connection’.98 Brownsword investigates 
the nature of the challenge, and while there are similarities with the approach of 
Bennett Moses, there is a main difference in how the author frames the problem. 
Bennett Moses focuses on categorizing legal problems that arise following 
technological change. Brownsword categorizes disconnections on the basis of 
the type of mismatch, and introduces a dichotomy between ex-ante and ex-
post challenges to regulatory interventions in his work together with Goodwin 
(2012),99 namely the challenge of getting connected to new technologies, 
the challenge of staying connected, as well as the challenge of dealing with 
disconnection. One may argue that the theory of regulatory connection is more 
closely related to the nature of the gap between law and technology that has to do 
with the processing of knowledge from the perspective of the substance of the law 
and its drafting. In the following I will thus focus on these challenges, together 
with the contribution of this theory as a framework to cope with sociotechnical 
change in law. I will do so by taking the following steps: first, I will provide 
insight into the challenge of getting connected (in 3.1), then I will explain what is 
regulatory disconnection and what are its different types (in 3.2.). Subsequently, 
I will analyse the guidance from literature on the identification of disconnection 
(3.3.) and possible regulatory responses for reconnection (3.4.1) while focusing 
on the substance of the law. A final step is to provide an overview of the broader 
context of identifying and addressing regulatory disconnection, by focusing on 
the relevant actors that may undertake these efforts (3.4.2.). Finally, I will reflect 
on the contribution of the theory of regulatory connection in understanding and 
addressing the gap between law and technology, as well as identify weak points 
where research is still needed (Section 4). 

3.1 The ex ante challenge of getting connected: Dealing 
with emerging technologies
The regulatory connection in the context of technology refers to ‘the connection 
between the regulatory environment, the technology in question, and its 
applications’.100 Therefore, according to this theory, when a new technology 
and/or its applications emerge that have not been anticipated in the regulatory 
drafting, regulators face the challenge of ‘getting connected’ to that technology. 

98 Brownsword (n 12).
99 Brownsword and Goodwin (n 12).
100 ibid 371.
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While regulation and regulatory environment in this context include more types 
than the classic command and control of the law, according to Brownsword 
and Goodwin, regulatory environments that use law as their main modality are 
particularly challenged when getting and staying connected.101 These are the 
type of regulatory environments that I focus on in this dissertation. Therefore, 
the theory of regulatory (dis)connection will be limited in the following through 
the lens of (regulatory) law and technology. 

In the challenge of getting connected, the considerations that play a central role 
when deciding the appropriate regulatory response to emerging technologies 
can be aligned along the questions of ‘where’ (the legal space), ‘when’ (timing 
of the regulatory intervention), and ‘why’ (concerns of the legislator). 

Under considerations relating to ‘where’, there is a contrast between a 
‘regulatory void’ and a (legal) ‘space in need of regulatory attention’.102 It is 
oftentimes the latter that arises in regard to emerging technologies. Even though 
new technologies almost never emerge into a complete regulatory void,103 
developments may still cause uncertainty on the part of regulatees.104 Usually, 
some other rules may apply such as product safety, or requirement of informed 
consent, but it may not be clear how they connect to the new technology.105 
Furthermore, the existing rules may not sufficiently address the concerns that 
arise in regard to a new technology. In addition, new technologies may also 
expose weaknesses in existing rules, which may require gap filling or fine-
tuning.106 As an illustration, one may think for instance of the debates around 
the Internet of Things devices and their impact on the distinction between 
‘hardware’ and ‘software’, and ‘good’ and ‘service’ for the purpose of product 
safety and liability.107 Whether software should be considered a ‘good’ for the 
purpose of product liability is not a new issue. However, the increased level of 
complexity in the interaction of hardware and software in the context of IoT, 
where the proper functioning of the hardware is dependent on the software, 
makes the necessity to clearly distinguish between hardware and software and 

101 ibid 377.
102 ibid 374.
103 ibid 64; 312.
104 Bennett Moses, ‘Recurring Dilemmas’ (n 97) 20.
105 Brownsword and Goodwin (n 12) 312.
106 ibid 372.
107 ‘Consumer Product Safety in the Internet of Things’, vol 267 (2018) OECD Digital Economy 

Papers 267 22–23.
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between goods and services more acute from the point of view of applying the 
product safety and liability regimes.108 

A second issue is the timing of regulatory intervention (when?), if this is deemed 
necessary. To begin with, it is important to acknowledge that sometimes, 
‘regulation’ precedes ‘technology’ - thus already influencing technologies prior 
to their invention, innovation, or diffusion.109 Brownsword and Goodwin rely 
on Moor’s stages of technology development in relation to its implementation 
and impact on society in the absence of regulatory intervention: introduction 
(integration of technology is minor, and so is its impact), permeation (moderate 
integration into society, impact becomes noticeable with the adoption of 
standardized devices), and the ‘power’ stage (technology is firmly established 
in society, its integration major, and – if truly revolutionary- impact is 
significant).110 The Collingridge dilemma is the classic illustration of the struggles 
involved in the timing of a dedicated regulatory intervention.111 It essentially 
refers to the fact that when a technology is emerging, and therefore immature, 
there is not enough information to be able to identify the right regulatory 
response. By the time enough information is available and the right regulatory 
response is identified, it may often be the case that technology has already 
developed past the point of return.112 Therefore, it seems that the best stage for 
a dedicated regulatory intervention may be the permeation stage.113 However, 
this is not as clear-cut, since there is no clear separation between the stages.114 
Furthermore, the faster the pace of technological development, the shorter 
innovative cycles become, which accentuates the challenge of the Collingridge 
dilemma.115 According to Bennett Moses, the dilemma does not play a role when 
existing laws already address the risks associated with new technology, but only 

108 ibid. see also A Bertolini, ‘Artificial Intelligence and Civil Liability’ (2020) Study Requested 
by the JURI Comittee PE 621.926.

109 Lyria Bennett Moses, ‘Regulating in the Face of Sociotechnical Change’ in Roger 
Brownsword, Eloise Scotford and Karen Yeung (eds), The Oxford Handbook of Law, 
Regulation and Technology, vol 1 (Oxford University Press 2016) 585.

110 Brownsword and Goodwin (n 12) 379. For the stages of technology development, see JH 
Moor, ‘Why we need better ethics for emergent technologies’ in Jeroen van den Hoven and 
John Weckert (eds), Information Technology and Moral Philosophy (Cambridge University 
Press 2008).

111 Collingridge (n 7).
112 Brownsword and Goodwin (n 12) 380.
113 ibid 380.
114 JH Moor, ‘Why we need better ethics for emergent technologies’ in Hoven and Weckert (n 

110) 27–28.
115 See Koops, ‘Chapter 15. Ten Dimensions of Technology Regulation. Finding Your Bearings 

in the Research Space of an Emerging Discipline’ (n 55) 315.
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when the assumptions underlying existing rules and regimes no longer hold 
true, or when new rules and regimes might be necessary. She concludes that it is 
‘really only applicable to a decision to introduce new regulation whose rationale 
and target are both closely tied to a new technology.’116

The third main question is what exactly concerns the regulators about that 
technology and/or its applications (why?).117 Indeed, Koops also recognizes 
that different regulatory issues may arise at different stages of technology 
development.118 It may be for instance that regulatory issues focus on the 
long-term and large impact effects of the technology in abstracto in the first 
stages of its development, while the later stages would focus on more concrete 
issues and short-term effects. Conversely, these can be reversed, if for instance 
concrete issues arise regarding the manner of developing a technology (e.g. 
safety of conducting research), or if a technology that did not initially pose many 
issues from the point of view of long-term impacts begins to do so in its later 
stages of development (e.g. in the case of social networks).119 Notwithstanding, 
the elements such as distribution of responsibility and the social shaping of 
technology are present throughout all stages.120 More specifically, the distribution 
of responsibility has to do with the understanding of the interaction between the 
actors involved and their role and influence in the materialization of avoidance 
of risks, for the purpose of e.g. establishing liability frameworks in the new 
sociotechnical landscape. The element of social shaping of technology is related 
to the different routes available for technological development that may lead 
to different technological outcomes with different societal consequences. The 
choice (even unconscious) between these different routes may be influenced 
by society.121 Thus it is natural that this element as a concern of the regulator 
is found throughout all stages of technological development, especially if we 
associate innovation, as Williams and Edge do, with a ‘garden of forking paths’.122

116 Bennett Moses, ‘Regulating in the Face of Sociotechnical Change’ (n 109) 589.
117 Brownsword and Goodwin (n 12) 380.
118 Koops, ‘Chapter 15. Ten Dimensions of Technology Regulation. Finding Your Bearings in 

the Research Space of an Emerging Discipline’ (n 65).
119 ibid 315–316.
120 Koops uses different stages of technology development: from fundamental science to 

applied science, from R&D, via product development to product marketing and product 
use. ibid 315.

121 See Robin Williams and David Edge, ‘The Social Shaping of Technology’ (1996) 25 Research 
Policy 865.

122 ibid 857. 
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Further concerns of regulators are related to health, safety and environment 
(HSE), as well as ethical considerations, as elaborated on by Brownsword and 
Goodwin. In regard to HSE concerns, ‘[e]merging technology governance must 
traverse a fine line.’123 This line is between insufficient protection, which may 
exacerbate the unknown risks, and excessive regulation, which may hinder 
innovation.124 This is a specific challenge, but it does not mean that regulation 
cannot reach a suitable balance between protection and creativity.125 This 
also involves that there should be a continuous action of gathering data and 
understanding risks, as well as involving multiple stakeholders.126 Regulation 
may also have a role of steering the development of technology in a specific 
direction, or away from a certain direction.127 Thus, even before there is the right 
time for regulatory intervention, ‘regulators need to be actively taking steps to 
ensure that its risk profile is understood as well as orchestrating debate as to 
any ethical and social issue.’128 

With regard to social and ethical acceptability of a technology, concerns may 
arise already in the introduction stage. It is often the case that in public debates, 
HSE risks may take priority, and only after they are fully addressed, broader 
concerns arise.129 However, in other cases, they may arise at the same time. One 
may think for instance of the debates around lethal autonomous weapons and 
the call for a ban,130 or the moratorium on genetic use restriction technologies 
(GURTs).131 Ethical concerns are at the moment of writing heavily debated with 

123 Mandel, ‘Regulating Emerging Technologies’ (n 19) 82.
124 ibid.
125 Protection and creativity from introduction, a dimensions approach to tech regulation. 

Mandel, ‘Emerging Technology Governance’ (n 76) 44.
126 See more: Mandel, ‘Regulating Emerging Technologies’ (n 19).
127 Butenko and Larouche (n 13) 62.
128 Brownsword and Goodwin (n 12) 372. In light of actively taking steps, governments should 

relate to precaution and the debate on the role of precaution in regulatory discussions on 
technology. See for instance: Andy Stirling, ‘Precaution in the Governance of Technology’ in 
Roger Brownsword, Eloise Scotford and Karen Yeung (eds), The Oxford Handbook of Law, 
Regulation and Technology (2017) <https://www.oxfordhandbooks.com/view/10.1093/
oxfordhb/9780199680832.001.0001/oxfordhb-9780199680832-e-50> accessed 11 June 2021. 

129 Brownsword and Goodwin (n 12) 388.
130 See for instance ‘Stopping Killer Robots: Country Positions on Banning Fully Autonomous 

Weapons and Retaining Human Control’ (Human Rights Watch 2020) <https://www.
hrw.org/report/2020/08/10/stopping-killer-robots/country-positions-banning-fully-
autonomous-weapons-and> accessed 21 July 2022.

131 Which includes both HSE risks, as well as ethical considerations. See M Paun, ‘Genetic Use 
Restriction Technologies (GURTs): Condemnation to Hunger for Developing Countries or 
Panacea for IP Rights Enforcement?’ (Master Thesis, Tilburg University 2016) <http://
arno.uvt.nl/show.cgi?fid=142819>.



2

53|The gap between law and technology

regard to artificial intelligence and its use for different purposes. Following a 
public consultation of 500 stakeholders, the European Commission published 
‘Ethics Guidelines for Trustworthy AI’, developed by the independent High-
Level Expert Group on Artificial Intelligence.132 The aim of this document is 
to ‘set out a framework for achieving Trustworthy AI’,133 and it identifies as 
examples of critical concerns: identifying and tracking individuals with AI, 
covert AI systems, citizen scoring in violation of fundamental rights, lethal 
autonomous weapons, as well as potential longer-term concerns such as AI 
consciousness, which will be kept into consideration. This document can be 
considered as part of the effort of ‘getting connected’, as it constitutes, together 
with other documents around AI, a preparatory document for the draft EU 
Artificial Intelligence Act.134 

While regulators deal with all these considerations to decide the right course of 
action, technology will not stand still (i.e. the change is not stable). Therefore, 
technology is able to surpass law at any point of the regulatory cycle, which 
makes the effort of getting connected even more challenging.135 Even if 
regulation gets connected, there is no guarantee it will stay connected. Ideally, 
regulation would be able to evolve with technology and maintain connection.136 
When this is not the case, we speak of ex-post regulatory disconnection. 

3.2  Ex-post regulatory disconnection
Especially when the regulatory scheme is in place it is not immune to 
technological change, and a mismatch may occur between the regulatory 
environment, the technology, and/or its applications.137 From the line of 
argumentation developed by Brownsword and Goodwin, it follows that when 
we speak of regulatory disconnection, there is an assumption that at a certain 
point there was a connection, or at least an attempt to establish a connection 
(e.g. technology surpassed law before the final draft was approved, or even 
between enacting and entering into force, if we think of EU law that has a longer 

132 Independent High-Level Expert Group on Artificial Intelligence by the European 
Commission, ‘Ethics Guidelines for Trustworthy AI’ (2019) <https://digital-strategy.
ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai>.

133 ibid 2.
134 Proposal For a Regulation Of The European Parliament and of the Council Laying Down 

Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending 
Certain Union Legislative Acts 2021 [COM (2021) 206 Final].

135 Brownsword and Goodwin (n 12) 374.
136 ibid 398.
137 ibid 399.



54 | Chapter 2

implementation period).138 Therefore, the term ‘regulatory disconnection’ refers 
to ex post disconnection.139 

Brownsword (2008) distinguishes between: ‘descriptive’ v. ‘normative’ 
disconnection.140 However, in his work with Goodwin (2012),141 they develop 
the typology further, by adding a third type of mismatch, based on the work of 
Reed.142 While in all cases there is a disconnection, its reasons are different, i.e. 
it originates from a different type of mismatch. I will further refer to the types of 
disconnections as classified by the three mismatches, Type 1, Type 2, and Type 3. 

Descriptive disconnection (Type 1) arises when ‘the covering descriptions 
employed by the regulation no longer correspond to the technology or to 
the various technology-related practices that are intended targets for the 
regulation’.143 Thus, there is a lack of correspondence between the state of 
technology and practices when regulation was developed, and the current state 
of technology and practices.144 For instance, the UK 1990 Human Fertilisation 
and Embryology Act faced this type of disconnection when the assumptions 
on which it was predicated were challenged by the development of cell nuclear 
replacement without the use of an embryo.145 Thus, a question arose as to 
whether stimulating eggs to develop into embryonic clusters would fall under 
the scope of the Act, which assumed that cell nuclear replacement would occur 
in an embryo, and not an egg.146 Further, the prohibition of human cloning was 
also based on this assumption. A more straight-forward example of descriptive 
disconnection can be seen in the area of self-driving cars. 147 Traffic laws are 
built on the assumption that a vehicle will inevitably have a driver. With the 
development of self-driving vehicles, different questions regarding e.g. liability 
and insurance are being raised.148 In the Netherlands, a temporary law has been 
enacted to regulate the testing of self-driving vehicles, so that regulators can 

138 ‘Definition of DISCONNECT’ <https://www.merriam-webster.com/dictionary/disconnect> 
accessed 8 June 2021.

139 Brownsword and Goodwin (n 12) 67.
140 Brownsword (n 12) 166–167.
141 Brownsword and Goodwin (n 12).
142 Chris Reed, ‘The Law of Unintended Consequences - Embedded Business Models in IT 

Regulation’ [2007] Journal of Information Law and Technology 34.
143 Brownsword (n 12) 166.
144 ibid.
145 This is the example provided by ibid 169–170. 
146 ibid 169–170.
147 Bertolini (n 108) 57. 
148 ibid 107–110.
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investigate the need for new, future-proof regulation.149 Type 1 disconnection 
assumes that the existing regulation targets a specific (type of) technology and 
technology-use practices. The framing of technology as a regulatory target 
has already been identified as problematic, not only from the point of view of 
maintaining the relevance of law, but also from the potential to ‘yield useful 
conversations among those considering different legal and regulatory problems 
at the technological frontier’.150 Indeed, if the law is drafted too technology-
specific, it is less likely to cover future technological developments.151 Related 
to the point of facilitating conversations, a framing that recognises the 
complexities of the interaction between law, regulation, technology, and society 
may potentially create opportunities for better regulatory connection. 

Normative disconnection (Type 2) refers to the instance when the 
technology and its applications raise doubts as to the values underlying the 
regulatory scheme.152 Compared to the descriptive disconnection where the 
mismatch is of a descriptive fit, in normative disconnection, the mismatch is of 
a moral fit.153 This can happen either because of changing uses of technology 
or because new technologies raise questions of principle or policy that are not 
properly addressed by the current regulatory framework.154 For instance, the 
main use of pre-implantation genetic diagnosis (PGD) in assisted reproduction 
is to ensure that the implanted embryo does not carry genetic markers for 
certain conditions, but an alternative purpose could be to identify an embryo 
that can become a ‘saviour sibling’, which poses different moral questions.155 
The latter use had not been anticipated when drafting the UK Human 
Fertilisation and Embryology Act 1990 and reconnection had to be made by 
legislation.156 Questionable technologies or changes in uses of technologies 
are not as uncommon as one may think. Some recent examples include the 
development of gene therapy through CRISPR/Cas9 and its potential use for 

149 Regeling van de Minister van Infrastructuur en Waterstaat, van 20 juni 2019, nr. IENW/
BSK-2019/134685, houdende vaststelling van regels voor experimenten met zelfrijdende 
voertuigen zonder bestuurder in het voertuig waarvoor een vergunning vereist is.

150 Moses (n 59) 2.
151 B J Koops, ‘Should ICT Regulation Be Technology-Neutral?’ in BJ Koops, M Lips, C Prins, 

M Schellekens (eds) Starting Points for ICT Regulation. Deconstructing Prevalent Policy 
One-Liners (IT & Law Series vol 9, TMC Asser Press 2006).

152 Brownsword (n 12) 166.
153 ibid.
154 ibid.
155 Example provided in: Brownsword and Goodwin (n 12) 400. 
156 ibid 401–402.
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both treatment and enhancement, or designer babies;157 or the challenges posed 
by the use of social networks to disseminate fake news, or to influence voters.158 
Value-related questions can thus arise, a.o. in instances of function creep, when 
a particular technology moves beyond its original purpose.159 This may also 
happen when technologies migrate from one sector to another, because the 
respective regulatory frameworks usually have different (although most of the 
times overlapping) value compacts – e.g. from public use to private (or vice 
versa), or from military to normal law enforcement or administration.160 

It is important to mention that sometimes, a descriptive disconnection may 
be indicative of a normative one,161 when a new technology challenges both 
the descriptive assumptions, but also the values reflected in those descriptive 
assumptions. This is also why ‘pure’ normative disconnections are not so easy 
to identify. 

157 See on CRISPR and the EU GMO directive: Piet van der Meer and others, ‘The Status under 
EU Law of Organisms Developed through Novel Genomic Techniques’ [2021] European 
Journal of Risk Regulation 1.; on socio-ethical concerns around CRISPR-Cas9 see European 
Parliament, ‘What If Gene Editing Became Routine Practice?’ Scientific foresight: what 
if? <https://www.europarl.europa.eu/RegData/etudes/ATAG/2018/624260/EPRS_
ATA(2018)624260_EN.pdf>. 

158 See for instance European Commission, ‘Joint Communication To The European Parliament, 
The European Council, The Council, The European Economic And Social Committee And 
The Committee Of The Regions: Action Plan against Disinformation’ (2018) JOIN(2018) 
36 final <https://eeas.europa.eu/sites/default/files/action_plan_against_disinformation.
pdf>. 

159 I adopt the following definition, as developed by Koops: ‘Function creep comes down to 
an expansion or shift in the proper activity of a data-processing system in relation to its 
purpose or use, which is considered contestable because people insufficiently recognize that 
it involves a qualitative change that raises public-policy concerns.’ Bert-Jaap Koops, ‘The 
Concept of Function Creep’ (2021) 13 Law, Innovation and Technology 29, 53. 

160 For instance, the use of algorithms and profiling in predictive policing, private use of 
drones. Normative questions may also arise in relation to regulation through technology, 
or when technology is used to implement regulatory obligations. For instance, if platforms 
automatise their duties on notice and takedown there are questions about whether this 
is acceptable from the perspective of freedom of expression. In this case, a normative 
disconnection may arise when technology is put to use, but was not envisaged as an 
automatization of regulatory obligations when the regulatory scheme was developed. 
See for instance, S Kulk, ‘Platformaansprakelijkheid – van “Notice and Takedown” Naar 
Algoritmisch Toezicht’ (2020) 26 Nederlands tijdschrift voor Europees Recht 132. On 
techno-regulation, see Roger Brownsword, Law, Technology and Society: Re-Imagining 
the Regulatory Environment (Routledge, Taylor & Francis Group 2019).

161 Brownsword (n 12) 167.
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Brownsword calls it ironic that the more regulators try to establish clear, 
detailed and precise standards, the more likely it is for the law to become 
disconnected.162 However, even if technology-neutral language is used, 
regulation is still not completely immune to technological change, as shown by 
Type 3 disconnection. Type 3 refers to the mismatch between the ‘business 
models’,163 or as I will call them, technology-use models,164 on which regulation 
was predicated, and the way technology is actually used in society. While in 
Type 1 it is assumed that there is a relatively technology-specific description 
in the regulation, in Type 3 the assumption is of technology-neutral drafting. 
However, every technology regulation must build on assumptions about the 
socio-technical reality to identify the behaviours that regulation is meant 
to influence.165 Moreover, in rapidly changing areas such as information 
technology, not accurately predicting the direction technology and practices 
will evolve in will lead to disconnection, even in case of technology neutral 
drafting.166 As mentioned in the discussion on ‘getting connected’, if technology 
development is a ‘garden of forking paths’, it is not easy to predict each turn 
during the effort to connect. Waiting until the technology is fully developed, 
as shown by the Collingridge dilemma, might prove to be too late. Therefore, 
in Type 3, assumptions about the state of technology do not take the form of 
description, as they do in Type 1, but become embedded within the regulation in 
the form of for instance, implicit assumptions about how technology functions, 
the use or deployment of technology, or certain relationships between actors 
and their respective influence and role in materialising risks, or avoiding them 
(e.g. for the purpose of establishing liability or oversight). These assumptions 
become like a skeleton on which the ‘muscles’ of regulation (regulation norms) 

162 ibid 288.
163 Reed (n 142). The author uses the term ‘business’ as meaning ‘activity’ – not limiting it to 

the commercial sector. 
164 Reed uses the term ‘business model’, however, in his article, he equates a technology-

use model with a business model: “Thus IT regulation will always be based on some 
model of technology use, a business model.” I believe that for the purposes of regulatory 
disconnection, the term ‘technology-use model’ is more suitable, since it avoids discussions 
regarding the term ‘business’. ibid.

165 According to Reed, regulators ‘need to develop an understanding of how IT is actually 
being used, or how it is expected to be used, in order to identify the behaviours which the 
regulation should attempt to influence’. ibid.

166 ibid.
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rely on to function as a whole.167 An example is the obligation to register 
data processing from the earlier Data Protection Directive, which embedded 
a technology-use model based on the stage of technological development at 
the time of drafting. By imposing this obligation, the Data Protection Directive 
embedded the assumption that the number of personal data processing 
operations will not become so high as to make registration unmanageable.168 
Subsequently, this obligation was removed during the data protection reform, 
as it was considered an excessive administrative burden.169 Under the GDPR, 
Gürses and Van Hoboken note, for instance, that in the context of agile software 
that data protection principles assume a certain design development that is not 
compatible with the manner in which agile software is created.170 This is a hint 
of a possible type 3 disconnection. 

When any of these three types of disconnection takes place, the regulatory 
environment goes back to the stage of ‘getting connected’, with the exception 
that now there is a regulatory starting point that was connected (or presumed to 
be connected) to a previous version of technology. This gives rise to the challenge 
of ‘re-connect’. Furthermore, if an attempt to re-connect fails, the regulatory 
environment returns to the state of disconnection (see Fig. 1). The challenge 
of staying connected is then maintaining law relevant in such a way that new 
technology does not lead to disconnection. Fig. 1 may also be interpreted as a 
feedback loop, in the sense that innovation occurring within the ‘filter’ created 

167 Reed points to the e-Signatures Directive’s provisions of liability of the entity which certifies the 
signatory’s identity and other attributes. The assumptions that the entity exercises control over 
the elements which would trigger liability are based on business models that no longer hold, 
since these have proven not to be commercially viable For a more in-depth description of the 
issues of liability in the e-Signatures Directive as an example of Type 3 disconnection, see ibid.

168 SEC (2012) 72 “Impact Assessment Accompanying the document Regulation of the 
European Parliament and of the Council on the protection of individuals with regard to 
the processing of personal data and on the free movement of such data (General Data 
Protection Regulation) and Directive of the European Parliament and of the Council on 
the prosecution of criminal offences or the execution of criminal penalties, and the free 
movement of such data”, 99. 

169 Still, under art. 36 GDPR, a system of authorisation from the supervisory authority may 
be established by the Member States in relation to processing for the performance of a 
task carried out in the public interest, including processing in relation to social protection 
and public health. A system of authorization is different since it requires permission, but 
includes registration. On the difference between notification/registration versus permission 
or licensing, see Bennett, Regulating Privacy: Data Protection and Public Policy in Europe 
and the United States (Cornell University Press, 1992) 160.

170 Seda Gürses and Joris van Hoboken, ‘Privacy after the Agile Turn’ in Evan Selinger, Jules 
Polonetsky and Omer Tene (eds), The Cambridge Handbook of Consumer Privacy (1st edn, 
Cambridge University Press 2018) 597.
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by the regulatory environment might bring about new regulatory issues. These 
issues are then fed back into the regulatory ‘filter’ which will alter with every 
new feedback loop, be it to prevent the harms, or foster the benefits out of 
technological change.171 

Fig 1. The challenge of regulatory connection

3.3 Identifying regulatory disconnection
To adequately respond to regulatory disconnection by adopting the right 
regulatory intervention to re-connect, first such disconnection must be 
identified. The procedure for doing so is however not straight-forward, and very 
limited concrete guidance is found in literature. One of the existing procedures 
with the potential to identify (the risk of) regulatory disconnection is the ex-
post regulatory assessment. For instance, such a mechanism is included in 
the Better Regulation initiative, which has also been identified as a promising 
approach for addressing the pacing problem.172 While this mechanism provides 
for an opportunity to identify disconnection, it does not prescribe a specific 
method to do so. Notwithstanding, most of the times, the consequence of such 
disconnection is first noticed. In the following paragraphs, I will discuss the 

171 On the feedback loop between regulation and innovation, see Butenko and Larouche (n 13) 
65. The different ways in which the regulatory environment may alter for reconnection are 
discussed in section 3.4. 

172 See section 2. See also Thomas van Golen, ‘Assessing the European Commission’s Legislative 
Cycle: The Problems of Linking Ex Ante Impact Assessments and Ex-Post Legislative 
Evaluations’ (Tilburg University 2020); Golen and Voorst (n 88).
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consequences of sociotechnical change following the mapping of the problems 
identified by Bennett Moses, and will draw parallels with types of regulatory 
disconnection. In doing so, I will show that these consequences are interrelated, 
and discuss them in sequential order. Subsequently, I will use the regulation of 
drones in the Netherlands as an illustrative case. 

3.3.1 Legal uncertainty
Even though indeed a new technology almost never develops in a regulatory 
void,173 legal uncertainty may arise regarding the application of existing law. 
Even though uncertainty is not new to law, in this instance, it is created by 
technological change, which enables new possibilities for conduct. Unanswered 
hypotheticals in literature related to a specific (new) technology and the 
application of existing law often signal legal uncertainty.174 The question of 
whether a new conduct is permitted, or under which circumstances this can take 
place is related to the match with the existing legal categories and concepts.175 
Oftentimes it seems that these types of questions ask for interpretative 
clarification on the part of regulators, or an authoritative interpretation in a 
judicial case. For instance, because two sets of rules apply, and they prescribe 
conflicting obligations.176 However, it may also be an indication of regulatory 
disconnection which needs to be addressed through regulatory intervention, i.e. 
by adapting the text of the law. While legal uncertainty will arise in all types of 
regulatory disconnection, one may deduce from the question of the unanswered 
hypotheticals and allegations of uncertainty in literature which type is most 
likely to be. First, if the questions relate to whether a new technology fits within 
a specific category or definition for the purpose of entering the material scope 
of a specific law, there may be an issue of descriptive disconnection (type 1). 
These questions are also related to the potential over- and under-inclusiveness, 
which will be discussed in the next paragraph. Second, questions whether a 
technology or a certain use thereof should be allowed under current regulation, 
or regulated separately due the specific nature of risks it poses might indicate 
a normative disconnection (type 2). Third, it may be that the new technology 
fits within the scope of an existing regulation/law, but that questions arise 
regarding the application of incumbent rights and obligations. For instance 
because the assumptions around steps taken in the employment of technology, 

173 Brownsword and Goodwin (n 12) 312.
174 See Bennett Moses, ‘Recurring Dilemmas’ (n 97) 21–26. 
175 ibid 26. 
176 ibid 31. 
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are not compatible with how the new technology is built.177 This may indicate a 
type 3 regulatory disconnection. 

Thus, uncertainty may regard certain concepts and their meaning/definition, a 
rule, or a set of rules. 178 However, while uncertainty is a necessary consequence 
for identifying regulatory disconnection, it is not sufficient to reach a  
definite ‘diagnosis’. 

3.3.2 Over-and under-inclusiveness
New technology, or the new conduct thereby enabled may fall within the scope 
of the rule or regulation even though it may be irrelevant to the goals pursued by 
that rule or regulation, in which case technological change may render said rule 
or regulation over-inclusive.179 It thus covers issues that it should not cover, 
because they are not compatible with the achievement of the rule’s rationale. The 
reverse may also take place: in this case the new technology and/or conduct have 
a clear connection to a rule or regulation, but they fall outside of its scope – the 
rule becomes under-inclusive.180 In both cases, the relationship between the rule 
and its function/purpose is affected, which leads to a problem of targeting in new 
contexts.181 This issue comes from the fact that the relationship between the rule 
and its objective is probabilistic. According to Black, inclusiveness can be taken as a 
sign of success or failure of a rule.182 Since causality is only probabilistic, many rules 
will tend to inherently be over- or under-inclusive in relation to their goals,183 and 
even if the causal match is on point at the moment of drafting, future unanticipated 
events such as technological change may upset the balance achieved when drafting 
the rule and thus lead to a mismatch.184 Therefore, the assessment of over- and 
under-inclusiveness must be made in relation to each purpose, because it may be 
that the rule is well-targeted for one purpose, and insufficiently targeted for another 
purpose, or over-inclusive for one, and under-inclusive for the other. These issues 
of targeting will lead to legal uncertainty and are mostly related to descriptive 
disconnection. Issues of over- and under- inclusiveness may be solved through 
interpretation, in which case regulatory resources may not need to be spent. 

177 See for instance Gürses and van Hoboken (n 170).
178 Legal uncertainty is a persistent problem in law, and inherent to a certain extent. See 

Bennett Moses, ‘Recurring Dilemmas’ (n 97) 21–26.
179 ibid 39.
180 ibid.
181 ibid.
182 Julia Black, Rules and Regulators (Oxford University Press 1997) 8.
183 F Schauer, Playing by the Rules: A Philosophical Examination of Rule-Based Decision-

Making in Law and in Life (Clarendon Press 1991) 32. Black (n 182) 8.
184 Schauer (n 183) 36.
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Conversely, Brownsword warns against judges trying to re-connect at all costs 
through interpretation, since regulatory congruence may be affected. According to 
him, interpreters should consider more broadly whether the disconnection is in fact 
‘an opportunity for regulators to clarify their intentions or re-open a debate that 
will draw out the legitimate bounds of the regulation.’185 The latter is especially the 
case when a descriptive disconnection (type 1) might be indicative of a normative 
one (type 2). A type 3 disconnection may be taking place if a law is over-inclusive, 
and the new technology fits within the material scope, but the technology-use model 
in the regulation does not match the way the new technology is deployed, in which 
case uncertainty arises as to how to comply with obligations.

Also related to issues of targeting is the following situation. Complications may 
arise if the new technology/conduct falls within the scope of the regulation, and 
the obligations might be possible to apply. However, the regulation may not 
cover the full extent of issues arising from the new technology. This may be for 
instance, because the new technology brings together more areas of law than its 
precursor, or because the rules under which it currently falls are not reaching 
the same level of protection as for its precursor. In this case, there may be more 
types of disconnection present, and calls for special laws or special rules within 
an existing regulation might arise. 

3.3.3 Need for special laws 
The last two legal problems following sociotechnical change categorised by 
Bennett Moses (need for special laws, and the obsolescence of some laws) are 
closely related to the first two in the sense that they may be considered, at least 
in part, their consequence. While these are labelled as problems, it should be 
noted that these are not per se bad, and might actually indicate the appropriate 
response to a disconnection. 

According to Bennett Moses, special laws to address new technologies and conducts 
may be enacted with regard to both benefits and harms caused by technological 
change. 186 By special laws, I mean that these are targeting a specific new technology 
– be it the conditions under which it is researched (in the introduction stage), or 
its uses (in the permeation stage, but also in the power stage if new uses arise). 
Special laws may also be technology neutral in drafting, however they will almost 
always embed assumptions about the state of technology.187 

185 Brownsword (n 12) 184.
186 Bennett Moses, ‘Recurring Dilemmas’ (n 97) 20. 
187 See more on sui generis rules in section 3.4.1. 
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Special laws may be suitable when there is a conflict between the new 
sociotechnical landscape and existing social, environmental and cultural 
values.188 Therefore, one can argue that the need for special laws may arise as 
a result of normative disconnection. Additionally, special laws may also be a 
response to targeting (inclusiveness) issues, as mentioned in the previous sub-
section. The question remains whether special rules, or as Bennett Moses calls 
them, sui generis rules are an effective approach to dealing with the pacing 
problem or regulatory disconnection, and if so, when are they suitable?189 

3.3.4 Obsolescence of certain laws or rules
Technological change may render explicit and implicit assumptions in the law 
as to what is (technically) possible invalid in the new technological context. 
Thus, rules may become obsolete or less useful.190 Different aspects of a rule or 
law may be altered depending on which assumptions are invalidated. According 
to Bennett Moses, it may be that the conduct which constituted the target of 
the rule may have been replaced by a different form of conduct enabled by 
sociotechnical change.191 Furthermore, technological change may modify the 
costs of violating and enforcing legal rules, which will cause circumvention of 
the law. Therefore, the rule will not have the intended effect on the targeted 
conduct anymore.192 It may also be that the underlying facts that justified the 
legal rules have been altered by technological change.193 

Because the link between rules and their goals is based on probabilistic 
assumptions about the world, this link is weakened or even broken when either 
the target of the rule or its justification are not valid representations of how the 
world actually functions.194 

While both descriptive and normative disconnections may manifest as the 
obsolescence of certain laws and rules,195 this consequence is perhaps most 
important to discuss in relation to Type 3 disconnection. Type 3 disconnection 
can take place in laws and rules that have a technology-neutral drafting, 

188 Bennett Moses, ‘Recurring Dilemmas’ (n 97) 16. 
189 L Bennett Moses, ‘Sui generis Rules’ in Marchant, Allenby and Herkert (n 2) 77. This issue 

is further discussed in the section 3.4.1.
190 Bennett Moses, ‘Recurring Dilemmas’ (n 97) 47. 
191 ibid 48. 
192 ibid. 
193 ibid. 
194 ibid 37. 
195 For instance, laws on the use of telegraph became obsolete. 
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however, are based on assumptions about technology (technology-use model) 
which are embedded in the rules. Therefore, when sociotechnical change 
invalidates these assumptions, rules may become obsolete because they will no 
longer match reality. When new business models develop, legal uncertainty 
on how the regulation applies will make compliance more difficult, for instance 
because the rules are based on certain technological steps that have been altered 
by the new technological possibilities.196 On the other hand, some consequences 
can be unforeseen, to the extent that the regulation might produce effects which 
are very far from the original regulatory intention.197 The extent to which the 
technology-use model is embedded in the law and rules will dictate the extent to 
which these become obsolete, as well as what type of regulatory action is needed 
to address the disconnection. 

3.3.5 Regulation of drones by way of illustration
I will now illustrate how the four legal problems caused by sociotechnical change 
may play a role in identifying and addressing regulatory disconnection, with 
reference to the debates around the regulation of drones in the Netherlands. 
In 2018, flying drones for private purposes fell under the Model Aircraft Order 
(Regeling modelvliegen), which provided where and when model aircraft may 
be flown. Drones are an example of technology that poses questions in different 
legal areas, therefore even though they fell under the Model Aircraft Order, 
the incumbent obligations seemed, although technically possible to implement, 
unsuitable and incomplete for what this technology involves.198

Legal uncertainty arose for instance in the area of civil law regarding the 
application of article 6:173 of the Dutch Civil Code on damage caused by 
moveable property, which excluded damage caused by aircrafts.199 Since under 
the Dutch Aviation law aircrafts also include drones, it was not clear whether 
people could claim damages caused by a drone operated for private purposes. 
This issue could be addressed through interpretation, if a judge decided that 
article 6:173 did not predict the flying of drones for private purposes, and 

196 See for instance, Gürses and van Hoboken (n 170). The authors argue that the existing data 
protection obligations such as data protection by design are not compatible with the manner 
in which agile software is actually developed.

197 Reed (n 142). 
198 Corien Prins, ‘Drones en een Strategische  wetgevingsagenda’ (Nederlands Juristenblad, 28 

August 2018) <https://www.njb.nl/blogs/drones-en-een-strategische-wetgevingsagenda/>.
199 ibid. See also Noortje Lavrijssen, ‘Civielrechtelijke aansprakelijkheid voor schade 

veroorzaakt door recreatieve drones in Nederland’ [2018] 1 Computerrecht < http://
deeplinking.kluwer.nl/?param=00CFA7B3&cpid=WKNL-LTR-Nav2 >. 
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expand it to allow claiming damage under it. However, at the time, in the absence 
of registration requirements, providing evidence would also be problematic.200 
This can be perceived as a matter of targeting, or inclusiveness. 

Regarding the type of regulatory disconnection that flying drones for private 
use may have caused, there are two indications to go by: the fact that they pose 
questions in different legal areas which were not addressed by the regulatory 
framework within the scope of which they belonged, and the perceived targeting 
issue. The issue of targeting leads to a prima facie descriptive disconnection, in 
the sense that the description is only partially overlapping. Compared to model 
aircrafts, drones pose additional risks such as privacy and security due to their 
(often) embedded cameras. This is a case when a descriptive disconnection is 
indicative of a normative one. Therefore, a prima facie normative disconnection 
is identified because the value compact within the Model Aircraft Order had not 
anticipated the risks to privacy and security at the moment of drafting. Regarding 
a possible type 3 disconnection, it is clear that certain assumptions about 
technology and its use were underlying the current regulation, but the obligations 
were still possible to apply. While these assumptions were not complete in the 
Model Aircraft Order with reference to drones, they remained valid in relation to 
classic model aircraft. It is difficult to reach a definite conclusion without further 
investigation, but it seems that the main disconnections in this illustrative case 
are types 1 and 2. Furthermore, the existing laws did not become obsolete, since 
they were still fit for purpose, albeit not for the whole range of ‘model aircraft’, 
when drones fell under this definition.

Besides the concrete legal questions surrounding the flying of drones for private 
use, Prins writes in 2018 that the legislator was also facing a more strategic 
choice, between adopting a step-by-step approach and dealing with specific legal 
issues when they arise, or adopting an integrated approach which would address 
drone-specific issues arising in more legal areas involved.201 Both approaches 
bring advantages and disadvantages. The step-by-step approach might be 
suitable because the full spectrum of legal implications is not yet known, and 
waiting for an integrated approach may take too long, thus prolonging the state 
of legal uncertainty.202 Furthermore, it may be possible to address some concrete 
problems through interpretation, and thus fit the technology in a broader, pre-
existing category. However, this approach also brings risks, for instance, because 

200 ibid.
201 ibid.
202 ibid.
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the choices regarding one issue may have consequences for another issue that 
is not yet dealt with.203 In other words, it may be that closing one disconnection 
causes a disconnection in another place, or produces unintended consequences 
elsewhere in the regulatory environment. An integrated approach would come 
closer to the special laws discussed in this sub-section, and even though it may 
take longer, it would cover the issues arising in all legal areas. Both strategies 
represent a possible need to create special rules. 

The new Dutch rules on drones actually originate from the EU, and have 
entered into force in the Netherlands on 31 December 2020. Among others, 
there is now an obligation to register and have insurance. Furthermore, the 
EU rules are organized around three categories of drones (open, specified, and 
certified), according to the level of risk.204 The EU rules for drones can be found 
in the Regulation 2018/1139 on common rules in the field of civil aviation and 
establishing a European Union Aviation Safety Agency (RCA) and the Insurance 
Regulation No 785/2004. What is also interesting to see is that while drones 
fall under the definition of an ‘unmanned aircraft’ (including autonomous 
or remotely piloted) for the purposes of RCA, and under a special regime.205 
In contrast, under the Insurance Regulation, there is no special regime or 
definition for drones, as this regulation adopts a mass-based classification. 
Thus, drones are absorbed under the existing definitions.206 The EU rules do not 
cover the whole range of potential legal issues related to drones, which means 
that questions will still arise. For instance, civil law is not harmonized at the 
EU level, so state-specific e.g. civil liability rules might still need to be clarified. 

3.4 Addressing a regulatory disconnection 
Before moving forward to possibilities of addressing regulatory disconnection, 
it should be made clear that the occurrence of such a mismatch is not inherently 
bad.207 This does not make it less important to discuss possible avenues of 
responding to regulatory disconnection, especially because an inappropriate 
response may exacerbate the regulatory problems. The mismatches that cause 
the three types of regulatory disconnection relate to the substance of the law, 
rather than the institutional aspect – although these may be interrelated. 
According to Bennett-Moses, the challenge of regulatory disconnection depends 

203 ibid.
204 See ‘Civil Drones (Unmanned Aircraft)’ (EASA) <https://www.easa.europa.eu/domains/

civil-drones> accessed 20 July 2022. Bertolini (n 108) 116–117.
205 Art 55-58.
206 Bertolini (n 108) 118.
207 Butenko and Larouche (n 13) 68.
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on whether ‘sufficient mechanisms are in place to ensure that legal issues 
resulting from technological change are identified and resolved soon after they 
arise’.208 Indeed, the institutional aspect of dealing with technological change 
is an important method of ensuring regulatory disconnection is solved on time, 
or even avoided. Since the institutional aspect is usually established ex ante, it 
will be discussed in the next Chapter. This section will remain focused on the 
substance of the law.

3.4.1 Types of regulatory response for adapting the law
Re-connecting the regulatory environment to the new sociotechnical context 
involves different degrees of intervention or regulatory effort. Butenko and 
Larouche identify the dichotomy between a regulatory update and a regulatory 
reform to differentiate between smaller and larger-scale efforts for law to catch 
up with the new state of technology.209 They consider an update to take place 
whenever regulation has to change or expand to include new technology, given 
that the societal norms and values are stable. Conversely, a regulatory reform 
will have a larger impact on the regulatory environment, e.g. ‘enacting entirely 
new regulatory regimes or substantially overhauling existing laws to respond 
to new technological risks’210, and it is rather a response to a shift in norms and 
values than strictly speaking changes linked to technological evolution.211 

Bennett Moses uses a dichotomy between ‘social law reform’ which would 
require law to ‘undergo paradigm shifts that make fundamental changes to 
better reflect social needs’ and ‘adaptive law reform’ which implies alteration 
to the law to adapt to changes in other spheres, such as new sociotechnical 
contexts.212 This means that sociotechnical change would indeed require a 
combination of both types of reform – paradigm shifts and regular updates, 
but one should remain mindful of the social context. The author also draws 
attention to the risk of ‘patchwork’ adaptations. These take place for instance 
when an existing law is rendered unclear, poorly targeted, or even obsolete as 
a result of technological change, and regular update is effectuated, although in 

208 L Bennet Moses, ‘Agents of Change: How Law “Copes” with Technological Change’ (2011) 
20(4) Griffith Law Review 763, 765; Butenko (n 27) 69.

209 Butenko and Larouche (n 13) 76. 
210 Mandel, ‘Regulating Emerging Technologies’ (n 19) 79.
211 Butenko and Larouche (n 13) 76. The authors base their analysis of this dichotomy on the 

works of Bennett Moses and Mandel. However, the manner in which these are interpreted 
leaves some open questions on the difference or overlaps between those terms, mostly 
because none of the two cited works use both terms in this way.

212 Bennett Moses, ‘Agents of Change’ (n 2) 771–772. She uses the term sociotechnical 
landscape for adaptive law reform.
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fact broader changes (paradigm shift) might be required.213 Indeed, Butenko 
and Larouche also bring the attention to a possible ‘mismatch between the form 
of regulatory change and the extraneous change that triggers it’.214 There seems 
to be consensus that employing one regulatory response when another one 
would have been necessary may leave the regulatory environment in a worse 
state than initially.215 

a) Using the types of regulatory response to adapt law
It is by now clear that addressing a regulatory disconnection is no easy task. 
Returning to the three types of regulatory disconnection, the question of how to 
choose the right manner of reconnection remains. Which type of disconnection 
would benefit best from a paradigm shift, or a regular (adaptive) update? A 
small-scale or a large-scale regulatory effort? There is no definite answer but a 
classic lawyer’s one: it depends. 

Butenko and Larouche seem to draw the line between update and reform 
according to two criteria: changes in norms and values, and the scale of 
regulatory effort. Indeed, they put forward that ‘regulatory reform presumes 
substantial legislative changes’.216 However, the use of changes in values and 
norms does not seem to be a useful criterion to differentiate between update 
and reform, mainly because substantial legislative changes may also take place 
without any change in norms and values at the level of society, and changes in 
norms and values may also be addressed through a limited regulatory effort. 
Bennett Moses draws the line between fundamental changes in the shape 
of a paradigm shift and adaptations to ‘keep up’ with technology. The term 
paradigm shift ‘demands letting go of well-established assumptions about the 
law and how it regulates the issue at hand’,217 but the term has also been used 

213 ibid 772.
214 Butenko and Larouche (n 13) 77.
215 ibid. See also Bennett Moses, ‘Agents of Change’ (n 2).
216 Butenko and Larouche (n 13) 76. They base their definition on the work of Mandel, 

however, I believe that Mandel’s intention in the cited work was not to define regulatory 
reform. He writes: ‘There are often strong calls for enacting entirely new regulatory regimes 
or substantially overhauling existing laws to respond to new technological risks. Many such 
proposals for regulatory reform in light of emerging technologies, however, are neither 
particularly realistic nor useful.’ [emphasis added] I interpret this quote as providing 
examples of regulatory reform, not as an exhaustive definition thereof. Mandel, ‘Emerging 
Technology Governance’ (n 76) 48.

217 Ubaldus de Vries, ‘Kuhn and Legal Research: A Reflexive Paradigmatic View on Legal 
Research’ (2013) 3 Law and Method 7.
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to ‘describe the evolution of the body of law on a particular novel theme’.218 
Therefore, a paradigm shift will most probably entail ambitious, systematic and 
comprehensive legislative projects, just as Butenko and Larouche’s regulatory 
reform, but while it may be triggered by changes in norms and values, it can be 
equally triggered by sociotechnical change. 

Type 1 (descriptive) disconnection mostly occurs in technology-specific 
regulation and relates to the descriptions employed. Therefore, this type of 
regulatory disconnection may be the easiest of the three to identify. Type 1 will 
therefore mostly be addressed through a regular update, i.e. adapting the law 
to fit the new sociotechnical landscape either through amendments, or through 
interpretation - by deciding to include the new technology under existing 
categories. However, when re-connecting, one should be mindful of two potential 
issues. One, that the disconnection may be indicative of a normative one (i.e. the 
description does not match, but before reconnecting, the public debate should 
be opened due to the normative questions the new technology poses). And two, 
while some legal domains will need more technology specificity than others, 
there may also be the case that the regulator contemplates a different approach 
to the regulated issue, e.g. by moving from a technology specific regime, to a 
technology neutral one, for instance to avoid frequent amendments. In this case, 
although there is a type 1 disconnection, the regulator may choose a paradigm 
shift for a more sustainable regulation. 

Type 2 (normative disconnection) takes place when the new technology or 
technology related practices give rise to a mismatch of a moral fit: the values that 
informed the regulatory framework at the time of drafting are not the same with 
the values that now seem relevant.219 One additional observation is necessary 
here, namely whether a normative disconnection can also arise because of 
changes in values and norms in society, independent of technological change. 
Brownsword focuses on mismatches caused by technological change, and not on 
changes in culture and beliefs, even though changes in culture and beliefs will 
also trigger legal changes. Indeed, Bennett Moses states that ‘[c]hanges in beliefs 
are timed and perceived differently than changes in technology and conduct. 
Those proposing reform of law in response to changes in belief tend to argue 
that a particular law was always bad.’220 Therefore, the normative disconnection 

218 ibid.
219 Brownsword (n 12) 166.
220 Original emphasis. Bennett Moses, ‘Agents of Change’ (n 2) 768. This was the case in regard 

to laws permitting slavery.
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as intended by Brownsword is exclusively related to technological change. What 
this means is that it is usually assumed that the values and norms in society 
remain the same (e.g. protecting human health, safety and environment), but 
the values connected to the technology may change – for instance, because the 
technology is used for a questionable purpose, or because new risks related to 
an older technology may be discovered. Returning to the matter of addressing 
a normative disconnection, it seems that it would not be properly addressed 
through interpretation or regular updates. While there may be extensive public 
debates on how to deal with it, as well as new studies requested, which will 
require considerable resources, the actual regulatory solution may be a small-
scale change, rather than a comprehensive and systematic legislative project. 
Or, a new technology (or use thereof) may be prohibited on moral basis – 
a moratorium is not per se a new regime or a large-scale project, even if it 
may cover a large geographical area.221 A paradigm shift may take place at 
least in two instances, following the definitions above: (1) new discoveries or 
new uses of technologies raise concerns in such a way that the assumptions 
about their regulation are shaken, and a fundamental change must take place 
in the way the new context is regulated or (2) the new technology requires a 
specialised regulatory regime due to the challenges brought to the (value-based) 
assumptions underlying the regulation which may include it under a broader 
category (here, a descriptive disconnection would be indicative of a normative 
one). Addressing a normative disconnection will therefore range from small-
scale to large-scale regulatory efforts, and may require a paradigm shift. 

Type 3 regulatory disconnection embeds assumptions about the sociotechnical 
context at the moment of drafting, even though the language may be technology-
neutral. Therefore, one can safely assume that this type of disconnection is 
inherently related to technological change, and not with norms and values. 
Therefore, depending on the level and extent of embedding, the reconnection 
may vary from a regular update to a paradigm shift, from a small-scale to a 
large-scale regulatory effort. If the divergence with the embedded model is 
minimal, this may be solved by adapting the law. Interpretation is not preferable 
even in case of minimal divergence without further investigation, because 
there is a risk that this may have consequences elsewhere in the regulatory 
framework applicable to the new context. If the technology-use model is 
embedded throughout the regulation by assuming a certain sequence of steps 

221 If it is for instance an international ban. 
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in the technology-use practices (think for instance of the GDPR),222 it may be 
that a sociotechnical change makes the current regulation unsuitable for the 
new context (even though it remains suitable for ‘older’ technologies, see for 
instance the example of drone regulation and the Dutch Model Aircraft Order). 
In this case, a paradigm shift will be the appropriate response – this can take 
place by substantially changing the existing regulation, or by enacting special 
rules and laws for the new sociotechnical context. The need for special rules/
laws has been discussed as an indication for regulatory disconnection in section 
3.3.3. Responding through such special rules or laws will be further elaborated 
upon below. 

b) Responding through sui generis rules (adding to the law)
While it is often inevitable that in the incipient stages of a new technology, 
disputes around it will be handled under a pre-existing regulatory environment,223 
specificities of a certain technology or conduct might make it useful to be treated 
in sui generis rules, for legal certainty. Sometimes, the legal domain within 
which technology implications arise might require very specific rules and 
standards for its proper functioning (think for instance of criminal law). Indeed, 
different levels of legal certainty may be required depending on the subject-
matter of regulation, as well as its level and scope.224 sui generis rules may also 
be drafted in a technology neutral manner, but they will nonetheless commonly 
assume a certain state of technology. According to Bennet Moses, ‘one reason 
for sui generis laws is the need for special laws to deal with an entity, activity 
or relationship that is the result of technological change.’225 Before addressing 
a regulatory disconnection with special rules, one should be cautious of their 
disadvantages and weigh them against the possibility of including the new 
context into pre-existing broader categories.226 First, the scope of the sui generis 
regime may fail to cover sufficient ground, resulting in further uncertainty and 

222 The concept of controllership under the GDPR will be analyzed in Chapter 6. For a quick 
reference see Gürses and van Hoboken (n 170).

223 Mainly because a technology almost never emerges into a complete regulatory void (see 
section 2.2.1). See also Gregory N Mandel, ‘Legal Evolution in Response to Technological 
Change’ in Roger Brownsword, Eloise Scotford and Karen Yeung (eds), The Oxford 
Handbook of Law, Regulation and Technology, vol 1 (Oxford University Press 2016) 
238 <http://oxfordhandbooks.com/view/10.1093/oxfordhb/9780199680832.001.0001/
oxfordhb-9780199680832-e-45> accessed 10 March 2021. 

224 See Koops, ‘Should ICT Regulation Be Technology-Neutral?’ (n 21).
225 L Bennett Moses, ‘Sui Generis Rules’ in Gary E Marchant, Braden R Allenby and Joseph 

R Herkert (eds), The Growing Gap Between Emerging Technologies and Legal-Ethical 
Oversight: The Pacing Problem 86.

226 ibid 83.
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disconnection. A factor to be taken into account is the framing of the sui generis 
rules which includes a choice between creating the latter as lex specialis to 
the broader rules, or as a completely separate regime which would replace the 
broader rules for that narrow context (e.g. excluding the new technology from 
the scope of the broader rules and making it subject only to the sui generis 
rules). The second option runs the highest risk of incompleteness, or delay in 
their creation, which would exacerbate legal uncertainty – it also constitutes 
a paradigm shift.227 Therefore, in the absence of equally comprehensive sui 
generis regimes that are not lex specialis, the regulation might find itself in 
the same point of having to deal with issues as they arise (step-by-step).228 This 
possibility is strengthened by the fact that disputes and uncertainties arising 
from technological change are unforeseeable.229 An interesting recent illustration 
of the creation of a special regime is the EU Artificial Intelligence Regulation. 
The development and potential of AI applications promise extensive societal 
and economic benefits in all sectors, they also raise legal-ethical concerns across 
many legal domains such as data protection, copyright, civil liability, consumer 
protection, criminal law, and insurance law.230 The Proposal for a Regulation on 
AI ‘sets harmonised rules for the development, placement on the market and use 
of AI systems in the Union following a proportionate risk-based approach.’231 A 
special legal regime will thus be established for AI. At the moment of writing, 
the explanatory memorandum clarifies that the Commission is not aiming at 
a comprehensive, completely separate new regime for AI. The approach taken 
is of consistency and coherence with the other applicable regimes such as the 
ones on data protection, or product safety and liability. It seems that the EU 
AI Regulation is structured as a collection of leges speciales to the different 

227 For instance, the discussion on in vitro embryos and the property law regime. In that 
case, the exclusion of embryos from the property regime had not been matched by a 
comprehensive sui generis legal regime, see L Bennett Moses, ‘Sui generis Rules’ in ibid 
83–84. 

228 Admittedly, compared to starting with the step-by-step strategy, in this case there would 
already be a solid basis to start from.

229 Mandel, ‘Legal Evolution in Response to Technological Change’ (n 223) 238. 
230 Explanatory memorandum of Proposal for a Regulation Of The European Parliament 

And Of The Council Laying Down Harmonised Rules On Artificial Intelligence (Artificial 
Intelligence Act) And Amending Certain Union Legislative Acts (n 84); by the European 
Commission (n 82); Bertolini (n 58). EU Commission, ‘White Paper on Artificial Intelligence 
A European approach to excellence and trust’ (COM(2020) 65 final); M. Brundage et al, ‘The 
Malicious Use of Artificial Intelligence: Forecasting, Prevention, and Mitigation’ (February 
2018) https://arxiv.org/ftp/arxiv/papers/1802/1802.07228.pdf. 

231 Explanatory memorandum of Proposal for a Regulation Of The European Parliament 
And Of The Council Laying Down Harmonised Rules On Artificial Intelligence (Artificial 
Intelligence Act) And Amending Certain Union Legislative Acts (n 84). 
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overlapping legal frameworks, while at the same time utilizing new, specific 
concepts relating to the technology-use model of AI. It remains to be seen 
how the newly established regime develops in the legislative process, and its 
interaction with the other legal frameworks once it enters into force. 

In addition to substance considerations, the drafting and enforcement of 
specialised rules and even more so the setting up of a separate regulatory regime, 
will incur additional costs which the regulators will need to take into account.232 
Furthermore, interest group politics may attempt to sway the drafting of special 
rules/laws into their favour, especially where these regard an industry with 
powerful players.233 In terms of being future-proof, there are some additional 
matters to consider. The new context that was considered special enough to be 
regulated by a new special regime may also change, or more new technology 
may arise that would also be considered special to the same degree as the first 
one.234 In this case, the sui generis regime might become disconnected from the 
sociotechnical context. 

3.4.2 Actors involved in identifying and addressing  
regulatory disconnection
Continuously monitoring the sociotechnical horizon and regulatory environment 
for identifying and addressing regulatory disconnection is a Herculean 
task if it were up to only one actor to fulfil it. This is not necessary though, 
because many actors are involved in signalling, identifying, and addressing 
regulatory disconnection. Therefore, the purpose of this section is to illustrate 
the constellation of actors bringing their own contribution in this effort, so, 
not in an exhaustive manner, but aiming to provide an idea of identification 
opportunities for regulatory disconnection. For the sake of clarity, I should 
mention that it is very rare that hints of a regulatory disconnection are named 
as such, and in those few cases, it is in academic literature.235 It is however often 
possible to infer clues of regulatory disconnection from the issues discussed by 
different actors. 

232 Bennett Moses, ‘Sui Generis Rules’ (n 225) 83–84.
233 ibid.
234 ibid.
235 See for instance:Anna Butenko, ‘Sharing Energy: Dealing with Regulatory Disconnect 

in Dutch Energy Law’ [2016] SSRN Electronic Journal <http://www.ssrn.com/
abstract=2847590> accessed 20 July 2022.
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a) Civil society, including academia
Some of the first actors that engage with the consequences of a new technology, 
even before it has been deployed, are part of the civil society. As part of civil 
society I consider organisations focused on human rights or consumer protection 
such as NGOs, individuals voicing their concerns (e.g. through petitions), 
but also academia. Oftentimes, a future legal uncertainty is signalled in the 
shape of challenges of an emerging technology to the existing law, as well as 
inconsistencies that may arise, or ethical concerns. While the technology might 
not already concretely pose these problems when literature is written, it is a 
first indication for regulators to keep an eye on the respective technology and 
its development, as well as to what type of disconnection may arise. Both ethical 
as well as legal issues will be signalled, either concretely or in the shape of, as 
Bennett Moses puts it, unanswered hypotheticals in literature. As explained 
in section 3.3., the type of hypothetical will give an indication of the type of 
disconnection. Examples of such hypotheticals that contributed to signalling 
what are or were arguably disconnections are the classification of a drone (for 
type 1),236 the regulation of deepfakes (for type 2),237 and blockchain and GDPR 
(for type 3).238 

The involvement of civil society is especially relevant in the introduction stage 
of technology development, when ‘only a few people are aware of the technology, 
but some are fascinated by it and explore its capabilities. Gradually, the devices 
improve and operate effectively enough to accomplish limited goals.’239 In this 
stage, worries about concrete applications as well as short- and long-term 
effects (which one becomes the focus would depend on the type of technology) 
will probably arise at the level of civil society, because the technology integration 
and impact on society is marginal and arguably does not yet pose concrete and 
imminent regulatory challenges. The role of civil society remains relevant 
throughout the whole technology development cycle. 

236 See example in 3.3.5.; see also: Bartosz Arłukowicz , Parliamentary question - 
E-006960/2020 ‘Classification of drones’ (17 December 2020) https://www.europarl.
europa.eu/doceo/document/E-9-2020-006960_EN.html

237 See for instance:Edvinas Meskys and others, ‘Regulating Deep Fakes: Legal and Ethical 
Considerations’ (2020) 15 Journal of Intellectual Property Law & Practice 24..

238 See for instance M Berberich and M Steiner, ‘Practitioner’s Corner ∙ Blockchain Technology 
and the GDPR – How to Reconcile Privacy and Distributed Ledgers?’ (2016) 2 European 
Data Protection Law Review 422.

239 J H Moor, ‘Why We Need Better Ethics for Emerging Technologies’ in Hoven and Weckert 
(n 110) 26. 
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Hence, civil society has the privileged position to engage with technology at any 
stage of its development, and continuously ask questions and test hypotheses. 
This is why they have a crucial role in monitoring regulatory frameworks for 
potential disconnections, on which oftentimes other actors base their decisions 
to investigate further. They also bring a significant contribution by running 
campaigns and bringing cases to court, where class actions or representative 
actions are allowed. This has direct consequences for identifying a regulatory 
disconnection, as will be shown in the overview of the role of courts.

b) Actors ‘on the ground’
When a sociotechnical change takes place, legal uncertainty will be observed 
by regulatees that struggle in complying with the law, or consultancy firms 
that support them in their efforts, but also by those who apply and enforce the 
law, such as enforcement authorities, as well as for instance audit institutions. 
Individuals suffering damage may also struggle to enforce their rights, or 
identify the right person to turn to.240

Legal uncertainty may arise for instance either when the regulatees are the ones 
developing the new technology, or in the stage of permeation, when regulatees 
might want to use the new technology for its advantages, but struggle to comply 
with their legal obligations.241 The same legal uncertainty may arise on the side of 
enforcement authorities that do not have the power to alter laws and regulations 
(e.g. police), when they are faced with applying possibly disconnected law to 
new technology. 

As explained in section 3.3.1., the presence of legal uncertainty is a necessary, 
but not a sufficient condition for concluding that there is a regulatory 
disconnection. However, actors ‘on the ground’ do play an important role in 

240 See, for instance, on joint controllership: Silvia De Conca, ‘Between a Rock and a Hard 
Place: Owners of Smart Speakers and Joint Control’ (2020) 17 SCRIPT-ed 238. René 
Mahieu, Joris van Hoboken and Hadi Asghari, ‘Responsibility for Data Protection in a 
Networked World: On the Question of the Controller, “Effective and Complete Protection” 
and Its Application to Data Access Rights in Europe’ (2019) 10 JIPITEC <https://www.
jipitec.eu/issues/jipitec-10-1-2019/4879>. 

241 See for instance, ‘How to bring AI in recruitment into practice’ in 3 parts: ‘How to bring 
AI into practice in recruitment? | Deloitte Nederland’ (Deloitte Netherlands) <https://
www2.deloitte.com/nl/nl/pages/innovatie/artikelen/how-to-bring-ai-in-recruitment-
into-practice-3-3.html> accessed 9 June 2021. or ‘Legal Issues Raised by Medical AI: An 
Introductory Exploration’ (Business Law Today from ABA, 22 November 2019) <https://
businesslawtoday.org/2019/11/legal-issues-raised-medical-ai-introductory-exploration/> 
accessed 9 June 2021. 
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signalling a possible regulatory disconnection. This can take place in different 
ways: they may ask for help from e.g. consultancy firms who decide to write 
a report which will get the attention of other actors; they may originate court 
cases; they may ask for clarification from regulatory agencies that do have the 
power to issue interpretative guidance, if necessary adapt the law, or bring the 
issue in their turn to the actors that could adapt the law.

c) Legislators and regulators
Legislators and regulators are the main actors that can both identify and address 
a regulatory disconnection, therefore, they should keep an eye out on the 
horizon and the developments originating from other actors. It is often the case 
that signals from other actors are being picked up, and regulatory intervention 
takes place to address potential disconnection. In addition, further studies can 
be commissioned that may be used as preparatory works for possible necessary 
law adaptations. This has been the case for instance in the development of the 
EU AI Regulation. Studies are often commissioned by the EU Parliament and 
Commission, also in relation to other technologies, e.g. blockchain.242

From the point of view of rule of law and democratic control, the actions 
taken by the parliament have most legitimacy, since this actor is not only the 
main legislator, but also the voice of the people. Therefore, going through the 
Parliament, even though it may take more time, will enable a proper balancing 
of interests and values. This is especially important when considering normative 
(type 2) disconnections, as addressing it requires public debate and delicate 
balancing. The role of democratic control and choice between different levels 
of regulation will be further developed in Chapter 3.

Regulatory agencies, including supervisory authorities, are able to take 
regulatory action faster than parliaments, and can reconnect through 
interpretation and guidance (also in the absence of regulatory powers), as well 
as adapting regulations within their competences and mandate. Their role will 
be further developed in Chapter 3. 

242 See Michele Finck, ‘Blockchain and the General Data Protection Regulation: Can Distributed 
Ledgers Be Squared with European Data Protection Law?’ (European Parliament - Panel 
for the Future of Science and Technology 2019) Study PE 634.445 <https://www.europarl.
europa.eu/RegData/etudes/STUD/2019/634445/EPRS_STU(2019)634445_EN.pdf>.
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d) Courts
Courts are often called on to decide on how existing laws apply in new context, 
and thus play a role both in identifying and addressing disconnection. Judges 
may identify a disconnection, and also address it to the extent that this can be 
done so through interpretation. However, a judge will not always re-connect 
the law when they identify a disconnection, and it would also not be wise to 
do so, if a more extensive regulatory intervention is necessary, or if the type 
of disconnection requires opening the issue to public debate, as in the case of 
normative (type 2) disconnection. 

An interesting characteristic of common law systems compared to civil law 
systems is the way in which the judgment is given. While in civil law systems 
the judgment is given in a single voice of ‘the court’, in common law systems it 
is given as the voices of the judges in the court, which leaves room for dissenting 
opinions. Therefore, in common law systems, there are arguably more chances 
to signal a regulatory disconnection by judges, even if it is not the conclusion 
of the majority. 

In addition, Advocates General often take the chance to comment on the broader 
context and the consequences of a decision in a particular case. If there is a 
possibility of disconnection, they will thus voice their concerns more directly 
than the Court might in its judgment. For instance, in his opinion in Fashion 
ID, AG Bobek of the CJEU indicates there may be downstream implications to 
the potential over-inclusive notion of ‘controller’.243 As previously identified, 
over-inclusiveness is a consequence of socio-technical change that is associated 
with regulatory disconnection.244 

To conclude this short overview, there is a plethora of actors potentially involved 
in identifying, signalling, and addressing regulatory disconnection. These 
actors do rely on each other’s findings and input to conduct their activities. For 
example, legislators and regulators can pick up the concerns raised by the civil 
society, or other actors ‘on the ground’ to conduct their own investigation and 
undertake regulatory intervention if necessary. In turn, actors on the ground are 
dependent on a timely update of regulation that will help them be compliant 
with the law while taking advantage of new technology. Therefore, identifying 
and addressing regulatory disconnection is a complex process involving many 

243 Case C-40/17 Fashion ID GmbH & Co. KG v Verbraucherzentrale NRWeV (AG Opinion, 
19 December 2019, ECLI:EU:C:2018:1039) [76] and [84].

244 See section 3.3.2.
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actors, that bring their own contribution to this endeavour within their powers 
and capabilities. 

4. Interim conclusion 

This Chapter began by exploring the nature of the perceived gap between law 
and technology through the ‘pacing problem’ theory and its two dimensions 
in section 2. The gap between law and technology was found to have a twofold 
nature: first, in terms of speed, and second, in terms of knowledge. The first 
refers to the difference in speed between changes taking place in technology and 
changes taking place in law. The second refers to a knowledge gap between the 
rapidly expanding knowledge in technology and its uptake in society, and the 
ability of the law to grasp that knowledge. While it seems that the gap, at least 
in terms of speed, is inevitable, the question remains whether it is daunting on 
the legal system as a whole. In other words, is the pacing problem a ‘problem’ to 
be ‘solved’, or a fact of life that the legal system must learn to cope with?

The second theory relating to the gap between law and technology is ‘regulatory 
(dis)connection’ in section 3, referring to the connection between technology 
and its applications, and the regulatory environment. This theory is arguably 
more closely related to the knowledge nature of the gap, from the point of view 
of substance of the law and its drafting. Based on the work of Brownsword 
and Goodwin,245 there are three types of disconnections based on the mismatch 
that causes them: descriptive (type 1), normative (type 2), and technology-use 
model (type 3). While the three types of mismatches are useful labels to think 
about the causes of disconnect and what regulatory intervention might need 
to focus on, the procedure for identifying and addressing disconnection is not 
so straightforward, especially when doing so per type. One could for instance 
intuitively attach a disconnection label, however it is pivotal to not fall into the 
trap of reconnecting one type when in fact more types might be present. If this 
is the case, solving only one disconnection without investigating further might 
aggravate the regulatory problem. This is especially relevant when a descriptive 
disconnection may be indicative of a normative one. I will show why this is so 
important through a hypothetical (extreme) example, where all three types of 
disconnection are present: 

245 Brownsword and Goodwin (n 12).
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The possible types of regulatory intervention in this hypothetical example are based 
on the analysis of available literature in section 3.4., which attempted to provide 
some guidance to addressing the different types of regulatory disconnection. 

Type 1 (descriptive) disconnection in Regulation R may be addressed by (1) 
updating the definition to include X, and (2) by interpreting the definition 
in such a way that it includes X. Since this is the easiest disconnection to 
identify, the danger of not investigating further is the highest. In this case, the 
reconnection has included technology X in the material scope of Regulation R 
without opening the public debate on the ethical issues, and without considering 
the consequences of this on a potentially embedded technology use model. 

Type 2 (normative) disconnection will require a different regulatory intervention, 
since interpretation or minimal updates might not suffice. There may be a need 
of extensive public debates, or new information gathering. Possible solutions 
may be the creation of a special regime for technology X, including a possible 
moratorium. If this is the case, it is unfruitful to begin by addressing the Type 1 
disconnection in regulation R without considering the need for a public debate, 
since for this example a descriptive disconnection is indicative of a normative one. 

Type 3 disconnection is probably the hardest to assess, especially when the model 
is unintentionally and implicitly embedded. It may also not present itself until 
Type 1 is addressed in this case, and actors using technology X start wondering 
how to comply with obligations in Regulation R. Depending on the extent of 
divergence between the embedded model and the new context, the regulatory 
response will vary in scale. In this particular example, this disconnection may 
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still prove that reconnecting Type 1 was not the most suitable reaction, and that 
perhaps a special regime should be developed. 

While this is a hypothetical example, it shows that there are right and wrong 
regulatory responses for each type of disconnection, especially when there is 
more than one type present. This is why it is important to know what type(s) 
of disconnection we are dealing with before deciding on the right course of 
action. However, without a method to diagnose the disconnection, we are left to  
do guesswork. 

In conclusion, the theory of regulatory (dis)connection provides valuable 
insights and useful concepts in understanding the type of knowledge gap 
between law and technology. However, if the theory is to reach its full potential, 
a more systematic and holistic approach needs to be developed for identifying 
regulatory disconnection, as well as for determining an effective and suitably 
targeted regulatory intervention.
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Chapter 3
The puzzle of law and technology
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1. Introduction

Reducing the frequency, extent, and therefore impact of regulatory disconnection 
is one of the main challenges of technology regulation. According to Bennett 
Moses, a determining matter of deciding whether regulatory disconnection is 
problematic depends on whether ‘sufficient mechanisms are in place to ensure 
that legal issues resulting from technological change are identified and resolved 
soon after they arise’.246 While Chapter 2 has already touched upon the topic of 
dealing with regulatory disconnection once it has been identified (section 3.4.), 
this Chapter aims at providing insights into systemic approaches to dealing 
with the twofold nature of the gap between law and technology, rather than 
leaving it to ad hoc identification and addressing. Therefore, the aim of this 
section is discussing the ‘puzzle’ of law and technology, manners of dealing with 
what seems to be the unavoidable difference in the speed of changes between 
technology development and the law. These approaches can be discussed 
together under the umbrella goal of ‘future-proofing’ the legal system in the face 
of sociotechnical change. This term includes approaches from different angles: 
the drafting of the law and making it as sustainable as possible (i.e. remain valid 
throughout sociotechnical change) in section 2, accepting that law will need 
adaptations to new sociotechnical changes and providing institutional design 
for it (section 3), as well as creating room for innovation and engaging more 
closely with technology development through experimental law and regulatory 
sandboxes (section 4).247 For each of the approaches, I will reflect on their 
suitability to reduce the risk or frequency of the different types of regulatory 
disconnection, or provide ways to limit their impact. The reflections in this 
Chapter are provided from the perspective of regulatory environments that use 
law as main regulatory modality, which is the focus of this dissertation. 

246 L Bennett Moses, ‘Agents of Change: How Law “Copes” with Technological Change’ (2011) 
20(4) Griffith Law Review 763, 765; Butenko (n 27) 69.

247 In discussing the different approaches in the puzzle of law and technology, I will focus on 
legislative mechanisms, and will not discuss what happens within institutions in terms of 
e.g developing and using knowledge. 
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2.  Technology neutrality: to abstract or not  
to abstract 

Technology neutrality seems to be almost a staple ingredient of future-proofing 
law.248 This is not to say that it is always appropriate as a starting point of 
technology regulation, nor that it should always be used as such in law. The 
starting point of technology neutrality is invoked in many areas of technology 
regulation. However, the exact meaning of technology neutrality is fuzzy, as it 
can be interpreted and used in different ways. In the following, I will mainly 
rely on Koops’ work to illustrate the variety of regulatory options encompassed 
in this concept.249

As a first remark, one may say it is ironic, and perhaps even hypocritical as 
Koops puts it, that by placing the concept of ‘technology neutrality’ in a field, 
it already becomes more specific to (a type of) technology: ‘technology-neutral 
ICT regulation’, ‘technology-neutral biotech regulation’, etc. This leads to 
a dichotomy between ‘technology-independent’ and ‘technology-neutral’ 
regulation.250 The former implies no link to technology (e.g. the definition of 
murder), whereas the latter implies that it is closely related or intertwined with 
technology as long as it does not discriminate between specific technologies 
(e.g. the definition of personal data).251 However, avoiding discrimination 
between different technologies is not the only manner technology neutrality can 
be used in. Koops identifies at least 3 perspectives: the purpose of regulation, 
the consequences of regulation on technology development, and legislative 
technique.252 First, in relation to purpose, regulation should address the effects 
of technology use in society rather than technology itself. While it is more 
often discussed how to avoid the undesired effects of technology, regulating 
to stimulate certain benefits of innovation also falls under this perspective. 
For instance, regulation may encourage technology use, but also prescribe 
safeguards against undesired effects. Regulation may also have as a purpose 
achieving equivalence between off-line and on-line (e.g. providing legal status 

248 See Reed (n 21).
249 Koops, ‘Should ICT Regulation Be Technology-Neutral?’ (n 21). While Koops’ work is 

focused on ICT regulation, it has been used also in the context of technology regulation in 
general, which warrants its use overarching, however keeping in mind that certain aspects 
of it may vary depending on the context and area of regulation.

250 ibid 82. 
251 ibid 82.
252 ibid 83–90.
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to electronic signatures).253 Second, and probably the most invoked in literature 
on technology and innovation, technology neutrality should not hinder the 
development of technology, and remain neutral to the possibility of alternative 
ways to achieve the same ends (i.e. not discriminate between technologies).254 
Third, the perspective of legislative technique focuses more on the formulation 
of rules, and how law should abstract from concrete technologies.255 The 
latter perspective will be discussed in more detail below since it is the most 
relevant when we talk of sustainability of legislation in the face of sociotechnical 
change, in the sense that a particular law or set of rules remain valid and do 
not require changes when a new sociotechnical context arises. The reasoning 
of this approach in relation to the gap between law and technology plays a role 
from the perspective of knowledge, rather than speed. The assumption is that 
by formulating the laws in a sufficiently abstract way, law will be able to pre-
empt a future knowledge gap because they will remain applicable if they are 
‘technology neutral’. 

2.1 Technology neutral drafting for sustainability
As illustrated by the following, a balance between abstracting enough to cover 
future technological developments and maintaining legal certainty should be 
achieved from the point of view of legislative technique. The risk is that when 
laws abstract too much from technology, they will become less transparent 
and thus unclear with regard to e.g. their scope.256 Therefore, certain elements 
are pivotal when considering the level of abstraction in technology-neutral 
regulation for sustainability: the instruments of law-making and their level in 
the legal order, and the characteristics of the legal domain regulation belongs to. 
Another interesting factor is also looking at whether a whole piece of legislation 
or only some rules should be technology neutral in a particular context. These 
three factors will be discussed in the following paragraphs. 

As a general rule of thumb, the more technology specific a regulation is, the 
higher the risk of regulatory disconnection. Therefore, when deciding on the 
level of regulation, one should assess the pace of technological change in that 
particular area. Among various levels of instruments one can think of (from 
high to low level): constitutional laws, acts of parliament, delegated legislation/
regulation. According to Koops, if regulation concerns turbulent technologies, 

253 ibid 83–85.
254 ibid 86–87; Bennett Moses, ‘Why Have a Theory of Law and Technological Change?’ (n 25) 604.
255 Koops, ‘Should ICT Regulation Be Technology-Neutral?’ (n 21) 87–89.
256 ibid 90.
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lower-level forms of regulation should be chosen, since these can be adapted 
faster than a high-level form of regulation.257 This is because higher-level forms 
of regulation require longer procedures than lower-level regulation, and this 
seems to be incompatible with the fast pace of technological development. 
Therefore, it stands to reason that, provided this is compatible with the purpose 
of regulation and the level of democratic control required in a particular context, 
higher-level laws such as acts of parliament should be sufficiently sustainable 
and abstract away from specific technologies.258 The regulation of more specific 
technologies can be made on the basis of e.g. delegated powers, which takes less 
time to develop. Notwithstanding, even lower-level regulation takes some time 
to develop, and frequent amendments will distort legal certainty – this means 
that even lower-level legislation must have a certain degree of sustainability. 
Therefore, from the point of view of sustainability, legislation may generally 
be seen in the following way (fig. 2), with A being the point where further 
technology specificity would affect legal certainty:

Fig 2. Technology specificity per level of legislation

The second factor to take into account is the level of legal certainty required by 
the legal domain within which regulation is enacted. Technology has infiltrated 
all aspects of our lives, and therefore one can argue that a valid possibility exists 
that any and all legal domains may have to deal with consequences of the rapid 
sociotechnical change. However, we need to be mindful that in our pursuit for 
sustainability, the laws remain meaningful, accessible, and foreseeable, and 

257 ibid 102.
258 ibid 104–105. 
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that they provide the legal certainty required to comply with the rights and 
obligations prescribed. This will vary per legal domain. For instance, one can 
think of criminal investigations based on powers in older (e.g. tapping) laws 
that are not technology specific, but may actually cause a more significant 
infringement of privacy in a new technological landscape than when the laws 
have been enacted. This is because the potential to gather information from a 
modern-day phone is much higher than with older telephony.259 In a similar 
vein, in the cases of United States v Jones¸260 and Riley v California,261 the 
arguably technology-independent fourth amendment was interpreted in light 
of new technologies and updated reasonable expectations regarding digital 
technologies such as GPS tracking and smartphones.

On the other hand, the domain of private law has always allowed for more 
flexibility by using open norms and relying on interpretation – in this case, 
laws may abstract more from specific technologies, or use open-ended 
formulations.262 The trick in balancing legal certainty with technology 
abstraction is to keep it specific enough on what technologies they cover, but at 
the same time abstract enough to include different technologies that fit within 
the spirit and intent of the law, and thus be sustainable (i.e. long-term legal 
certainty – actors do not have to worry about rapid change of laws).263 Thus, 
the relationship between the level of legal certainty required by different legal 
domains and technology specificity can be drawn the following way (Fig. 3). In 
the figure, taking the sustainability requirement into account as well, A signifies 
the point where if technology specificity increases more, the law would not be 
sustainable enough, and B signifies the point where if technology specificity 
is any lower, legal certainty would be affected because the law becomes too 
abstract and thus unclear. 

259 ibid 100.
260 United States v. Jones, 565 U.S. 400 (2012)
261 Riley v California, 573 U.S. 373 (2014)
262 Koops, ‘Should ICT Regulation Be Technology-Neutral?’ (n 21) 104–105. 
263 ibid 107.
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Fig 3. Relationship between technology specificity and legal certainty

What figures 2 and 3 show is that there is a three-way balance to be struck between 
technology specificity, sustainability, and legal certainty. This assessment is in 
turn dependent on variables such as the level of legislation, the specificities 
of a legal domain, and the speed of technological change. A separate, yet very 
influential variable is the extent of democratic control that is required or desired 
in a particular context. This is dependent on the legal domain, but also the type 
of technology, including its potential second- and third-order effects. Therefore, 
the level of democratic control should be taken into account when deciding the 
level of legislation and the institutional design that comes with it.264 Plotting a 
graph that will provide a clear roadmap in abstracto is impossible, since this 
balance has to be struck in each sociotechnical context. It seems however from 
the two graphs, that truly technology-neutral legislation can only be found in a 
small portion of the legal order when it regulates a sociotechnical context from 
the point of view of sustainability. A middle ground, and a way to deal with this 
three-way balance, is adopting a mixed approach for instance by using more 
levels of regulation with their respective extent of technology specificity, or by 
incorporating both technology neutral and technology specific rules within one 
piece of legislation.265 In practice, these options are employed quite often, and 

264 The institutional approach and democratic control will be further elaborated on in section 3. 
265 The difference between these two versions of the mixed approach is the fact that the first one 

enables different levels of democratic control, while the second one will only be active at one 
level. Therefore, the legal domain and type of technology should be used to determine the 
right mixed approach, if this is what is chosen for. See also Koops, ‘Should ICT Regulation 
Be Technology-Neutral?’ (n 21) 104–105.
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not only when it concerns technology. Many rights enshrined in the Constitution 
are further developed in lower-level legislation. For instance, the right to non-
discrimination is given more substance in certain areas, e.g. in employment 
law. An example relating to technology at the EU level could be the right to 
personal data protection enshrined in the EU Charter of Fundamental Rights, 
and further developed in the GDPR, which also employs a technology-neutral 
approach.266 The EU level is more peculiar however, since Member States may 
provide more technology specificity on the basis of lower level regulation, after 
implementing the EU instrument, for instance via the DPAs, as long as this does 
not compromise the full harmonisation brought about by the GDPR. Even so, 
discussions about the need for EU-wide special laws with higher technology 
specificity267 for new types of technologies connected have been ongoing, not 
only in relation to data protection, but also other technology neutral frameworks 
(and arguably technology-independent) such as product liability. An example 
of mixed approach in the same legal instrument is in the Payment Services 
Directive (PSD2),268 which uses both the term of ‘payment institution’, as well as 
the more technology-specific ‘payment initiation service providers’ and ‘account 
information service providers’ as separate types of payment institutions, with 
separate obligations that match the specificity of these types of services and 
the technology enabling them. The Medical Devices Regulation (MDR)269 
adopts a similar approach when defining medical devices very widely, and then 
adding specific obligations for different types of devices, such as those using 
nanomaterials. Due to this technology specificity, the regulation provides for 
the Commission to be able to update the definition of nanomaterials through 
delegated acts ‘in light of technical and scientific progress’.270

266 Recital 15, Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 
April 2016 on the protection of natural persons with regard to the processing of personal data 
and on the free movement of such data, and repealing Directive 95/46/EC (General Data 
Protection Regulation) (Text with EEA relevance) OJ L 119, 4.5.2016, p. 1–88. (GDPR)

267 See also Chapter 2, Section 3.4. 
268 Directive (EU) 2015/2366 of the European Parliament and of the Council of 25 November 

2015 on payment services in the internal market, amending Directives 2002/65/EC, 
2009/110/EC and 2013/36/EU and Regulation (EU) No 1093/2010, and repealing 
Directive 2007/64/EC (Text with EEA relevance) OJ L 337, 23.12.2015, p. 35–127. (PSD2) 

269 Regulation (EU) 2017/745 of the European Parliament and of the Council of 5 April 2017 
on medical devices, amending Directive 2001/83/EC, Regulation (EC) No 178/2002 and 
Regulation (EC) No 1223/2009 and repealing Council Directives 90/385/EEC and 93/42/
EEC (Text with EEA relevance) OJ L 117, 5.5.2017, p. 1–175. (MDR)

270 Article 3 MDR. 
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It has already been shown that in contrast to technology-independence, 
technology-neutrality is a scale with different degrees, rather than a 0/1 
value. This bares the question: Does this mean that there are almost no truly 
technology-neutral regulatory frameworks out there? 

One example of a technology-neutral framework in all meanings would be a 
framework of substantive principles underlying areas of regulation.271 Principle-
based regulation is focused on the desired outcomes and their underlying 
reasons, rather than prescribing specific acts or behaviour. In doing so it allows 
for more discretion on the side of the regulatees when they implement them.272 
Principle-based regulation has been proposed as a response to technological 
change, as it provides, according to Marchant, more flexibility in response to 
new developments without the hurdle of going through legislative processes.273 
Indeed, their flexibility and technology neutrality make them good candidates 
for the regulation of the fast-changing technological landscape in the sense 
that they cover a wide range of situations and they are likely to be sustainable. 
However, they are also ‘broad, general and abstract’,274 which may give rise to 
uncertainty on the part of regulatees as to what exactly is required from them, 
or whether their implementation is compliant. This may also lead to different 
interpretations of principles in a particular context.275 Therefore, it seems that 
the flexibility advantage of principles could be their undoing in the absence 
of further rules and guidance. Even though principle-based frameworks may 
be sustainable, it is difficult to reach the right three-way balance, especially 
from the point of view of legal certainty in different legal domains. If guiding 
interpretations of principles are developed by authorities and courts for different 
technological contexts to increase legal certainty, the risk is that regulatees 

271 Koops, ‘Should ICT Regulation Be Technology-Neutral?’ (n 21) 106.
272 RB Carter and Gary E Marchant, ‘Principles-Based Regulation and Emerging Technology’ 

in Gary E Marchant, Braden R Allenby and Joseph R Herkert (eds), The Growing Gap 
Between Emerging Technologies and Legal-Ethical Oversight: The Pacing Problem 
(Springer 2011) 158. 

273 Marchant (n 9) 30. Marchant makes the statement under the assumption that the regulated 
parties take the principles and implement them into their practices – therefore, the 
technology specificity is put on the plate of regulatees. He names as an example where this 
is practiced the financial services in the UK. 

274 Carter and Marchant (n 272) 158. See also Lawrence A. Cunningham, ‘A Prescription to 
Retire the Rhetoric of “Principles-Based Systems” in Corporate Law, Securities Regulation, 
and Accounting’ (2007) 60 Vanderbilt Law Review 1409. 

275 Julia Black, ‘Forms and Paradoxes of Principles Based Regulation’ (London School of Economics 
and Political Science 2008) LSE Law, Society and Economy Working Papers 13/2008 ID 
1267722 25 <https://papers.ssrn.com/abstract=1267722> accessed 17 May 2021.
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will follow them as they were rules, and principles will lose their flexibility.276 
Indeed, according to Koops, ‘eminently sustainable laws may also contain the 
risk that over the years, the interpretation of the law will diverge for different 
technologies and hence will lead to unintended technological specificity’ – in 
which case, abstracting for sustainability will backfire.277 

It follows that even if law is drafted in a fully technology-neutral way, it is not 
immune to legal uncertainty as a consequence of sociotechnical change (see 
Chapter 2)– established interpretations of open norms or principles will still 
raise questions of interpretation in regard to new technology. In this case, the 
role of judges is prominent in maintaining both regulatory connection and 
legal certainty. In addition, the institutional aspect is important in providing 
more elaborate interpretations and guidance into the application of technology-
neutral laws to specific (new) technologies, as opposed to waiting until a case 
is brought to court. 

2.2 Technology-neutrality and decreasing risks of 
regulatory disconnection
The previous section looked at technology-neutrality for sustainability of 
regulation in sociotechnical contexts and found that while there is a matter of 
degree, abstraction from technology will make regulation more future-proof. It 
is now time to look at whether technology-neutrality reduces risks of regulatory 
disconnection for all three types. 

Type 1 (descriptive) disconnection assumes that the regulation at stake is 
technology-specific at least to a certain degree, since it refers to descriptions 
of technology or technology-use practices included in the regulation, that are 
mismatched with the new sociotechnical context. Therefore, it seems that 
technology neutrality will increase sustainability from the point of view of Type 
1 disconnection, and maintain the regulatory connection for a longer time, 
depending on the level of abstraction. 

Regarding protection against Type 2 (normative) disconnection, technology 
neutrality will offer more limited protection. One can argue that by abstracting 
from specific technologies, the value compact considered might include a larger 
set of values, also projecting them to future (potential) uses of technologies. 
However, there is still a risk that unanticipated uses, or new technologies enable 

276 Carter and Marchant (n 272) 164. 
277 Koops, ‘Should ICT Regulation Be Technology-Neutral?’ (n 21) 88.
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new types of conduct that involve a different/additional value compact than the 
existing regulation. In this case, a normative disconnection will still take place. 
It follows that while abstracting from specific technologies and attempting to 
pre-empt future developments might increase sustainability of regulation, this 
is not a given. Compared to the situation of technology-neutrality in Type 1 
disconnection where developments would fall under the scope of descriptions, 
and thus increase the regulatory scope to include them, in Type 2, the value 
compact will not be made more flexible by employing technology neutrality. 
Therefore, the sustainability of regulation will highly depend on whether the 
right value compact was chosen for the future. One can think for instance 
of the principle-based regulation which was provided as a fully technology-
neutral option: while the principles would enable a whole area of regulation 
(e.g. principles for ICT), they will be much more rigid in regards to the values 
they cover. Adding a new value to the value-compact would still require 
amendment.278 

Lastly, there is Type 3 disconnection, in which it is already assumed that the 
regulation has a technology-neutral drafting.279 As we have seen, technology 
neutrality still has a rooting related to technology (so, it is not independent), 
and a three-way balance has to be struck between technology specificity, legal 
certainty, and sustainability. Embedded business models, especially when they 
are implicit, are a potential unintended result of the balance exercise between 
sustainability and legal certainty in technology-neutral drafting. This exposes 
technology-neutral drafted regulation to Type 3 disconnection, when the 
embedded business models give rise to structural defects, with unintended and 
unfavourable consequences.280 Therefore, embedded business models are risky 
from two points of view: from the perspective of the non-discrimination meaning 
of technology neutrality, the regulation may mandate regulatees to adopt that 
business model; from the perspective of sustainability, although the language 
used may be technology-neutral, according to Reed, that regulation is actually 
not technology-neutral and thus exposed to the same risks as technology-specific 

278 This is a simplified way of seeing the value-compact, i.e. limited to the values enshrined 
in that specific legislation/regulation. In reality it may happen that the principles also 
contain open-ended phrasing, such as ‘without prejudice to human rights’. This option is 
also not unproblematic as was explained in the previous section (regarding specificity of 
interpretation), but also from the point of view of (in this example) conflicting human rights 
and the balance that needs to be struck. 

279 At least from the point of view of non-discrimination, as Reed defines technology neutrality. 
Reed (n 113) Section 3.

280 ibid.
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regulation.281 However, some nuancing of this conclusion is in order here. When 
striking the three-way balance in technology regulation, regulators are bound 
to make and embed assumptions about the current (and future) state of the 
sociotechnical context in which regulation will operate – this is relevant both to 
establish regulatory connection, and ensure a certain degree of legal certainty.282 
Just as is the case with technology-neutrality, embedding these assumptions in 
regulation is a matter of degree, as will be shown when discussing the concept 
of business-model (or model of technology use) neutrality Reed proposes in 
addition to technology-neutrality when drafting regulation.283 

Reed draws some guidelines to achieving business-model neutrality, as I 
summarize in the following.284 The activity to be regulated must be understood, 
and a clear and accurate business model thereof should be developed. This 
can be used as a starting point to attempt to draft regulation that is business-
model neutral. Whether the business model neutrality is achieved or not, it is 
important, according to Reed, for the regulator to explicate the business model 
that has inspired a particular regulation.285 Three techniques are identified by 
the author for achieving business-model neutrality.286 A main rule of thumb 
is that one should not assume with certainty that controlling some aspect of 
the business model will achieve the intended result, and leave the regulatory 
objectives implicit. Therefore, regulatory objectives should be enunciated by 
the regulator (first technique) and regulation should aim to address human 
behaviour as directly as possible, rather than doing so indirectly on the basis 
of assumptions derived from the business model regarding, e.g. structures, 
status, or roles of actors (second technique).287 Regulating indirectly embeds 
assumptions of regulation as to the dynamics between actors and their influence 
or role in bringing about or avoiding certain conduct. Hence, the risk is that 
changes in the business model and how the conduct is brought about will render 
the regulation less useful in achieving its objective. Even when regulation is 
directly aimed at behaviours, regulators should be prepared to recognise and 
consider in their drafting, that behaviours may not always be carried out as 
assumed in the business model used as starting point – a lack of acknowledging 

281 ibid.
282 See Chapter 2; Moses (n 59) 10.
283 Embedding models and the business model neutrality are based on IT regulation, however 

the contribution of this new concept is valuable for technology regulation in general.
284 Reed (n 113) Section 5.2.
285 ibid.
286 ibid.
287 ibid.
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this will unintentionally embed the business model (third technique).288 Finally, 
the more detail included in the regulation, the more likely it is to unintentionally 
embed business models. Therefore, ‘there is likely to be an inverse relationship 
between the volume of detail and the regulation’s business-model neutrality.’289 
This supports the statement that, as technology-neutrality, business-model 
neutrality is a scale, and not a 0/1 value. Actually, except for the times when it is 
unintentional and implicit, the choice to embed a business model is closely linked 
to the considerations under the different meanings of technology neutrality. When 
the embedding is unintentional and implicit, the concept of business-model 
neutrality brings a valuable addition to assessing the technology-neutrality and 
the sustainability of regulation: namely, that one should look beyond the wording 
of the regulation, at the set of assumptions that were used as a starting point. 
For instance, EU data protection law (GDPR) uses technology neutral language, 
and even proclaims technology neutrality in its recitals: ‘In order to prevent 
creating a serious risk of circumvention, the protection of natural persons should 
be technologically neutral and should not depend on the techniques used.’290 
However, the so-called ‘linear model’291 of the data processing scheme structured 
around the concepts of controller and processor is built on assumptions about 
the capabilities of these actors originating from the 1970s.292 Maintaining this 
linear model in the data protection reform has brought criticism in literature on 
the feasibility and applicability of obligations in the GDPR to new technologies 
such as AI and machine learning and the different categories of new actors.293 
One can argue that during the Commission Impact Assessment leading to the 
GDPR the assessment should have looked at whether the assumptions embedded 
in the linear model that is used as a basis for data protection law provisions is 
still compatible with the current types of data processing. One can indeed say 
that at the time of the Impact Assessment, AI and machine learning were not as 
developed as today. Conversely, if one looks at the recent CJEU case law on the 

288 ibid.
289 ibid.
290 Recital 15 GDPR.
291 Omer Tene, ‘Privacy Law’s Midlife Crisis: A Critical Assessment of the Second Wave of 

Global Privacy Laws’ (2013) 74 Ohio State Law Journal 1217; Mahieu, van Hoboken and 
Asghari (n 240). 

292 Paul de Hert and Vagelis Papakonstantinou, ‘The New General Data Protection Regulation: 
Still a Sound System for the Protection of Individuals?’ (2016) 32 Computer Law & Security 
Review 179.

293 Raphaël Gellert, ‘Comparing Definitions of Data and Information in Data Protection Law 
and Machine Learning: A Useful Way Forward to Meaningfully Regulate Algorithms?’ 
[2020] Regulation & Governance rego.12349. Tal Z Zarsky, ‘Incompatible: The GDPR in 
the Age of Big Data’ 47 SETON HALL LAW REVIEW 995. 
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concept of (joint) controllership,294 these are already showing some signs that the 
basic processing scheme is becoming outdated – not in the context of AI, but in a 
scenario of websites and social media, both existent at the time of the reform.295 

In sum, technology and business-model neutrality seem to increase sustainability 
of technology regulation and protect it (partially) from disconnection. This 
conclusion depends on the degree to which these concepts are implemented and 
the three-way balance exercise in each sociotechnical context. It is however clear 
that these concepts do not offer an all-encompassing cure to the risk of regulatory 
disconnection. At this point, one has to wonder whether sustainability should be 
what we are to be aiming for at all cost. Two remarks can be made in this regard. 
First, perhaps our expectations regarding what legislative sustainability means 
should be adapted. With very few exceptions, the current pace of technological 
change seems to have invalidated the idea of having technology regulation be 
valid forever. 296 Indeed, the level of abstraction should be the one necessary 
to achieve the highest goal of regulation.297 Second, if a regulation is bound to 
become outdated at a certain point in time, dealing with technological change 
may need to turn from searching a way to draft legislation technology-neutral, 
to institutional mechanisms of adapting the law. Indeed, the institutional aspect 
is pivotal in the puzzle of law and technology, as will be discussed below. 

3.  Surviving by adapting: Institutional 
approaches

The institutional aspect is intertwined with the substantive aspect, and three-
way balance described in the previous section, since different levels of regulation 
are usually passed by different institutions. While technology neutrality 
focuses on sustainability of laws in the sense that they remain relevant in new 
contexts without having to change, institutional approaches focus on future-
proofing the law-making process. Indeed, from this perspective, ‘[r]ather than 
focusing on the need for technology-neutral legislation, we need to consider 

294 Case C-210/16 Unabhängiges Landeszentrum für Datenschutz Schleswig-Holstein v 
Wirtschaftsakademie Schleswig-Holstein GmbH (Judgment, 5 June 2018); C-25/17 
Jehovan todistajat (Judgment, 10 July 2018, ECLI:EU:C:2018:551); Case C-40/17 
Fashion ID GmbH & Co. KG v Verbraucherzentrale NRWeV (Judgment, 29 July 2019, 
ECLI:EU:C:2019:629).

295 See also Chapter 6. 
296 Koops, ‘Should ICT Regulation Be Technology-Neutral?’ (n 21) 89.
297 Bennett Moses, ‘Recurring Dilemmas’ (n 97) 62.
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how the legal system deals with dilemmas raised by technological change in 
a broader institutional context.’298 Therefore, this works from the perspective 
of the ‘speed’ nature of the gap between the development of technology and 
law, by establishing structures that enable a faster adaptation of law to a new 
sociotechnical context. So, instead of regulation aiming at sustainable drafting 
to include further developments, in this case regulation is designed to take small 
steps with the sociotechnical context.299 

In this section I will discuss the proposals in literature for an institutional 
approach to adapting the law as part of the larger issue of different levels of 
regulation and the democratic control that they presume, as well as the role 
of courts as institutional mechanism to adapt the law. Because the analysis 
becomes more tangible and thus less confusing if I follow one institutional 
model, I will do so in the context of the Dutch model. Therefore, some findings 
may not be generally applicable. Subsequently, I will reflect on suitability of 
the institutional approach from the point of view of dealing with regulatory 
disconnection, and thus its contribution to the puzzle of law and technology. 

3.1 Levels of regulation and democratic control 
As Bennett Moses eloquently puts it, ‘[l]egislation does not exist in isolation 
but as part of a broader government network’.300 It stands to reason that when 
thinking about how law can be made more adaptable in the face of sociotechnical 
change, the totality of the institutional landscape is taken into account – for 
instance, when deciding on the level of regulation. Delegating power to lower 
levels of government mitigates the risk of higher level legislation becoming 
obsolete or poorly targeted in a new sociotechnical context.301 Thus, high-
level rules framed in technology-neutral terms can be taken up and applied 
in individual cases, which bring technology-neutral to technology-specific and 
enable a higher degree of legal certainty.302 However, the level of technology 
specificity should not be the only factor that guides lawmakers and regulators 
in what the right level to regulate is. As explained in the previous section, the 
level of democratic control that each level implies is an important factor to 

298 ibid 81.
299 Of course within the parameters of legal certainty and suitable level of abstraction. 

Furthermore, this approach will not prevent the necessity of paradigm shifts, when the 
time is right. 

300 Bennett Moses, ‘Recurring Dilemmas’ (n 97) 67.
301 ibid 69.
302 Butenko and Larouche (n 13) 80.
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consider.303 The desired level of democratic control will depend on the type of 
technology and the concerns it raises, but also on the legal domain in question. 
Some constitutions even prohibit certain matters to be regulated on a lower level 
than a statutes, mostly in the area of human rights.304 The Dutch Constitution 
also makes a difference between the phrasing by an Act of Parliament and 
pursuant to an Act of Parliament,305 where the latter refers to the possibility of 
delegating regulatory authority for said limitation.306 

The involvement of the Parliament in the legislative process as part of ‘the 
legislator’ is important not only from the point of view of control, but from 
the perspective of its character as an open forum of elected representatives, 
especially because it provides the opportunity for parliamentary minorities 
to express their concern. While under many constitutions, the Government 
can only regulate through delegated power, the Netherlands is an exception 
in the sense that the Government307 can legislate without explicitly involving 
the Parliament on the specific issues it legislates on, through an instrument 
called ‘orders in council’ (algemene maatregelen van bestuur -AMvB) that are 
established by Royal Decree.308 AMvBs are lower in hierarchy, and they can both 
be the result of delegated power, or the so-called ‘independent’ (zelfstandige) 
AMvB, which has been indicated as problematic from a legitimacy perspective.309 

303 While the concept of democratic control is very broad and multifaceted, I will focus in 
this section only on the aspects that are pivotal to the argumentation. For more on the 
concept democratic control, see Klaartje Peters and Peter Castenmiller (red), ‘Controle 
als democratische waarde: Verslag van een verkenning van controle en verantwoording 
in het lokaal bestuur’ (Februari 2021) < https://www.decentraalbestuur.nl/images/
DECENTRAALBESTUUR_controle-als-democratische-waarde_DEF.pdf >; Raad voor het 
Openbaar Bestuur, ‘Adviesrapport Bestuurlijke samenwerking en democratische controle’ 
(juni 2000) <https://www.raadopenbaarbestuur.nl/documenten/publicaties/2000/06/01/
bestuurlijke-samenwerking-en-democratische-controle

304 AW Heringa, Constitutions Compared: An Introduction to Comparative Constitutional 
Law (Fifth edition, Intersentia Ltd 2019) 105.

305 E.g. By: rules restricting fundamental rights, see Chapter 1 The Constitution of the 
Kingdom of the Netherlands; Pursuant to: for instance taxes art. 104, by or pursuant to: 
establishment of public bodies art. 134

306 Heringa (n 304) 105.
307 The King and the ministers, in Dutch: de regering.
308 Article 89 Dutch Constitution. 
309 Gert-Jan Veerman, Dennis de Kok and Luke J Clements, Over wetgeving: principes, 

paradoxen en praktische beschouwingen (3., herz dr, Sdu Uitg 2012) 52.
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Indeed, the independent AMvB can only be used in exceptional cases.310 Lower in 
the hierarchy are ministerial regulations, which in practice are virtually always 
the result of delegated powers. Delegating power has its advantages from the 
perspective of speed, but also expertise if, as is the case of e.g. technology, the 
matter is too technical to be understood and debated in Parliament in a timely 
manner.311 Besides ministries, regulatory powers may be delegated to different 
institutions or organs such as municipalities, or independent administrative 
authorities (zelfstandige bestuursorganen – ZBO’s). Examples of ZBOs are the 
Data Protection Authority (AP), Consumer and Markets Authority (ACM), or the 
Finance and Market Authority (AFM).312 It is important to mention that not all 
ZBO’s have regulatory powers. It is at this level where the institutional approach 
proposed in literature would come in.

A common element in the scholarship on institutions of regulation is the 
regulating authority or agency, which is independent from market actors 
and other State authorities, while remaining accountable.313 It holds a clear 
legislative mandate, and it possesses the powers and resources to fulfill the 
mandate, while being bound by certain principles such as transparency, 
necessity and proportionality.314 The argument goes as follows. The regulatory 
agency allows organizing the level of specificity in regulation.315 An advantage 
of regulatory agencies is that they may change rules faster than the legislature, 
and therefore regulatory disconnection is easier to contain.316 The regulatory 
authority is also considered a good compromise for the Collingridge dilemma, 
as it is able to set its own timeline, wait for dissemination of technology, 

310 Aanwijzingen voor de regelgeving 2.22. Until the moment of writing, there has not been 
any independent AMvB relating to technology regulation. Two bills were put forward on 
the topic of DNA retention, but they were both rejected by the Council of State (Raad van 
State) as having to go through the Parliament. See TC Borman, ‘De zelfstandige AMvB: hoe 
staat het daarmee?’ (2013) 28 RegelMaat 312.

311 Robert Baldwin, Rules and Government (Clarendon Press ; Oxford University Press 1995) 63.
312 Ministerie van Binnenlandse Zaken en Koninkrijksrelaties, ‘Zelfstandige bestuursorganen 

(zbo’s) - Rijksoverheid - Rijksoverheid.nl’ (5 July 2010) <https://www.rijksoverheid.nl/
onderwerpen/rijksoverheid/zelfstandige-bestuursorganen> accessed 9 June 2021. On 
democratic and legitimacy principles, and the EU influence on regulatory authorities in 
the Netherlands see Saskia Lavrijssen, ‘Onafhankelijkheid en Regulerende Bevoegdheden 
van Markttoezichthouders in EU Perspectief’ (2015) 30 RegelMaat 182.

313 Butenko and Larouche (n 13) 78–79.
314 Ibid.
315 Ibid. Named by the authors the vertical dimension of regulatory disconnect.
316 Bennett Moses, ‘Recurring Dilemmas’ (n 97) 68.
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and then regulate without having to predict innovations.317 Some authors318 
are advocating for having a regulatory agency whose focus would be on new 
sociotechnical developments and symptoms of regulatory disconnect,319 and 
pre-emptively engage with them. Such an agency may take a variety of forms, 
and the function may even be taken over by existing institutions which already 
have a role in recommending regulatory changes.320 Conversely, such an agency 
may have a mandate confined to a technological field.321 Even though regulatory 
and specialist agencies charged with scanning the sociotechnical horizon and 
propose or adopt changes in regulation would be a big institutional step in 
making the law more adaptable, they are still not immune to the challenges 
brought by sociotechnical changes. According to Bennett Moses, mandates or 
statutes allocating resources themselves may become uncertain, poorly targeted, 
or obsolete.322 Uncertainty may arise if sociotechnical change renders an overlap 
in the mandates of different agencies, for instance if different technologies 
converge.323 Problems of over- and under-inclusiveness may arise if a mandate 
is based on a legal category that is itself challenged by technological change.324 
As in the case with regulation, technological change may also reveal pre-existing 
weaknesses, as well as gaps in or between mandates.325 In these cases, the issues 
have to be escalated, either by referring them back to the legislator, or perhaps 
first to a judge. In this sense, courts are a supportive institution in the apparatus 
of keeping law up to date – they help solve issues in the statutes that award 
delegated powers to the institutions that can in turn adapt the law. An example 
from the UK is the Quintavalle case,326 where the question in front of the House 

317 Ibid.
318 Bennett Moses, ‘Agents of Change’ (n 2); L Gammel, A Lösch and A Nordman, ‘A “Scanning 

Probe Agency” as an Institution of Permanent Vigilance’ in M Goodwin, BJ Koops and R 
Leenes (eds), Dimensions of Technology Regulation (Wolf Legal Publishers 2010).

319 See also Chapter 2.
320 Bennett Moses, ‘Regulating in the Face of Sociotechnical Change’ (n 109) 290. Similar to such 

institutions is the Cybersecurity Council in the Netherlands, composed of representatives 
from the public, private, and scientific sectors. Its three tasks are to provide advice to 
the government and the business community (through the government), monitor new 
technological developments and, if necessary, translate these into potential new measures, 
and initiate and/or accelerate relevant initiatives that contribute to raising the cybersecurity 
level. Ministerie van Justitie en Veiligheid, ‘About CSR - Cyber Security Council’ (12 January 
2021) <https://www.cybersecuritycouncil.nl/about-csr> accessed 14 June 2021.

321 Bennett Moses, ‘Regulating in the Face of Sociotechnical Change’ (n 109) 591.
322 Bennett Moses, ‘Recurring Dilemmas’ (n 97) 68.
323 ibid; Mandel, ‘Legal Evolution in Response to Technological Change’ (n 223) 240.
324 See example of synthetic biology in Mandel, ‘Legal Evolution in Response to Technological 
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of Lords regarded the institutional design and power of the authority to deal 
with the new developments of PGD and PTT, according to the responsibility 
allocation set up by the 1990 Human Fertilisation and Embryology Act.327 

Some other proposals also develop the idea of a sort of specialist agency without 
regulatory powers, for instance Gammel, Lösch and Nordman’s Scanning Probe 
Agency (SPA).328 In their work they develop a potential outline of the functions, 
structure and operational mode of an agency based on the regulatory needs 
triggered by nanotechnology.329 The SPA is a model institution that conducts 
a reflexive adjudication process and it is defined as ‘a learning community 
consisting of experts from all relevant spheres of society – academia, industry, 
the unions, churches, NGOs and consumers, and so forth’.330 The fact that the 
SPA does not have regulatory powers may be a disadvantage in the sense that 
there is an additional step to be taken if the recommendation is to adapt laws. 
However, it is a potentially good vessel for knowledge and a potential solution 
against what may be called regulators’ ‘model myopia’. The ‘model myopia’ 
refers to when ‘assumptions made in the design of a regulatory program become 
entrenched’.331 It is often the case that the necessary adjustments to cope with 
sociotechnical change will only be taken up by regulators if they are brought to 
their attention.332 In this sense, consultation procedures are generally speaking 
essential for bridging the knowledge gap between regulators and the subject-
matter of regulation. These may be public consultations (internet consultations) 
where a direct line is built between regulators and other stakeholders,333 but 
also within the institutional structure. For instance, submitting an ‘order in 
council’ (AMvB) to the Council of State for its review and advice is mandatory 
in the Netherlands.334 The GDPR also provides in art. 36(4) that ‘Member States 
shall consult the supervisory authority during the preparation of a proposal for 
a legislative measure to be adopted by a national parliament, or of a regulatory 

327 See Brownsword (n 12) 177.
328 Gammel, Lösch and Nordman (n 318).
329 ibid.
330 ibid 129.
331 Bennett Moses, ‘Regulating in the Face of Sociotechnical Change’ (n 109) 590.
332 ibid.
333 See, for the Netherlands, https://www.internetconsultatie.nl/ 
334 See ‘Raad van State in het kort’ at https://www.raadvanstate.nl/overrvs/raad-state-kort/ The 

Council of State may also provide advice on general matters of lawmaking and governance on 
request from the government or Parliament, but it may also provide advice of its own initiative 
(ongevraagd advies). This was the case for instance regarding the effects of digitization on 
constitutional relationships in 2018. Raad van State ‘On ge vraagd ad vies over de eff ec ten van 
de di gi ta li se ring voor de rechts sta te lij ke ver hou din gen’ (W04.18.0230/l, 31 August 2018)
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measure based on such a legislative measure, which relates to processing.’ 
Through this system, regulators have an additional check on their proposal, 
even when exercising delegated powers.335 

From the perspective of speed, it seems that the lower the regulation is in 
hierarchy, the faster it can change. However, there is also less scrutiny, especially 
from the perspective of the Parliament’s controlling function.336 As an example, 
in the Netherlands, there is little external control over ministerial regulations, 
and the courts may only test them against the legal basis. Therefore, from the 
perspective of checks and balances, ministerial regulations should be limited to 
details.337 My point is that we should be careful not to make a disadvantageous 
trade-off between regulatory speed and democratic control when it comes to 
new technologies, especially when the use of those new technologies touches 
upon fundamental rights or values. At the same time, it is virtually impossible 
to have everything regulated at the level of Parliament, and also not desirable. 
Indeed, the degree of technology specificity should generally be lower when 
it comes to an Act of Parliament, but it may also be the case that certain 
technologies have such an impact on society that the highest level of legislation 
is required. Lower-level regulation has the capacity of adapting fast, which 
allows it to be more technology-specific, thus also increasing legal certainty for 
actors ‘on the ground’. However, certain issues may still need to be brought back 
to the legislator. A mechanism to institutionally introduce some Parliamentary 
oversight in case of delegated powers is for instance the conditional delegation 
in the Netherlands (geclausuleerd), when the Parliament retains a role 
in delegated lawmaking. This is often used as a political compromise, for 
instance if the minister delegated (delegataris) cannot answer the Parliament’s 
questions, or there is otherwise a reason for the Parliament to remain involved 
in the implementation.338 Recently, a permanent Digital Affairs Commission has 
been established by the Dutch Second Chamber in Parliament (Tweede Kamer), 
that will support the Parliament and other commissions in their knowledge 
of technology as well as the coordination of digitalization matters. While 
digitalization is dealt with at the level of different parliamentary committees, 
the Digital Affairs Commission will take the lead in a coherent and integrated 

335 See also Raad van State, ‘On ge vraagd ad vies over de mi nis te riële ver ant woor de lijk heid’ 
(W04.20.0135/l, 3 June 2020).

336 For Parliamentary scrutiny in the Netherlands see briefly Heringa (n 304) 230.
337 Veerman, Kok and Clements (n 309) 54.
338 ibid 62.
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handling of cross-committee digitalization issues.339 This development 
will enable more timely information on technological developments to the 
Parliament, and will accelerate the processing of sociotechnical knowledge at 
this higher level, as well as help with a more information-based democratic 
control over delegated legislation.

3.2 Role of Courts as institutional mechanism to keep the 
law updated
Besides the courts’ role in the scheme of checks and balances against the powers 
of the legislator and executive, judges have a role in enhancing legal adaptability 
in a shifting sociotechnical landscape, as interpreters of rules.340 In this role, 
courts become an institutional mechanism to update rules directly. One of the 
main instruments to do so is adopting a purposive (or teleological) approach to 
interpretation,341 that allows judges to go beyond the text of the statute and thus 
update law when possible, for instance by including a new technology under 
a broader category.342 This method of interpretation is often employed when 
the judge needs to apply a law to a new situation, but the text of the law does 
not completely fit. This method may abstract from the concrete statements of 
the legislator to identify the underlying purpose (telos) underlying a provision 
from all possible sources, which becomes a guiding principle in interpreting 
that provision.343

Embedding the option for purposive interpretation in legislation rather than 
leaving it as an ad-hoc solution, for instance by using open norms and open-
ended formulations, would enable judges dealing with cases involving new 
technologies to reach a solution that falls within the spirit and intent of the 
applicable law, as if the future had been predicted when the rule was created.344 
That is, if the three-way balance described in the previous section allows it. 
Indeed, a Dutch Minister of Justice stated during the discussions around the 

339 See ‘Vaste commissie voor Digitale Zaken’ (6 April 2021) <https://www.tweedekamer.nl/
kamerleden_en_commissies/commissies/diza> accessed 14 June 2021.

340 Bennett Moses, ‘Recurring Dilemmas’ (n 97) 71.
341 See also E.T. Feteris (2003) ‘Teleologische argumentatie in een juridische context’ in Van 

Waes, L., Cuvelier, P., Jacobs, G., & De Ridder, I. (Eds.) (2003) Studies in taalbeheersing 
1: Lezingen van het VIOT-congres gehouden op 16, 17 en 18 december 2002 aan de 
Universiteit van Antwerpen (Assen: Koninklijke Van Gorcum) 145.

342 Bennett Moses, ‘Recurring Dilemmas’ (n 97) 71. For the role of Courts in identifying and 
addressing regulatory disconnection see also Chapter 2, Section 3.4.2.

343 Judit Gerrie Hendrike Altena, Het Legaliteitsbeginsel en Doorwerking van Europees Recht 
in Het Nederlandse Materiële Strafrecht (Kluwer Juridische Uitgevers 2016) s 6.2.

344 Bennett Moses, ‘Recurring Dilemmas’ (n 97) 71–72.
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Computer Crime Act in 1992, ‘It is a general principle of interpreting the law 
that, within the usual interpretation limits, a court may understand the text of 
the legislator better than the legislator managed to intend when it was drafted.’345

Teleological interpretation thus has potential to clarify potential issues of 
over- or under-inclusiveness of outdated (more technology specific) laws in 
the face of new sociotechnical context, but also to enable more legal certainty 
when interpreting technology neutral law.346 The risk in taking this approach 
arises from the fact that the judicial decision is limited to the circumstances 
of the case and the issues raised by the parties, even though sometimes ex 
officio considerations are allowed, and that sometimes an obiter dictum is 
included in the judgment. Therefore, it may be that the purposive interpretation 
of one aspect of legislation has unforeseen consequences for the rest of the  
regulatory environment. 

One example could be found at the EU level, where the procedure of reference 
for preliminary ruling requires the CJEU to answer questions relating to the 
interpretation of EU laws, submitted by national courts. The CJEU is considered 
a more activist court than classic civil law courts, its main interpretative method 
is purposive interpretation, and it does not follow the stare decisis doctrine 
as common law systems do. The CJEU case law on the notion of ‘controller’ 
in data protection law has maintained the concept as wide as possible in new 
technological contexts to enable ‘effective and complete protection’.347 Until 
Fashion ID, the Court did not have to deal with the downstream implications 
of such a broad definition,348 and introduced the ‘phase-oriented approach’ 
to analysing the data processing chain,349 clearly distinguishing the stage of 
processing for which Fashion ID is a controller. Even after the introduction 
of this approach it remains unclear how the multitude of controllers in the 
data processing chain may be able to comply with the rest of the obligations 

345 Handleidingen II 24 June 1992, 93-5869, translated in Koops, ‘Should ICT Regulation Be 
Technology-Neutral?’ (n 21) 105.

346 see Koops, ‘Should ICT Regulation Be Technology-Neutral?’ (n 21).
347 Case C-40/17 Fashion ID GmbH & Co. KG v Verbraucherzentrale NRWeV (Judgment, 29 

July 2019, ECLI:EU:C:2019:629).
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ID Journal of Volume 9, Issue 1 (2020) European Consumer and Market Law pp. 35 – 36.
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prescribed by the GDPR, because the GDPR was not designed with a phase-
oriented approach in mind.350 

From the latter example, one can see that courts do not only interpret concepts or 
provisions, but also create assessment frameworks that they develop throughout 
their case law, which is not only the case in relation to law and technology. The 
ECtHR for instance has developed multiple assessment frameworks in its case 
law on fundamental rights balancing and limitations.351 In the example of CJEU’s 
controller case-law, the Court developed a framework with regard to the level of 
involvement an entity should have in the processing of data and the determination 
of purposes and means to be qualified as a controller.352 On a national level in the 
Netherlands, such an assessment framework has been for instance created in two 
landmark judgment on the use of automated decision-making in administrative 
law (outside data protection) in the judgments AERIUS I and AERIUS II.353 In 
these two judgments the adjudication department of the Council of State (Raad 
van State) built on the general principles of transparency and equality of arms 
and applied them to the use of algorithms in decision-making.354 The Court thus 
created a transparency assessment framework for the information that should 
be provided by the decision-makers to interested parties who may challenge 
the decisions (active provision of information), and information that should be 
provided on request of the interested party (passive provision of information).355 
While the cases referred to the ICT system used by the Ministry for Public 

350 Mahieu, van Hoboken and Asghari (n 240); ‘Fashion-ID: Introducing a Phase-Oriented 
Approach to Data Protection?’ (European Law Blog, 30 September 2019) <https://
europeanlawblog.eu/2019/09/30/fashion-id-introducing-a-phase-oriented-approach-to-
data-protection/> accessed 28 May 2021. See also Chapter 6 of this dissertation. 

351 For instance, the ECtHR has developed a set of criteria for assessing the balance between 
freedom of expression (art. 10 European Convention on Human Rights - ECHR) and the 
right to respect for family life in the context of publications (art. 8 ECHR) in Axel Springer 
AG v. Germany (Application no. 39954/08, Judgment, 7 February 2021) [90] – [95].

352 This happened in a series of judgments, see also Chapter 6. Case C 131/12, Google Spain SL, 
Google Inc. v Agencia Española de Protección de Datos (AEPD), Mario Costeja González 
(Judgment, 13 May 2014); Case C-210/16 Unabhängiges Landeszentrum für Datenschutz 
Schleswig-Holstein v Wirtschaftsakademie Schleswig-Holstein GmbH (Judgment, 5 June 
2018); C-25/17 Jehovan todistajat (Judgment, 10 July 2018); Case C-40/17 Fashion ID 
GmbH & Co. KG v Verbraucherzentrale NRWeV (Judgment, 29 July 2019).

353 ABRvS 17 mei 2017, ECLI: NL:RVS: 2017: 1259 (PAS) (AERIUS I) ABRvS 18 juli 2018, 
ECLI: NL: RVS: 2018:2454 (AERIUS II). AERIUS is the system that was used in the 
decisions challenged in these two cases.

354 Johan Wolswinkel, ‘Het algoritme van de Afdeling: de realiteit van complex bestuursrecht’ 
(2019) 68 Ars Aequi 776. See also Johan Wolswinkel, Willekeur of algoritme?: laveren 
tussen analoog en digitaal bestuursrecht (Tilburg University 2020).

355 See more on this assessment framework: Wolswinkel, ‘Het algoritme van de Afdeling’ (n 354). 
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Health and Environment for registering and monitoring nitrogen emissions,356 
the assessment framework is valid and could be applied across the board in 
administrative law, both when it regards automated decision-making, but also 
as an extension of the ‘analog’ administrative law.357 These examples show that 
courts can interpret technology-neutral rules or principles to create legal certainty 
by providing assessment frameworks. This approach is an extension of the 
purposive interpretation, but it goes beyond interpreting, into creating concrete 
tests that both regulatees, interested parties, and other adjudicators can use in 
such a way that the application of the principle remains uniform. 

A word of caution still remains in the fact that, as Brownsword emphasises, 
judges should make sure that they make an ‘intelligent’ reconnection, which 
means that they should consider whether the law can simply be updated, or 
whether the new sociotechnical context invites more general debate, in which 
case, they should leave it to the legislator or regulatory agency to adapt the law 
to the new context.358 

3.3 Limitations of institutional approach in dealing with 
regulatory disconnection 
The institutional approach considers legislation in a broader government 
network. While technology neutrality works from the perspective of the 
‘knowledge’ nature of the gap between law and technology, the institutional 
approach works more predominantly from the perspective of ‘speed’. The main 
premise is that by allowing lower-level regulation of technology, for instance 
through regulatory agencies, it will be able to change faster as a response to 
sociotechnical change, and thus contain the impact of regulatory disconnection. 
This allows higher-level regulation to be more technology-neutral and thus 
more sustainable, and the legal certainty be increased at the lower-level through 
regulations with a higher technology specificity. The latter are by no means 
less immune to sociotechnical change. Indeed, Bennett Moses states: ‘A rule 
promulgated by an agency is subject to the same potential problems in new 
technological contexts as a rule enacted by a legislature. A rule promulgated 
by a legislature is subject to the same potential problems whether it is directed 
primarily to a government entity (…) or to its ultimate target.’359 

356 ‘AERIUS’ (AERIUS) <https://www.aerius.nl/nl> accessed 22 June 2021.
357 Wolswinkel, ‘Het algoritme van de Afdeling’ (n 354) 785.
358 Brownsword (n 12) 167.
359 Bennett Moses, ‘Recurring Dilemmas’ (n 97) 67–68.
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Since this part of the puzzle of law and technology accepts regulatory 
disconnection as inevitable at some point in time, instead of focusing on the 
potential of the institutional approach to prevent disconnection, I will focus 
on its potential to minimize the impact of disconnection once it occurs, as 
well as concerns and points of attention associated with the use of lower-level 
regulation of technology.

Due to the higher technology specificity adopted at a lower level, rules may be 
more exposed to descriptive disconnection (type 1) when sociotechnical change 
occurs. However, its effect can be contained due to the relatively faster speed of 
change in the delegated regulation. Thus, legal certainty will be restored before 
any major impact occurs, by adapting the rules, or through (partial) adaptation 
in a judicial decision (indeed suitable). However, one should keep in mind that 
if a descriptive disconnection occurs in the mandate of an agency, or the statute 
delegating powers to the executive, this will either need to be resolved in courts, 
or be referred back to the legislator. It follows that in this case, there will not 
be a speedier adaptation of the mandate than it would if the statute regulated 
the behaviour of its ‘ultimate target’ directly. Depending on how the mandate 
is construed, it is very probable that when this approach is taken, a descriptive 
disconnection will not occur as easily at the higher level, as it would at the 
lower-level rules which are institutionally meant to be adapted when needed. 

With regard to normative disconnection and the adaptation of the value compact 
when a technology or technology use poses value-related questions, the analysis 
is not as straight-forward. This is because this type of disconnection requires 
public debate, and there may be an issue of legitimacy if the decision on values 
and morals is taken by a regulatory institution. Arguably a regulatory institution 
may have more expertise and be able to conduct more consultations, or involve 
more stakeholders.360 However, as explained above, each level of regulation 
comes with different degrees of democratic control, which affects the legitimacy 
of a decision made by a lower-level institution, compared to the legislator. It 
is indeed not uncommon that Constitutions allow limitations to fundamental 
rights only at the level of statute, therefore, when a normative disconnection is 
related to fundamental rights, it is not appropriate to be decided at the lower 
level of regulation. Furthermore, as explained in Chapter 2, such a disconnection 
will also not be properly addressed through interpretation. One of the suitable 
responses to a normative disconnection is a paradigm change, which should 

360 Baldwin (n 311) 75. 
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not be exercised through lower-level regulation, for reasons of legitimacy and 
democratic control. 

Just as in the case of descriptive disconnection, in the case of Type 3 (technology 
use-model) disconnection, if the lower-level regulation needs to be adapted at 
the level of delegated regulation, this will happen faster than if it were regulated 
at a higher-level. However, if the mandate of the agency is dependent on the 
business/technology-use model embedded in legislation at a higher level, this 
will be cause for disconnection that needs to be referred back to the legislator. 
Furthermore, the institutional approach will not be helpful if the business model 
in the higher-level legislation becomes outdated. One word of caution is worth 
mentioning regarding purposive interpretation in case of a business-model 
(Type 3) disconnection. Namely, since judges are only required to rule on the 
specific issues brought by the parties, the risk of making the situation worse by 
using purposive interpretation is heightened. This is because they do not have 
to engage with the consequences of that interpretation for the rest of the rules 
included in the laws at hand. This risk may be alleviated if in the documents 
preparatory to the judgment, such as the opinion of the Advocate General, the 
possible broader consequences are looked at. 

4. Making room for innovation: Experimental 
law, sunset clauses, and regulatory sandboxes

The previous approaches have dealt with important pieces of the puzzle of 
law and technology. First, the potential of addressing the pacing problem 
through technology-neutral legislative drafting was discussed as an approach 
targeting the ‘knowledge’ gap. The premise was that law should be sustainable, 
in the sense that it should be drafted in such a way that future sociotechnical 
developments do not give rise to a constant need to change the law. The second 
approach accepted the premise that technology-neutral drafting is easier said 
than done, and that most times a certain degree of specificity will be required, 
which still exposes laws to disconnection. Therefore, the institutional network 
may be used to contain the effects of disconnections and adapt the law as quickly 
as possible, within the democratic process and its requirements. Compared to 
technology neutrality, the institutional approach is targeting the ‘speed’ gap. 
However, this approach is still reactionary, and rules are still open to the same 
risks of disconnection. 
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The third approach discussed in this section brings the puzzle of law and 
technology one step further, by discussing whether law and regulatory 
frameworks can provide ‘safe spaces’ for innovation and thus give rise to a win-
win situation where innovation is facilitated, but the desired protection is also 
maintained. Laws and regulations have historically been considered as obstacles 
for innovation,361 by either prohibiting certain developments, or guiding a priori 
certain paths for technology development.362 Recently, the demand for regulatory 
flexibility to support innovation has increased. More notably, the instruments 
most discussed are experimental law, sunset clauses, and regulatory sandboxes.363 
From the perspective of the twofold nature of the gap between law and technology, 
this approach deals mostly with the ‘knowledge’ gap, but has the potential to also 
address some concerns relating to ‘speed’, as will be discussed below.

Experimental law and sunset clauses are by no means new and are not 
exclusively linked to innovation in the field of technology. The application of the 
experimental method from natural sciences to law was considered an appealing 
idea in the 1880s,364 and the idea of experimenting with laws attracted increasing 
interest in the following centuries.365 However, experiments with legislation in 
the context of decentralisation and federalism can already be traced in 16th 

361 SH Ranchordás, Sunset Clauses and Experimental Legislation: Blessing or Curse for 
Innovation (Koninklijke Wöhrmann BV 2014) 125; see also Butenko and Larouche (n 77). 

362 Butenko and Larouche (n 13) 64.While this guidance may refer to existing technology-
independent frameworks (e.g. human rights), in which case the technology development 
should not infringe them, laws and regulations should not be guiding innovation by 
promoting one business model (explicitly or implicitly), or favor one technology over 
another. See Section 2 above. 

363 See for instance. For experimental regulation in the Netherlands: Kamerstukken II, 
2014/15, 33009, nr.10; Staatsrechtconferentie, VI Daskalova and MA Heldeweg (eds), 
Constitutionele Mogelijkheden En Beperkingen Voor Experimenteel Handelen en 
Experimentele Wetgeving: Staatsrechtconferentie 2016 (2017). For regulatory sandboxes: 
R Parenti, ‘Regulatory Sandboxes and Innovation Hubs for FinTech: Impact on Innovation, 
Financial Stability and Supervisory Convergence Policy’ (2020) Study Requested by the 
ECON committee PE 652.752 <https://www.europarl.europa.eu/RegData/etudes/
STUD/2020/652752/IPOL_STU(2020)652752_EN.pdf>. Other concepts that promote 
making room for innovation are e.g. ‘smart regulation’, ‘agile governance’. E Gromova and 
T Ivanc, ‘Regulatory Sandboxes (Experimental Legal Regimes) for Digital Innovations in 
BRICS’ (2020) 7 BRICS Law Journal 10. 

364 William S Jevons, ‘Experimental Legislation and the Drink Traffic’ (1880) XXXVII 
Contemporary Review 177.

365 Ranchordás, Sunset Clauses and Experimental Legislation: Blessing or Curse for 
Innovation (n 23) 34–35.
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century France.366 Sunset clauses have a much older history, with roots in 
Roman law, continuing in Medieval England, the 20th century, and recently in 
e.g. anti-terrorist legislation.367 Regulatory sandboxes are a newer development 
and have mainly gained terrain as an instrument for regulation and testing of 
fintech.368 The term ‘sandbox’ originates from software development and refers 
to ‘a kind of demarcated digital playpen where an intermediate version of [a] 
new game is released to the users or players’.369 The aim is to generate possible 
improvements and receive feedback from players, and use the lessons learned 
in the development of the next version.370 This idea has been transferred in 
the field of regulation, where innovators may test products in limited real-life 
situations, without the obstacles posed by regulation. 

While the win-win situations proposed by these new approaches for regulation 
of innovation sound promising, it is not for nothing that these instruments have 
not become more widespread. In the following sections I will discuss the gist of 
experimental legislation, sunset clauses, and regulatory sandboxes, together with 
the main advantages and challenges found in literature. Next, I will draw on those 
arguments to bring the discussion back to regulatory disconnection, and what 
potential role these instruments may have in the puzzle of law and technology. 

4.1 Experimental legislation and sunset clauses
Experimental legislation and sunset clauses both fall under the broader concept 
of ‘temporary legislation’. Other examples of temporary legislation are state 
of emergency laws, or transitional provisions between two policies or laws.371 
Experimental legislation has been designated in the Netherlands as one of the 
instruments that could contribute to future-proofing legislation and the law-
making process, by providing more room for innovations such as the sharing 

366 S Ranchordás, ‘Experimentenwetgeving; Een Regelluwe Zone?’ in VI Daskalova and 
MA Heldeweg (eds), Constitutionele mogelijkheden en beperkingen voor experimenteel 
handelen en experimentele wetgeving (Wolf Legal Publishers 2017) 20.

367 Antonios Kouroutakis, The Constitutional Value of Sunset Clauses: An Historical and 
Normative Analysis (Routledge 2017).

368 See for instance Ross Buckley and others, ‘Building Fintech Ecosystems: Regulatory 
Sandboxes, Innovation Hubs and Beyond’ (2020) 61 Washington University Journal of 
Law & Policy 055.

369 Stefan Philipsen, Evert F Stamhuis and Martin de Jong, ‘Legal Enclaves as a Test 
Environment for Innovative Products: Toward Legally Resilient Experimentation Policies’ 
(2021) 15 Regulation & Governance 1128, 1132.

370 ibid.
371 Ranchordás, ‘Experimentenwetgeving; Een Regelluwe Zone?’ (n 366) 13–14.
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economy, self-driving cars, and big data.372 Experimental legislation has been 
used in the Netherlands for instance also in the education sector, not only 
regarding schools, but also universities. One example is the choice universities 
have in deciding the status of PhD candidates (students or employees).373

According to the definition used by Ranchordás, experimental legislation as a 
broad term includes statutes, but mostly relates to:

‘new temporary regulations with a circumscribed scope that, 
derogating existing law or exempting a number of existing legal 
requirements, are designed to try out novel legal approaches 
or to regulate new products or services so as to gather more 
information about them.’374 

The temporary character refers to the fact that experimental regulations are 
always evaluated after an ex ante established period of time. Based on an 
evaluation, the experimental regulatory or legislative instrument can be adapted 
in conformity with the findings of the experiment, and renewed, or transformed 
into permanent legislation.375 Regulatory powers for issuing experimental 
legislation are usually delegated in an Act of Parliament to institutions such as 
the executive, agencies or other public bodies.376 

Experimental regulation and sunset clauses provide a certain level of flexibility 
and adaptability to law, in the sense that they provide a moment of reflection 
before regulations are renewed or enacted permanently. While experimental 
regulation can be more directly linked to innovation, sunset clauses have a 
more supporting role in the sense that they provide the window to consider 
among others the innovation part of the review, and they put an end to 
unnecessary legislation which combats potential ‘overregulation’.377 According 
to Ranchordás, 

372 ibid 21. See also Minister van Economische Zaken, ‘Werken aan toekomstbestendige 
wetgeving en een toekomstbestendig wetgevingsproces’ (letter to the chairperson of the 
Tweede Kamer, 6 juli 2016) DGBI – R&I/16098216. 

373 Only two universities are participating in this experiment which is ending in 2024. ibid 20.
374 Ranchordás, Sunset Clauses and Experimental Legislation: Blessing or Curse for 

Innovation (n 23) 22–23.
375 ibid 23.
376 ibid.
377 ibid.
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‘[s]unset clauses (or provisions) are dispositions that determine 
the expiration of a law or regulation within a beforehand 
determined period. A sunset clause submits a legislative act to 
a final evaluation, on the grounds of which renewal based on 
exceptional circumstances can occur.’378 

Therefore, a renewal implies that reauthorization must be proved necessary by 
the parties arguing for it, which is an ‘inversion of the burden of proof’ compared 
to permanent legislation.379 Therefore, while experimental legislation as 
temporary legislation will have an end period after which evaluation is necessary, 
sunset clauses play a role in other temporary legislation as well, which may be 
of general application. As will be discussed below, experimental legislation will 
almost always apply to a limited part of the regulatees, with the others following 
the status quo, as a ‘control group’. For a long time experimental regulations 
were not that often used and not very well received as a mechanism, especially 
in Europe.380 However, with the increased development of technology in the 
past decade they have started to become a more welcome approach.381 On the 
other side, sunset clauses as independent instruments have faded in the debates 
on new technologies, especially from the perspective of facilitating innovation. 
The following paragraphs will discuss the advantages and challenges of using 
experimental legislation and sunset clauses in the context of (technological) 
innovation. 

4.1.1 Advantages and challenges to using sunset clauses and 
experimental legislation
From the perspective of regulating technological innovation, the literature 
points out that experimental legislation is useful when there is not yet enough 
information available to foresee the effects of a particular regulation, or it 
cannot be determined which regulatory approach is suitable, and this cannot 
be assessed unless first applied in the complex environment in which it is 

378 ibid.
379 ibid.
380 Sofia Ranchordás, ‘Experimental Regulations for AI: Sandboxes for Morals and Mores’ 

(University of Groningen 2021) University of Groningen Faculty of Law Research Paper 
No. 7/2021 2 <https://papers.ssrn.com/abstract=3839744> accessed 11 June 2021.

381 ibid.
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supposed to be active.382 Therefore, experimenting with legislation can be used 
as a learning process for regulators, which provides a number of advantages.383 
The learning aspect can be identified both within the regulatory framework, as 
well as between the regulators and regulatees. Within the regulatory framework, 
both experimental legislation and sunset clauses ensure policy reversibility,384 
which leaves room for incorporation of results and feedback into legislation, 
as well as for the adaptation to new circumstances such as sociotechnical 
change. Furthermore, due to its limited scope and duration, experimental 
legislation offers the opportunity to investigate the suitability of new legislative 
interventions on a small scale, before making decisions on permanent 
legislation.385 This is a very important advantage according to Van Gestel and 
Van Dijk, since this may prevent ‘bad’ permanent legislation from being enacted, 
and unnecessary implementation costs are reduced since the experiment will 
ex ante generate knowledge about the suitability of a new policy in a given 
context.386 Especially when technological innovation is wrapped in uncertainty, 
experimental law will provide a first step of regulating new developments, 
with the possibility of review when new information is generated.387 This may 
be considered a compromise for the Collingridge dilemma, but it may also be 
considered a vessel for political compromise, since the inherent possibility 
of review may enable opposing parties to agree on a way forward.388 In this 
sense, it may accelerate some regulation, thereby having a role in addressing 
the ‘speed’ gap between law and technology. Learning between regulators and 
regulatees refers to the opportunity to provide a space for innovation within 
a regulatory framework, leading to exchange of knowledge and experiences 
and thus overcoming information gaps between regulators and regulatees. 
Technological innovation does not need to be a black box for regulators, 
and neither regulation processes need to be a black box for the industry. By 

382 See S van Melis, ‘Toekomstbestendige Wetgeving: Balanceren Tussen Ruimte En 
Rechtsstaat’ in VI Daskalova and MA Heldeweg (eds), Constitutionele mogelijkheden 
en beperkingen voor experimenteel handelen en experimentele wetgeving (Wolf 
Legal Publishers 2017) 115; R van Gestel and G Van Dijck, ‘Better Regulation through 
Experimental Regulation’ (2011) 17 EUROPEAN PUBLIC LAW 539, 546; Ranchordás, 
Sunset Clauses and Experimental Legislation: Blessing or Curse for Innovation (n 23) 158. 

383 Van Gestel and Van Dijck (n 382).
384 Ranchordás, Sunset Clauses and Experimental Legislation: Blessing or Curse for 

Innovation (n 23) 158. based on Yair Listokin, ‘Learning through Policy Variation’ (2008) 
118 Yale Law Journal 480.

385 Van Gestel and Van Dijck (n 382) 540;542.
386 ibid 540.
387 See Ranchordás, ‘Experimentenwetgeving; Een Regelluwe Zone?’ (n 366) 18; Van Melis (n 

382) 117.
388 Ranchordás, ‘Experimentenwetgeving; Een Regelluwe Zone?’ (n 366) 19.
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using experimental regulation, insights into actual risks of technological 
innovations can be more tangibly investigated over time within a small-scale 
experimental regulatory framework, thus avoiding embedding cognitive biases 
or misperceptions about risks in permanent legislation.389 When the time is 
ripe for permanent regulation, this will be based on the lessons learned from 
experimental regulation, therefore it may be enacted faster, and so address part 
of the ‘speed’ nature of the gap. 

Literature also draws attention to the role of experimental legislation within 
evidence-based legislation, and the Better Regulation initiative at the EU level. 
More specifically, the introduction of experimental research methods into 
EU impact assessments ‘could fortify both the validity and credibility of the 
outcomes of these assessments.’390 The results of experiments may be used as 
evidence for evidence-based law-making, thus giving more methodological 
rigour to the choice of instruments. Because choices of methods in regulation 
may have considerable social, economic, and legal consequences, one should, 
according to Van Gestel and Van Dijck, not reduce these choices to ‘a simple 
translation of political desires, institutions, and practical wisdom.’391 Although 
not much experimental legislation can be found at the EU level, sunset clauses 
and review clauses are quite often used. Review clauses provide an opportunity 
for adaptations of legislation based on its functioning, however, compared to 
sunset clauses, there is no automatic expiration, and the burden of proof for 
continuation is not inversed. Review mechanisms, together with monitoring, 
have been introduced as Better Regulation tools and are part of the EU 
legislative process.392 

The use of experimental legislation would indeed seem to remove some obstacles 
for innovation, however, one should not forget that this can (and should) only 
be done as long as there are sufficient regulatory safeguards to maintain a level 
of protection (including HSE protection),393 especially when the risks from the 
‘targeted’ technological innovation are not yet fully grasped. Literature thus 
engages with the legal challenges of using experimental regulation, and I will 

389 Van Gestel and Van Dijck (n 382) 542.
390 ibid 547.
391 ibid 552.
392 See for instance European Court of Auditors, ‘Ex-Post Review of EU Legislation: A Well-

Established System, but Incomplete’ (2018) 16 <eca.europa.eu/Lists/ECADocuments/
SR18_16/SR_BETTER_REGULATION_EN.pdf>; Golen (n 172).

393 Van Melis (n 382) 113.
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deal in the following with the ones mostly invoked: the principles of equal 
treatment and legal certainty. 

The principle of equal treatment has been invoked in cases involving sunset 
clauses and experimental legislation,394 although in none of them the principle 
of equal treatment was considered violated.395 Sunset clauses determine the 
expiration of legislation, in such a way that the only possible inequality is between 
current and future situations.396 According to Ranchordás, the difference between 
these circumstances should not be qualified as unlawful, unless ‘a specific change 
in circumstances is foreseeable and legislators intentionally use sunset clauses as 
a mechanism to discriminate a group of citizens in the future.’397 Therefore it can 
be concluded that unless used maliciously, sunset clauses do not have a higher 
potential to violate the principle of equal treatment than permanent legislation. 
Regarding experimental regulation, the discussion around equal treatment is 
more nuanced, and there are more considerations to be made when assessing a 
possible violation. This is mainly because of the fact that experimental regulation 
shares some methodological aspects with natural sciences, where conducting an 
experiment requires the use of a test group and a control group.398 The first will be 
subjected to the new protocol, while for the control group their previous situation 
will be maintained. It stands to reason that during a legislative experiment, 
these two groups will not be treated the same – doing so would compromise the 
results of the experiment and would produce little insights into the functioning 
of the experimental regulation.399 Ranchordás discusses this under the term 
‘objective differentiation’ (connected to the objective of the experiment and 
objectively justified), which, if reasonable, should not be unlawful.400 In this case, 
differentiation would violate the principle of non-discrimination. An additional 
perspective to justifying the difference in treatment between the test group and 
control group is the fact that the inequality is temporary, and that it ultimately 
contributes to better information and regulatory outcomes, and therefore the 
distinction in treatment would be justified.401 Notwithstanding, it remains valid 
that when designing the experimental regulation, this should not be based on 

394 Ranchordás, Sunset Clauses and Experimental Legislation: Blessing or Curse for 
Innovation (n 23) 192.

395 See ibid 192–201.
396 ibid 192.
397 ibid 193.
398 ibid 119;194.
399 See ibid 194; van Gestel and Van Dijck (n 382).
400 Ranchordás, Sunset Clauses and Experimental Legislation: Blessing or Curse for 

Innovation (n 23) 194.
401 ibid 195.
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illegal discriminatory grounds, or lead to (indirect) discriminatory effects. An 
additional consideration is whether participation to the experiment is voluntary.402 
In a scientific experiment, each participant would provide their consent, however, 
in legislative experiments, it is unrealistic to assume that all citizens will be asked 
for their consent. Most of the times, it is public bodies that decide whether they 
want to participate.403 For instance, in the experiment involving the status of PhD 
candidates, it is the universities that decided that they want to participate.404 The 
choice of the candidates would translate into enrolling/continuing in a university 
that does not consider them employees. In another experiment involving financial 
support for single parents, it was their municipalities that decided.405 However, 
if experimental legislation may risk infringement of fundamental rights, citizens 
should (if possible) be asked for individual consent. This could be the case of 
experimenting with electronic voting.406 

One can conclude here that sunset clauses and experimental regulation do 
not pose particular risks for the principle of equality. While the discussion on 
sunset clauses is more clear-cut, there are additional considerations regarding 
experimental regulation, such as the grounds for creation of the groups, or a 
particular attention to any (in)direct discriminatory effects on the basis of gender, 
race, ethnic background, sexual orientation, or other prohibited grounds.407 I will 
now move on to concerns related to the principle of legal certainty.

Legal certainty can be seen in more ways, especially in a changing sociotechnical 
landscape. On the one hand, legal certainty can be regarded as a feature of laws 
and their stability, in the sense that they should not change too often (bestendig 
wetgeving in Dutch).408 This meaning I use under the term ‘sustainable’ in this 

402 ibid 198.
403 ibid 199.
404 This experiment started in 2015, until 2024. After the evaluation report published in 2022, 

the decision was made not to extend it after 2024, and also not to introduce a new category 
of ‘PhD student’ in the Netherlands. Minister Dijkgraaf, ‘Beleidsreactie op eindevaluatie 
experiment promotieonderwijs’ (Kamerbrief, 31 May 2022, ref.no. 3 2 819837).

405 Ranchordás (n 309) 195; Besluit van 25 augustus 2008 tot vaststelling van een algemene 
maatregel van bestuur als bedoeld in artikel 83 van de Wet werk en bijstand inzake een 
experiment met betrekking tot de bevordering van de arbeidsinschakeling van alleenstaande 
ouders met een bijstandsuitkering (Tijdelijk besluit bevordering arbeidsinschakeling 
alleenstaande ouders WWB), https://wetten.overheid.nl/BWBR0024439/2008-09-
05/#Artikel1 

406 Ranchordás, Sunset Clauses and Experimental Legislation: Blessing or Curse for 
Innovation (n 23) 200.

407 ibid 201.
408 Aanwijzing 10, Aanwijzigingen voor de regelgeving. 
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dissertation. On the other hand, legal certainty relates to the fact that laws 
should be clear in the sense that the regulatees know what behaviour is expected 
of them. As described in Chapter 2, sociotechnical developments may give raise 
to uncertainty into how certain rules should be interpreted and applied.409 From 
this perspective, maintaining legal certainty for regulatees implies the necessity 
to future-proof not only laws, but also law-making processes, to adapt laws 
to new circumstances (which reminds to the concept of toekomstbestendige 
wetgeving in Dutch).410 This is what the institutional approach described in 
section 3 does. Returning to the experimental regulation and sunset clauses, 
as well as their potential issues regarding legal certainty, it is important to 
keep in mind the two ways in which legal certainty can be interpreted, as well 
as different timespans. Furthermore, one should remember that a certain 
degree of uncertainty is inherent in any law, and therefore we should not hold 
experimental regulation and sunset clauses to an impossible standard of perfect 
legal certainty. I will organise the following analysis along three timespans: 
short, medium, and long run. 

As already mentioned, experimental legislation and sunset clauses are possible 
instruments to deal with uncertainty either around a certain innovation and 
its use, or around the choice of suitable regulatory methods. This means that 
rather than leaving regulatees in the dark regarding their legal position, and at 
the same time achieve a level of protection, adopting a temporary instrument 
may actually increase legal certainty in the short run, compared to waiting 
for enough information to adopt permanent legislation. This is especially 
the case with sunset clauses, since they provide at least a temporary legal 
stability during uncertain times. It is important to mention that economic 
parties (regulatees) do not expect the same level of legal certainty as lawyers 
do, as what they emphasize is certainty regarding the consequences of their 
actions, including their contractual rights and duties, rather than a high level 
of certainty in interpreting and applying rules to specific cases.411 According to 
Ranchordás, one situation when sunset clauses will cause legal uncertainty is 
when the sunset period is chosen without due regard to the development cycle 
of the regulated sector.412 Compared to sunset clauses, experimental regulations 
provide less legal certainty in the short run, since they can be periodically 

409 Section 3. 
410 Van Melis (n 382) 112. See also sections 3.1 and 3.2. 
411 Ranchordás, Sunset Clauses and Experimental Legislation: Blessing or Curse for 

Innovation (n 23) 174.
412 ibid 173.
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evaluated, adapted, or ended before the prescribed period.413 As any other 
laws, experimental regulations should respect the principle of legality, and they 
should be clear (and thus providing legal certainty) as to their scope and rules.414 
Conversely, experimental legislation may maintain legal certainty, by preventing 
abrupt changes in rules.415

In the medium run, an issue with legal certainty originates from the temporary 
character of experimental regulation and sunset clauses. What will be the 
legal position of regulatees after the evaluation, or the end of the legislation 
experiment? What will happen at the end of the sunset period? There is a risk 
that legal uncertainty arises if these instruments lead to unstable or incoherent 
legislation.416 For instance, the Dutch report on the EU experimentation with 
VAT reduction pointed to the fact that results of the experiment may be affected 
by the uncertainty of private actors regarding the duration of measures.417 
Notwithstanding, the benefits of sunset clauses can be seen more prominently 
in certain sectors such as taxes, where sunset clauses may even accelerate 
investments, and indirectly innovation, because regulatees want to benefit from 
the law before it expires.418

It is in the long run where one can say that both experimental legislation and 
sunset clauses actually contribute to legal certainty because, if done right, testing 
it first will enable legislators to produce a better permanent legislation.419 In the 
vocabulary of regulatory disconnection, one can say that the legislation that 
becomes ultimately permanent but was first tested on a small scale will be better 
connected, and therefore contribute to legal certainty in both interpretations 
(lack of too many changes, and adaptability to changing circumstances). The 
degree to which it does so, as usual, depends on circumstances such as the 
regulatory sector, or the requirements of a particular legal domain.420 

As an interim conclusion for the role of experimental legislation and sunset 
clauses as a piece in the puzzle of law and technology, one can say that they offer 

413 ibid 181–182.
414 ibid 182.
415 ibid 183.
416 Van Gestel and Van Dijck (n 382) 551.
417 Example used by Ranchordas. According to the author, this attitude of private actors 

towards experimental legislation has not been sufficiently proven. Ranchordás, Sunset 
Clauses and Experimental Legislation: Blessing or Curse for Innovation (n 23) 181.

418 ibid 174.
419 See Van Gestel and Van Dijck (n 382).
420 See Chapter 2, section 2, on legal certainty requirements in different legal domains.
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a potential response to facilitating innovation, by creating flexibility and room 
for adaptation to changing circumstances, which in this analysis can be read 
under the concept of changing sociotechnical landscape. It has already been 
argued in the previous section on the institutional approach that adaptability 
of laws is a valuable weapon for keeping up with technology. Experimental 
legislation combines both approaches in drafting laws, and their function within 
a larger institutional context. They especially offer a good approach in times of 
uncertainty, both regarding the development of technology (as a response to 
the Collingridge dilemma), as well as the suitability of a particular regulatory 
approach especially when it is not easy to point out how it may work in a complex 
environment (as a helpful interim step to the efforts of ‘getting connected’). This 
role is reinforced by their temporary character, which also facilitates political 
compromise in taking a first step in regulating emerging technologies, thus 
increasing the speed of regulatory response. However, one should keep in mind 
that experimental legislation and sunset clauses pose their own dangers. First, 
it may lead to an incoherent and unpredictable legal order, which may actually 
end up hindering innovation in the long term. Second, one should be mindful 
of the institutional setting and the democratic control required in different 
circumstances, as well as the legal certainty required by legal domains. Even 
when using experimental legislation and sunset clauses, the three-way balance 
between technology neutrality, legal certainty, and sustainability needs to be 
thought through. From the point of view of democratic control, they should not 
be used as a means for political expediency, or circumventing the Parliament 
in its function as an open forum of representatives, (see section 3.1) and 
definitely not under the attitude of ‘moving fast and break things’. From this 
perspective, the speed of regulatory response is not increased as much as one 
may think. Furthermore, promotion of innovation should not be used as a main 
regulatory goal, which should be rather seen from the perspective of coping with 
innovation, with a focus on learning and evidence-based law-making.421 This is 
also the case when regulatory authorities consider a regulatory sandbox, which 
will be discussed in the following section. 

4.2 Regulatory sandboxes
In an attempt to cope with the fast pace of technological innovation, regulators 
have been increasingly experimenting through legislation/regulation, but also 
for legislation/regulation. Regulatory sandboxes are a new instrument to cope 
with innovation, by providing room for testing in a real (albeit limited) market, 

421 Hilary J Allen, ‘Regulatory Sandboxes’ (2019) 87 George Washington Law Review 579, 581; 
Ranchordás, ‘Experimental Regulations for AI’ (n 380).
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with real consumers. Regulatory sandboxes have been said to be ‘innovation 
facilitators’.422 Other examples of innovation facilitators could be innovation 
hubs, sandbox umbrella, class waivers. I will not discuss the full extent of 
instruments facilitating innovation here, and will focus on regulatory sandbox 
as an illustration, since it brings together different relevant aspects that partially 
overlap with other innovation facilitators. The idea behind regulatory sandboxes 
is that they provide a ‘safe space’ for firms to test their technological innovations 
in a ‘created’ regulatory environment.423 This means that usually a regulatory 
authority will design a sandbox and offer waivers to perceived regulation 
obstacles of the existing regulatory framework, typically on a case-by case basis.424 
The first regulatory sandbox was set up by the UK financial regulatory authority 
(FCA) in 2015,425 and since then regulatory sandboxes have become a recurrent 
topic in regulatory approaches to FinTech, but have also been taken up in other 
sectors such as energy,426 privacy,427 transport,428 health,429 and ICT.430 At the EU 
level, regulatory sandboxes have for the first time been included in a legislative 
instrument with the introduction of the EU AI Regulation Proposal.431 Since 
the regulatory sandbox is a new instrument, its legal classification in literature 
varies. Allen considers it as a regulatory approach that promotes a partnership 

422 Parenti (n 363).
423 (BIAC) Business at OECD, ‘Regulatory Sandboxes for Privacy’ (2020) Analytical Report 

4 <https://biac.org/wp-content/uploads/2021/02/Final-Business-at-OECD-Analytical-
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424 A Attrey, M Lesher and C Lomax, ‘The Role of Sandboxes in Promoting Flexibility 
and Innovation in the Digital Age’ Going Digital Toolkit Policy Note No.2 7 <https://
goingdigital.oecd.org/toolkitnotes/the-role-of-sandboxes-in-promoting-flexibility-and-
innovation-in-the-digital-age.pdf>. 
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between regulators and regulatees, but also as a form of principle-based 
regulation, since the participants are given flexibility (within the boundaries of 
the sandbox) to adapt their innovation to comply with the goals of the sandbox 
regime.432 Others, such as Lavrijssen and Vitéz, seem to consider the sandbox 
itself as a form of experimental regulation.433 Indeed, following the definition 
of Ranchordás, many regulatory sandboxes could fall under ‘regulations [that] 
[…] exempting a number of existing legal requirements, are designed to try out 
novel legal approaches or to regulate new products or services so as to gather 
more information about them.’434 Philipsen et al. consider regulatory sandboxes 
as being ‘not a form of regulation, but a policy regarding the enforcement of the 
existing framework’ in which the regulatory authority demarcates the legal area 
available for experimentation.435 Matching this view is also the classification as 
‘structured experimentalism’.436 While it seems that in most cases a sandbox 
will be set up by a regulatory act, thus having a legal basis within the mandate 
of a particular regulatory agency (or a collaboration between more agencies), 
and mostly with a temporary character, the sandbox as such cannot always be 
considered equal to experimental legislation as defined in the previous section. 
It is not the purpose of this section to solve the classification of the regulatory 
sandbox, but a few remarks can be made. The fact that experimental legislation 
and regulatory sandboxes are different is also recognised by Yefremov, who 
discusses the transition from experimental legislation to regulatory sandboxes 
for the regulation of digital transformation.437 Compared to experimental 
legislation, regulatory sandboxes seem to go one step further in the cooperation 
between regulatory agencies and innovators who want to bring their product 
on the market. For instance, they involve close guidance from the regulators 
through the existing regulatory framework and regulatory uncertainties.438 One 
exception could be when regulators use a sandbox for regulation, in the sense 

432 Allen (n 421) 592;601-602. 
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that they experiment with new regulatory approaches that otherwise would not 
be implemented because of political obstacles.439 In this sense, one could argue 
that experimental regulation would take place within a regulatory sandbox, 
which blurs even more the line between experimental legislation and regulatory 
sandbox. Therefore, it may very well be that the form of a sandbox will differ 
depending on its goals, which I argue might influence its classification. 

The goals of regulatory sandboxes may range from providing firms an opportunity 
to test their products within an adapted regulatory environment by facilitating 
iterative changes to products and providing guidance for compliance with the 
full-fledged regulatory framework by the time the product is released to market 
(top-bottom oriented), to providing this space for the study of new products and 
services in order to gather information and develop a new policy suitable for 
the new developments (bottom-up oriented).440 While different sandboxes can 
be found worldwide, there is not yet a uniformity in what they look like across 
jurisdictions, and different definitions can be found, as well as different terms 
they are being equated with, such as: ‘controlled environment’,441 ‘structured 
form of regulatory flexibility’442, ‘programme established by the law or set up by 
the competent authority’,443 ‘limited form of regulatory waiver or flexibility’.444 
Nonetheless, common key characteristics can be found across the board 
regardless of their design.445 To begin with, the use of regulatory sandboxes is 
restricted to ‘genuine innovation’, in the sense of an emerging technology or an 
innovative use of an existing technology. It may also be the case that the sandbox 
accepts the novelty for a particular jurisdiction.446 Furthermore, the candidate 
for the sandbox must demonstrate that their product is ready for testing and 
that such testing is necessary e.g. by identifying a particular regulation or 
regulatory uncertainty.447 Depending on the nature of the sandbox, participants 
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may be asked to demonstrate, or at least hypothesize, direct or indirect consumer 
benefits of their innovation.448 On the other side, safeguard mechanisms for 
potential negative consequences of the testing must also be set up – for instance 
for consumer protection, safety, or data governance.449 This contributes to 
the creation of a ‘safe space’ not only for innovators, but also for the other 
stakeholders, by ensuring that the possible risks are addressed through suitable 
mechanisms.450 This is especially important when the regulatory sandbox is 
established before enough information is available about the potential harms 
of a certain new technology or technology use, and therefore allows regulators 
to engage with it within a confined regulatory space with minimal risks, which 
addresses the ‘knowledge’ gap. Because it is a created regulatory environment, a 
regulatory sandbox has clearly defined limitations. These may be temporal (e.g. 
the sandbox runs for x time, the candidates can only take part in the sandbox 
for x time), geographic (e.g. only within a municipality, a Member State), or 
an industry sector (e.g. financial sector).451 Because of the variety of goals they 
can accommodate and their different forms, regulatory sandboxes have become 
increasingly popular and seem to be proposed in many areas as an interim step 
to regulation. As will be shown below, regulatory sandboxes have a number of 
advantages, but also come with challenges. 

4.2.1 Advantages and challenges of using regulatory sandboxes
Setting up a regulatory sandbox will send a signal to the industry that a particular 
jurisdiction is open to innovation.452 This means that it will attract more firms 
and capital in its territory. While this is indeed a benefit brought by developing a 
regulatory sandbox, the lack of uniformity and requirements among jurisdictions 
has raised concerns of possible regulatory arbitrage and a regulatory race-to-the-
bottom.453 Because regulatory sandboxes also require considerable resources, 
regulatory agencies with more extensive resources will be more likely to run 
successful sandboxes, to the detriment of jurisdictions with less resources. 
Indeed, there is a risk that innovation might be prioritized for these reasons, to 
the detriment of establishing suitable safeguards for other stakeholders.454 
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The regulatory sandbox may provide valuable information in more ways. First, 
because of the close collaboration between the regulators and participants,455 
regulators will gain more information about new technological innovations, 
which attenuates the information asymmetry. This enables regulators to engage 
with a technology and its potential societal effects in its earlier development 
stages, i.e. before entering the market. Information can increase the agility of 
regulation,456 thus reducing the time of regulatory reaction to technological 
change. This addresses the ‘knowledge’ gap by minimising it before the time 
is ripe for regulation, and because of that, when regulation is necessary, the 
‘speed’ gap is also minimised because regulators have already been building 
knowledge and engaged with the technology and its uses. On the side of the 
participants, they obtain guidance and information about the regulatory scheme 
and intentions of regulators, which can be used to adapt the product and 
increase compliance with the regulatory scheme.457 Thus, the technology is not 
a black box for regulators, and neither is regulation for innovators. 

Second, the regulatory sandbox as a testing environment will bring information 
on the suitability of the current regulation, or a new approach (if the sandbox tests 
a new regulatory approach). Thus, it provides an opportunity to test what works 
and what does not in a new technological context, and identify aspects of the 
regulation that should be revisited and updated.458 Regulatory sandboxes may in 
this case reveal information about a potential regulatory disconnection and allow 
regulators to address it in a contained space. Thus, the outcomes from regulatory 
sandboxes can be included in the regulatory cycle as evidence within evidence-
based law-making, or to show the need for a regulatory update. The aspect of 
addressing regulatory disconnection will be elaborated on in the next sub-section. 

One should be critical when weighing the possibility of a regulatory sandbox for 
a new technological development, or a potential extended use of this instrument 
to cope with technological change. The regulatory sandboxes that currently exist 
are very small scale and target very few firms.459 It also seems that they do not 
scale well, which limits their potential to be used market-wide.460 In addition, 
it seems that the efficacy of this instrument is not yet proven, in the sense that 
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there are not yet enough cross-country and cross-sector evaluations of programs 
to draw a conclusion on this.461 From an institutional context perspective, it may 
be unclear under whose regulatory agency jurisdiction a new innovation falls, 
especially when technologies converge.462 In such a situation, as seen in the 
section on the institutional approach (section 2), there may be issues of overlaps 
or gaps in mandates, which may constitute an obstacle for setting up a regulatory 
sandbox, especially when one of the regulatory agencies does not have the 
willingness or the resources to cooperate in setting it up. Or, alternatively, in the 
absence of regulatory powers for setting up a regulatory sandbox, new powers 
may need to be laid down in the law setting out the agency’s mandate. From 
this perspective, it seems that for truly disruptive technologies that may affect 
society in many areas, such as Artificial Intelligence, regulatory sandboxes that 
cover the whole range of applications of the new technology will not be feasible, 
not only because of the necessary scale and the institutional cooperation, but 
also because different sectors will have different concerns.

Finally, there is the risk of regulatory capture, which is enhanced by the intense 
cooperation between the regulatory agencies and the innovators during their 
participation in the regulatory sandbox. Regulatory (or industry) capture refers 
to the situation when interested parties attempt to influence the creation of 
policy or regulation in such a way that they later benefit from it.463 This also 
becomes an issue from the perspective of technology neutrality (in the non-
discrimination meaning), since by being able to shape policy, some innovators 
will have the upper hand over their competitors whose technology may be 
different. According to Chiu, regulatory sandboxes should be complemented 
by a ‘framework for governance and accountability’ which should preserve the 
objectivity and rationality in regulation and policy formation that utilizes the 
output of a regulatory sandbox.464 

4.3 Getting connected: faster, better and for longer?
Making room for innovation through experimental legislation, sunset clauses, 
and regulatory sandboxes opens a new door to the possibilities of regulatory 
connection. One of the main keywords in using these instruments in the context 
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of sociotechnical change is ‘learning’: learning from past regulation, from 
experimental legislation and its effects, but also learning in the sense of bridging 
the information asymmetry between the industry and regulators.465 These 
approaches have, as a starting point, just as the institutional approach, the idea 
that flexibility and adaptability of regulation is necessary in contexts such as 
innovation, where there are frequent changes and uncertainty.466 However, the 
complexities of sociotechnical phenomena are almost impossible to comprehend 
from the outside, and thus regulations devised to address them may not 
establish a good connection for different reasons. The approach of making room 
for innovation goes one step further, by building into regulatory instruments 
moments to revise the approach and reflect on its effects, but also by engaging 
with technology and its uses earlier than previously discussed approaches.467 
Therefore, experimental legislation, sunset clauses and regulatory sandboxes 
can bring valuable contributions to the challenge of ‘getting connected’, but 
also play a role in identifying and addressing a regulatory disconnection. Used 
wisely, they both have the potential to contribute to minimising the gap between 
law and technology, from ‘knowledge’ and ‘speed’ perspective.

4.3.1 Getting connected
From the perspective of getting connected, temporary legislation in the form of 
experimental legislation and sunset clauses can constitute the first attempt at 
regulating a new sociotechnical context, in the absence of enough information 
or of political consensus.468 This enables legislation to ‘connect’, or ‘re-connect’ 
earlier than it would with permanent legislation, which takes longer to devise. 
From that point of view, temporary legislation can address the Collingridge 
dilemma to a certain extent, by enabling connection earlier. Whether the 
connection is effective, is a different issue – because of the faster reaction and 
lack of information, it may be that the quality of regulatory connection suffers. 
However, depending on the circumstances, it is better than nothing if it at 
least provides some legal certainty. In addition, the fact that it has a built-in 
evaluation moment will enable revising the connection if this is not deemed 
suitable. From the perspective of the three-way balance of legal certainty, 

465 Van Gestel and Van Dijck (n 382) 542.
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technology neutrality and sustainability, one can argue that when using 
temporary legislation, the trade-off leans on the side of legal certainty, rather 
than sustainability in the short run. As discussed in relation to experimental 
legislation and sunset clauses, sustainability must be maintained to a certain 
degree, since an incoherent or unstable legislation will run counter the idea of 
maintaining legal certainty.469 However, in the long run, because experimental 
legislation will enable regulatory learning, both legal certainty and sustainability 
will be better off, since the information gathered will enable a better, and 
lengthier connection of the regulatory environment with the new sociotechnical 
context in the permanent legislation. The trade-offs between legal certainty and 
sustainability discussed must of course be combined with the finding of the 
appropriate degree of technology neutrality. Using experimental legislation 
and sunset clauses will help test the regulatory connection before enacting 
permanent legislation, ensuring that it brings about the desired outcomes in the 
complex environment that it functions in. Because most experimental legislation 
is enacted pursuant to delegated powers,470 the discussion on democratic control 
corresponding the level of regulation is crucial. Thus, experimental legislation 
at this level should not be used for every aspect of innovation, especially when 
fundamental rights are at stake. Or, at least, a sort of conditional delegation 
should be used, which still provides a role for the Parliament.471 

Regulatory sandboxes provide created legal environments for innovators to test 
their products under the supervision and guidance of the regulatory authority 
that set up the sandbox. Compared to experimental legislation, the cooperation 
between regulators and regulatees is much more intensive, participation is 
voluntary and usually under strict conditions, and it can be set up for different 
goals and in different forms. The information derived from regulatory sandboxes 
regarding the suitability of a new, or a current regulatory framework can play 
largely a similar role in the effort of ‘getting (re-) connected’, i.e. establishing a 
better connection. Regulatory sandboxes thus provide the chance of proactive 
regulatory learning on innovation based on real-world evidence.472
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Besides the fact that presumably a better regulatory connection will be 
established because it has already been tested and evaluated on a smaller scale, 
there is little that can be said about the risk of disconnection once the permanent 
legislation has been enacted, compared to other legislation. The experimental 
legislation can be quickly reviewed and adapted, and sunset clauses will have 
to be reviewed before their expiration date, which builds in their adaptability, 
but this cannot go on forever and a permanent legislation will have to provide 
some stability. Regulatory sandboxes, provided enough resources are available, 
could be kept functional as a sort of horizon-scanning method. 

4.3.2 Influence on risk and impact of regulatory disconnection
The influence of the approach of making room for innovation on the risk 
and impact of regulatory disconnection, and thus its role in the puzzle of law 
and technology will be discussed next, for each type, and in relation to each 
instrument of this approach. 

Descriptive disconnection (Type 1)
When using experimental legislation as the first step for regulating new 
technology, if this is taking place in the situation when not enough information 
is available, there may be mismatches between the descriptions of technology 
and technology-use practices and reality (i.e. descriptive disconnection). 
However, because these will first be tested on a smaller scale, there will be 
the opportunity to adapt them when more information is gathered. Thus, a 
regulatory disconnection is contained through testing and learning. Even if 
within the experimental legislation there are no mismatches between the state 
of technology and the definitions used, before enacting permanent legislation, 
regulators should check if the definitions still match the technology in its 
current stage of development, and whether they are sufficiently sustainable. 
Furthermore, once permanent legislation is enacted, there is no additional 
protection against disconnection compared to normal legislation, depending 
on the three-way balance struck in its drafting as well as the institutional 
environment it functions in. 

With regard to regulatory sandboxes and type 1 disconnection, engaging with 
technology before it enters the market and the opportunity to interact with 
innovators minimises the knowledge gap for regulation, in case regulatory 
intervention is necessary as a result of the sociotechnical change tested in 
the regulatory sandbox. Because of the decrease in the knowledge gap, the 
description of technologies and technology-use practices will be more accurate 
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once regulation is enacted than when regulation and technology are black 
boxes for each other. If they collaborate, the description may also take into 
account future developments. However, once enacted, the risk of descriptive 
disconnection in regulation is the same as in normal legislation. 

Since in the approach of making room for innovation there is some testing 
and regulatory learning before enacting legislation, the chances are that the 
regulation becomes better connected, which will increase legal certainty 
in regard to current law, but it may also be more sustainable because the 
knowledge gap was minimised at least in connection to the moment of enacting 
the permanent legislation. When the next sociotechnical change takes place, 
however, a new knowledge gap might emerge.

Normative disconnection (Type 2)
As shown by the discussion on the institutional approach, normative 
disconnection (Type 2) requires public debate, and the manner of addressing it 
has a higher legitimacy threshold. Because experimental legislation mostly takes 
place at lower regulatory levels, it seems unsuitable to attempt reconnection of 
the value compact through experimental (delegated) legislation. Furthermore, 
this mechanism also seems inherently incompatible with updating the value 
compact of a regulatory scheme that has a type 2 disconnection. If a new aspect 
in the value compact needs to be included, there may be extensive debates about 
the desired shape it should take, and how to balance the different values at 
stake, however, once that is established, it is not very intuitive why it would help 
that a first step is experimental legislation. At best, the implementing measures 
for establishing downstream details of the change in the value compact may be 
pursued through experimental regulation at a lower level. These however would 
not affect the value compact of the regulatory framework since that would have 
already been decided. 

If we speak of using sunset clauses, it may make more sense that if a compromise 
was struck and the value compact in society has not yet stabilised at the moment 
of regulation, the enacted legislation is to be reviewed after a while. However, 
even in this case, the burden of proof required by sunset clauses seems high, 
in the sense that if the review is not done on time, according to the definition, 
the regulation will cease to exist. There are of course exceptions, for instance 
when a prohibition on a certain technology is enacted on ethical grounds and 
in the absence of scientific evidence of the risks. In this situation though, 
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values towards that technology may change when it reaches a further stage of 
development, so it makes sense to provide an opportunity to review it. 

With regard to regulatory sandboxes, they are also not suitable as an instrument 
for the evaluation of the value compact neither for diagnosing a normative 
disconnection, nor for addressing it. The same remarks in the previous 
paragraph remain valid in the case of regulatory sandboxes. In addition, the 
waiving of regulatory obstacles, even with suitable safeguards, does not seem 
conducive for a safe space to develop or test a new value compact, even if 
assuming there is a methodology to do it. This is reinforced by the fact that 
regulatory sandboxes are more about innovators and regulators, than regulators 
and society. That being said, if a new technology raises ethical concerns because 
the risks are insufficiently explored, a regulatory sandbox might provide the 
proper environment to develop more information, insofar as it is considered 
appropriate to test these ethical concerns with an instrument of structured 
experimentation, which still involves real consumers and a limited market. 
Thus it is important to still follow the precautionary principle,473 especially 
when potential effects can spill over the realm of the regulatory sandbox. The 
information derived from the regulatory sandbox would need to feed back into 
the public debate. An additional point of attention is that regulatory sandboxes 
should not be used to legitimise or normalise problematic uses of technology, 
or facilitate function creep.474 Therefore, regulatory sandboxes are most 
suitable to test, identify, and even provide input for addressing Types 1 and 3 
disconnections. 

Technology-use model disconnection (Type 3)
If experimental legislation and sunset clauses are enacted in early stages of 
technology development, it is possible that in the short and medium run they 
embed a certain technology-use model, usually of the initiator of the technology, 
or the new use thereof. Therefore, this may become problematic from the point 
of view of technology neutrality (especially the non-discrimination meaning) and 
may influence technology development. If doing so, it is important regulators are 
aware of it and stimulate the good effects, which can be done, at least in the case 
of experimental regulation, also during the experiment period. When evaluating 
experimental legislation with a view of making it permanent, regulators should 
review whether the technology-use model is still suitable. If this evaluation is 

473 ibid 12.
474 For instance, if the government wants to introduce a regulatory sandbox to test citizen 

surveillance. 
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lacking, permanent legislation runs the risk of already being outdated, and the 
experiment did not add much in establishing a sustainable connection.

When using regulatory sandboxes, specific issues arise from the perspective of 
embedding technology-use or business models in regulation, therefore exposing 
it to Type 3 disconnection. The existing regulatory sandboxes are very limited, 
with a small number of participants. If the sandbox shows that the regulatory 
framework needs to be adapted to remove some obstacles to innovation on the 
basis of experiences of its (limited) participants, this raises some concerns. The 
advantage of a sandbox is said to be the close collaboration between innovators 
and regulators. Besides the risks of regulatory capture which may be minimised 
by establishing a governance framework, the risk of unintentional embedding 
of technology-use models remains.475 Because current regulatory sandboxes 
are very limited and they do not seem to scale well, there is the danger that, 
because the regulators collaborated closely with the innovators and have access 
to their information, they will internalize that technology-use model and use 
it as the assumptions to build regulations on. While any regulation is built on 
assumptions about how the world works, unintentionally and unconsciously 
embedding a technology-use model developed on the basis of limited sandbox 
participants will not only expose regulation to Type 3 disconnection, but will 
also have consequences from the perspective of technology neutrality (non-
discrimination meaning), which may lead to issues of competition. Regulators 
should prevent this by following the concept of business-model neutrality. 
(see Chapter 2) Another risk with outcomes based on limited sandboxes is 
a ‘false positive’ for regulatory disconnection – a risk that some regulatory 
obstacles perceived by participants are considered unsuitable or outdated by 
the regulatory authority, which proceeds with adapting their policy or regulatory 
framework, when in fact this is not the case. We should be cautious when 
adapting law for innovation, when this starts from a limited number of cases, 
and we should be more critical of the need to do so.476 It is, at the end of the day, 
not the law that needs to comply with technology.

As a conclusion to the approach of coping with sociotechnical change by 
making room for innovation, we can state that opening the door to the industry 
and innovation will facilitate information exchange, and provide faster (re-)
connection,477 which may be evaluated and adapted after some time. However, 

475 See also Allen (n 421) 636.
476 See Leenes (n 463). 
477 At least for Types 1 and 3. 
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this does not come without its perils, and as of now it also seems to be of limited 
application. Especially from the perspective of normative disconnection, it looks 
like this approach is not suitable neither for identifying or addressing it. Given 
the ubiquity of technology and the fast technological pace, one can imagine that 
if experimental legislation, sunset clauses, and regulatory sandboxes became 
main instruments in technology regulation, the legal order would become too 
incoherent and instable. Notwithstanding, when used well, these instruments 
may enable more accurate regulatory connections by first experimenting, 
learning, and then developing or adapting permanent legislation. But once 
permanent legislation is enacted, it’s all fair game for regulatory disconnection. 

5. Interim conclusion

Compared to Chapter 2 that looked at the ‘gap’ between law and technology 
under the theories of the ‘pacing problem’ and ‘regulatory (dis)connection’, this 
Chapter looked at the ‘puzzle’ 0f law and technology, or how to deal with the 
difference in pace between law and technology, and how different approaches 
can reduce the frequency and impact of regulatory disconnection. 

The three analysed approaches do so from three different perspectives: 
sustainable drafting through technology neutrality (focusing on the ‘knowledge’ 
gap), institutional context for adapting law and keeping it up to date (focusing 
on the ‘speed’ gap), and making room for innovation in the regulatory process by 
engaging earlier and more closely with the emerging technologies or technology-
use practices (a combination of ‘knowledge’ and ‘speed’). (See respectively 
sections 2-4) All these approaches were analysed in relation to regulatory 
disconnection, using Brownsword and Goodwin’s typology of mismatches. I will 
now summarize these findings per type of disconnection: descriptive (type 1),  
normative (type 2), and business/technology-use model (type 3), for the 
purpose of providing an overview of the possibilities of reducing the frequency 
and impact of regulatory disconnection. 

Type 1 disconnection, once occurred, can be addressed through 
interpretation, or an adaptation of relevant rules, and it is due to its nature 
also the easiest one to identify. It can thus be prevented to a large extent by 
technology-neutral drafting. However, since technology neutrality is a scale, 
rather than a 0/1 value, the sustainability of the regulatory scheme will 
depend on the level of abstraction, which is also generally linked to the level of 
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regulation. The three-way balance between technology specificity, sustainability 
and legal certainty will also need to be assessed in light of the suitable level of 
democratic control for the regulated matter. 

In case of lower-level regulation which has an increased technology specificity, 
the second approach provides some insights from the institutional context, 
where it is accepted that technology specificity is required for legal certainty, and 
proposes that lower-level regulations will achieve this, and also be able to limit 
the impact of regulatory disconnection. Thus, institutions such as regulatory 
agencies, but also courts, would be able to keep law up to date in a speedier 
manner than if a higher-level law had to be adapted. Therefore, when type 1 
disconnection occurs, this will be addressed faster, through interpretation, or 
adaptive changes to the regulatory scheme. 

The third approach takes a step back chronologically speaking, in the sense 
that in contrast to the first two, it brings its contribution before permanent 
legislation is drafted and enacted. When experimental legislation is used as a 
first step to regulate a new technology or technology-use practice, it offers the 
opportunity to test the descriptions chosen by legislators. Because there might 
not yet be enough information available, it can be that there is a descriptive 
disconnection in the experimental legislation. However, due to its temporary 
character, this disconnection can be remedied and prevented from entering 
permanent legislation. A regulatory sandbox provides for closer collaboration 
between regulators and innovators, which means that descriptions included 
in legislation will be more accurate, and arguably also more sustainable if 
regulators understand the directions for future developments. However, once 
permanent legislation is enacted, there is not that much protection against 
descriptive disconnection, and it will depend on the three-way balance struck 
(first approach), as well as whether institutional mechanisms have been put in 
place (second approach). 

Type 2 disconnection is perhaps the most difficult type of disconnection 
to identify, address, and prevent due to its value-related nature. As seen in 
Chapter 2, section 3.4., it requires public debates, or even a change of paradigm. 
Abstracting from technologies through technology neutrality will force regulators 
to consider a larger set of values, including for the future. However, compared 
to the effect of technology neutrality in the context of Type 1 disconnection, the 
value-compact, while arguably wider, will not be made more flexible through 
this drafting strategy. Therefore, the sustainability of regulation in relation to 
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Type 2 disconnection will depend on whether the right value compact for the 
future was chosen. Unanticipated technologies or new uses thereof still have the 
potential to cause a normative disconnection, which should not be addressed 
through judicial interpretation. 

Because this type of disconnection requires public debate, there is the additional 
issue of legitimacy when a decision on morals and values is made by a regulatory 
institution, or judge, as it is envisioned by the second approach (institutional). 
Especially when a Type 2 disconnection is related to fundamental rights, and it 
mostly is, it is not appropriate to address it without involving the legislator and 
especially the Parliament in its role as an open forum and representative of the 
people. Therefore, it is unsuitable to attempt reconnection of the value compact 
through lower regulation. This is also the case with experimental legislation, 
which is mostly lower-level, delegated regulation. 

The approach of experimentation generally seems to be inherently incompatible 
with (re)connecting the value compact. This is because, while there may be 
extensive public debates around the right set of values, once they have been 
agreed upon, it is unintuitive to test them through experimental legislation or 
regulatory sandboxes. These two instruments may work in a supporting capacity, 
for instance when the moral concerns relate to unknown risks. In this sort of 
situation, information on such unknown risks can for instance be gathered in 
a regulatory sandbox, provided that the right safeguards are in place and that 
it is not considered unethical to allow the use of such instruments. There is 
perhaps one exception among the instruments analysed as part of the third 
approach: sunset clauses could be used to provide an opportunity to review 
whether the value compact is still suitable, for instance in case of a prohibition. 
If the concerns that the prohibition was based on have been addressed, there 
may be no reason to extend it unless proven otherwise. 

Type 3 disconnection potentially requires the most extensive substantive 
analysis, not only on the text of law, but also on the assumptions underlying 
it. Responding to this type of disconnection may vary from a regular update 
to a paradigm shift, depending on the extent of the mismatch. Technology-
neutral language in drafting will not prevent a Type 3 disconnection if the 
regulation (unintentionally and implicitly) embeds a business or technology-
use model. A possible work-around this is Reed’s proposal for business-model 
neutrality, which recommends regulators to make their assumptions explicit 
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(e.g. the technology or business model that inspired them in the regulation), to 
subsequently turn the regulation into business-model neutral.(see section 3.3.) 

If Type 3 disconnection occurs, the usefulness of the second approach in adapting 
the regulatory scheme will depend on the level of legislation that embedded the 
model and the extent of embedding (i.e. how much of the regulation is based 
on the model). If the disconnection takes place in a lower-level regulation, 
according to the institutional approach, the responsible regulatory body will be 
able to adapt it faster and thus contain its impact. However, reconnecting only 
one part of the regulatory scheme through interpretation without considering 
the consequences on the rest of the regulatory scheme is dangerous, as it may 
cause another disconnection or aggravate the existing one. 

The third approach is intended to allow the gathering of information about 
technology and related practices by making room for innovation, and 
collaborating with innovators. Experimental legislation offers, as in the 
case of descriptive disconnection, the opportunity to evaluate the law before 
enacting permanent legislation, so a check of a possible embedding can also be 
performed. While the third approach offers an advantage from the perspective 
of knowledge, it is also risky when using regulatory sandboxes, especially due 
to the limited numbers of participants. This is because business models may 
be unintentionally embedded by regulators involved in assessing the output 
of a regulatory sandbox. To this, the risk of regulatory capture is added, which 
may aggravate the embedding, if a limited number of actors can influence the 
regulatory scheme in such a way that only their technology-use practice will 
be compatible with the legislation. Therefore, the use of regulatory sandboxes 
should be safeguarded by business-model neutral approaches in order to lower 
the risk of Type 3 disconnection.
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Conclusion: Room for a new approach

1. Summary of findings

This Part was organized around two main concepts: the ‘gap’ between law 
and technology, and the ‘puzzle’ of law and technology in Chapters 2 and 3 
respectively. While the ‘gap’ refers to the underlying cause of the perception that 
law is behind technology, the ‘puzzle’ adopts a broader idea of dealing with the 
gap, including theoretical and practical efforts to maintain law relevant in the 
face of sociotechnical change. The analysis showed that the ‘gap’ has a twofold 
nature: a ‘speed’ aspect, and a ‘knowledge’ aspect. (See Chapter 2 section 2) 
The theories and the approaches looked at as part of Part I of this dissertation 
focus in their turn predominantly on either ‘speed’ or ‘knowledge’, although 
admittedly it is impossible to isolate the two from each other, as ‘speed’ will play 
a role in the ‘knowledge’-focused approaches and vice versa. 

The theories on the nature of the problem, i.e. the ‘gap’, namely the pacing 
problem and the regulatory disconnection were examined in Chapter 2. 
While the Marchant’s pacing problem focuses on the perspective of ‘speed’, 
Brownsword’s regulatory disconnection focuses on the ‘knowledge’ perspective, 
and even provides three different types of mismatches between law and the 
sociotechnical landscape. (See Section 3) Consequences of a disconnection 
which may help identify the mismatches were mapped by Bennett Moses, and 
some possible responses to disconnection have also been identified in the 
literature. (See sections 3.3. and 3.4.) As it stands now however, the theory 
of regulatory disconnection, while very useful in thinking about the type of 
knowledge gap between law and technology, lacks a systematic and holistic 
approach to identify the different types of mismatches or disconnections, as 
well as sufficient guidance on determining an effective and suitably targeted 
regulatory response. (See section 4) In other words, while it provides the name 
and potential causes for a ‘diagnosis’, there is insufficient contribution both in 
identifying and confirming it, as well as in developing a suitable ‘treatment’. 

It is in Chapter 3 on the ‘puzzle’ of law and technology where I discussed 
approaches to ‘prevention’ and ‘treatment’ (to keep to the same word theme). 
Namely, approaches that may be used in reducing the frequency and impact of 
regulatory disconnection. These were discussed under the umbrella of ‘future-
proofing’ the legal system in the face of sociotechnical change, from different 
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angles: drafting (technology-neutrality, section 2); institutional design (section 3),  
and making room for innovation through experimental legislation (section 4).  
Subsequently, their contribution in reducing the frequency of regulatory 
disconnection as well as its impact were reflected upon. The findings were 
brought together and organised per type of disconnection. (See section 5) While 
the approaches offer important pieces in the ‘puzzle’ of law and technology, the 
puzzle is not yet complete. 

2. The missing link

The approaches discussed in Chapter 3 address the issue of regulatory 
disconnection from different angles, with different attitudes and mechanisms, 
each with its own advantages, disadvantages, and dilemmas. While it looks like 
Type 1 disconnection is the easiest to address and prevent, it is also important 
to realise that in certain cases, a descriptive disconnection may be the first clue 
that another type of mismatch is present, which otherwise may go unobserved 
for a longer period of time. Types 2 and 3 can only partially be dealt with in the 
approaches analysed in Chapters 2 and 3. One crucial missing element remains 
the method for identification and confirmation of disconnection, as well as the 
development of a targeted approach to reconnection. From a substantive point 
of view, none of the three approaches in the ‘puzzle’ provide a structure, or 
method, to addressing the missing elements identified in the theory of regulatory 
disconnection. Even in the institutional approach, where there are mechanisms 
for adapting the law, there is still the question on how to identify the main 
point of mismatch, and the right regulatory response once some disconnection 
symptoms have been identified. In other words, while in all approaches of the 
‘puzzle’ there may be a possibility to prevent or limit disconnection, once there 
are clues that this might take place, a search for answers to the questions of 
‘why? (i.e. cause for mismatch)’ ‘where (in the regulatory scheme)?’ and ‘how 
(to deal with it)?’ is not guided by a consistent and integrated structure for 
analysis. Based on these findings, one can state that there is no ultimate solution 
to regulatory disconnection - the puzzle of law and technology is not solved, 
and will probably never fully be. However, following the analysis in Part I of 
this dissertation, there is room for improvement within the field of law and 
technology theory. 
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3. From the ‘Law of the Horse’ to a general 
theory of law and technology

Taking a step back from the more practical missing elements identified above, 
a more fundamental step within the theory of law and technology seems to be 
lacking. What I mean is that, in the first place, a coherent and holistic theoretical 
playing field for interaction and collaboration between approaches is lacking. 
The existing approaches on the ‘gap’ and the ‘puzzle’ are complementary and 
compatible, even if they focus on different aspects. However, the theory of 
law and technology has not yet evolved to the point of designing an integrated 
approach to make the best out of ‘all worlds’, or a general theory of law and 
technology. The field of law and technology is a relatively new one, that is still 
struggling to find its identity.478 The process of theory forming in this field is 
still in progress (not that one could say theory is ever ‘finished’), having started 
much more recently than other, traditional, legal fields. Indeed, one can even 
say that this field is still somehow trying to justify its existence as a legitimate 
field, and not just ‘the Law of the Horse’.479 

The origin of ‘the Law of the Horse’ is found in a claim made by Gerhard Casper, 
that teaching the ‘Law of the Horse’, i.e. the legal body of knowledge related to 
horses, would be nonsense.480 His point was rather that ‘“Law and …” courses 
should be limited to subject that could illuminate the entire law’.481 This argument 
was used by Frank H. Easterbrook in relation to the law of cyberspace at the 
Law of Cyberspace Conference in 1996, to argue that a specialized legal field for 
cyberspace will be as teaching the ‘Law of the Horse’, leading to shallow findings 
and missing unifying principles.482 One of the first responses to this was from 
Lawrence Lessig arguing that the studying of how law and cyberspace connect, 
one can learn about the ‘limits on law as a regulator and about the techniques 
for escaping those limits.’483 He thus shows that the cyberspace brings a new 
modality of regulation, the ‘code’.484 Lessig changes the perspective from having 

478 See Leenes (n 24).
479 For a state of the art of the field of law and technology, see ibid.
480 ibid 2.
481 Frank H Easterbrook, ‘Cyberspace and the Law of the Horse’ [1996] University of Chicago 

Legal Forum 207, 207.
482 ibid; Leenes (n 24) 2; Andrew Murray, ‘Looking Back at the Law of the Horse: Why Cyberlaw 

and the Rule of Law Are Important’ (2013) 10 SCRIPTed 310, 312.
483 Lawrence Lessig, ‘The Law of the Horse: What Cyberlaw Might Teach’ (1999) 113 Harvard 

Law Review 501, 502; Leenes (n 24) 3.
484 See Lawrence Lessig, Code and Other Laws of Cyberspace (Basic Books 1999); Lawrence 

Lessig, Code (Version 20, Basic Books 2006).
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a ‘Law of the Horse’, towards the study of how the law and the existence and 
possibilities embodied in a ‘horse’ interact, and what can be derived from that. 
Since then, the field of Technology Law (regulation of and by technology) has 
emerged as a distinct area of scholarship, although as Leenes observes we are still 
being haunted by the Law of the Horse, and perhaps other Cyberspace animals as 
well.485 According to Leenes, ‘“we” [referring to law and technology scholars] still 
suffer from an identity crisis. The symptoms of this crisis relate to […] our posing 
the same questions […]’.486 A coherent theory of technology and regulation has 
not been developed yet, and Leenes emphasizes the need for it: ‘We need a more 
thorough theoretical, methodological and practical foundation to get a proper 
grip on technology and regulation. There is an urgency in doing so because the 
stakes are high […]’.487 Indeed, efforts in the direction of developing a general law 
and technology theory have taken place, especially between 2007-2012,488 when 
this new field started earning its own place, but the theory-building remained 
fragmented and scattered between different approaches and paradigms. I will 
summarize some of the developments below, by referring to authors that have 
engaged with the building of a theory of law and technology.

The field of law and technology could escape being ‘the Law of the Horse’, 
according to Bennett Moses, by being ‘thought of as a series of related problems 
that law frequently confronts in situations where technology changes’.489 
According to Bennett Moses, 

‘A theory of law and technology can provide useful insights that 
assist in examining legal problems surrounding the introduction 
of particular technologies. It provides a structure through which 
lessons learned from technologies of the past can help make 
decisions about how to regulate and adapt to future technologies. 

485 Leenes (n 24) 3.
486 ibid 4. The questions Leenes refers to relate to the identity of the field of law and technology. 

These are: ‘Is there such a thing as technology law?; What are the boundaries and scope 
of ‘our’ field?; Who are ‘we’?; How to regulate technology?; What might Cyberlaw/
Robolaw/Ledgerlaw teach?; What is the role of law in a world that increasingly is driven by 
technologically spurred innovation?’

487 ibid 8.
488 See for instance Goodwin, Koops and Leenes (n 25); Bennett Moses, ‘Recurring Dilemmas’ (n 

97); Mandel, ‘Regulating Emerging Technologies’ (n 19); Marchant, Allenby and Herkert (n 10).
489 Which she indeed develops and maps in her work. Bennett Moses, ‘Why Have a Theory of 

Law and Technological Change?’ (n 25) 598.
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It also provides a vehicle for learning from the vast literature on 
technology written by sociologists, historians, and philosophers.’490

Cockfield finds that a linear analysis may not be the appropriate approach for 
the ‘dynamic interplay between law and technology’ and how technological 
development might undermine interests.491 According to the author:

‘Law and technology theory can provide insight into the 
ways that the whole law is transformed by policy decisions 
at the intersections of law and technology. […] Similarly, the 
development of a system of analysis—a law and technology 
theory—that could apply general principles to situations involving 
technological change could help to promote more informed policy 
analysis.’492 

As part of the Symposium ‘Towards a General Theory of Law and 
Technology’,493 two contributions stand out. First, Cockfield and Pridmore 
wrote about a ‘synthetic theory of law and technology’, by combining 
insights from instrumental and substantive theories of technologies.494 Their 
framework of legal analysis follows two steps, which can be used by both 
judges as well as legislators. First, one should establish whether technological 
change undermines traditional interests protected by the law (for which 
the instrumental view is more useful). If that is indeed the case, the second 
step adopts a more substantive view, by analysing the broader context of 
technological change, and looking at potential unpredictable outcomes for the 
traditional interest in the first step, as well as other interests at stake.495 Their 
theory takes an important step of looking at the broader context in terms of 
interests and values not only within the law that is ‘on the table’, but also others 
that may be affected. 

Second, Mandel’s contribution to the symposium also derives some ‘history 
lessons for a general theory of law and technology’,496 by looking at how law 
responded to new technology throughout history (starting with the telegraph). 

490 ibid 605.
491 Cockfield (n 25).
492 ibid 415.
493 Bernstein (n 25).
494 Cockfield and Pridmore (n 25).
495 ibid 503–505.
496 Mandel, ‘History Lessons for a General Theory of Law and Technology’ (n 25).
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Three lessons are derived, that do not form a roadmap for responding to every 
law and technology issue,497 but guidelines on dealing with law and technology 
challenges.498 As the author points out himself, characterizing these lessons as 
a theory of law and technology might raise some criticism in the sense that they 
may only form a general legal theory, and not limited to law and technology.499 
He also rebuts this criticism by stating that certain lessons are applicable only 
to law and technology issues, while the rest, although generally applicable, are 
particularly pertinent for the context of law and technology issues.500 Looking at 
the two contributions,501 one can already see that they complement each other: 
the lessons developed by Mandel can be integrated in the two steps within the 
synthetic theory of Cockfield and Pridmore. This is the case with more theories 
and approaches to law and technology, including the ones analysed in Part I 
of this dissertation. Finding a unifying theory or framework will bring more 
coherence within this field which has been considered ‘balkanised’.502

Indeed, there is no need to reinvent the wheel in the effort of finding a general 
law and technology theory, so it is natural that such a theory will be based on, 
and inspired by, existing legal theory, brought in the sphere of technological 
change and its consequences in society: a legal theory for sociotechnical change. 
This will also contribute to the identity of the field of law and technology since it 
would provide a structured manner for law to deal with sociotechnical change, 
thus distancing itself from ‘The Law of the Horse’. 

4. A different approach towards developing a 
law and technology theory 

Achieving a holistic approach to examining the consequences of sociotechnical 
change on the legal system will bring us further in the puzzle of law and 
technology by developing new insights into, but not limited to:

497 ibid 552.
498 The lessons are: ‘(1) that preexisting legal categories may no longer apply for new law and 

technology issues; (2) that decision-makers be careful to avoid being blinded by the marvels 
of new technology in deciding law and technology cases; and (3) that the types of new law 
and technology disputes can be unforeseeable.’ ibid.

499 ibid 569.
500 ibid 570.
501 Cockfield and Pridmore (n 25); Mandel, ‘History Lessons for a General Theory of Law and 

Technology’ (n 25).
502 Leenes (n 24) 5.
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a) Understanding the nature and causes of the gap;
b) Identifying if and where law has disconnected, and what type of 

mismatch has taken place;
c) Drawing a more developed guide to addressing disconnections ‘the right 

way’, through well-targeted and effective regulatory intervention. 

I will not pretend that achieving this is possible within one dissertation, nor 
that one person could solve this once and for all. My ambition lies with making 
a step towards developing a theory of law and technology, by testing whether 
the theory of autopoiesis can serve as a theoretical playing field, and provide a 
structure for an integrated analysis of laws in the face of sociotechnical change, 
more specifically with regard to the missing link described in section 2 of this 
Conclusion (leading to the aims in b. and c. above). Autopoiesis, or the use 
thereof, is by no way new neither in the field of law, nor in the field of technology 
(since it is used in e.g. information systems theory).503 Interestingly however, 
its explicit use in the field of Technology Law, or law and technology has not 
yet been sufficiently explored. I believe that the explicit use of autopoiesis in 
this field still has something to offer for the following reasons. First, because it 
provides a comprehensive theory that is both legal and sociological, which by its 
nature deals with more than one system. It thus allows for analysis from within 
the system of law, while being able to engage with influences from outside the 
legal system. Second, because it departs from the linear analysis of technology 
changing law or law lagging behind technology, by providing a structure for 
broader interaction and mutual influence of the systems. Another reason for 
a prima facie suitability of autopoiesis as a unifying framework for law and 
technology theory is indicated by some (isolated) applications thereof in the 
field of law and technology which I will summarize below, for the purpose of 
establishing and differentiating the present dissertation from the state of the 
art in literature. 

In his book The Regulation of Cyberspace: Control in the Online Environment, 
Murray builds on autopoiesis and systems theory predominantly from 
Luhmann’s perspective in his description and formation of the concept 
‘symbiotic regulation’.504 He thus argues that:

503 MH Huysman, HC van der Blonk and ERK Spoor, ‘Autopoiesis and the Evolution of 
Information Systems’ in R Magalhaes and R Sanchez (eds), Autopoiesis in organization 
theory and practice (Emerald Group Publishing Limited 2009).

504 Murray (n 30).
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‘[o]ne benefit of acknowledging the complexity of the regulatory 
environment, and moving from a static regulatory model to 
the dynamic regulatory matrix suggested in this book, is that it 
allows us to map the effects of a Schumpterian-style disruptive 
regulatory intervention rather than just its outcome.’505 

Murray’s suggested regulatory matrix would be treated as an autopoietic 
system, with groups of actors as sub-systems, and could therefore be used 
to design regulatory interventions and more plausibly map their outcome 
in the target environment. There are three steps in the symbiotic regulation 
approach proposed by Murray: (1) ‘produce a dynamic model of the regulatory 
matrix surrounding the action they wish to regulate (including a map of 
the communications networks already in place)’; (2) ‘design a regulatory 
intervention intended to harness the natural communications flow by offering 
to the subsystems, or nodes, within the matrix, a positive communication that 
encourages them to support the regulatory intervention’; (3) ‘monitor the 
feedback that follows this intervention’.506 This feedback can be used to improve 
or reinforce the regulatory intervention. 

Markou argues that autopoiesis and therefore social systems theory can provide 
us with a ‘shared theoretical grammar’ for an effective societal governance 
regime for AI (which he sees as an autopoietic system).507 The author furthermore 
explains the idea that law ‘lags’ behind technology through the lens of social 
systems theory, and evaluates evidence for two scenarios—’the self-renewing 
capacity of the legal system’, or ‘its disintegration in response to technological 
change’.508 The use of autopoiesis for law and technology is also developed in his 
work with Deakin. They present a theory of the law-technology cycle,509 meaning 
that instead of conceptualizing the relationship between law and technology as 
unilinear (i.e. as law responding to technology), it becomes a cyclical interaction 
where technology is socially embedded and legally mediated.510 Their arguments 
are highly relevant for the present dissertation and for the potential of an 

505 ibid 241.
506 ibid 250.
507 Markou (n 30) abstract.
508 These remarks are based on the publicly available abstract. The PhD dissertation itself is 

under embargo at the moment of writing. Markou (n 30).
509 Simon Deakin and Christopher Markou, ‘The Law-Technology Cycle and the Future of 

Work’ [2018] University of Cambridge Faculty of Law Legal Studies Research Paper Series, 
Paper no. 32/2018 <http://dx.doi.org/10.2139/ssrn.3183061>.

510 ibid 1.
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autopoiesis-inspired general theory of law and technology, especially relating 
to point a. above (understanding the gap). 

Autopoiesis and social systems theory have also been used in more restricted 
contexts of law and technology, for instance with regard to one legal domain (e.g. 
copyright law) or particular settings, (e.g. dispute resolution).511 For instance, 
Gracz and De Filippi make use of the autopoietic systems theory to shed light 
on the failure of copyright law as a subsystem of law to meet the expectations 
of the constitutive elements of its surrounding environment, especially by 
structurally coupling with the creative system.512 This is analysed in light of 
technological developments which have led to a mismatch between legal norms 
and social norms.513 Koulu uses social systems theory and critical systems 
theory to ‘formulate a theoretical framework for evaluating the implications that 
digital technologies have for the legal system and then to apply this to dispute 
resolution.’514 The author thus focuses on the impact of digital technologies on 
legal practice, more specifically dispute resolution. 

It seems that with the ever increasing complexity of the regulatory environments 
and the development of AI as a potential autopoietic system, the theory 
of autopoiesis may be making a comeback. In this dissertation, I will take a 
different direction in the use of autopoiesis for law and sociotechnical change 
and explore whether it can contribute towards a general law and technology 
theory not only by furthering the understanding of the nature of the gap between 
law and technology, but also whether it can lead to a more systematic analysis of 
challenges brought to law by sociotechnical change, orienting towards addressing 
the missing elements identified as a result of the analysis in Chapters 2 and 3. 
More specifically, whether this theory can provide inspiration for a systematic 
analytical framework to identify regulatory disconnection in legislation, and 
provide additional guidance on the right manner of reconnection. Put into the 
context of the other approaches analysed in Part I, this would focus more on the 
knowledge nature of the gap, and will thus link to the substantive aspect of the 
law, rather than institutional. Furthermore, what I develop in this dissertation 
should be considered as complementary to the existing approaches, and by no 
means replacing or contradicting the existing body of knowledge. 

511 Riikka Koulu, Law, Technology and Dispute Resolution: Privatisation of Coercion 
(Routledge 2019).

512 Gracz and De Filippi (n 30).
513 ibid 549.
514 Koulu (n 511) 5.
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Introduction

As discussed in Part I, using autopoiesis as a theoretical playing field for law 
and technology has the potential to provide more insights for the purpose of 
understanding the nature and causes of the gap between law and technology, 
as well as providing input to address the ‘missing link’ identified in the 
current approaches to the gap and puzzle discussed in Part I (identification 
and confirmation of regulatory disconnection, as well as the development of 
a targeted approach to reconnection). The aim of Part II is twofold: first, to 
explain what autopoiesis is and establish how this relates to law and technology, 
and more specifically to the missing link identified in Part I; second, to develop 
a new, autopoiesis-inspired analytical framework for law and technology, 
focussing on manners and tools for identifying and addressing regulatory 
disconnection. This Part encompasses two chapters.

Chapter 4 brings the discussion on the gap between law and technology 
within the holistic theory of autopoiesis and lays down the foundations for the 
development of an autopoiesis-inspired analytical framework in Chapter 5. 
It thus provides the theoretical background of the theory, as well as its main 
concept and characteristics, reaching its application in legal theory. As part of 
this investigation, it lays emphasis on the concept of ‘model of reality’, including 
the sub-models of law as a system, and establishes their potential to contribute 
as tools for a new analytical framework for law and sociotechnical change. The 
chapter continues by discussing the co-evolution of systems and regulation, 
and re-interprets regulatory disconnection, as well as the gap between law and 
technology through the lens of autopoiesis. It concludes that autopoiesis has the 
necessary language for law and technology, and that it even provides additional 
concepts and ideas with a high potential for theory-building in this field. 

Building on the theoretical basis laid down, Chapter 5 develops the theory 
relating to sub-models of reality in law as a system, by adapting Teubner’s 
three sub-models (empirical, prospective, operative) to the context of laws and 
regulations. It does so in such a way that they can constitute tools for legal 
analysis. The building of the framework is subsequently organised around two 
main questions: (1) how do we identify the three sub-models in existing laws? 
and (2) how can we use the three sub-models when analysing (potential) 
regulatory disconnections in existing laws? While doing so, it develops guiding 
questions for a systematic analysis of laws in the face of sociotechnical change, 
i.e. identifying regulatory disconnection. Further insights into addressing 



3

149|The puzzle of law and technology

regulatory disconnection are developed as well. Chapter 5 thus shows that not 
only autopoiesis can provide a new façon de parler, but also provide a basis 
toward a ‘solution to major problems’. 515

515 This is the final question of the series proposed by Rottleuthner in: Hubert Rottleuthner, 
‘Biological Metaphors in Legal Thought’ in Gunther Teubner (ed), Autopoietic Law - A New 
Approach to Law and Society (DE GRUYTER 1987). 





Chapter 4
Autopoiesis in law: a solution to major 
problems or just a new façon de parler?
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1. Introduction

Autopoiesis means ‘self-production’ and it was coined by Maturana and 
Valera in the field of biology.516 Initially, it was focused on cells and its aim 
was to provide a unifying concept for biology, by defining the living being 
(i.e. a minimal definition of life).517 Despite its ambition to provide a minimal 
definition of life, the concept of autopoiesis did not become the universally 
accepted definition of a living being, nor was it fully integrated in biological 
disciplines.518 However, the concept found its way into other disciplines such 
as sociology,519 organisation theory,520 and information systems,521 which made 
use of it in both metaphorical and non-metaphorical sense.522 One of the most 
famous applications of the theory of autopoiesis is developed by Luhmann, for 
social systems. Luhmann’s application of autopoiesis as developed for social 
systems was taken further by Teubner who aimed at deepening it for the legal 
system as a social functional system, and especially applied it in the context 
of legal regulation.523 While there are a multitude of commonalities between 
Luhmann and Teubner, this Part will follow the theory of autopoiesis as built 
by Teubner, due to his focus on legal regulation. It will additionally discuss 
other authors who have been influential in the development of the theory, such 
as Rottleuthner, Ladeur, and Nerhot. The aim of this Chapter is to first provide 
the theoretical background and main characteristics of autopoiesis to shed new 
light onto how we may perceive the gap between law and sociotechnical change, 
and lay the foundations for the analytical framework developed in Chapter 5. 
This Chapter is structured in the following way. 

516 FG Varela, HR Maturana and R Uribe, ‘Autopoiesis: The Organization of Living Systems, 
Its Characterization and a Model’ (1974) 5 Biosystems 187. 

517 Pablo Razeto-Barry, ‘Autopoiesis 40 Years Later. A Review and a Reformulation’ (2012) 42 
Origins of Life and Evolution of the Biosphere: The Journal of the International Society for 
the Study of the Origin of Life 543, 551.

518 ibid 545.
519 See for instance the work of Niklas Luhmann. 
520 Barbara Czarniawska, ‘Bruno Latour and Niklas Luhmann as Organization Theorists’ 

(2017) 35 European Management Journal 145.
521 See for instance El-Sayed Abou-Zeid, ‘An Autopoietic View of the Concept “Information 

System”’ in Eckhard D Falkenberg, Kalle Lyytinen and Alexander A Verrijn-Stuart (eds), 
Information System Concepts: An Integrated Discipline Emerging, vol 36 (Springer US 2000) 
<http://link.springer.com/10.1007/978-0-387-35500-9_14> accessed 17 October 2022.

522 Razeto-Barry (n 517). Markus Schatten and Miroslav Bača, ‘A Critical Review of Autopoietic 
Theory and Its Applications to Living, Social, Organizational and Information Systems’ 
(2010) 108–109 Društvena Istraživanja / Journal for General Social Issues 837.

523 Mingers (n 27) 153.
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First, I will provide some guidance into using concepts originating from biology 
in legal theory (section 2).524 Second, section 3 will provide a short overview of 
the origins as well as development of autopoiesis in biology, and section 4 will 
provide an overview of autopoiesis in sociology by looking at the theory of social 
systems. Section 5 will begin by reflecting on the elements of the legal system as 
part of its structure. Subsequently, the normative closure and cognitive openness 
of law as a system will be discussed, as well as the mechanism of structural 
coupling. The analysis will then bring us to the constitution of an internal model 
of reality and its sub-models, which will be used as a basis for the analytical 
framework developed in Chapter 5. Subsequently, the possible (regulated) co-
evolution of different autopoietic societal systems will be analysed, and brought 
into the realm of law and sociotechnical change in section 6, which discusses the 
gap between law and technology through the lens of autopoiesis, and shows that 
the findings coincide with the findings on the gap between law and technology 
in Chapter 2. 

2. Using concepts from biology in legal theory 
and potential contributions of autopoiesis in law

It is not unusual for concepts to cross disciplinary boundaries, mostly as 
metaphors of the original meaning. For instance, the terms ‘organism’ and 
‘development’ are assumed to have crossed disciplinary boundaries from biology 
into law, but neither are originally biology concepts. 525 This is partly because 
prior to the 1800s the integration of biological disciplines had not yet taken 
place, but also because both concepts seem to have had already appeared in 
other areas.526 According to Rottleuthner, ‘[t]he use of both terms [organism 
and development] in legal thought does not therefore support the conclusion 
that a biological metaphor is being used. To show this, one would have to find 
out whether individual authors really had a biological area of origin in mind.’527 
In the literature on legal autopoiesis, it is mostly clear when authors refer to the 
original theory developed by Maturana and Valera, in the field of biology. Other 
references include the application of the theory by Luhmann to social systems. 
Even though Luhmann used the original theory, he abstracted it to a general level 
that would enable its interdisciplinary application. Therefore, it could be argued 

524 Rottleuthner (n 515).
525 ibid.
526 ibid 99.
527 ibid 102.
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that referring to Luhmann can constitute an indirect biological metaphor, but 
mostly a use of the theory as shaped in sociology. After Teubner’s development 
on the theory, references in the legal domain mention both him and Luhmann, 
but they may also refer to the term ‘reflexive law’, as coined by Teubner.528 

Rottleuthner identified at least four areas where the contribution of autopoiesis 
in general legal theory could take place. First, more light could be shed on the 
concept of law, allowing ‘disparate elements of legal theory to be integrated or 
seen in another light’.529 Second, it may contribute to explaining the use of law to 
influence social change, and the limits to social control through legal measures. 
Third, by applying the concept of autopoiesis in the context of evolutionary 
theory, new perspectives on social and legal change may arise. Fourth, he 
considered that there could be a role for autopoiesis in a reformulation of 
fundamental legal concepts such as the state, association, market.530 All 
aforementioned contributions may be relevant for the aim of shedding new light 
on the interaction between law and sociotechnical change. 

Another question of using biological metaphors in legal theory relates to the 
evolution of the theory in its field of origin. Does the subsequent development 
of a theory in biology transcend into the disciplines that borrowed it, or is it 
that once the two disciplines intersected, they each develop it in their own 
way? Is there value in tracking novelties of the theory in the field of origin 
past the moment of intersection, in case some inconsistencies are addressed? 
The research done as part of this dissertation shows that once autopoiesis 
entered sociology and legal theory, no new developments in the field of biology 
were integrated into legal theory, at least not explicitly. This may be because, 
as Rottleuthner explained, the theory of autopoiesis divested early from its 
biological connotations, which may have contributed to its transdisciplinary 
use.531 In addition, he also considered that since the new areas of application 
established their own meanings for components, ‘the wealth of knowledge on 
the structure and function of the cell can no longer meaningfully be transferred 
into other areas of knowledge.’532 Therefore, once a biological metaphor is 
adopted in another field, such as legal theory, it receives a new life within that 
discipline. Nevertheless, this does not mean that one should never look back 

528 Gunther Teubner, ‘Substantive and Reflexive Elements in Modern Law’ (1983) 17 Law & 
Society Review 239.

529 Rottleuthner (n 515) 114.
530 ibid 114.
531 ibid 115.
532 ibid.
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into the original discipline of a theory, even if it is only to get inspiration for 
addressing issues arising in their own discipline. Searching for work attempting 
to draw transdisciplinary consistency may also bring additional insights into 
how a specific discipline treats a theory.533 

According to Rottleuthner, using biology metaphors in a new discipline should 
follow certain stages: 

‘(1) What field or what discipline does the expression come from?

(2)  What questions was it introduced there to solve; in what 
theoretical context and with what consequences?

(3)  What characteristic meaning and what intention does it have 
in its area of origin?

(4)  To what set of other objects (extension) of other disciplines 
is the term transferred; to solve what problems, and in what 
theoretical context?

(5)  What original characteristics of meaning remain conserved, 
which change, and which become irrelevant?

(6)  In the new field, the new theoretical context, does the metaphor 
facilitate the solution of major problems, or is it merely a new 
façon de parler?’ 534 

In this sense, the gap between law and technology may be considered a major 
problem, if this renders laws ineffective, or even obsolete, and if law cannot be 
kept relevant in a new sociotechnical context.535 I will use this series of questions 

533 For instance, the idea of system identity as a transdisciplinary element of autopoiesis may 
ease extremely complex analyses on whether a legal (sub)system is autopoietic. Not because 
it simplifies the theory, but because it may facilitate discussions beyond contradictions over 
intricate details, to a more pragmatic view, with hopefully more potential for becoming a 
new lens for understanding issues of law and technology in a way that provides concrete 
options for future law making. On system identity see Schatten and Bača (n 522).

534 Rottleuthner (n 515) 98. Façon de parler (French) means ‘manner of speaking’. 
535 See Part I of this dissertation, specifically Chapter 2. See also Bennett Moses, ‘Recurring 

Dilemmas’ (n 97).
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as a guide in my exploration of the role of autopoiesis and its potential in the 
area of law and sociotechnical change in the following sections.

3. Origins: Autopoiesis in biology

The purpose of this section is to show where the term ‘autopoiesis’ comes 
from, as well as its original meaning and purpose in the field of origin, biology 
(questions 1-3 above). Therefore, while an overview of the most important 
elements of autopoiesis in biology will be provided, the selection and degree 
of details are guided by what is necessary as a basis to understand the theory’s 
development in other disciplines, especially in sociology and legal theory.536 

Autopoiesis (from Greek αὐτo- (auto-) ‘self’, and ποίησις (poiesis) ‘creation, 
production’) refers to the fact that a living system produces its own elements (so, 
itself), and therefore maintains its unity and wholeness in a circular, ongoing 
process.537 Compared to other definitions of living beings, autopoiesis is not focused 
on the nature of components, but rather on the relations between components.538 
In defining the characteristics of autopoietic living systems, Maturana uses the 
dichotomy between organization and structure, present in each autopoietic unity: 

‘[Organization) refers to the relations between components that 
define and specify a system as a composite unity of a particular 
class, and determine its properties as such a unity ... by specifying 
a domain in which it can interact as an unanalyzable whole 
endowed with constitutive properties.

[Structure) refers to the actual components and the actual relations 

that these must satisfy in their participation in the constitution of a 

given composite unity [and) determines the space in which it exists 

as a composite unity that can be perturbed through the interactions 

of its components, but the structure does not determine its properties 

as a unity.’539 

536 A comprehensive overview of the theory and its development in biology and other domains 
is provided in: Mingers (n 27).

537 Schatten and Bača (n 522) 838.
538 Razeto-Barry (n 517) 544.
539 H Maturana, ‘Biology of Language: The Epistemology of Reality’ in G Millar and E 

Lenneberg (eds), Psychology and Biology of Language and Thought: Essays in Honour 
of Eric Lenneberg (Academic Press 1978) 32.As quoted by Mingers (n 27) 14.
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It is the organisation that defines a system’s identity, its belonging into a 
particular class (e.g. living beings), and can be realized by different structures, 
since structure is considered to contain properties and relationships essentially 
irrelevant to the qualification of the system in a particular class (i.e. to the 
organisation).540 In the case of living systems, the organisation is self-producing 
– autopoietic.541 Therefore, it is assumed that if the organisation of a system 
changes, so does its identity.542 According to Maturana, ‘whenever a system is 
to be explained, it is necessary and sufficient to reproduce its organization. 
Yet when a particular system is to be reproduced, both its organization and its 
structure must be reproduced.’543

Since the structure determines the space in which the unit exists, an additional 
element produced by the structure is the ‘boundary’, which would allow an 
observer to identify the system as a unity – where the system ends, and when its 
environment begins.544 Since the definition of structure includes a reference to 
‘space’,545 it seems that such boundary must be physical, however, the idea of an 
abstract boundary has been developed as well, especially when autopoiesis was 
to be applied to other systems such as systems of meaning (e.g. social systems 
such as law).546 Indeed, the requirement of a physical (topological) boundary 
is disputed, especially when extending the definition of autopoiesis to include 

540 Mingers (n 27) 15.
541 More recently, according to Razeto-Barry, an autopoietic system does not necessarily 

produce all the components or catalysts of the network, but only some of them. If they 
are readily available in the environment and enter the system constantly, the system 
will maintain its internal processes and thus remain autopoietic. Therefore, he proposes 
an adaptation of the definition: ‘an autopoietic system is a network of processes which 
produces all the components whose internal production is necessary to maintain the 
network operating as a unit.’(p.549) If elements can enter the system from the environment, 
it stands to reason that their internal production is not necessary. It is also important to 
note that there are no degrees of autopoiesis – according to Razeto-Barry, a system that 
takes 10% of its elements from its environment is as autopoietic as one that takes 90% of 
its elements from its environment. Razeto-Barry (n 517).

542 Mingers (n 27) 29.
543 Maturana (n 539) 33.
544 Milan Zeleny, ‘What Is Autopoiesis?’ in Milan Zeleny (ed), Autopoiesis: A Theory of Living 

Organizations (Elsevier Noord-Holland 1981) 6.
545 See also, on spatial boundary and the difference with the operational limits of a system: 

Nathaniel Virgo, Matthew D Egbert and Tom Froese, ‘The Role of the Spatial Boundary 
in Autopoiesis’ in George Kampis, István Karsai and Eörs Szathmáry (eds), Advances in 
Artificial Life. Darwin Meets von Neumann, vol 5777 (Springer Berlin Heidelberg 2011) 
<http://link.springer.com/10.1007/978-3-642-21283-3_30> accessed 17 October 2022.

546 See Section 4. 
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multicellular organisms.547 According to Razeto-Barry,548 the production of a 
physical barrier is not a universal requirement. While a physical boundary is 
necessary for unicellular organisms, it is not what keeps the system as a unit in 
case of multicellular organisms (even though they may have such a boundary).549 

Initially it was also considered that while structure can change due to its 
interaction with its environment, organisation will have to remain stable.550 
However, it seems that in the original definition, Maturana and Valera did not 
account for processes like evolving, aging or metamorphosis.551 According to 
Schatten and Bača, autopoiesis is not affected if organisation ‘evolves, matures, 
eventually reproduces itself, ages and dies’.552 Furthermore, autopoiesis should 
not be affected if some of the components do not regenerate. They provide an 
example of a cat losing its tail – while the components and processes performed 
in the tail will not regenerate, the cat remains an autopoietic system since part of 
the organisation is maintained, and the cat remains a living being.553 In addition, 
they propose a new foundation that could cross disciplinary boundaries, while 
addressing an evolving organisation: system’s identity (which is defined as a core 
part of organisation, the main paths that preserve reproduction of components). 
If this identity remains, the system will maintain its autopoiesis.554

Autopoietic systems are said to be organizationally (operationally) closed, and 
interactionally open. Organisational (or operational) closure implies a certain 
circularity of processes, in the sense that ‘all its possible states of activity 
must always lead to or generate further activity within itself.’555 This is why 
autopoietic systems are said to be self-referential. Autopoietic systems are 
therefore not conceived in terms of input and output,556 since the product of 
their organisation is their own organisation (self-production).557 Nevertheless, 
this does not mean that autopoietic systems are completely isolated from their 
environment. This is not the case because they are interactionally open, which 

547 Razeto-Barry (n 517) 560.
548 ibid 560.
549 ibid 560.
550 Schatten and Bača (n 522) 841.
551 ibid 846.
552 ibid.
553 ibid 845.
554 ibid 846.
555 Mingers (n 27) 32.
556 For more details on input/output and organizational closure, see ibid 33–34.
557 ibid 33.
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means that they interact with their environment through their structure.558 
However, the environment cannot determine the changes within an autopoietic 
system. It may only ‘trigger’ changes, which will further be determined by the 
internal dynamics within the system. For instance, water and soil may trigger 
the sprouting of a seed, but it is the internal dynamics of the seed that determine 
the actual sprouting. The interaction/connection with the system’s environment 
is called structural coupling, but it can also be associated with interactional 
openness, since a system may be shaped extensively by its interactions with its 
environment.559 This is why an autopoietic system is organizationally closed, 
while being interactionally/structurally open.

In the field of biology, the theory of autopoiesis as developed by Maturana and 
Valera presents opposing views to what can be considered the dominant world-
view in biology, which places genetics and evolution at the center.560 As Mingers 
explains, the dominant view employs a functionalist mode of explanation, ‘which 
suggests that particular traits or components come about in order to fulfil a 
need posed by the environment.’561 Autopoiesis brings a structuralist approach 
to biology, where ‘reproduction and heredity are a secondary development of 
living organisms.’562

Notwithstanding its limited success in the field of biology, and in addition 
to the debates on the origins of life and artificial living systems, the theory 
of autopoiesis crossed disciplinary boundaries into legal theory, sociology, 
information systems, cognitive science and artificial intelligence.563 In each of 
these disciplines, it received new life. The following sections will first provide 
a necessary overview of Luhmann’s application of autopoiesis to societal 
systems, to subsequently bring the analysis to autopoiesis in the field of law, 
and the developments brought by Teubner (therefore looking at Rottleuthner’s 
questions 4 and 5). 

558 ibid.
559 Schatten and Bača (n 522) 841.
560 Mingers (n 27) 37. Referring to the work of Dawkins (1978). For implications in the field 

of biology see ibid 43–48.
561 Mingers (n 27) 37.
562 ibid.
563 ibid 9-10.
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4. Autopoiesis in sociology and social  
systems theory

Niklas Luhmann introduced autopoiesis into sociology and developed social 
systems theory. Nowadays it is impossible to talk about social systems theory or 
autopoiesis in society without associating it with his name. One of the reasons 
his application of the theory was successful is because instead of applying the 
concept directly from biology, he first abstracted the concept of autopoiesis 
to a general one, which may cross disciplinary boundaries.564 According to 
Luhmann, by using a general concept which avoids references that hold true 
only for living systems, new non-living autopoietic systems can be found, 
together with different modes of autopoietic (re)production, organisation, 
and circularity.565 The purpose of this section is to provide an essential, short 
overview of Luhmann’s social systems theory as a background for the next 
section where I will zoom in on the legal system and Teubner’s application. 

Luhmann works with the basic distinction between a system and its 
environment. Thus, a system can be identified by looking at its boundary, which 
will reveal what belongs to the system, and what belongs to the environment.566 
Luhmann considers societal systems as systems of communications, which 
means that communications are the main elements of the systems. An element 
is produced in the system as a result of being used.567 Thus, the concept of 
production obtains a functional meaning.568 The concept of communication also 
receives a new definition in Luhmann’s work, as a combination of three elements 
(information, utterance and understanding) that constitute selections.569 Each 
societal (sub)system filters communication on the basis of their respective code, 
which is also what helps determine the boundary of these systems. For instance, 
the legal system has the code of legal/illegal, and the one for science is true/

564 Seidl (n 28) 4.
565 Niklas Luhmann, ‘The autopoiesis of social systems’ in Felix Geyer and Johannes van der 

Zouwen, Sociocybernetic Paradoxes: Observation, Control and Evolution of Self-Steering 
Systems (SAGE 1986) 172.

566 Hugh Baxter, ‘Niklas Luhmann’s Theory of Autopoietic Legal Systems’ (2013) 9 Annual 
Review of Law and Social Science 167, 168.

567 Seidl (n 28) 6.
568 ibid 6.
569 First, information is understood as a selection from a repertoire of possibilities (what is being 

communicated). Second, the utterance refers to the how and why of the communication. 
Third, understanding is the distinction between information and utterance (so, the what 
has to be distinguished from the how and why). ibid 7.
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false, and these systems communicate on the basis of these distinctions. For the 
applications of the codes, systems develop programmes.570

In his work, Luhmann distinguishes between living (bodies), psychic 
(consciousness), and social systems, which are all autopoietic and constitute 
environment for each other. There are further three types of societal systems: 
societies (or functional systems), interaction, and organization, which can be all 
considered operationally closed.571 Within society, he identifies different, functional 
sub-systems which can be identified by the function they perform,572 such as law, 
politics, religion, economy, science, education, media. However, society is not the 
sum of social systems, but is assembled by the social systems: each system provides 
its own view on what society is. Thus, society cannot be described in its totality 
from a single viewpoint, since each functional system, in its own operational 
closure, internally constitutes its own view of what reality is.573 

Since the legal system is the functional sub-system of society that is of most 
relevance for this dissertation, I will not go into details regarding the other 
societal systems (interaction and organization). However, a few words are 
necessary. According to Luhmann’s theory, interactions refer to face-to-face 
interactions; in this system, communications are based on the perception of the 
physical presence of participants.574 Organization reproduces on the basis of a 
specific kind of communications – decisions. Luhmann’s work on this particular 
system is well known in organization theory, and has had a significant impact 
on management and organizational studies.575 It is important to note that 
both organization and interaction are encompassed by society (since society 
comprises all communications). But this also means that communications in 
organisations and interactions are able to enter the reproduction of society.576

While each system is organizationally closed, it does not mean that it functions 
in isolation from the rest. Just like their biological counterparts, social systems 
are interactionally open, and structurally coupled. Structural coupling of social 

570 Hans-Georg Moeller, Luhmann Explained: From Souls to Systems (Open Court 2006) 22; 
Mingers (n 27) 147.

571 Seidl (n 28) 5; Moeller (n 570) 9.
572 Moeller (n 570) 24.
573 Andreas Philippopoulos-Mihalopoulos, Niklas Luhmann: Law, Justice, Society (1st edn, 

Routledge 2009) 106 <https://www.taylorfrancis.com/books/9780203872086> accessed 
9 June 2020.

574 Seidl (n 28) 14–15.
575 See e.g. Czarniawska (n 520).
576 Seidl (n 28) 14.
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systems can be simply conceived as the idea that a social system ‘presupposes 
certain features of its environment on an ongoing basis and relies on them 
structurally.’577 Therefore, if a parallel is drawn with the theory in biology, the 
result of an autopoietic system can be perceived externally and conceived as a 
possible resource of another autopoietic system. Mutual influences take place 
at the structural level, through mutual irritations, which refers to an event 
internal to the system, triggered by the environment.578 Thus, the way in which a 
system will deal with an irritation from another system is determined by its own 
internal processes (since they are operatively closed towards each other). The 
link (and difference) between structural coupling and irritations in Luhmann’s 
work is that structural couplings trigger, and channel irritations.579 Social 
functional sub-systems are operationally closed: only specific communications 
can enter the reproduction of each system, since each system operates as we 
saw above, on a certain (binary) code, which accepts or rejects communications 
entering a certain system. Because the code is unique to each system,580 for 
instance, only legal communications will reproduce the legal system, and only 
economic communications will reproduce the economic system.581 The systems 
nonetheless constitute environments for each other which means that they 
are structurally coupled. They perceive communications belonging to another 
system as irritations, dealing with them only in terms of their own internal 
processes. The functional systems within society can thus react to each other, 
albeit within their own closed organizations – they are therefore interactionally 
open (or, as Luhmann terms it, cognitively open). For instance, a sales 
contract constitutes a communication within the legal system but also within 
the economic system. While the former sees it through the lens of legal rights 
and duties, the latter sees it through the lens of payments. Notwithstanding, 
due to their structural coupling, the systems (law and economics) manage to 
coordinate their respective processes.582

Because Luhmann defined social systems as systems of communications, which 
is how he managed to maintain the circularity of autopoiesis, this also invited 

577 Niklas Luhmann, Law as a Social System (Fatima Kastner and others eds, Klaus A Ziegert 
tr, Oxford University Press 2004) 382.

578 Baxter (n 566) 171.
579 ibid 171.
580 ibid 170.
581 Seidl (n 28) 14.
582 ibid. For more on the contract as a form of intersystemic communication: NA Andersen, 

‘Contract as a Form of Intersystemic Communication’ in Alberto Febbrajo and Gorm Harste 
(eds), Law and Intersystemic Communication: Understanding Structural Coupling 
(Ashgate Pub 2013).
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one of the main criticisms on his theory: the removal of humans from society. 
If communications are the elements of social systems, where does this leave 
human beings? This is one of the most controversial aspects of Luhmann’s 
theory. However, this criticism is a bit extreme. It seems that ‘Luhmann’s 
complete separation between society and the individual is the only way in which 
autopoiesis can deal with human beings: by not dealing with them (and instead 
dealing them to the environment of society).’583 Humans comprise then at least 
three autopoietic systems: body, consciousness and communication. Luhmann 
thus replaces the notion of a singular and integrated notion of the human being 
with a three-dimensional one, comprised of structurally coupled autopoietic 
systems.584 Humans acquire social identities, at least partially, within functional 
systems, through careers.585 One thus may be identified as a ‘lawyer’ or ‘judge’ 
in the legal system. However, the personal relationships of a person will also fall 
under another system, for instance the intimacy system, or the family system, 
in which case the same person may be recognized as e.g. ‘a husband’, or ‘a 
mother’.586 It is thus not the case that human beings are excluded from the 
theory of autopoiesis, they are rather dealt with under different systems which 
filter different facets of a certain human being. 

This primer on Luhmann’s social systems theory is enough to move further to 
autopoiesis in the field of law in the following section. While I mostly follow 
Teubner’s theory, Luhmann’s application of autopoiesis to society as well as the 
functional sub-system of law is inherently present in the analysis. However, 
before that, a few words on what remained conserved, what changed, and 
which characteristics became relevant from the original autopoiesis in biology 
(question 5) are necessary. 

First, Luhmann maintains the circularity, organizational closure and interactive 
openness (which he terms cognitive openness) of autopoietic systems. He 
introduces the notion of ‘irritation’ which is channelled by structural coupling. 
Nevertheless, he does not seem to explicitly deal with the dichotomy between 
organisation and structure as introduced by autopoiesis in biology.587 Indeed, 
he identifies the elements of social systems (communications), and defines the 

583 Philippopoulos-Mihalopoulos (n 573) 107.
584 Moeller (n 570) 80.
585 ibid 92.
586 ibid.
587 According to Mingers, this distinction is of relevance in social autopoiesis. For instance, 

in case of law, there are legal systems that are composed of different structure, but their 
organisation allows us to identify them as legal systems. Mingers (n 27) 149.
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‘codes’ as the basis for accepting or rejecting communications as well as the 
boundary of the system. He also re-defines ‘production’, in the sense that an 
element is produced when it is ‘used’ by a system.588 This is arguably a way 
to maintain autopoiesis, since according to the original theory, elements 
are internally produced and cannot be readily available in the environment. 
However, even in the developments in biology, recent theoretical developments 
show that an autopoietic system may not need to produce all the elements and 
catalysts of the network – it suffices to produce those whose internal production 
is necessary to maintain the system as a unity.589 This recent development may 
put less pressure on the concept of ‘production’ in social autopoiesis. However, 
this is not the place to elaborate further on this aspect. 

Another concept introduced by Luhmann is ‘program’, which combines the 
closure (given by the code) and the openness of systems (conditions that are 
the predicates for allocating code values).590 This means that programs allow 
system-relevant values which would not belong in the code to be part of the 
system’s communication.591

Second, there is the issue of boundary. Whereas autopoiesis in biology involves 
a boundary that is relatively easy to identify by observers (e.g. the membrane 
of a cell), when we speak of systems of meaning, the question is of a whole 
different level. While Luhmann uses the concept, the elements of the boundary 
between systems are not clear, even when one applies the codes. For him, the 
boundary between social and non-social systems is equal to the boundary 
between communications and non-communications.592 Admittedly, he does 
consider physical boundaries in the shape of territory, and he admits that some 
systems such as law and politics are territorialized. Therefore, these systems are 
not only functionally differentiated, but also territorially. So, the legal system 
would be territorially differentiated into different legal orders, while we could 
still speak of a global legal system.593 

588 Seidl (n 28) 6.
589 Razeto-Barry (n 517) 549.
590 Baxter (n 566) 171. The example provided in Luhmann’s work and cited by Baxter is the 

legal statute as a programme: ‘If such-and-such facts obtain, then the legal consequence is 
legal or illegal’. Other examples are court decisions and contracts.

591 ibid. The programs for the legal system will be further discussed in the next section.
592 ibid 169.
593 ibid 177.
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Despite criticism, Luhmann’s application of autopoiesis is one of the most 
comprehensive efforts to bring the theory in society, which also led to it being 
called a ‘supertheory’, i.e. a theory of universal relevance.594 Luhmann’s work 
has been influential in different fields, as he developed the theory for different 
sub-systems such as law, including structural coupling (law-politics, law-
economics). These were picked up by various authors, including Teubner, for 
the legal system. Furthermore, it can indeed be seen that autopoiesis received a 
life of its own in these different fields, and some original characteristics (from 
biology) were modified, or rendered irrelevant. 

5. Autopoietic legal system

This section will discuss the theory of autopoiesis applied to the legal system, 
focusing on the approach developed by Teubner. I choose to do so not because 
any of the versions has less criticism than the other, or one is better, or more 
complete. My choice is guided by the potential of the application to be productive 
for legal analysis in the context of my dissertation. From this perspective, 
Teubner’s version is more focused on legal regulation and leaves room for a 
more pragmatic approach and offers some tools (as we will see) to organize legal 
analysis for law and sociotechnical change. Furthermore, an essential difference 
between Luhmann and Teubner is that the latter is considered as part of the 
critical systems theory,595 which attempts to introduce a normative concept 
in the theory which is strictly speaking mostly descriptive.596 That being said, 
elements from the work of other authors, including Luhmann will be discussed 
to the extent necessary. Therefore, the use of autopoiesis in this dissertation 
is a functional one, in the sense that my aim is not to provide an exhaustive 
overview of systems theory. Others have done it better than I could possibly do 
in the space and time limitations of this manuscript.

The aim of this section is thus to show how the theory of autopoiesis manifests 
itself when applied to law, in preparation for the next section when it is applied 
in the context of law and sociotechnical change. I will begin by discussing 
the components of the legal system, and shedding light on the difficulties of 
establishing them with clarity (Section 5.1.). Then, the next section (5.2.) moves 

594 Moeller (n 570) 200.
595 Andreas Fischer-Lescano, ‘Critical Systems Theory’ (2012) 38 Philosophy & Social Criticism 3.
596 Sonja Buckel, Subjectivation and Cohesion: Towards the Reconstruction of a Materialist 

Theory of Law (Vykoukal Monika tr, Koninklijke BrillNV 2021) 20; Fischer-Lescano (n 
595).



166 | Chapter 4

on to discuss the closure and openness of the systems, as well as the formation 
of models of reality. The formation of models of reality is based on the idea that 
each system describes society from its own internal point of view. (section 5.3.) 
Subsequently, the issue of (co-)evolution and regulation will be discussed from 
the perspective of autopoiesis. (section 5.4.) The findings will become a first 
step to answering Rottleuthner’s question 6 (i.e. solution to major problem, or 
just a new façon de parler?). 

5.1 Components of the autopoietic legal system
In general, identifying with certainty the building blocks or components of 
the legal system is one of the most complex questions to answer within the 
framework of autopoiesis.597 Luhmann’s application of the theory defines legal 
communications as elements of the legal system. According to him, the system

 ‘[…] consists only of communicative actions which engender legal 
consequences — it does not, for example, consist of physical events 
nor of isolated individual behavior which no one sees or hears. It 
consists solely of the thematization of these and other events in a 
communication which treats them as legally relevant and thereby 
assigns itself to the legal system.’598 

Therefore, it was put forward that legal acts might be these basic elements (or 
components). However, Rottleuthner disagrees, reflecting on the fact that ‘[t]he 
selfreferential closure of the legal system is produced in a circular relationship 
between legal decisions and normative rules,’599 He suggests that on the basis 
of this circularity, both legal acts and legal rules are elements of the legal 
system. Legal acts cannot be equated with legal rules, since only their ‘adoption, 
formulation, application, violation, implementation, etc. are legal acts’.600 

Furthermore, Teubner agrees that legal acts are not sufficient as the only self-
constituted elements if one is to talk of legal autopoiesis. 601 According to him, all 
the components must be compatibilized with each other, entering a ‘hypercycle’. 

597 Mark van Hoecke, Law as Communication (Hart 2002) 155–116.
598 Niklas Luhmann, ‘The Unity of the Legal System’ in Gunther Teubner (ed), Autopoietic 

Law - A New Approach to Law and Society (DE GRUYTER 1987) 19.
599 Rottleuthner (n 515) 117–118.
600 ibid 118.
601 Gunther Teubner, ‘Evolution of Autopoietic Law’ in Gunther Teubner (ed), Autopoietic 

Law - A New Approach to Law and Society (DE GRUYTER 1987) 221–222.
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The hypercycle involves all components of the legal system (elements, structures, 
processes, boundaries, etc., each self-constituted) coupled with each other.602 

Therefore, it looks like there are indeed more types of elements (e.g. legal 
acts and legal rules), but also additional components in an autopoietic legal 
system. According to Van Hoecke, different candidates for the building blocks 
may be ‘legal rules’, ‘legal concepts’, ‘legal principles’, ‘legal sentences’, ‘legal 
institutions’, or a combination of some or all of them.603 However, according 
to the author, all these concepts do not bring further clarity because of their 
inherent vagueness. A further problem that may cause these difficulties is ‘an 
underlying assumption of linearity, clear hierarchy and relative simplicity of 
legal systems’.604 Van Hoecke believes that the concept of ‘network’ may do more 
justice to the complex interrelationships in the legal system as a whole, which 
he considers neither anarchic nor hierarchic. An analogy may be made with 
neural networks models, which offer a scale of degree of probability (rather than 
binary choices).605 These models are used in the area of neurology and artificial 
intelligence, and if applied to the structure of the legal system, this would be 
seen as a network of relationships that produce meanings with different levels 
of probability of ‘truth’.606 In any case, it seems that it is the theory chosen by an 
author that determines the basic elements of the legal system, rather than those 
elements being a matter of fact. It also does not make sense, according to Van 
Hoecke, to attack a theory because the author chose the wrong building blocks – 
depending on the focus of investigation, different building blocks may be useful. 
One should also note that no approach can provide a full picture of the law as a 
system, since one cannot possibly look at law from all perspectives at the same 
time.607 For the purpose of this dissertation, it is not of paramount importance 
that the basic elements of the law are established exhaustively. Indeed, if one is 
to follow Maturana, when explaining a system it is sufficient that one focuses on 
the organisation, rather than the structure.608 The emphasis in this dissertation 
is placed on the model of reality that law forms through its components and 
processes, as well as the interaction between law and the sociotechnical context 
(belonging to one or more functional sub-systems). While this approach may be 
considered simplistic by some, the analysis in this dissertation requires a level 

602 ibid.
603 Van Hoecke (n 597) 115–16.
604 ibid 116.
605 ibid.
606 ibid.
607 ibid 118.
608 Maturana (n 539) 32. 
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of clarity that is more suitable for direct application than traditional works in 
legal theory which usually adopt a high level of abstraction. I will thus adopt 
a more pragmatic attitude. This is because one of the aims of this dissertation 
is to develop tools of legal analysis that may be used by both academia as well 
as regulators in assessing laws in the face of sociotechnical change. If these 
tools are to be applied in assessing regulatory schemes, they need to be feasible 
in the time and space restrictions that legislators and regulators have in this 
endeavour. Using these tools should not lead to a further delay and worsen the 
difference in pace between law and technology.

5.2 Closure and openness
The original theory developed by Maturana and Valera provided that structure can 
change and adapt to changes in its environment, whereas the organisation would 
remain stable to maintain the autopoiesis of an identifiable unity.609 This means 
that an autopoietic system would be interactionally open, and organizationally 
closed. How did this translate into the discipline of legal theory? Several authors 
have written about the organizational closure and interactional openness of 
the legal system. Even though they used different labels and interpretations, 
common ground can be found in the essence of these characteristics. 

According to Luhmann, the legal system is ‘normatively closed’, which means 
that no legally relevant event can derive its normativity from the environment, 
but only from within itself.610 Normativity is also what reproduces the boundary 
between the system and its environment.611 Teubner prefers to keep the term 
organizational closure and the attribute of ‘self-referential’. As such, 
there is a continuous self-reproduction of the system’s elements, structures, 
processes, boundary and overall unity of the system.612 Within the autopoiesis 
theory, self-referentiality leads to organizational closure. 613 These are just 
some examples of variety in concepts attributed to the closure of autopoietic 
legal systems. The essence of organizational closure (self-referentiality) is 
that all components are internally produced and compatibilized, which means 
that the legal system regulates its components and identity reflexively, giving 

609 See section 3.
610 Luhmann, ‘The Unity of the Legal System’ (n 598) 18. He also uses the adjective ‘self-

referential’, which is also used by Teubner.
611 Karl-Heinz Ladeur, ‘Perspectives on a Post-Modern Theory of Law: A Critique of Niklas 

Luhmann, “The Unity of the Legal System”’ in Gunther Teubner (ed), Autopoietic Law - A 
New Approach to Law and Society (DE GRUYTER 1987) 255.

612 Teubner, ‘Evolution of Autopoietic Law’ (n 601) 220.
613 ibid.
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rise to a self-reproductive cycle.614 The environment cannot directly determine 
what and how components enter the legal realm. When social communications 
specialize in legal communications and enter the functional sub-system of law, 
they will have to be applied to themselves: ‘legal communication thematizes 
legal communication in legal terms’.615 According to Teubner, ‘[i]t is the legal 
system and not its political, economic, and social environment that defines 
the premises for the validity of a legal act, or a legal rule.’616 A parallel could 
indeed be drawn to Hart’s primary and secondary norms.617 In fact, a number 
of authors discuss Hart’s work together with legal autopoiesis.618 According to 
Hart, law is ‘the union of primary and secondary rules’.619 Basic or primary 
rules prescribe what behaviors are required or what actions are prohibited.620 
Secondary rules are in Hart’s words, ‘parasitic upon, or secondary to the first’.621 
He is using the term ‘parasitic’ in a philosophical manner, which implies that 
the contents of secondary norms presuppose the existence of primary norms.622 
Secondary norms are about primary norms in the sense that they structure and 
regulate primary rules.623 They provide who has the power to make, change, 
or abolish legal (primary) rules, and how this should be done.624 According to 
Hart, secondary rules ‘provide for operations which lead not merely to physical 
movement or change, but to the creation or variation of duties or obligations.’625

For Teubner, Hart’s secondary norms are a key example of self-referential 
constitution, since via these norms, the legal system produces an internal self-
description, and its own norm-creating structures. Even if secondary norms 
may refer to internal processes or to other systems (e.g. social norms or 
religious revelation), what is decisive is, according to Teubner, the autonomous  
‘self-indication’. 626 

614 ibid 222.
615 ibid.
616 ibid.
617 HLA Hart, The Concept of Law (Oxford University Press 1972).
618 See for instance: Rottleuthner (n 515); Teubner, Law as an Autopoietic System (n 29); Van 
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Even though the legal system is self-referential, this does not mean that it 
is indifferent of what is happening in its environment (e.g. other social sub-
systems, or society in general). The interactional openness as named in biology 
is most often referred to as the cognitive openness of the legal system. 
This entails that there is a constant interaction and communication with the 
environment.627 Information and facts from other social systems are then 
filtered into the legal system (based on its own normativity/self-reference). 
This is also where structural coupling plays a role. This refers to the form 
in which a system ‘presupposes specific states or changes in its environment 
and relies on them’.628 It is due to structural coupling that mutual influences 
between different autopoietic systems take place at a structural level, through 
what Luhmann calls irritations. These irritations need not be clearly identified 
as ‘legal’ irritations within the other system or the environment. It is the legal 
system that determines what can and cannot characterize as an irritation.629 
Structural coupling and irritations can manifest in more ways, and in different 
directions. First, it can be that a single event enters the self-reproductive cycle 
of more systems.630 A transfer of banknotes may be qualified as a payment or 
fulfilment of a contract in the legal system, but also as a transfer of capital under 
economics.631 Second, results from the legal system (e.g. laws) may be produced 
precisely to trigger irritations, and therefore change, in other systems (see for 
instance, competition law and its influence on the market). In this case, as will 
be discussed in section 5.4, it is important to keep in mind that law does not 
directly produce changes in other systems, but can only trigger irritations, with 
the hope that the internal processes of other systems bring about the desired 
change. Third, results in another system can bring about changes in the legal 
system as a consequence of those results becoming irritations for the legal 
system.632 Thus, ‘[e]xternal mechanisms can only have a “modulating” effect on 
legal developments’.633 Lastly, from Van Hoecke’s perspective, the legal system 
has some built-in ‘open doors’ to other systems through the use of what he 
calls ‘vague concepts’ such as ‘fairness’, ‘reasonableness’, ‘equity’, ‘abuse’. He 

627 Van Hoecke (n 597) 40.
628 Niklas Luhmann, ‘Operational Closure and Structural Coupling: The Differentiation of the 
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argues that this type of concepts reveals an implicit structural link to non-legal 
normative systems, while avoiding gaps in law or overregulation.634

5.3 Forming internal models of reality 

‘Reality is like the horizon, which one continually approaches but 
never reaches.’ 635

While the legal system is open to the environment, it creates its own internal 
model(s) of reality due to self-referentiality. These are presupposed models 
about what social reality and other systems look like.636 In order for the legal 
system to create its own reality, it will abstract ‘highly selective models of the 
world’637 - social facts, values and norms are ordered and selected among an 
‘immense flow of chaotic elements’, and translated into the legal realm.638 
Only after the events/facts have been ‘translated’ into the same language as 
the model of reality can the legal system begin its self-reproduction (i.e. ‘legal’ 
facts, values and norms).639 The internal model of reality contains descriptive 
as well as normative elements.640 Models are thus not identical to reality, but it 
suffices that they are ‘”adequate” in terms of their operative success.641 From 
this point of view, law does not directly regulate social behavior, but formulates 
rules and decisions with reference to this internal model of reality.642 This is also 
true for different legal domains, which produce their own concepts and internal 
models of reality within the larger law system.643 For instance, consumer law will 
filter different information from a ‘real’ event than data protection law would 

634 Van Hoecke (n 597) 48.
635 Patrick Nerhot, ‘The Fact of Law’ in Teubner Gunther (ed), Autopoietic Law - A New 
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because their internal rules of ‘translation’, and models of reality differ:644 the 
same individual will be a ‘consumer’ in consumer law, and a ‘data subject’ under 
data protection law.

From the perspective of Luhmann’s application, the model of reality could be 
compared with a counter-factual reality that enables a connection between non-
learning and learning processes. In this respect, normative processes are ‘non-
learning’ processes, while cognitive processes are specified (fact-related) ‘learning’ 
processes.645 The learning and non-learning processes are connected to cognitive 
and normative expectations. By normative expectations, Luhmann understands 
the expectations embodied in laws about what ought to happen – they mark what 
is and is not allowed. These do not change if expectations are not met. In contrast, 
cognitive expectations are changed when disappointed. They relate to specific 
instances that take place in social reality.646 For instance, a normative expectation 
is that people should not steal – this is enshrined in the law. A cognitive expectation 
is that we expect person A not to steal. When person A steals, our expectation is 
disappointed, but it also changes in regard to person A.647 

Even though self-referentiality internally creates a (normative) reality and 
does not change when expectations are disappointed, this does not mean that 
its internal programs (conditional mechanisms of if/then) cannot be changed 
‘under the pressure of acts’. 648 This change also takes place through self-
reproduction. Therefore, it may be that normative expectations change, but 
this is not at the same level as cognitive expectations. One should think more 
at the level of amendments, abolishing, enacting laws. The system is rather 
kept open through cognitive processes which ensure that there is structural 
coupling. These are instances of specified learning,649 which make use of 
programs that process items of information from the environment and examine 

644 While I acknowledge an overlap between the models of reality of these two legal domains, 
they remain nonetheless separate enough for them to have different models. Paun, ‘Learning 
from Internal Models of Reality’ (n 33).

645 Ladeur (n 611) 255–256; Niklas Luhmann, ‘The Self-Reproduction of Law and Its Limits’ in 
Gunther Teubner (ed), Dilemmas of Law in the Welfare State (DE GRUYTER 1986) 116 <https://
www.degruyter.com/view/books/9783110921526/9783110921526.111/9783110921526.111.
xml> accessed 28 October 2022.
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whether presuppositions are realized.650 Therefore, while normativity produces 
its own model of reality, the activation of its programs is dependent on facts, 
so on cognitive processes. For example, before deciding whether person A has 
disappointed a normative expectation, the legal system would first make use of 
its cognitive processes to decide whether the physical object in the possession 
of person A matches the description of a ‘good’ that can be ‘stolen’.651 Only once 
the facts are compared with the presuppositions of the internal model of reality, 
may the normative programs be triggered. It is important to note that according 
to Luhmann, cognitive processes are secondary by comparison to the system’s 
self-reference (so, normative processes).652 If we wanted to determine whether 
electricity is a moveable ‘property’ for determining if it can be ‘stolen’,653 the 
legal system will look inwards, through its cognitive and normative processes, 
and not to the environment, to determine what was the intended meaning of the 
formulations it adopted in its model of reality ‘What did the system mean, or 
seek to exclude, in the formulation “moveable property of another”?’654

This brings the discussion to the application and interpretation of the law, 
the so-called legal practice. When a judge is faced with social facts, how are 
questions of fact and law treated? Nerhot makes this the focus for a number 
of his works.655 According to the author, in legal dogmatics the distinction is 
purely technical, as it may determine jurisdiction (for appeal), as well as the 
systematization of rules, or the determination of the role of judge and parties in 
a judicial process.656 Under the theory of autopoiesis, the finding of facts could 
be compared to cognitive processes. However, looking at Nerhot’s reflection on 
legal practice, the interaction between cognitive and normative processes is not 
that straightforward. 

According to Nerhot, when the judge must establish the facts, this does not 
happen outside the legal system, since it is determined ex ante by the legal 
rules that the parties to a judicial procedure put forward: ‘The legal rule enters 

650 ibid.
651 Luhmann, ‘Closure and Openness’ (n 631) 341.
652 ibid 341.
653 Here I am making reference to the Dutch Supreme Court decision Elektriciteitsarrest (HR 

23 mei 1921, NJ 1921/564). The example of electricity as a good is also used in ibid 341.
654 ibid.
655 Nerhot, ‘The Fact of Law’ (n 635). And later, in his own edited book. Patrick Nerhot, Law, 

Interpretation and Reality: Essays in Epistemology, Hermeneutics and Jurisprudence 
(Springer Netherlands 1990) <https://doi.org/10.1007/978-94-015-7875-2> accessed 23 
July 2020.

656 Nerhot, ‘The Fact of Law’ (n 635) 321–322.
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in not merely in order to decide which treatment to apply to establish facts, 
but first of all to trace out the background against which these facts have to 
be defined and analyzed, in order for it to be applied.’657 Once the applicable 
legal rule is determined, the judge will compare the situation model and the 
facts of the case presented to him by the parties, and determine facts that are 
pertinent, conclusive, etc. When a judge interprets rules, ‘[h]e therefore arrives 
at cognizance of the facts through rules, or in other words takes cognizance of 
the situation brought before him using methods authorized by law.’658 

We have seen above that programs belonging to normativity are triggered by 
facts and programs in the cognitive processes. However, looking at judicial 
interpretation, it seems that the selected facts are also dependent on legal rules 
(belonging to normativity). While it is true that parties to the case first take 
the social facts and decide on which rule could/could not apply (thus making a 
preliminary ‘translation’) and bring their case in front of a judge, once a judge 
looks at the facts, they will already establish the facts through the lens of legal 
rules (is electricity a moveable property? Was there intention? etc.). If the 
situation brought before them matches the model assumed by the applicable 
legal rule (the ‘if’ part), the consequence enshrined in the rule applies (the ‘then’ 
part of a rule, e.g. punishment, fine). One can, following this argument, state 
that normative processes are triggered by cognitive processes, but cognitive 
processes are in turn also determined by normativity. According to Nerhot, ‘the 
law takes a grip on the fact and, far from being separate, facts of law constitute 
a unity, or better, a totality.’659

One may indeed wonder then, what comes of the internal model of reality? It 
seems that there are different aspects to it, all interrelated. If we accept that 
normativity contains ‘if/then’ programs, we may talk about different layers of 
the model of reality. While one layer would be related to ‘translating’ social 
reality into the realm of law, another layer relates to what society ought or 
not to look like, on the basis of which another layer is brought, containing 
interventions that are meant to change, prevent or maintain certain human 
conduct in such a way to influence other societal systems. However, once these 
layers are formed within the legal system, they become a unity belonging to 

657 ibid 321.
658 ibid 326.
659 ibid 322.
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closed normativity – they are not additional to each other, rather, through the 
lens of mutual interdependence.660 

In his work, Teubner distils the sub-models of complex, strategic models: 
empirical, projective, and operative sub-models.661 He uses these models to 
organize his analysis of emerging concepts as competing constructions of reality 
in the socio-legal discussion of what he named at the time ‘the regulatory crisis 
in the modern welfare state.’662 The sub-models are summarized below: 

 − Empirical sub-model: it concerns social fields regulated by law, and its 
selectivity degree is rather low. One may say it is descriptive, but not in an 
exhaustive manner. According to Teubner, it may contain, for instance, 
‘empirical theoretical statements about social structures, functions and 
development tendencies in the regulated areas, and interrelations between 
legal norms and social structures.’663 

 − Prospective sub-model: it defines the dimension of normative evaluation 
and strategic goals, by referring to fundamental principles which justify how 
legal norms should shape behaviour, and why. It may contain ‘statements 
about the purposes of law, means-end-relations, and evaluations of legal and 
social consequences.’664 

 − Operative sub-model: it is oriented towards action, and involves the 
highest degree of manipulation of the original data (the data originating in 
the regulated sub-system). It contains ‘the internal conceptual and procedural 
structure of law and the systematization of doctrine’.665 

Having explored the formation of (sub-)models of reality and how this idea 
relates to different interpretations of the theory, one can conclude that this is 
a complicated matter in all perspectives considered. Notwithstanding, I argue 
that the three sub-models developed by Teubner have a potential of application 
beyond what they have been used for. Using the sub-models as organizing 
notions for analysis of law and technology has the potential to provide further 
insights for the development of a theory of law and technology, as well as a 
more concrete methodological approach to analysing the consequences 

660 Gunther Teubner, ‘After Legal Instrumentalism? Strategic Models of Post-Regulatory Law’ 
in Gunther Teubner (ed), Dilemmas of Law in the Welfare State (De Gruyter, Inc 1985) 304.

661 ibid.
662 ibid 305.
663 ibid 304.
664 ibid.
665 ibid.
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of sociotechnical change for law. They constitute a structure on which the 
assumptions about the sociotechnical environment in which law will operate 
can be investigated.666 Hence, with further development and adaptation, the 
sub-models can provide a structure for developing the theory of regulatory 
disconnection further into the direction of identifying the type of regulatory 
disconnection as well as the right regulatory response. As I will show in Chapter 
5, the sub-models can serve as tools for analysis at different levels within law as 
a system – legal domain, piece of legislation, rule. A methodology to distil them 
for this purpose will also be developed in the same Chapter.

A comparison with the original theory in biology is hard to make at this point. 
The closest type of comparison would be along the following example: the model 
of reality of a plant ‘translates’ sunshine into its source of chemical energy (after 
it is processed by chlorophyll). Thus from the perspective of a plant, only the 
characteristics of the sun that are relevant for its system become part of the 
‘translation’ in its model of reality. While the models of reality are based on 
the organizational closure and cognitive (interactional) openness, systems of 
meaning interact with each other differently than physical ones, which is why it 
is hard to draw a clear parallel with living systems.667 

The next sub-section will explore the (co-)evolution of different systems and 
their respective models of reality, as well as how the notion of regulation relates 
to the theory discussed until now. 

5.4 (Co-)evolution and regulation
Evolution theory refers to the stabilization of structural patterns in systems 
through the development of ‘filter mechanisms’, and how these patterns 
determine the development of the system.668 Simply put, it looks at how the filter 
mechanisms of variation, selection, and retention interact. However, according 
to Teubner, this is insufficient for explanations of individual legal events 
(e.g. an individual legal decision), and should be limited to the explanation 
of general structural patterns.669 The author emphasizes that ‘the emergence 
of autopoiesis signifies for the legal system a dynamic shift of the functions 
of evolution inwards; an internalization of the mechanisms for variation, 

666 See Chapter 2. 
667 Here I am referring to physical bodies, and not the psychic. According to Luhmann, the 

psychic (consciousness) is a different type of system. See section 4 above.
668 Teubner, ‘Evolution of Autopoietic Law’ (n 601) 226.
669 ibid.
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selection and retention.’670 This is of course due to the operative closure of the 
legal system, and it mainly refers to the fact that it is the internal mechanisms 
within the system that operate variation, selection, and retention.671 However, 
the environment cannot be excluded from the evolutionary processes,672 
since the environment may trigger possible changes through irritations.673 In 
contrast to non-autopoietic evolution theories though, the environment cannot 
directly cause the changes in law, but only trigger them, to be taken up in the 
internal mechanism of the system.674 The environment is thus also involved 
through processes of co-evolution, defined as ‘the development of autonomous 
evolutionary mechanisms in closed systems and their reciprocal structural 
coupling’, 675 which in other words means the manner in which systems influence 
each other in their evolution, i.e. they co-evolve.676 This provides an additional 
layer of analysis when discussing the evolutionary mechanisms below.

When speaking of the mechanism of variation, Teubner applies Maturana’s 
ideas on law ‘so that at any moment of its operations the structure of law as an 
autopoietic system specifies the structural configuration into which it will be 
transformed as a result of structural change’.677 This is valid no matter whether 
the change results from its internal dynamics or from irritations originating 
in the environment. Teubner explains it in three instances: during conflicts, 
legislative process, and innovation in legal doctrine. In case of conflicts, the 
internal processes formulate ‘legally specific conflicts of expectations’ which 
have ‘little in common’ with the social conflicts put forward by the parties 
in a dispute.678 Thus, instead of merely translating social conflicts into legal 
terminology, these are modelled as autonomous legal conflicts within the legal 
system (i.e. diverging legal expectations or diverging statements of fact).679 
Regarding innovation in the legislative process and legal doctrine, it is indeed 
the social pressures (e.g. a new sociotechnical context) as perceived by the legal 
system that trigger structural change. In the case of legal doctrine, ‘the success 

670 ibid 232.
671 ibid 233.
672 Teubner, Law as an Autopoietic System (n 29).
673 Teubner, ‘Evolution of Autopoietic Law’ (n 601). Teubner, Law as an Autopoietic System 

(n 29) 58. 
674 Teubner, ‘Evolution of Autopoietic Law’ (n 601) 233.
675 Teubner, Law as an Autopoietic System (n 29) 52 and 61. 
676 ibid 61.
677 ibid 58. 
678 ibid. 
679 ibid.
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of external innovations depends on the extent to which they can be reformulated 
in terms of legal doctrine’s “criteria of relevance”.’680

Moving on to the mechanism of selection, this means that ‘of the various 
claims arising from expectations which are created within the legal system, 
only a few are considered as “valid”.’681 For this, an internal, autonomous act of 
selection will take place. According to Teubner, ‘the main criteria for selection 
are whether innovation fits in the existing normative structures and whether 
it is compatible with legal autopoiesis (the legal code).’682 Examples of acts of 
selection may be a legal standard or a judicial decision. 

Once new legal norms have been accepted, stabilization mechanisms must 
be developed, to guarantee retention of the selected legal norms within the 
system. Such mechanisms used to be mostly external (e.g. political or religious 
spheres), but gained terrain within law itself, which embeds references to other 
sets of norms, legal principles, or relationships within the system.683 

Interestingly, when discussing selection and retention Teubner incorporates two 
more concepts from biology, namely the interaction between ontogenetic and 
phylogenetic development, into a theory of evolution of norms developed by 
Habermas.684 While ontogenetic development refers to the development of an 
individual organism, the phylogenetic development looks at the whole species 
(so, at evolution). One may even say that phylogenesis is composed of a series of 
ontogeneses.685 When applied to the legal system, the ontogenetic development 
takes place in the interaction of a trial itself, which contains indeed mechanisms 
for variation and selection. However, retention remains within the short 
memory of the trial, at the ontogenetic level. For the phylogenetic development 
to occur, retention must take place at the level of the legal system (i.e. ‘the 
species’).686 Put into the context of the relationship between the development 
in a trial and the legal system, a mechanism is developed which enables the 
normative ‘surplus’ from one trial to enter the ‘memory’ of the legal system. 

680 ibid 59.
681 ibid.
682 ibid.
683 ibid.
684 ibid.
685 P Smit, ‘Ontogenesis and Phylogenesis: Their Interrelation and Their Interpretation’ (1962) 

15 Acta Biotheoretica 1. Soren LØvtrup, ‘Phylogenesis, Ontogenesis and Evolution’ (1987) 
54 Bolletino di zoologia 199. Neil A Campbell and Jane B Reece (eds), Biology (8. ed., 
Pearson international ed., [Nachdr.], Pearson/Cummings 20). (chapter 26) 

686 Teubner, Law as an Autopoietic System (n 29) 59–61. 
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Teubner calls this mechanism ‘coupling of episodes’, as it makes possible the 
stabilization of legal selections beyond a particular legal episode, to be utilized 
in future episodes.687 

One may consider here the difference between the doctrine of stare decisis in 
common law, which makes precedents binding, and the non-binding precedents 
in civil law systems. It seems that in common law, coupling of episodes is almost 
a given, since courts are bound by precedent. In civil law systems there is also 
a ‘normative surplus’, however, this is not binding for future cases. It may 
nonetheless in practice be generally followed and be retained as part of the legal 
system’s ‘memory’. Think for instance of judgments which cite previous cases 
when interpreting a certain concept in the law. Another distinction which comes 
to mind is between courts of different instances. For instance, a decision of a 
higher instance court will be retained more directly than a lower instance court. 
This is partly because of the status of the court, but also because a decision of a 
lower instance court may be appealed and overturned. Furthermore, the number 
of instances may play a role, in the sense that there are more lower instances than 
highest instances. When a case is first brought in first instance, judges may need 
to decide on new matters, without previous case law, which may lead to divergent 
views between instances, until stabilization takes place at a higher level. Thus, it 
seems harder for normative surpluses from lower instance courts to stabilize.688 

The distinction between the two levels of development plays, according to 
Teubner, also a crucial role when the layer of co-evolution is added, since co-
evolution revolves around individual episodes, or in law, trials.689 Teubner is 
building on Luhmann, and considers that social interactions or events may 
participate as elements in more than one functional sub-system of society.690 
According to Teubner, ‘[t]he individual interaction determines whether or 
not elements of the various sub-systems are compatible’, which means that 
it happens at the ontogenetic level.691 I will return to the consequences of 
completely divergent expectations below, when discussing regulation. In sum, 
when co-evolution takes place, it has the following additions to the evolution 

687 Teubner, ‘Evolution of Autopoietic Law’ (n 601) 235.
688 Indeed, it may happen that a decision of a lower court on a very specific topic remains 

unappealed and thus final for the parties. Therefore, the normative surplus of the trial 
remains the only guidance in that specific area, but until it is recognized and quoted beyond 
that specific instance, it may be concluded that it has not entered the phylogenetic level. 

689 Teubner, Law as an Autopoietic System (n 29) 60.
690 ibid 61.
691 ibid 62.
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mechanisms according to Teubner.692 Impulses for variation will stem from 
various subsystems which enter a singular interaction, for instance, a judicial 
trial. Within the interaction, they exert pressure on each other through reciprocal 
irritations; it is also within the interaction that the succeeding expectations are 
negotiated.693 The different autopoietic systems will take up the structures that 
emerged within the interaction and develop them through their own internal 
mechanisms (which accounts for the mechanism of selection). Lastly, retention 
moves from the ontogenetic to the phylogenetic level by integrating the selected 
expectation in the process of interaction into the various ‘cultures’, world-views, 
and dogmatics (i.e. internal models of reality) of the different subsystems.694 In 
the long term, this will lead to a reciprocal influence and compatibility of the 
systems at the phylogenetic level, through repeated ontogenetic developments. 
What is important to keep in mind is that this is not achieved through any 
direct mechanisms such as direct comparison of world-views, or direct cognitive 
exchange, but through the need to be compatible with each other’s expectations 
in actual interaction.695 This means that even though the models of reality of two 
different systems differ, the consequences of their expectations are compatible 
for individual interactions.696 Teubner proposes as an example the image of a 
legal subject with freedom to choose (belonging to the legal model of reality) and 
the image of the market-regulated economy (belonging to economics), whose 
expectations have the same consequences, such as contractual freedom.697

Reconciling various functional sub-systems of society at the level of interaction is 
difficult, and the introduction of regulatory devices may be necessary to mediate 
between systems and boost the process of co-evolution.698 According to Teubner, 
‘[w]hat we are dealing with, then, are systems of negotiation which operate 
between the systems and are aimed at reconciling divergent world-views and 
expectations.’699 This gives rise to what can be called ‘regulated co-evolution’. 
Even though generally speaking regulatory devices may originate in more 
functional sub-systems,700 this analysis will focus on social regulation through 

692 ibid 61–63; Teubner, ‘Evolution of Autopoietic Law’ (n 601) 236–237.
693 Teubner, Law as an Autopoietic System (n 29) 62.
694 ibid.
695 ibid.
696 ibid 63.
697 ibid; Teubner, ‘Evolution of Autopoietic Law’ (n 601) 237.
698 Teubner, Law as an Autopoietic System (n 29) 63.
699 ibid.
700 See for instance Lessig’s modalities of regulation. In this model, there are 4 main modalities 

of regulation: economics, norms, law and technology(code). Lessig, Code and Other Laws 
of Cyberspace (n 484).
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law. Admittedly, law can be used by politics and administration to influence 
nearly all other societal subsystems.701 In consequence, the legal system must 
develop links with social reality.702 However, as discussed above, due to the 
organizational closure of the systems, law cannot control social processes 
directly, but only attempt to trigger modulating effects within their internal 
mechanisms.703 Therefore, legal norms and decisions are adopted on a model 
of social reality developed within the legal systems. In turn, other autopoietic 
systems perceive regulation as an external irritation, due to structural coupling. 
They may well be influenced and changed by regulation, but they will do so in 
the confines of their own reproductive organisation.704 This is why it is pivotal 
that law is structurally coupled with other sub-systems, and that regulation is 
compatible with the self-reproducing internal interactions in the social system 
to be regulated.705 Following Teubner, this will translate into a circular threefold 
interaction (structural coupling) between self-reproductive systems: politics, 
law, and the regulated subsystem(s).706 On the basis of this, he shapes ‘the 
regulatory trilemma’, which puts forward the fact that ‘[i]f regulation does not 
conform to the conditions of „structural coupling” of law, politics and society, 
it is bound to end up in regulatory failure.’707 The disadvantage of creating 
models of reality and basing regulation on them is that even though speculations 
can be made ex ante about the coupling of the law with the other systems, as 
well as the effectiveness of the proposed regulation in terms of compatibility 
with internal mechanisms of regulated systems, the only definite test to see if 
it works, is by ‘releasing’ the models in society and observe the aftermath.708 
This is similar to what happens in regulatory disconnection, when assumptions 
become embedded in legislation, which may prove inaccurate, or outdated when 
placed in the sociotechnical context. In case of experimental legislation and in 
certain regulatory sandboxes (the approach of making room for innovation),709 
the possibility of learning from the aftermath of releasing the models in society 
is embedded in this form of regulation. However, once permanent legislation 
is enacted, even if it remains the same as in the experiment, due to the scale of 

701 Teubner, ‘Evolution of Autopoietic Law’ (n 601) 219.
702 Teubner, Law as an Autopoietic System (n 29) 71.
703 Teubner, ‘Evolution of Autopoietic Law’ (n 601) 232.
704 See ibid 235–236.
705 See ibid.
706 Teubner, ‘After Legal Instrumentalism? Strategic Models of Post-Regulatory Law’ (n 660) 310.
707 ibid 311.
708 ibid 303 and 305. 
709 See Part I, more specifically Chapter 3.
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its implementation, it is still not certain whether the models will be working as 
expected, therefore their ultimate test is their returning into social reality.710 

According to Teubner, there are three ways regulation can fail: the 
‘incongruence’ of law, politics, and society; the ‘over-legalization’ of society; the 
‘over-socialization’ of law.711 In all cases, law reveals itself as being ineffective, 
because it crosses the limitations imposed by the self-referentiality of either the 
regulated field, the politics, or its own. The consequences include the irrelevance 
of regulation, or the disintegration of elements in the self-reproductive 
organisation of one of the three systems.712 For the purpose of this dissertation, 
I will focus on the first type of regulatory failure, the ‘incongruence’ of law, 
politics, and society. This arises when ‘[t]he regulatory action does not comply 
with the relevance criteria of the regulated system’.713 Since incompatibility 
becomes apparent at the ontogenetic level (i.e. in a particular interaction), 
the disintegration does not take place at phylogenetic level, albeit in extreme 
cases.714 However, ‘what leads to disintegration at the ontogenetic level leads 
to indifference at the phylogenetic level.’715 The incompatibility with the self-
producing interactions of the regulated system leads to the lack of reaction 
on the part of the regulated system, and therefore produces no change in 
behaviour.716 Focusing on this type of regulation failure is promising as a basis 
to shed new light on the relationship between law and sociotechnical change. 
In this sense, the mismatches put forward by the regulatory disconnection, can 
be reinterpreted as an incongruence of the law as a system and the regulated 
system. Such incongruence may originate within the internal (sub-)models of 
reality of law that are enshrined in legal rules and regulations, which even if 
adequate at a certain moment in time, might become outdated when changes in 
other sub-systems of society, or society at large, take place, such as in the case 
of technological development when law is considered to stay behind. 

710 Teubner, ‘After Legal Instrumentalism? Strategic Models of Post-Regulatory Law’ (n 660) 305.
711 ibid 311.
712 ibid 311–312.
713 ibid 311.
714 Teubner does not provide an example for these extreme cases, but one could think of court 

decisions when legislation is invalidated or annulled. Teubner, ‘Evolution of Autopoietic 
Law’ (n 601) 236. 

715 Teubner, Law as an Autopoietic System (n 29) 62.
716 Teubner, ‘After Legal Instrumentalism? Strategic Models of Post-Regulatory Law’ (n 660) 311.
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6. The pacing ‘problem’: from gap to  
co-evolution

This section will build on the previous ones in bringing autopoiesis into the realm 
of law and technology. How can the difference in pace between the development 
of technology and law be interpreted through the lens of autopoiesis? Can this 
reinterpretation bring new insights into this matter, as one would answer 
Rottleuthner’s question 6? Does autopoiesis have the potential to point to a 
solution (or new insights) to this ‘major problem’, or is it just a new façon  
de parler? 

Although there has been limited investigation into the status of technology as 
a societal system, it seems that technology can be considered as a sub-system 
of a functional societal system such as science, or as a separate functional sub-
system. Arguments have also been made for technology as a system outside 
society, just as biological or psychic systems are for instance.717 However, this 
approach does not fit with the purposes of the analysis here. It is rather a more 
useful view in other fields such as computer science. In his work, Luhmann 
identified the functional social sub-systems of law, the economy, science, politics, 
religion, art, media as an open list of functional systems of society, which means 
that more functional systems exist.718 According to Teubner, autopoiesis theory 
does not prescribe a pre-existing set of systems, which leaves the researcher to 
investigate whether their subject matter can indeed be characterized as a system 
in the autopoietic sense.719

In the limited literature that discusses law and technology through the lens 
of autopoiesis, technology is seen as a separate autopoietic social system, 
structurally coupled with the other social systems, and capable of evolving 
though its own internal mechanisms.720 Another manner in which this is 
developed is that (ICT) technological change belongs to an emerging social 
system of the use of ICT721 – this conceptualization is too narrow for the 

717 André Reichel, ‘Technology as System: Towards an Autopoietic Theory of Technology’ 
(2011) 5 International Journal of Innovation and Sustainable Development 105.

718 Steffen Roth, ‘Ten Systems: Toward a Canon of Function Systems’ [2014] SSRN Electronic 
Journal <http://www.ssrn.com/abstract=2508950> accessed 5 July 2021.

719 John Paterson and Gunther Teubner, ‘Changing Maps: Empirical Legal Autopoiesis’ (1998) 
7 Social & Legal Studies 451, 469.

720 Cf. Gracz and Filippi consider that technology as an autopoietic independent system 
contains both material and non-material elements. Gracz and De Filippi (n 30); Deakin 
and Markou (n 509).

721 Koulu (n 511).
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purposes of this analysis. Therefore, this dissertation will consider technology 
an autopoietic functional sub-system of society.

If law and technology are thus both societal sub-systems, this means that they 
are both operationally closed and cognitively open towards each other, and that 
they constitute environment for each other as well. This shows their potential for 
structural coupling, of mutual influence and irritations, and indeed, co-evolution. 

The fact that technology as a system is operationally closed does not mean 
that technological development happens in a social vacuum.722 It regulates and 
produces itself according to its own internal mechanisms, which means that 
technological change is not directly caused by any other system. However, since 
other systems form its environment, they can trigger and modulate changes 
within technology. Law is one of those systems, for instance through intellectual 
property which facilitates scientific innovation.723 But also other areas of law 
can modulate the development of technology – for instance, one can think of 
existing regulations, but especially of general principles, fundamental rights, 
constitutional prerequisites, or international law. Think for instance of the 
Geneva Conventions and the requirement that civilians should not be harmed 
during armed conflict. This translates, among others, into a technological 
requirement for Lethal Autonomous Weapons to be able to discriminate 
between civilians and combatants. The development of Autonomous Weapons 
also poses in its turn multiple challenges to the internal model of reality within 
the law of armed conflicts as well as international criminal law. For instance, 
because the requirements for individual criminal responsibility are based on the 
assumptions that a human is always in the loop.724

Another instance of law modulating the development of technology is when 
certain technologies or applications thereof become prohibited. Think for 
instance of human cloning or chimeras, which have been prohibited since before 
the technology to realize them was fully developed. If this is the case, then 
technology as a system has evolved, but there has been no considerable social 

722 Deakin and Markou (n 509) 1.
723 ibid.
724 See: Marta Bo, ‘Autonomous Weapons and the Responsibility Gap in Light of the Mens Rea 

of the War Crime of Attacking Civilians in the ICC Statute’ [2021] Journal of International 
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‘Mind the Gap: The Lack of Accountability for Killer Robots’ (Human Rights Watch 2015) 
<https://www.hrw.org/report/2015/04/09/mind-gap/lack-accountability-killer-robots> 
accessed 14 September 2021.
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change since the technology has not been deployed. This is similar to the debate 
on whether to look at innovation from the perspective of invention or through 
the perspective of use. In his book, Edgerton shows that some technologies 
that became the highlights of new developments were actually invented even 
decades prior, but had not been sufficiently developed or used for that purpose 
yet.725 However, when technologies produce irritations on other systems at 
a later stage, the latter will perceive the change as sudden and very fast. For 
instance, the roots of artificial intelligence (outside fiction) can be found already 
in the 1950s.726 It is however only in the last decade that Artificial Intelligence 
applications have been developed to the point that they are now perceived on 
the screen of law as a system as (potential or current) sociotechnical change in 
need of regulation.

Therefore, rather than seeing a linear causation between technological change 
and the need for law to adapt (mostly with delay), one can talk of two systems 
that develop independently, but influence each other and therefore co-evolve, 
also influenced by their respective environments (e.g. other social sub-systems). 
Because technological change does not happen in a social vacuum, but is 
influenced due to structural coupling and irritations (especially within society), 
it seems suitable to use the term sociotechnical change also under the lens of 
autopoiesis, which acknowledges that technology does not develop in isolation 
from other systems. 

While law and technology co-evolve, it is important to realise that this happens 
asynchronously.727 For a sociotechnical change to constitute an irritation for 
law as a system, it must be perceived on the ‘internal screens’ of law. Therefore, 
a major technological discovery may not (immediately) be perceived as an 
irritation by law as a system if the internal programs and the code of law are 
indifferent to it. It takes time for law to process the information it receives from 
the environment. It is expected then that in times of rapid innovation, that law 
‘lags behind’ technology.728

If the internal model of reality becomes inadequate, which means that it is 
incongruent with the internal mechanisms of the regulated matter, regulation 
will become ineffective and cannot trigger irritations within another system such 

725 Edgerton (n 54).
726 Michael Haenlein and Andreas Kaplan, ‘A Brief History of Artificial Intelligence: On the Past, 

Present, and Future of Artificial Intelligence’ (2019) 61 California Management Review 5.
727 Deakin and Markou (n 509) 5.
728 ibid 1.
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as technology. Indeed, certain events may belong to more sub-systems, in which 
case it can be that the diverging expectations will be negotiated at the level of 
individual interaction. This can explain why most regulatory disconnections are 
identified in court trials (as an individual interaction in law). If the negotiation 
in individual interactions fails, regulation as a negotiating mechanism could be 
introduced. (see section 5.4)

The findings above are compatible with the two dimensions of the gap between 
law and technology found in Chapter 2: of speed, through rapid innovation 
in the technology system, and of knowledge, since law needs to take time to 
process the information from its environment under the terms of its internal 
processes, in order to respond with structural changes. While it looks like law 
and technology eventually co-evolve in the long run,729 the question remains, 
how can law deal with the unexpected ‘shocks’ of technological change in the 
short-to-medium run? 

When there are indications that law’s internal model of reality is challenged, 
or becomes incongruent with the internal mechanisms of the regulated field, 
one has to look at where this incongruence takes place, and how the model 
of reality is challenged. The model of reality in law can adapt in response to 
society, as well as the programs within them (see difference between code and 
programme above), through ‘coupling of episodes’. (see section 5.4) However, 
if the regulatory scheme needs to be adapted or new legislation needs to be 
drafted, it is imperative that we bring this line of thinking also in practice, by 
treating not only the consequences of the incongruence, but also try to identify 
the point of incongruence and other ramifications. In other words, if there is 
a regulatory disconnection, one must identify its causes and its extent before 
taking remedial action. 

7. Interim conclusion

This chapter has provided the theoretical background for the new analytical 
framework developed in Chapter 5, while seeking to establish whether 
autopoiesis has the potential to facilitate the solution to major problems, or 
if it is just a new manner of speaking (façon de parler). Based on the analysis 
conducted in this chapter, it has been established not only that autopoiesis 
has the necessary language for the field of law and technology, but that it also 

729 ibid 6.
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provides additional concepts and ideas that have a high potential of bringing the 
field of law and technology further, and thus contributing to a solution to major 
problems, such as identifying and addressing regulatory disconnection. The 
following chapter will set out to bring theory closer to practice by introducing 
the use of the three sub-models of reality - empirical, prospective, and operative 
as tools for analysis. Chapter 5 is thus dedicated to developing a new analytical 
framework for law and sociotechnical change. 

For readers unfamiliar with the theory of autopoiesis or systems theory, I 
provide the essence of what they should retain before moving on to the next 
chapter. The theory of autopoiesis proposes that the world is composed of 
different, autopoietic systems, which are characterised by self-production. 
When applied to society, there are different types of systems (according to 
Luhmann: society, interactions, and organisations). Law can be considered an 
autopoietic functional sub-system of society. While the systems can only view the 
world (their environment) as filtered through their own internal mechanisms 
(operational closure), this does not mean that they are isolated form each other. 
This is because of their cognitive openness, which enables systems to interact 
with each other and establish structural coupling. This also allows them to 
indirectly trigger changes within each other through irritations, albeit under 
their own terms. Each system thus develops its own world-view, or an internal 
model of reality of what other systems look like. Law is not an exception in that 
regard. Both in Part I and in this chapter, it was shown that law operates under 
explicit and implicit assumptions about the sociotechnical landscape that it aims 
at regulating. When this internal model of reality is challenged by a change in 
the system’s environment, such as a technological change, there is a risk that it 
becomes incongruent with the system it aims at regulating. This is why looking 
at the internal model of reality, and its sub-models (I will summarize them 
again in the following chapter) has particular potential in developing the theory 
of regulatory disconnection further, into the direction of a more methodological 
manner of identifying and addressing mismatches between law and technology 
(or its applications). Furthermore, the theory of autopoiesis has also been 
shown to provide useful insights and language to interpret the gap between law 
and technology, as the findings in section 6 of this chapter are compatible with 
the findings relating to the two dimensions of the gap (knowledge and speed) 
in Part I.
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1. Introduction

In searching for new insights and a more systematic approach to regulatory 
disconnection, the previous chapter provided the interdisciplinary background 
of the theory of autopoiesis and elaborated on legal autopoiesis. I showed that 
autopoiesis can provide a lens for re-conceptualizing the perceived gap between 
law and technology as two structurally coupled societal systems that eventually 
co-evolve. Therefore, autopoiesis can be a new façon de parler in the field of law 
and technology, with the potential to provide an analytical framework for law 
and technology. However, the co-evolution of the systems of law and technology 
is mostly asynchronous, and hence dealing with the gap in a short- and medium-
run remains an unanswered question, which is interwoven with the findings 
in Part I that show the need for a systematic method of identification and 
confirmation of regulatory disconnection, and the development of a targeted 
approach to re-connection.730 Chapter 4 introduced the internal model of reality 
of law as a system, which is produced by the combination of its normative closure 
and cognitive openness. Internal models of reality constitute a counterfactual 
reality of how systems perceive their environment. They are thus highly 
selective, but they have to be adequate ‘in terms of their operative success’.731 
The internal model includes the sub-models, as developed by Teubner to 
apply to the discussions of emerging concepts as competing constructions of 
reality in the discussion of ‘the regulatory crisis in the modern welfare state’.732 
Therefore, the empirical, prospective, and operative sub-models were initially 
not developed for the purpose of analysing legislation or regulatory schemes. 
However, with some adaptations and development, they can provide the basis of 
the needed systematic approach for identifying regulatory disconnections, and 
making sure that their consequences are further investigated before deciding 
on a suitable manner of re-connection. 

The aim of this chapter is therefore to further elaborate on the (sub-)models of 
reality and present them as tools of a novel, integrated and systematic approach 
of analysing laws in the face of sociotechnical change. The development of an 
analytical framework based on models of reality will take place along two main 
questions: (1) how do we identify the three sub-models in existing laws? and (2) 
how can we use the three sub-models when analyzing (potential) regulatory 
disconnections in existing laws? There are always many ways to go from point A 

730 See also Deakin and Markou (n 509).
731 See Van Hoecke (n 597) 39; Teubner, ‘Autopoiesis in Law and Society’ (n 641) 297.
732 Teubner, ‘After Legal Instrumentalism? Strategic Models of Post-Regulatory Law’ (n 660) 305.
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to point B, some more suitable in certain situations than others, some preferred 
over others. This is certainly not the only manner one can come up with to 
identify and deal with regulatory disconnection. Perhaps the same things can 
be said with different concepts, within different legal theories. Notwithstanding, 
using autopoiesis to search for a way to unify different approaches in law and 
technology, as well as to develop an analytical tool for investigating regulatory 
disconnections, paves yet another step into the direction of a ‘solution to major 
problems’.733 These major problems relate to the dilemmas of how to deal 
with the perceived gap between law and technology, and how to maintain law 
connected in a changing sociotechnical landscape. This new approach derives 
its strength, among others, from the fact that it is based on a theory that has 
the potential to integrate the different approaches in law and technology, so 
that its users benefit from the advantages of each approach. Furthermore, 
because it is based on the theory of autopoiesis, it allows for the systematic 
assessment of how irritations from other systems such as technology affect the 
legislation or regulatory schemes, thus protecting against ‘quick fixes’ when 
regulatory disconnection is present. The danger of quick fixes that eventually 
leave regulation in a worse state has been highlighted in Part I.734 

The chapter is structured in the following way. First, I will go back to Teubner’s 
work on autopoiesis and sub-models, to explain how these models emerge, and 
what they look like for written laws. After bringing these necessary adaptations 
and clarifications in section 2, the first question on how to identify the models in 
existing laws will be dealt with in section 3. The analysis in this section will begin 
by providing additional theoretical background and input for the analytical 
framework, by looking at elements from linguistic analysis of rules developed by 
Schauer and Black (3.1). Then, I will move on to explaining how and where sub-
models can be found, as well as their main elements (3.2). The next step is to 
show how the sub-models can be used for an integrated and systematic approach 
to identifying regulatory disconnection and determining the right manner of 
re-connection (section 4). First, I will explain how the concept of regulatory 
disconnection can be seen through autopoiesis.(4.1) Second, I will provide some 
guiding questions for the investigation of regulatory disconnection through the 
analytical framework of models of reality.(4.2) Third, I will investigate whether 
the analytical framework provides additional guidance into choosing the right 
manner of re-connection, once the existence (or imminence) of disconnection 
has been established.(4.3) The final section (5), will summarize the findings, 

733 See Rottleuthner’s question 6, cited in Chapter 4. Rottleuthner (n 515).
734 See Chapter 2 Section 3.4. 
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clarify the added value of this novel approach, as well as tentatively provide 
further directions of focus for methodological developments in the finding and 
use of models of reality. 

2. On (sub-)models of reality within laws 

According to Teubner, producing legislation is a process that exclusively 
takes place within the legal system, which is to be differentiated from judicial 
procedures of conflict resolutions. Thus, legislation has its own specialised 
legal procedure, which culminates with the production of a legislative act.735 As 
part of this process, ‘legally relevant information is selected, and then brought 
together into a binding proposition of law’.736 Therefore, ‘[l]egal communications 
construct “legal reality” in the facts of a legal rule. These contain distinctions 
which are specific to the law and which allow it to make a distinctive indication. 
In legislative acts, the law ‘invents’ its social environment.’737 However, this 
invention does not come from nothing. First, law already disposes of numerous 
concepts and mechanisms that have been evolving throughout centuries; second, 
Teubner believes that bringing some existing elements from other social sub-
systems into law is easier than we might think, since all societal sub-systems 
have the same type of elements: communications.738 This gives rise to a special 
type of structural coupling he calls ‘interference’, which allows something 
that is closer to, or even the same as, direct contact between systems,739 for 
instance within the same communicative event.740 If we accept this, it does 
not go against the idea of closed systems, because communications will need 
to be ‘re-specialised’, in other words, imbued with new meaning.741 Due to 
interference, the legal system can adopt social constructions of reality for its 
own operations without testing them first, under the condition that these are 

735 Teubner, Law as an Autopoietic System (n 29) 71.
736 ibid 70–71.
737 ibid 78.
738 ibid 86.
739 Direct contact does not mean direct influence, but it also extends beyond mere observation. 

See ibid.
740 ibid 86–87. A communicative event can be for instance a judicial trial, but also a transaction 

of money that can be perceived differently in different systems. Interference allows, 
according to Teubner, a simultaneous generation of information in each of the subsystem 
involved in the communicative event. See also Chapter 4, section 5.2. and the example of a 
contract in the economic and legal systems. 

741 ibid 87.
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translated into law’s own internal mechanisms and code.742 This approach also 
does not go against the autopoiesis and the assumption that all elements must 
be self-produced. First, because communications are re-specialised, they are 
therefore re-produced within the system. Second, if we equate, as Luhmann 
does, production with the use of an element, there is no problem either.743 Third, 
going back to autopoiesis in biology, it has been postulated that the autopoiesis 
is not affected if some elements are taken from the environment, as long as ‘all 
the necessary elements whose internal production is necessary to maintain the 
network operating as a unit are internally produced’.744 

What remains paramount is that to construct and maintain structural coupling 
in regulation, law needs to enrich the simple, directly causal model of ‘political 
goal-legal norm-social effects’, with ‘social knowledge’, i.e. have an adequate 
understanding of what is going on in the environment, and how the regulated 
field’s internal mechanisms work.745 In the absence of that, the legal system 
would not be able to produce congruent regulation, which means that regulatory 
failure is highly probable, if not guaranteed.746 On the basis of the argument 
until now, it can be deduced that also legislation, not only law as a system, 
contains internal (sub-)models of reality specific to its particular field of action, 
even though these might directly draw from higher-level internal models of 
reality, such as the legal domain or the law system in its entirety. 

As presented in Chapter 4, there are three sub-models in law: empirical, 
prospective, and operative.747 They incorporate not only normative evaluations, 
but also strategic considerations, therefore they depend both on the normative 
and strategic context of their intended function.748 Here I will expand their use 
towards the analysis of laws, which requires some adaptation and clarification 

742 ibid.
743 See Chapter 4, Section 4. 
744 Razeto-Barry (n 517) 549. 
745 The directly causal model of how law produces social effects assumes linear causality and 

therefore does not take into account that under autopoiesis, law can only trigger changes 
in other systems, and therefore does not directly exert change. See Chapter 3, Section 5.2 
(Closure and Openness) and Teubner, ‘After Legal Instrumentalism? Strategic Models of 
Post-Regulatory Law’ (n 660) 312.

746 See ibid 311.
747 See Section 5.3. The three sub-models first appear in Teubner, ‘After Legal Instrumentalism? 

Strategic Models of Post-Regulatory Law’ (n 660).
748 ibid 305. Teubner develops these models as ‘strategic’ models, as opposed to ‘planning’ models. 
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for this new context, on top of what is included in the chapter where these 
appeared for the first time.749

The empirical sub-model is descriptive and reflects for instance statements 
about the (to be) regulated field seen on the internal screens of law. This sub-
model contains i.e. the extent of information that law filters from the other 
system, and for legislation - the ‘invented’ image that is used as a basis for 
legal norms. It is for instance, where (power) relationships between actors are 
translated into law, or where the harms generated by certain processes in the 
regulated field are understood. One concrete example of an element belonging 
to the empirical sub-model in legislation could be that in the empirical model of 
consumer protection law, there is information asymmetry between traders and 
consumers, which leads to consumers being the weaker party.750 However, the 
entire extent of the empirical model is almost never explicit in the regulatory 
scheme. While some elements, such as actors, are explicitly named, and the 
harms or causes thereof can be found, e.g. in recitals, there is almost always an 
implicit part of the empirical model, for instance in how these actors interact or 
what they are capable of. This also links to Reed’s idea of embedded business-
models, where seemingly technology-neutral regulation is built on implicit 
assumptions about how technology works and the practices surrounding it.751 
Conversely, the implicit empirical model is inevitable, since legislation cannot 
regulate every situation independently. 

The prospective sub-model refers to regulatory goals and values that 
determine what the law should achieve. It may also include means-end relations 
as well as evaluations of legal and social consequences.752 This sub-model 
determines what the desired situation is, and why this is the case. For example, 
consumers should be protected in their dealings with traders. When there is a 
gap between the status quo (what the social reality looks like now on the internal 
screens of law) and what social reality ought to look like (desired situation), a 
program of ‘difference minimisation’ arises in law.753 

This is where the operative sub-model comes into play, which I propose 
includes the difference minimisation programme. It has to do with ‘the 
internal conceptual and procedural structure of law and the systematization of 

749 Teubner, ‘After Legal Instrumentalism? Strategic Models of Post-Regulatory Law’ (n 660).
750 See Paun, ‘Learning from Internal Models of Reality’ (n 33).
751 Reed (n 142).
752 Teubner, ‘After Legal Instrumentalism? Strategic Models of Post-Regulatory Law’ (n 660) 304.
753 See Paterson and Teubner (n 719).
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doctrine’754 and is thus the sub-model most closely oriented towards action.755 
In legislation, this could include the rules and obligations imposed on the key 
actors that have a role to play (or, at least the empirical model shows so) in 
the status quo. In consumer law, this would translate for instance into rules 
on mandatory information disclosure, a very common duty imposed when 
information asymmetry is to be combatted through regulation. It is important 
to keep in mind that the difference minimisation program is constituted within 
each system,756 so the operative model remains internal to law. It looks to adjust 
social reality in such a way as to minimise the difference between the now and 
the desired situation. Other systems perceive the regulation as turbulence or 
irritation, which also leads to the construction of a ‘difference’, according to 
their own internal programs, and difference minimisation programs are also 
developed within the regulated field. Therefore, instead of direct intervention 
or steering of regulation in the regulated field, we can formulate the regulatory 
effort as the ‘construction of differences by the regulators and their attempts 
to minimize them’.757 Because the regulated field constitutes the difference 
according to its own terms, the effects of the regulation are therefore dependent 
on the internal construction of difference in the regulated field and the internal 
attempts to minimise it.758 

As emphasised in Chapter 4, the sub-models are not stand-alone, but rather 
interdependent and intertwined.759 The operative model will need to rely on 
the empirical model, otherwise the interventions will not be compatible with 
what actually happens in the regulated field. A prospective model will rely on 
the empirical model to establish the regulatory goals, but it is also dependent on 
an adequate operative model as a difference minimisation programme to reach 
the desired situation. Due to the interdependency of the sub-models, they also 
do not develop in a clear chronological order, but rather in a circular manner, 
throughout the legislative process. For instance, when law as a system perceives 

754 Teubner, ‘After Legal Instrumentalism? Strategic Models of Post-Regulatory Law’ (n 660) 
304. While the words ‘conceptual and procedural structure of law’ seem to imply that also 
concepts that I consider as part of the empirical model, such as ‘consumer’ or ‘data subject’, 
I believe that their place is more suitable in the empirical model for two reasons. First, 
because separating the conceptual and procedural structure of law clarifies the difference 
between the three models. Second, because most of the concepts already exist in law as a 
system and are re-used in legislation (otherwise legal certainty would be affected). 

755 ibid.
756 Paterson and Teubner (n 719) 457.
757 ibid.
758 ibid.
759 See Section 5.3. 
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some issues on its internal screens, and it is decided that a regulatory effort is 
needed in the shape of legislation, a sort of preliminary empirical model will be 
developed even before the initial legislation proposal is drafted. Social knowledge 
will for instance be gathered and reports will be written in the effort to find the 
best manner to create legislation compatible with the internal mechanism of 
the regulated field. The empirical sub-model is subject to change during the 
legislative process, as it might adapt to include new relevant aspects or exclude 
unnecessary ones while the prospective and operative models are being shaped. 
The latter two sub-models will also be subject to debates and adaptations, and 
there may be competing models presented or argued for, not only by lawmakers 
but also through lobbying. However, once the process is finalised into the 
legislative or regulatory act, the models become relatively stable. This is perhaps 
why Teubner qualifies the legislative act as the culmination of the specialised 
procedure for legislation.760 This is true, but the culmination does not mean the 
end of sub-models’ development. Without an amendment, the sub-models will 
still evolve through interpretation, either through authoritative interpretation 
of regulatory institutions, through normative surpluses developed as part of 
the phenomenon of ‘coupling of episodes’, as well as through co-evolution.761 
Finding the three models in legislation requires an investigation that goes 
beyond the text of legislation. This is why it stands to reason that they can be 
reconstructed by using doctrinal analysis, linguistic analysis, and (historical) 
discourse analysis performed on the legislative history, as will be explained in 
the next section. 

It is also important to keep in mind that identifying the models of reality does 
not necessarily start all over again for each piece of legislation. Different pieces 
of legislation, while dealing with different subject matter, share some main 
elements of their sub-models when these belong to the same legal domain. 
The sub-models of a legal domain have a more overarching function, and are 
time-wise more stable than the ones of legislation. These sub-models transpire 
through legislative instruments that belong to the particular legal domain. For 
instance, consumer protection as a legal domain is based on the same overall 
empirical sub-model, with actors that interact similarly, and with similar 
main characteristics. Elements of the prospective model such as protection of 
consumer, or creation of the internal market (at the EU level) are also common 
to the different pieces of legislation.762 Operative models of these pieces of 

760 Teubner, Law as an Autopoietic System (n 29) 71.
761 See Chapter 4, Section 5.4. 
762 See Paun, ‘Learning from Internal Models of Reality’ (n 33).
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legislation also share elements, for instance the use of the information disclosure 
strategy in a wide number of consumer protection pieces of legislation.

Organising the analysis of laws along the sub-models offers a more layered 
approach to investigating potential regulatory disconnections, without ignoring 
the interrelatedness of the different sub-models. This contributes to a more 
punctual identification of a mismatch between law and sociotechnical reality, as 
well as its ripple effects along the same sub-model, or between the sub-models. 
The analysis can take place at different levels, from lower-level legislation 
(regulations), to high level legislation (e.g. Acts of Parliament), and it can be 
applied also at the level of a legal domain, e.g. copyright or data protection. It 
is thus scalable, and does not necessarily need to lead to the investigation of 
the full legislative instrument in the same detail, every time. Thus, depending 
on the purpose of the analysis, it is possible to focus on (‘zoom in’) a particular 
part of the legislation, which allows a more detailed analysis. However, the 
connection to the rest of the legislation and assumptions embedded in the sub-
models should be maintained in the picture as the larger context, to avoid a 
conclusion based on insufficient contextualisation. 

In addition, when disconnection is identified, the approach based on sub-models 
of reality as tools offers a more holistic approach to the extent and manner of 
re-connection, when this is needed. The following sections will answer the main 
two questions of this chapter, while mainly focusing on legislation, rather than 
legal domains. However, the findings as well as the developed guiding questions 
can equally be applied for legal domains or smaller parts of a piece of legislation. 

3. Identifying sub-models in legislation 

This section provides the answer to the question how do we identify the 
three sub-models in existing laws? In developing the manners of identifying 
sub-models, I will start by presenting and building on the linguistic analysis 
approach developed by Schauer and Black. Their approach is developed for 
rules, but, due to its emphasis on assumptions of causality, can also be used 
as inspiration to identify sub-models in laws when the lens of autopoiesis 
is layered on top. While the combination of linguistic analysis in regulation 
theory with autopoiesis may appear unusual, I believe that combining insights 
from different branches of legal and regulation theory can bring us further in 
understanding the interactions between law and technology, for the purpose 
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of identifying and remedying mismatches. The second step is to show what we 
should look for to identify sub-models in laws as well as provide some guiding 
questions to do so. Subsequently, I will show what could be possible methods 
to use to identify the sub-models. 

3.1 Generalizations, Justifications, and Models of Reality 
Introducing elements of linguistic analysis based on the work of Schauer and 
Black not only enriches the theoretical underpinning of this approach, but also 
provides more guidance on how to find sub-models. Furthermore, because their 
approach is developed for rules, it allows a more detailed discussion because 
the analysis is more focused and its scope is narrower, compared to looking at a 
whole piece of legislation. Through the lens of autopoiesis, I see rules as able to 
have their own sub-models and differentiation minimization (mini-)programs. 
Notwithstanding their perceived disadvantages, rules are still the main tools of 
command-and-control regulation, which is the type of regulatory environment 
I focus on in this dissertation.

While not all rules are meant to intervene and trigger a change in the status quo 
(some are meant to maintain it, and prevent its change),763 for simplicity I will 
focus in this section on the type of rule that is meant to change it, for the purpose 
of identifying the internal sub-models. While not many rules may explicitly 
include their empirical or prospective sub-models, these may be distilled from 
the context of the rules, if we consider that most prescriptive rules can be 
reformulated as conditionals: ‘if x, then y’, where x is the descriptive/cognitive 
element (i.e. model situation) and y the normative element (i.e. the consequence 
that flows from the fulfilment of the conditions in x). ‘If you deal with consumers, 
then you need to provide the following information…’ ‘If you process personal 
data, you need to do this using a processing ground from this list…’ 

According to Schauer, ‘x is a descriptive element of truth of which is both a 
necessary and a sufficient condition for the applicability of the rule’.764 Therefore, 
x is what determines the substance and scope of the rule. 765 X, or the factual 

763 For instance, when law prohibits a certain technology from being used. A technology-
independent example would be human rights which aim at protecting different spheres of 
human beings – privacy, freedom of expression, etc. 

764 Schauer (n 183) 23. 
765 This is the first dimension of a rule identified by Black who suggests a more complex 

approach that combines legal and linguistic analysis of rules, by using four dimensions 
of a rule: its substance and scope; its character; its status and sanction attached to it; its 
linguistic structure. Black (n 182) Chapter 1.
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predicate,766 can be seen as a generalization, which ‘as a form of discourse thus 
involves the suppression in some contexts of differences that would be germane 
in others’.767 This means that generalisation is essentially (a part of) a model, 
and in our case, the empirical model: it filters the relevant information from 
the status quo for the creation of the rule, in relation to the desired situation 
(found in the prospective model). When making a rule, regulators would have 
to choose a factual predicate that is perceived to be causally relevant to the 
regulatory goal.768 The generalization may start from a particular event, but not 
necessarily: the accumulation of experiences or perceptions may also create 
an idea about the causal properties or sets of facts which indicate an increased 
likelihood of the occurrence relating to a certain regulatory goal (as an element 
of the prospective model).769 When the causal agent is not specified in the factual 
predicate, the rule may include certain properties which taken together, indicate 
the existence of the causal agent.770 In these cases, according to Schauer, ‘the 
probabilistic relationship is twofold. The property identified by the rule bears 
only a probabilistic relationship to the presence of the causal agent, and the 
causal agent bears only a probabilistic relationship to the incidence of the rule’s 
justification.’771 Justification stands for the outcome sought, the purpose of a 
rule (materialization of a positive goal or avoidance of a negative outcome), 772 
and is thus part of the prospective model. Justifications are crucial in choosing 
a factual predicate which is perceived to be causally relevant, among other 
logically equivalent generalisations.773 

The factual predicate also determines the inclusiveness of a rule in relation 
to its goal or justification. According to Black, inclusiveness can be taken as 
a sign of success or failure of a rule.774 Since causality is only probabilistic, 
factual predicates may include properties that will in some cases be irrelevant 
in relation to the justification, or exclude properties which may prove to be 
essential in other cases.775 Thus, many rules will tend to inherently be over- 
or under-inclusive in relation to their justifications; however, in certain 

766 X is in different literature referred under e.g. ‘operative facts’. Black prefers the latter term, 
but in essence there is no difference. See Schauer (n 183) 23; Black (n 182) 7.

767 Schauer (n 183) 22.
768 ibid 27.
769 ibid 27;30.
770 ibid 30 footnote 19.
771 ibid footnote 19.
772 ibid 26.
773 ibid.
774 Black (n 182) 9.
775 On over and under-inclusiveness, see Chapter 2, Section 3.3.2.; ibid 8.
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circumstances, this may be exacerbated.776 Even if the causal match is on point, 
future unanticipated events such as technological change may cause a mismatch. 
This may be explained by the phenomenon of open texture in law as 

‘the ineliminable possibility of vagueness, the ineradicable 
contingency that even the most seemingly precise term might 
when it confronts an instance unanticipated when the term is 
defined, become vague with respect to that instance’.777 

While the probability inherent in the choice of generalisations may indeed be 
attributed, as Schauer provides, to time and resources,778 I consider that this 
is also a consequence of law’s autopoiesis and the indirect perception of the 
regulated field. The analysis through generalisations and justifications confirms 
the fact that the sub-models in law are interdependent, and that the empirical 
model that lies at the basis of a rule is dependent on the prospective model, in 
the sense that the empirical model will only contain the filtered information 
from the (to be) regulated field that is perceived as relevant for achieving the 
desired situation. In turn, the elements of the operative model are found in the 
actual rule, which attaches to an element from the empirical model (the factual 
predicate), and one or more elements of the prospective model (justifications), 
to enable the difference minimisation. 

Therefore, the operative model of a rule is, simply put, the rule. This is why 
in a rule one will find elements of the empirical model, but not its totality. 
The elements of the empirical model that are explicit in a rule (i.e. the factual 
predicate) must always be complemented by the implicit assumptions (i.e. 
the implicit empirical model) if one is to provide a proper overview of the 
empirical model. Sometimes (although quite rarely), the rule will also include 
the justification (i.e. an element from the prospective model). An example where 

776 Schauer (n 183) 32; Black (n 182) 8.
777 Schauer (n 183) 36. On open texture see also Black (n 182) 11; Hart (n 617) 125.
778 Schauer (n 183) 31.



201|Internal models of reality as a tool for the analysis of law and sociotechnical change

5

justifications are explicitly present in the operative model are when a regulatory 
scheme uses principles or standards (e.g. art. 5 GDPR).779 

While the formulation of the rule will contain elements of the empirical and 
possibly of the prospective model, these are used as anchors by the operative 
model when producing the difference minimisation program, which aims to 
trigger change through the consequent (the y of the rule). The consequent comes 
into play when all elements of the cognitive element have been fulfilled, and 
also determines the character of the rule (mandatory, directory, discretionary or 
permissive).780 On top of the consequent, the operative model will also include 
the legal status and sanction attached to the rule, as elements of supporting 
the difference minimisation programme.781 This dimension of a rule is very 
important when one is to analyse its role in a larger context such as (a piece of) 
legislation, or as part of a complex operative model (i.e. composed of more than 
one rule). The rule may be contained in different instruments which themselves 
have different legal status (e.g. legislation, regulation, voluntary code, etc.), 
and may have direct or indirect legal effect (e.g. breach may lead to sanction, 
or be of evidentiary nature).782 The type of sanction also varies, and it is related 
to the legal status of a rule (e.g. the sanction can be of criminal nature, or a 
disciplinary action within an association).783 

779 Article 5 GDPR: Principles relating to processing of personal data
‘Personal data shall be:
1. processed lawfully, fairly and in a transparent manner in relation to the data subject 

(‘lawfulness, fairness and transparency’);
2. collected for specified, explicit and legitimate purposes and not further processed in 

a manner that is incompatible with those purposes; further processing for archiving 
purposes in the public interest, scientific or historical research purposes or statistical 
purposes shall, in accordance with Article 89(1), not be considered to be incompatible 
with the initial purposes (‘purpose limitation’);

3. adequate, relevant and limited to what is necessary in relation to the purposes for which 
they are processed (‘data minimisation’);

[…]
The controller shall be responsible for, and be able to demonstrate compliance with, 
paragraph 1 (‘accountability’)’ 

780 Schauer (n 183) 23.
781 The difference minimization programme looks to adjust social reality in such a way as to 

minimise the difference between the now and the desired situation. See section 2 above and 
Paterson and Teubner (n 719) 457.

782 Black (n 182) 22.
783 ibid.
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Last, but not least, there is the linguistic structure of the rule, as one of the 
dimensions to rules developed by Black,784 which may provide additional clues 
for identifying the sub-models. First, there is the precision or vagueness of the 
rule which refers to the degree of specificity in relation to e.g. the time or place, 
or manner in which an action must be performed.785 The factual predicate may 
thus be a generic term that refers to a whole class of objects or events rather than 
specific components of that class, or may become vague in certain circumstances.786 
A rule may contain evaluative terms such as ‘fair’ and ‘reasonable’, which on 
the basis of the analysis in Chapter 4 have been shown to invite insights from 
other normative systems in society.787 These are thus built-in points of structural 
coupling of law as a system with its environment through cognitive openness. 
Second, the simplicity or complexity of the rule structure refers to ‘the number 
of factual situations or assessments involved in a determination of the rule’s 
applicability.’788 Thus, simplicity refers to the number of operative facts (factual 
predicates) as well as to the precision and to the specification of those facts. This 
is, from the perspective of sub-models, related to the detail that is included in 
the explicit empirical model. Third, the clarity or opacity refers to ‘the extent 
to which a rule is understood by those applying the rule, be they following or 
enforcing the rule.’789 However, originating from conversationalist theory, clarity 
is a subjective assessment and considered by Black a function of the interpretation 
which the rule receives in a particular community.790 From the perspective of 
autopoiesis, we can relate the dimension of clarity or opacity as perceived by 
the regulated field to the mutual closure of systems towards each other and the 
indirect character of regulation. Since the regulated field perceives regulation as 
irritation, the difference minimisation programme formed within the field will be 
dependent on how clear or opaque the rule is perceived to be, but also in the sense 
of how congruent the rule is with the internal mechanisms of the regulated field. 
This is valid both for the x, as well as the y of the rule. 

The above discussed insights on generalisations, probabilistic causation, their 
relationship to justifications, as well as linguistic aspects of rules have provided 
additional concepts and tools for the quest of this chapter. The concepts and 

784 The other dimensions as identified by Black are: Substance and scope of the rule, its 
character, its legal status. ibid 22–23.

785 ibid 22.
786 ibid. 
787 Van Hoecke (n 597) 48; Black (n 182) 23. 
788 Black (n 182) 23.
789 ibid.
790 ibid. 
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relationships drawn by Schauer and Black provide more concreteness to the 
elements of the different models, and therefore constitute an important step in 
developing guidance on how to identify the three sub-models in laws. Because 
this has become quite abstract, I would like to take a step to the side before 
moving to identifying sub-models in (pieces of) legislation, for the purpose of a 
simplified illustration that is well known for readers familiar with the work of 
Schauer and Black: the classic example of the dog in a restaurant, whose name 
and breed varies (Schauer: Angus, black, Scottish Terrier, Black: Rufus, black, 
Labrador).791 Of course, a rule made by a restaurant owner is not what we would 
think of when we talk about rules belonging to law as an autopoietic system, 
but I will still treat it through the lens that I have been building for rules that 
do belong to it.

No dogs allowed 

My dog will be named Indy, a mixed-breed adopted from 
a shelter. The (adapted) classic example goes as follows. 
I enter a restaurant to have lunch, and Indy joins me. 
Even though she can sit on command, she loves food so 
much, she cannot stay put and causes disturbances in 
the restaurant, bothering other guests. Next time we go 
to the restaurant, we are faced with a big sign saying ‘No 
dogs allowed in restaurant’. What happened is that after 
we left, the owner decided to make a rule that avoids 

such events in the future and prevents disturbances (thus determining the 
prospective model). In doing so, they would assess the different aspects of Indy, 
to determine a factual predicate that reflects the most probable causality 
relationship, and thus the explicit empirical model. While Indy is a.o. black, a 
mixed-breed, sheds a lot, and sits on command, none of these are in fact 
perceived by the owner as having a causal connection to the event. Forbidding 
all things black, besides the fact that the colour of Indy’s fur is not a cause of 
behaviour (there are misbehaved dogs with other colour of fur, in which case 
this would be under-inclusive), there are also other black objects that cannot 
cause the same disturbances (e.g. umbrellas, ties, coats – in which case this 
would become over-inclusive). Therefore, while the colour of Indy’s fur is part 
of her attributes, it is not relevant enough to be filtered as information that 
would be part of the empirical model. However, Indy is a dog, and she was in a 

791 ibid 7; Schauer (n 183) 24. Their discussions of this example are drawn on in the  
following paragraphs.
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restaurant – all her other attributes are suppressed for the purpose of this rule. 
While the factual predicate for the owner’s rule is ‘dog in restaurant’, the 
empirical model contains more than what is expressed in the rule. For instance, 
the implicit empirical model would contain the (causal) assumptions that have 
led to this rule, on the basis of the event that inspired it: 

Dog in a restaurant  dog misbehaves   
disturbances, other guests are upset  loss of profit 

Based on the prospective model that aims to avoid such events in the future and 
avoid disturbances, the operative model as a difference minimisation program 
will prohibit ‘dogs in restaurant’, which is the point in the perceived causal chain 
(belonging to the empirical model) where it can be intervened. When deciding on a 
point of intervention, regulators have to strike a balance between the effectiveness 
and enforceability of the rule, as well as the legal certainty it provides. This will 
indicate how far back in the causation relationships, revealed in the empirical 
model, a rule should go. The further back, the less precise the probability of 
causation. In this example, while the owner can only prohibit dogs who misbehave, 
it is not easy to define ‘misbehaving’, nor predict when it may happen, even when 
a dog is properly trained. This would lower the certainty and effectiveness of the 
rule. On the other side, by prohibiting dogs altogether, this may become over-
inclusive. For instance, with regard to guide dogs – therefore, more details may 
be necessary in the rule: ‘no dogs allowed, unless they are guide dogs’. Here we see 
how the operative model anchors to an element in the empirical model that is most 
relevant to achieve the situation envisioned in the prospective model. 

The rule of no dogs in restaurant may work as intended for an unlimited amount 
of time, because dogs are the pets people mostly bring with them in a restaurant. 
But it may also happen that following unexpected circumstances, the majority 
of people would not have dogs as favourite pets to bring along, but ferrets 
(arguably more misbehaved). The empirical model of the rule would become 
inadequate, while the prospective model would remain the same (avoiding 
disturbances). The empirical model would need to change and expand its scope 
to achieve the unchanged prospective model, perhaps to the factual predicate 
of ‘animals in restaurants’. Which means that the operative model will also 
change to: no animals allowed in restaurant. The empirical model is not the 
only one that can change. Let’s assume that the restaurant is bought by another 
owner who loves dogs, and also wants to be able to take their dog while at work 
in the restaurant. In this case, the prospective model changes to one where the 
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occasional disturbances caused by dogs are not perceived as an issue. This will 
also make the rule of ‘no dogs allowed’ inadequate for the desired situation. 

Besides the rule not allowing dogs, there may be more rules for avoiding 
disturbances. Furthermore, the restaurant may also have more rules that 
contribute to the other justifications, such as health and sanitation rules, 
customer satisfaction, or safety. Thus, while there are justifications at the level 
of a rule, there are also justifications that serve as part of the prospective models 
for more rules which intervene on different focus points of the empirical model. 
In other words, when we talk of a set of rules in the sense of a piece of legislation, 
justifications can be found at different levels. As Schauer provides, the fact that 
dogs are not allowed in a restaurant may serve the justification of avoiding 
disturbances, which will contribute to making the owner happy. However, the 
lack of disturbances is not the only necessary and sufficient condition for the 
owner to be happy.792 I will elaborate on the different levels of justifications in 
the next section, which looks at how to identify the three sub-models in laws, 
such as a piece of legislation.

3.2 Sub-models in (a piece of) legislation
Given the wide scope of application of legislation as well as the fact that it 
comprises a multitude of interconnected rules that contribute to the regulatory 
goals, it stands to reason that the sub-models for the whole legislation are at 
a smaller scale than rules,793 which means that less details can be included in 
them when analysed at the level of legislation. However, for the purpose of more 
detailed analysis, it is possible to ‘zoom in’ on a specific aspect and place it in the 
context of the rest of the model. In this section I will thus build on the previous 
section and develop more guidance into identifying the sub-models and how to 
organize the analysis of legislation by using them as tools. 

3.2.1 Main elements of sub-models in legislation
To know whether you have identified something, it is important to know what 
exactly you are looking for, and where you should start from. Therefore, in this 
sub-section, I will take the opportunity to develop more into the direction on what 

792 Schauer (n 183) 26.
793 When I refer to scale of sub-models, I take inspiration from cartography. If we interpret 

maps as models of the world, the smaller the scale, the more territory the map is able to 
cover. This comes however at the expense of certain details that would be included if the map 
would focus on a smaller area, and represent it by using a bigger scale of representation. See 
Boaventura de Sousa Santos, ‘Law: A Map of Misreading. Toward a Postmodern Conception 
of Law’ (1987) 14 Journal of Law and Society 279.
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the elements of the sub-models look like, and formulate some guiding questions 
that keeps the search for them on the right path. I will do so per model, starting 
from empirical, continuing with prospective, and then the operative model, 
while not forgetting that they are interconnected and intertwined. As a rule of 
thumb, whenever in doubt as to what belongs to which sub-model, one should 
keep in mind that their use as tools should facilitate the analysis and not hinder 
it. Therefore, as long as the models are used to guide a complete analysis for the 
purpose it is being performed, the user of this framework should not go down the 
rabbit hole trying to draw clear lines as to where exactly each element belongs. 

Empirical sub-model
The empirical sub-model is the descriptive one, although its degree of selectivity 
is rather low,794 as it filters only the relevant information from the environment. 
However, even though it is descriptive, it is produced by law as a system with its 
internal mechanisms. It is also, as we have seen, dependent on the prospective 
and operative models which have a strong normative character. Therefore, 
the selectivity within the model is influenced by the strategic context and 
normativity of other sub-models.795 

In simple terms, when we talk about law and technology, the empirical model 
represents the assumptions about the sociotechnical reality that the legislation is 
built upon. Regulation regulates people and other entities such as organisations 
(natural and legal persons)796 and their behaviour, not technology, or other 
artefacts.797 However, the assumptions about the people and their behaviour 
are part of the sociotechnical landscape, and are thus related to the present 
state of technology, its uses, and capabilities enabled by technology. Thus, the 
empirical sub-model in legislation should include at least the answers to the 
following questions.

a) What are the assumptions related to (the existence of) actors and their 
characteristics?
This includes the assumptions about the (existence of) different actors involved 
in the regulated field, which are identified as necessary to consider in legislation, 
based on the prospective model. Therefore, the concepts used to refer to actors 
are generalizations which include particular assumptions considered relevant. 

794 Teubner, ‘After Legal Instrumentalism? Strategic Models of Post-Regulatory Law’ (n 660) 304.
795 ibid 305.
796 Although the behavior of organisations is also determined by humans and their behavior. 
797 Koops, ‘Should ICT Regulation Be Technology-Neutral?’ (n 21) 83.
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The assumptions may be explicit, for instance in their definitions, or recitals, 
but may also have been developed through interpretation that took place post-
enactment, for instance during case law. For instance, under the GPDR, one of 
the actors is called a controller, being a ‘natural or legal person, public authority, 
agency or other body’.798 To be a controller, these entities must also be the 
ones to determine the purposes and means of the processing of personal data, 
alone, or jointly with others. The CJEU has expanded on different elements of 
a controller, especially on the determination of purposes and means, through 
a series of judgments related to controllership.799 Because the judgments of the 
CJEU are binding on courts in all Member States,800 the normative surplus801 
developed in them becomes an integral part of the implicit empirical model of 
the GDPR, as well as the laws that implement it at a national level. Another 
example from a completely different field is traffic laws. Here the laws assume 
the existence of a driver, whereas this assumption that lies at the basis of traffic 
rules is being challenged by the rise of self-driving cars.802

b) What are the assumptions about (the limits of) actors’ capabilities?
This element of the empirical model should identify what are the assumed 
capabilities of actors in the landscape filtered from the regulated field. These 
capabilities may again be explicit or implicit, but compared to the previous 
element they tend to be more implicit. The difference between the element 
relating to the characteristics and capabilities is the difference between the 
questions: Who is the actor? and, respectively, What can the actor do? 

If we consider new technology as something that adds to what people are able 
to do, then the assumptions about what actors can do may also be challenged. 
The capabilities of actors also relate to their roles in the materialisation of the 

798 Art. 4 GDPR.
799 On the notion of controllership, see for instance Mahieu, Van Hoboken and Asghari (n 240). 

The case law on the notion of controllership will be discussed in Chapter 6. 
800 Morten Broberg and Niels Fenger, ‘The Effects of the Preliminary Ruling’ in Morten Broberg 

and Niels Fenger, Broberg and Fenger on Preliminary References to the European Court 
of Justice (Oxford University Press 2021) <https://academic.oup.com/book/39393/
chapter/339084447> accessed 14 November 2022; ‘Preliminary Ruling Proceedings – 
Recommendations to National Courts’ <https://eur-lex.europa.eu/EN/legal-content/
summary/preliminary-ruling-proceedings-recommendations-to-national-courts.html> 
accessed 14 November 2022.

801 Chapter 4, section 5.4.
802 See more on this example in Chapter 2, Section 3.2. See also, on some challenges of 

autonomous vehicles to Australian traffic laws: Lyria Bennett Moses and Monika Zalnieriute, 
‘Law and Technology in the Dimension of Time’ (University of New South Wales 2019) 20 
<https://papers.ssrn.com/abstract=3461408> accessed 2 March 2022.
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result to be achieved, which helps in the determination of anchor points for the 
operative model. 

For instance, a ‘consumer’ has been assumed to be able to process all the 
information provided by traders as a result of regulation, and based on that, to 
make a well-informed, autonomous decision.803 To continue with the example 
of traffic laws, the driver is assumed to have certain capabilities, which are 
certified and tested in the process of obtaining their driver’s license. In the case 
of autonomous vehicles, the question arises on how they can ensure at least 
the same level of safety on the road, comply with existing traffic laws,804 as well 
as how to establish liability when the actor obligations are built on is removed 
from the equation.805

c) What are the assumptions about relationships and interactions 
between actors?
This third element relates to the interactions between the actors. It should 
include for instance the context in which they interact, power and information 
asymmetries, their respective roles and interactions that contribute to the harms 
to be avoided, as well as the manner in which their interaction is beneficial. 
This element of the empirical model is perhaps the one that is the most closely 
intertwined with the different levels of justifications within the prospective 
model, since the model of the interactions are formed to serve the regulatory 
goal. When the actors interact in a sociotechnical landscape, changes in this 
landscape may affect the assumptions regarding their interactions. For instance, 
in case of traffic laws, the interactions between actors on the road (e.g. drivers, 
pedestrians, cyclists) are regulated under the assumption that a driver is in 
control. The sociotechnical change of self-driving cars on the road will change 
the manner in which actors interact, and how responsibility is attributed in case 
something goes wrong.

803 See Paun, ‘Learning from Internal Models of Reality’ (n 33).
804 Henry Prakken, ‘On the Problem of Making Autonomous Vehicles Conform to Traffic Law’ 

(2017) 25 Artificial Intelligence and Law 341.
805 France is one of the countries that has adapted their traffic laws and regime of (criminal) 

liability for the use of autonomous vehicles. The Netherlands has an experimental law 
in place that allows the limited testing of self-driving cars on roads. ‘Code de la route, 
la législation ouvre l’accès aux voitures autonomes’ (LEFIGARO, 5 July 2021) <https://
www.lefigaro.fr/automobile/code-de-la-route-la-legislation-ouvre-l-acces-aux-
voitures-autonomes-20210705> accessed 2 March 2022; Ministerie van Infrastructuur 
en Waterstaat, ‘Self-Driving Vehicles - Mobility, Public Transport and Road Safety - 
Government.Nl’ (1 October 2015) <https://www.government.nl/topics/mobility-public-
transport-and-road-safety/self-driving-vehicles> accessed 2 March 2022.
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The assumptions about actors, their capabilities, and their interactions within 
a regulated field that relates to the sociotechnical landscape are interlinked 
with the assumptions about technology, and technology-use practices, which 
I name, inspired by Reed, the ‘technology-use model’.806 The technology-use 
model rarely appears explicitly in technology-neutral legislation, although it 
could be interpreted as a sort of mental model of technology and use thereof 
that influences assumptions related to the rest of the elements in the empirical 
model. It is also closely related to the sociotechnical landscape at the moment 
of enactment of legislation, although it can be projected to the future for the 
purpose of increasing sustainability of legislation.

The figure below brings together these elements into an integrated visualisation of 
the empirical model, that should include both explicit and implicit assumptions.

 

Fig 4. Example of empirical model visualisation

The above visualisation also allows for accounting for different weights in 
assumptions, or differentiating between explicit or implicit ones, for instance 
by changing the thickness of arrows. Characteristics of actors such as power 
imbalances can also be easily shown for instance, by representing them in 
different sizes. The added value of such a visualisation is that once the three 
basic elements have been identified, they can be brought into one picture, 
which allows a more integrated tracking of the consequences of a change in the 
sociotechnical reality that challenges an element of the empirical model. I will 
return to this in Section 4. 

Prospective model 
The prospective model represents the regulatory goals, it refers to fundamental 
principles which justify how legal norms should regulate behavior, and why.807 
It is thus the dimension of normative evaluation and represents the desired 

806 Reed (n 142).
807 Teubner, ‘After Legal Instrumentalism? Strategic Models of Post-Regulatory Law’ (n 660) 304.
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situation which legislation should work towards. In the previous section I 
introduced justifications as elements of the prospective model and pointed to the 
fact that within a piece of legislation, justifications will appear on different levels. 

Therefore, one can distinguish between high-level justifications (i.e. as part 
of the prospective model at the level of legal instruments or legal domains) 
and lower-level justifications (i.e. attached to a more limited aspect of the 
prospective model, such as a regulatory strategy). Depending on the complexity 
of legislation, there may be more or fewer levels of justifications, and the level of 
analysis will need to be chosen in relation to what is suitable for the issue that 
is being analysed. Furthermore, depending on the level on which the analysis 
focuses, the prospective model may shift. For instance, the prospective model 
of a piece of legislation may be part of the operative model at the level of a 
legal domain. Or the prospective model of a rule may be part of the operative 
model at the level of a piece of legislation. Think for instance of regulatory 
strategies and their relationship to rules (one level down) and regulatory goals 
(one level up). To illustrate, the regulatory strategy of information disclosure 
is part of the operative model of e.g. a law that has an overall regulatory goal 
such as the protection of consumers – it is but one of the ways that law uses to 
change the status quo. The aim of this strategy is to address the information 
asymmetry between actors. However, if we focus on the set of rules that 
prescribe what information has to be disclosed, by whom, when, or in what 
form, the prospective model of these rules will include the goal of the strategy. 
This is possible because of the difference in scale between the models at the 
levels of rules, legislation, and legal domain. 

Justifications, or regulatory goals, do not arise out of nothing. Following the 
theory of autopoiesis, they are produced by the normative programmes of law 
as a system and are therefore based on other fundamental norms. They are 
also triggered by irritations from the environment, for instance when events 
in other social sub-systems are not compatible with the expectations of law as 
a system. According to Teubner, the prospective model contains ‘statements 
about the purposes of law, means-end-relations, and evaluations of legal 
and social consequences’.808 Therefore, it is more than the justifications that 
comprise the prospective model. If one is to analyse the adequacy of this 
sub-model in the face of sociotechnical change they also should look at what 
underlies the justifications, both as originating from society (irritation), as 
well as the normative order established by law as a system. A short example 

808 ibid.
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to illustrate what I mean relates to the sociotechnical development of gene 
editing and assisted reproduction methods which raised the problem of human 
cloning, whose prevention was considered necessary as a regulatory goal. This 
prevention and prohibition on human cloning relates to higher values, such as 
human dignity: human cloning may be possible (arguably the irritation), and 
we want to prevent that (regulatory goal), because this is against human dignity 
(higher value underlying the regulatory goal).809 

When investigating the prospective sub-model, one should look at the following:

a) What was the irritation from the social reality, as perceived on the 
internal screen of law, that triggered the need for regulatory action?
When law as a system perceives an irritation from the environment, it does so 
through its own internal mechanisms. Irritations take place due to the structural 
coupling of systems,810 and changes may be triggered as a result. In this context, 
the change within law takes the form of regulatory action. Therefore, when 
legislation is contemplated and enacted, it is important to investigate the events 
from law’s environment that triggered such change, as well as the socio-technical 
context around them. This is the first step in understanding the reasoning behind 
the regulatory goals of the legislation under analysis, but also important to 
understand how the prospective model influences the empirical model.

As an illustration of irritation that triggered an important regulatory action and 
eventually to the development of the legal domain of data protection law, we can 
refer to the following. In 1960s, computers were flagged as a potential societal 
threat, and the increased availability of data stored and used for unknown 
purposes raised concerns about the impact on privacy of new technologies.811 
The increase of ICT technologies, coupled with efforts to enhance organizational 
efficiency led to a greater dissemination, use and reuse of personal data.812 This 
resulted in systems of growing complexity and diminishing transparency from 
the perspective of individuals, while individuals became increasingly more 

809 In this example, the prospective model does not aim directly to change the status quo, but to 
prevent its development into a direction that is not compatible with its normative expectations. 

810 See Chapter 4. 
811 Gloria González Fuster, The Emergence of Personal Data Protection as a Fundamental 

Right of the EU (Springer 2014) 29; Raphaël Gellert, ‘Understanding Data Protection As 
Risk Regulation’ (2015) 18 Journal of Internet Law 3, 3.

812 Lee A Bygrave, Data Privacy Law: An International Perspective (First edition, Oxford 
University Press 2014) 9.
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transparent to organisations.813 Bygrave argues that there are mainly three 
categories of factors behind the emergence of data privacy law: technological 
and organizational developments with regard to the processing of personal data, 
fears about these developments, as well as other (already existing) legal rules.814 

b) What are other normative expectations that already existed in law, which 
the irritation as perceived on the internal screen of law is not consistent with? 
While legislation has more specified and narrower regulatory goals, these 
have an underpinning in existing fundamental principles, or other higher-
level norms in law. This is also related to hierarchy of legislation. For instance, 
data protection laws were, and to a certain extent still have (if we consider 
informational privacy under ECHR art.8) an underpinning in the right to privacy, 
to which the development of computers posed a threat.815 In its beginnings, fears 
related to the rise of complex systems were mostly in the public domain, and 
therefore administrative law and the rule of law played a large part in shaping 
the development of data protection law. The principal normative basis for data 
protection is now considered the law and doctrine on human rights.816 

c) What is/are the regulatory goal(s) of the legislation?
Regulatory goals, or high-level justifications correspond to the outcome sought 
with the introduction of legislation. Regulatory goals may relate to desires 
of changing the status quo, or direction of developments in the regulated 
field, but may also relate to the desire to maintaining it, even in light of new 
developments. They are therefore closely linked to the irritation that triggered 
regulatory action. 

To continue with the illustration of data protection law, it is difficult to pinpoint 
or map its regulatory goals. During its emerging period it looked like the aim 
of data protection is to prevent privacy intrusions, however its protective aims 
have departed from privacy, and now, although overlapping with privacy, it 
encompasses several other aspects which prevent harms to individuals induced 
by data processing. Especially at the EU level, data protection legislation has a 
crucial role in realizing the internal market by regulating, among others, safe 
transfers of personal data. 

813 ibid.
814 ibid 8. On the development of data protection law, see González Fuster (n 811).
815 For pre-existing legal factors for data protection law, see Lee A Bygrave, Data Protection Law: 

Approaching Its Rationale, Logic, and Limits (Kluwer Law International 2002) s 6.4.1.
816 Bygrave, Data Privacy Law (n 812) 12; Bygrave, Data Protection Law (n 815) ch 6. 
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The GDPR has a double rationale: on the one hand, it embraces elements of 
economic regulation, and on the other, it has a fundamental rights dimension.817 
While privacy was at the forefront of data protection law when the DPD added 
the justification of the creation of the internal market, in the case of the GDPR, 
privacy becomes secondary, and the fully fledged fundamental right to data 
protection is brought as one of the high-level justifications.818

The GDPR has a few high-level justifications included in its recitals and text, 
including pre-existing or higher order normative expectations in law. On the 
basis of Recitals 2, 7, and 9, in combination with Article 1 (Subject-matter and 
objectives), the following justifications can be derived for the piece of legislation: 

 − ‘This Regulation is intended to contribute to the accomplishment of an area 
of freedom, security and justice and of an economic union, to economic and 
social progress, to the strengthening and the convergence of the economies 
within the internal market, and to the well-being of natural persons’. (Recital 
2, emphasis added) The internal market rationale is also strengthened by 
article 1(3) GDPR, stating that ‘The free movement of personal data within the 
Union shall be neither restricted nor prohibited for reasons connected with the 
protection of natural persons with regard to the processing of personal data’. 

 − ‘This Regulation protects fundamental rights and freedoms of natural 
persons and in particular their right to the protection of personal data.’ 
(Article 1(2) GDPR, emphasis added)

 − ‘Those developments [rapid technological developments and globalisation] 
require a strong and more coherent data protection framework in the Union, 
backed by strong enforcement, given the importance of creating the trust that 
will allow the digital economy to develop across the internal market. Natural 
persons should have control of their own personal data. Legal and practical 
certainty for natural persons, economic operators and public authorities 
should be enhanced.’ (Recital 7, emphasis added) One of the main reasons 
for the reform was the fragmentation of the data protection laws, and the 
need for maximum harmonization. This is why a Regulation replaced the 
Directive as the instrument for regulating personal data processing in the 
EU. The statement relating to legal and practical certainty is interwoven with 
the choice of instrument and the degree of harmonization. The statement 

817 On the dual objectives of EU data protection, see Orla Lynskey, The Foundations of EU Data 
Protection Law (First edition, Oxford University Press 2015) ch 3.

818 See Recital 1 GDPR and Article 8 Charter of Fundamental Rights of the European Union 
OJ C 326, 26.10.2012.
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that natural persons should exercise control over their own personal data is 
interesting, because it is included in a recital that states overall justifications 
for the legislation. This means that control over one’s own personal data is 
considered a regulatory objective in itself.819 However, the use of ‘should’ 
instead of for instance ‘shall’ seems to tone the objective down. 

Based on the objectives listed in the recitals and text of the GDPR, one can 
immediately observe the breadth of the prospective model. While the prospective 
model is very wide in its justifications, it also has a penumbra of vagueness. It 
seems that the GDPR aims at protecting against any harm that may arise from 
the processing of personal data. While a certain degree of vagueness, especially 
for high-level justifications is unavoidable, and even desirable,820 the breadth of 
the GDPR’s prospective model makes it difficult when applying the framework 
of models of reality, since there seems to be an unlimited number of anchor 
points for the operative model to attach to. This might not be unique for the 
GDPR, and other complex legislation may give rise to the same challenge.

Operative model
The operative model is the sub-model that aims at intervening on the status 
quo as filtered by law as a system (the empirical sub-model) and brings 
changes towards the desired situation (prospective model). As we have seen 
in the previous section, the operative sub-model attaches itself to one or 
more elements in the empirical model as well as one or more elements in the 
prospective model. At the level of (a piece of) legislation, the intervention points 
in the empirical model are selected according to the perceived causation role 
they have in achieving the regulatory goals, and brought into the difference 
minimisation programme. The assumptions underlying the operative model 
are thus linked to the assumptions embedded in the empirical model, but they 
mainly contain assumptions about the effects a certain intervention might have 
with regard to the elements in the prospective model. The assumed effects are 

819 The paradigm of control is related to the notion of information self-determination, whereby 
people should be able to decide who has access to and who does what with their data. Seen 
from this perspective, the inclusion of this objective as part of the high-level justifications 
relates indeed to higher-norm values. However, the paradigm of control embedded here 
has not been without criticism. See for instance Fallacy 1 in BJ Koops, ‘The Trouble with 
European Data Protection Law’ (2014) 4 International Data Privacy Law 250. This might be 
a clue of a mismatch at the level of the prospective model, which might lead to the necessity 
of a different regulatory action than a mismatch in the empirical model. 

820 This is from two perspectives: first, the sustainability of law, as well as a way to combat a 
potential under-inclusiveness. 
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closely related to the empirical model and the assumptions about the actors and 
their interaction within the sociotechnical landscape. 

For the identification of the operative model, the following guiding questions 
are of importance:

a) What are the points of intervention in the empirical model and why 
were they chosen? 
The empirical model contains at least the relevant actors, their capabilities, 
as well as the characteristic of their relationship and interactions. It therefore 
also contains indications of the roles of different actors in the materialisation 
of an undesired present, or future. For instance, it may refer to a current 
situation that is undesirable, but also to a future situation that needs to be 
avoided. The operative model anchors itself in key points of the causation 
chain, as perceived relevant for the regulatory goals, i.e. anchor points in the 
prospective model. These key points in the causation chain are what I refer to 
as points of intervention. They may relate for instance to actors’ characteristics 
or capabilities, or to the interactions between them. For instance, in the GDPR, 
one of the most crucial points of intervention is on the concept of controller, 
throughout the processing of personal data, from the moment of collection, 
to the moment of deletion. Under the empirical model of data protection law, 
controllers are the actor that benefits from the information asymmetry and has 
more power compared to other actors such as data subjects or processors. The 
reasons behind the chosen point of intervention provide additional insights for 
analysis in case a socio-technical change affects the assumptions on which both 
the empirical and operative model are based.821

821 See the more extended analysis relating to the concept of ‘controller’ in Chapter 6.
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b) What are the strategies used in the legislation, and what are the 
assumed (chains of) effects, with regard to the prospective model?
Regulatory strategies can be considered an intermediary step in developing the 
detailed operative model in legislation, as pre-developed ‘tools’ of difference 
minimisation programmes which link at a meso-level the elements of intervention 
on the empirical model with the elements of the prospective model. Therefore, 
some standard sets of causal assumptions are already to a certain extent there 
to choose from when developing legislation. Furthermore, regulatory strategies 
already include certain assumptions about the right points of intervention on the 
empirical model. For instance, the strategy of information disclosure is based on 
the information paradigm which provides that imposing an obligation to inform 
the weaker party will address the information asymmetry and facilitate a free 
choice. Although it has been challenged in most fields it plays a role in822 due to 
discoveries in behavioural economics,823 it remains one of the primary elements 
of these fields,824 because it enables protection, while preserving autonomy. The 
reason for choosing information disclosure as a strategy depends both on the 
elements of the prospective model and the empirical model that it anchors in. 

c) How are these strategies implemented throughout the legislation  
under analysis? 
While the regulatory strategies provide a set of assumed chains of effects in 
general, it is important to see how they are translated into the context of the 
legislation under analysis, i.e. how they relate to the empirical and prospective 
sub-models, as well as how they aim to trigger changes in the regulated field. 
Compared to guiding question b, the analysis under this question goes more 
into the details of the difference minimisation programme. The level of detail 
of the answer to this guiding question will depend on the aim and scale of the 
investigation for which the models are searched. 

822 ‘Secondary law contains extensive provisions on information of different depth in numerous, 
or, more precisely, in an endless number of provisions on advertising law, contract law, 
labelling law and data protection law’ Norbert Reich and Hans-W Micklitz, ‘Economic Law, 
Consumer Interests and EU Integration’ in Hans-W Micklitz and others (eds), European 
consumer law (2nd edition, Intersentia 2014) 22.

823 Iain Ramsay, Consumer Law and Policy: Text and Materials on Regulating Consumer 
Markets (Third edition, Hart Publishing 2012) 61.

824 Christoph Busch, ‘The Future of Pre-Contractual Information Duties: From Behavioral 
Insights to Big Data’ in Christian Twigg-Flesner (ed), Research handbook on EU consumer 
and contract law / edited by Christian Twigg-Flesner, University of Hull, UK (Edward 
Elgar Publishing 2016) 223. 
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In addition to answering the guiding questions, being able to bring an element 
of visualisation provides some advantages from the perspective of tracking 
and integrating the analysis of the operative sub-model. For the operative 
sub-model, the assumptions (or beliefs) that are included in legislation 
and regulatory strategies may be visualised by using cognitive mapping, as 
developed by Axelrod and further used by Paterson and Teubner.825 Using this 
type of cognitive mapping is suitable for the operative model because it shows 
the ‘system of beliefs’ embedded in the regulatory strategies, which relates 
to the (assumed) chain of effects of a certain intervention (on a point from 
the empirical model) towards the regulatory goal (prospective model). This is 
also the focus of its use by Axelrod in his book on cognitive mapping, to make 
an analysis of ‘the effects of policy alternatives upon valued goals’, albeit in 
a different context.826 As in the case of the rest of the sub-models, the more 
they cover, the less details can be included in the analysis, and eventually, the 
visualisation. Figure 5 below illustrates the cognitive map of the operative 
model for the regulatory strategy of information disclosure. The mapping may 
look differently when applied in specific contexts.

 

Fig 5. Cognitive map of the regulatory strategy of information disclosure 

The map starts from the points of intervention in the empirical model on the 
left side and continues towards the right side by mapping assumed causation 
chains of intervention and their assumed effects towards the regulatory goals 
on the right side of the map. All cognitive maps contain the following: concepts; 
arrows, and mathematical symbols, here + and -.827 

825 Robert Axelrod (ed), Structure of Decision: The Cognitive Maps of Political Elites 
(Princeton University Press 1976); Paterson and Teubner (n 719).

826 According to Axelrod, ‘A cognitive map is designed to capture the structure of the causal 
assertions of a person with respect to a particular policy domain, and generate the 
consequences that follow from this structure.’ Robert Axelrod, ‘The Analysis of Cognitve 
Maps’ in Robert Axelrod (ed), Structure of Decision: The Cognitive Maps of Political Elites 
(Princeton University Press 1976) 58.

827 More mathematical symbols can be used according to Axelrod. Axelrod (n 826). 
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The concepts are treated as variables: continuous (an amount of something), 
ordinal (more or less of something), or dichotomous (the existence or non-
existence of something).828 For instance, in the figure above, the chance of harm 
is rather a continuous variable, than a dichotomous one, since the chance of 
harm is assumed to be diminished if the information asymmetry is addressed. 
However, providing information is not enough to remove all chance of harm.829 

The arrows and mathematical symbols represent the causal assertions, and they 
relate the variables to each other. One has then, a causal variable (base of the 
arrow) and an effect variable (point of the arrow).830 When there is a positive 
causal relationship (marked with +), the causal and effect variables grow in 
the same direction: the more A, the more B. When the causal relationship is 
negative (marked with -), they grow in opposite directions: the more A, the less 
B.831 As an example of positive causal relationship in the figure above, we can 
say that ‘the more information Actor A provides Actor B, the more Actor B is 
able to make an informed decision’. To continue with the next arrow on the right 
as an example of negative causal relation, we can say that ‘the more Actor B is 
able to make an informed decision, the lower the chance of harm to Actor B.’

3.2.2 Methods to find sub-models in legislation
Since in the previous section I developed some guiding questions for the search 
of sub-models in legislation, the next step is to draw guidance on how to answer 
the guiding questions. I will begin by explaining where to look, and then provide 
an overview of possible methods. 

The empirical model, as shown in the previous section, has an explicit and an 
implicit character. The explicit element of the empirical model can be found by 
looking at the text of legislation (including recitals), while the implicit element 
requires further investigation. It could, for instance, be revealed from legislative 
history, but its development can also be tracked post-enactment, in e.g. the 
normative surplus of court decisions,832 other authoritative interpretations, or 
a lex specialis to the instrument under analysis. 

828 ibid 59.
829 This is why, for instance in consumer law, the information disclosure is often combined 

with other positive obligations for traders. See Paun, ‘Learning from Internal Models of 
Reality’ (n 33). 

830 Axelrod (n 826) 59.
831 ibid 59–60.
832 See chapter 4, Section 5.4. 
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The prospective model, or at least parts thereof, can also be found in the text of 
legislation, including its recitals. Especially regulatory goals will be made clear, 
as well as some elements relating to the other guiding questions. Understanding 
what the catalyst for change (the irritation) was, can lead to a complex historical 
analysis, especially when regulatory action is triggered by second or third-order 
effects of technology, 833 but most of the time this can be found in official texts 
related to the legislation. However, some elements of the prospective model 
will require further investigation, and since the prospective model has a strong 
link with an ‘imagined future’, some inspiration can be drawn from the concept 
of ‘imaginaries’, and the STS concept of ‘sociotechnical imaginaries’.834 This 
concept is interesting from the perspective of the prospective model, which 
represents a desired future towards which the status quo should be changed 
or maintained. Compared to the concept of imaginary in society, where more 
imaginaries can co-exist,835 the prospective model is driven by one view of 
the desired future that becomes built into legislation. According to Jasanoff, 
‘It often falls to legislators, courts, the media, or other institutions of power 
to elevate some imagined futures above others, according them a dominant 
position for policy purposes.’836

Therefore, one can find facets of imaginaries that have been embedded in 
legislation, which have arguably become part of the prospective model. 
According to Mahalatchimy et al, 

‘the framings of legal regulation are not simply about what 
happens (or does not) here and now. They entail imagined futures, 
which, through their iteration in the framing of legal regulation 
and the shaping of specific provisions, are performed and brought 
into being.’ 837

833 See Chapter 2. 
834 See for instance Sheila Jasanoff and Sang-Hyun Kim (eds), Dreamscapes of Modernity: 

Sociotechnical Imaginaries and the Fabrication of Power (The University of Chicago 
Press 2015).

835 Sheila Jasanoff, ‘Future Imperfect: Science, Technology, and the Imaginations of Modernity’ 
in Sheila Jasanoff and Sang-Hyun Kim (eds), Dreamscapes of modernity: sociotechnical 
imaginaries and the fabrication of power (The University of Chicago Press 2015) 4.

836 ibid.
837 Aurélie Mahalatchimy and others, ‘Framing and Legitimating EU Legal Regulation of 

Human Gene-Editing Technologies: Key Facets and Functions of an Imaginary’ (2021) 8 
Journal of Law and the Biosciences lsaa080, 30.
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The question is whether the concept of imaginary is compatible with autopoiesis. 
I argue that it can be. Viewed from the perspective of autopoiesis, if we consider 
imaginaries as part of the system of society, thus using communications as 
elements, the selected ‘imagined future’ might be able to enter the system of law, 
but only if re-specialised and accepted according to the binary code of law as a 
system. The imaginary is also an interesting concept to show how it is not always 
the technology that precedes the law, but also law that ‘irritates’ the system 
of technology. An example of this is the EU law on gene-editing technologies 
that applies throughout the development ‘pipeline’ of a technology, from an 
idea, to development, and marketability.838 According to Mahalatchimy et al, the 
relevant EU laws have built in the key related facets of the imaginary relating to 
gene-editing: the tension around naturalness, safeguarding morality and ethics, 
and the pursuit of medical objectives for the protection of human health. The 
authors also argue that imaginaries may also serve to legitimize legislation, 
since they emerge and are selected from society.839 

Therefore, imaginaries can be similar to the prospective model of reality if 
we consider them as ‘collectively held and performed visions of the desired 
futures (or of resistance against the undesirable)’,840 or even similar to other 
sub-models such as e.g. the empirical one if we consider them as ‘animated 
by shared understandings of forms of social life and social order attainable 
through, and supportive of, advances in science and technology’.841 However, 
it is important to keep in mind that imaginaries are not equivalent concepts, 
and they do not have the same functions as the internal sub-models of reality 
in legislation. Law as a system may select and re-specialise facets of certain 
imaginaries that are considered desired for the future in its internal sub-models 
of reality, which therefore makes the two concepts linked and with a potential 
to learn from each other. The importance of imaginaries has already been 
stated in bringing together insights from legal literature and STS, as well as 
their possibility to enrich the literature on maintaining law connected to the 
development of technology, and the co-production of scientific knowledge and 
society, including law.842 Furthermore, methodological inspiration may be found 
in research that engages in distilling imaginaries, for the purpose of finding 
prospective internal models. For instance, a form of discourse analysis can 

838 ibid 30.
839 Mahalatchimy and others (n 837).
840 Jasanoff (n 835) 19.
841 ibid.
842 Mark L Flear and Richard Ashcroft, ‘Law, Biomedical Technoscience, and Imaginaries’ 

(2021) 8 Journal of Law and the Biosciences lsaa088, 2.
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be performed on legislative history and other relevant documents around the 
development of a piece of legislation, as well as academic literature that engages 
with its regulatory goals. 

The operative model may be the easiest to find of the three sub-models, since it 
is the most explicit model. As it should be, because legal certainty needs to be 
fulfilled. However, it will not include all details for all situations it is applicable 
to, partly because law needs to apply to so many scenarios, and partly because 
of the phenomenon of open texture. Therefore, when exploring the operative 
model, one has to look at the text of legislation, but also to its interpretation 
(doctrine), as well as other documents that help uncover the assumptions 
of cause and effect (i.e. the selection of the elements the operative model is 
anchored in, and the expected triggered changes in the regulated field). 

Therefore, a combination of different methods can be used to find the sub-models 
within legislation, originating not only from law, but also from other disciplines 
such as STS, depending on the purpose of the investigation. Some of the suitable 
methods could be: doctrinal method843 (to investigate for instance the meaning 
of a concept, or the implicit assumptions developed post-enactment throughout 
case-law), (historical) discourse analysis844 (to investigate the development of 
the models throughout their development, for instance by looking at preparatory 
documents or legislative history, as well as the influences from other systems 
in the form of lobbying); grounded theory,845 or (legal) linguistic analysis (to 
analyse the text and linguistic structure of legislation).846 Future research can 
be aimed at improving methodologies of identifying and mapping sub-models, 
for instance by using computer modelling, as I will elaborate in section 5. The 
next step for this novel analytical framework is to explain how the sub-models 
can be used as tools for the analysis of regulatory disconnection.

843 ’Smits (n 44); Paul Chynoweth, ‘Legal Research in the Built Environment: A Methodological 
Framework’ 12.

844 Roger W Shuy, ‘Discourse Analysis in the Legal Context’ in Deborah Tannen, Heidi E 
Hamilton and Deborah Schiffrin (eds), The Handbook of Discourse Analysis (John Wiley 
& Sons, Inc 2015) <https://onlinelibrary.wiley.com/doi/10.1002/9781118584194.
ch38> accessed 10 March 2022; Laurel J Brinton, ‘Historical Discourse Analysis’ in 
Deborah Tannen, Heidi E Hamilton and Deborah Schiffrin (eds), The Handbook of 
Discourse Analysis (John Wiley & Sons, Inc 2015) <https://onlinelibrary.wiley.com/
doi/10.1002/9781118584194.ch10> accessed 11 March 2022.

845 Adele E Clarke, ‘Situational Analyses: Grounded Theory Mapping After the Postmodern 
Turn’ (2003) 26 Symbolic Interaction 553.

846 Schauer (n 183); Black (n 182).
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4. Using sub-models for the analysis of 
regulatory disconnection

This section is dedicated to answering the second central question of this chapter, 
how can we use the three sub-models when analyzing (potential) regulatory 
disconnections in existing laws? The first step is to show how regulatory 
disconnection can be seen through the lens of autopoiesis and the sub-models 
as tools for analysis. In addition, I show how using the tools of sub-models of 
reality allows for a structured, systematic analysis of mismatches between the 
sociotechnical landscape and the legislation governing it. Subsequently, as a 
second step, I develop some guiding questions for the analysis of mismatches by 
using the sub-models as tools. The third step is to draw some directions on how 
the analytical framework based on the three sub-models can help identify the 
right manner and extent of reconnection, as part of the effort of avoiding quick 
fixes and, when necessary, designing a suitable regulatory effort of reconnection. 

4.1 Regulatory disconnection through sub-models as tools
As we have seen in Chapter 2, a new technology almost never develops in a 
regulatory void, but there might be a space that requires regulatory attention.847 
Especially when the technology is introduced in society, uncertainty will arise 
regarding the application as well as interpretation of existing rules to the new 
technology and related practices.848 Since the theory of regulatory disconnection 
involves ex-post disconnection, we can assume that there was a regulatory 
scheme that was connected, or attempted to be connected to the sociotechnical 
landscape at a certain point. According to Brownsword and Goodwin, we speak 
of regulatory disconnection when a mismatch occurs between the regulatory 
environment (in the context of this dissertation, the existing legislation), the 
technology, and/or its applications.849 

This mismatch between legislation and the sociotechnical context in which it 
operates can be conceptualised through the lens of autopoiesis, as an incongruence 
between the system of law and the system(s) that it aims to trigger a change in. 
This may happen when the manner in which law aims to trigger the change is 
incompatible with the internal mechanisms of the regulated field,850 for instance 
because the social knowledge used when drafting the instrument has become 

847 Brownsword and Goodwin (n 12).
848 Bennett Moses, ‘Recurring Dilemmas’ (n 97).
849 Brownsword and Goodwin (n 12) 399.
850 Teubner, ‘After Legal Instrumentalism? Strategic Models of Post-Regulatory Law’ (n 660) 311.



223|Internal models of reality as a tool for the analysis of law and sociotechnical change

5

outdated. This incongruence leads to ineffectiveness or irrelevance of regulation, 
in the sense that it will not be perceived in the manner intended by the regulated 
field, and therefore the difference minimisation programme (if any is triggered) 
within that field will not achieve the result as it is pictured internally within law as 
a system. If the sub-models that compose the model of reality of legislation become 
inadequate, the regulation will decrease in effectiveness or might become irrelevant. 

Chapter 2 presented the three types of mismatches that may lead to a regulatory 
disconnection, according to Brownsword (2008) and Brownsword and Goodwin 
(2012).851 These were labelled as: descriptive disconnection or Type 1 (‘the 
covering descriptions employed by the regulation no longer correspond to the 
technology or the various technology-related practices that are intended targets 
for the regulation’)852; normative disconnection or Type 2 (which refers to the 
instance when the technology and its applications raise doubts as to the values 
underlying the regulatory scheme, for instance because new technologies or 
uses of existing technologies raise questions of principle that were not included 
in the value-compact of existing regulation – the mismatch is at the level of 
value-compact);853 technology-use model disconnection or Type 3 (which 
refers to the mismatch between technology-use model embedded in seemingly 
technology-neutral regulation and the technology related practices actually 
used in society).854 In the same Chapter, I explained how in the absence of a 
systematic approach to identifying regulatory disconnection, different types of 
disconnections may ‘hide’ behind each other. Thus, a regulatory action for re-
connection in the absence of thorough investigation may leave the regulatory 
scheme disconnected and increase legal uncertainty. 

In this section, I will discuss mismatches between legislation and the 
sociotechnical landscape in which it operates through the use of sub-models. 
While there are some similarities with the types of mismatches identified by 
Brownsword and Goodwin, it becomes unclear whether the three types are the 
only ones that exist, and whether using the labels as starting point is actually 
conducive of an integrated and systematic approach to regulatory disconnection. 

By using the three sub-models to analyse whether there is a mismatch caused 
by a new sociotechnical change, the type of mismatch can be identified, its 

851 Brownsword (n 12); Brownsword and Goodwin (n 12).
852 Brownsword (n 12) 166.
853 ibid; Brownsword and Goodwin (n 12).
854 Brownsword and Goodwin (n 12); Reed (n 142).
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wider effects seen, and if necessary, regulatory intervention can be focused on 
its cause. The ripple effects of a mismatch can, and should, thus be tracked 
horizontally (within the same sub-model), and vertically (throughout the 
different sub-models, since these are intertwined and interdependent). This 
possibility enables regulators (or whoever does the analysis) to go beyond the 
type of mismatch that is the most observable. As discussed in Chapter 2, a 
descriptive disconnection can hide a normative disconnection, and a type 3 
(technology-use-model) disconnection may be hidden behind these two as well. 
Using the three sub-models to track the effects beyond the apparent mismatch 
will lessen the possibility that the regulatory scheme is updated with ‘quick 
fixes’ that will only worsen the disconnection in the long term. I show below 
how an apparent mismatch in each of the sub-models can transpire, or even 
originate from other mismatches, which proves the importance of the horizontal 
and vertical investigations before deciding on the right manner of reconnection. 

4.1.1 Mismatches in the empirical sub-model
Both type 1 (descriptive disconnection) and type 3 (technology-use model 
disconnection) originate in the empirical model, albeit differently. Type 1 
assumes that regulation is technology specific, in which case the technology-use 
model will be made more explicit and specific, for instance through definitions or 
descriptions of (a particular) technology, and technology-related practices. Type 
3 disconnection takes place when the law uses technology-neutral language, 
but the obligations or other provisions are based on a particular, implicit 
technology-use model.855 As we have seen in section 3.2.1., the technology-use 
model also influences the assumptions behind the capabilities and interactions 
of actors, which means that it transpires through different aspects of the 
empirical model. Therefore, in both cases, whether the sociotechnical change 
caused a mismatch in the explicit or implicit part of the empirical model, the 
effects of such a mismatch will require further investigation. 

Fig. 4bis example of empirical model visualisation

855 Reed (n 142).
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For instance, if technology changes, one can look into whether the change 
still fits within the technology-use model in the legislation. If a mismatch is 
identified there, further investigation will need to be undertaken into the other 
elements of the empirical model that are influenced by the mismatch (in the 
case of the empirical sub-model visualised in section 3.2.1., the two actors and 
the assumptions related to them) – this is the horizontal investigation. For 
the sake of the argument, let’s say that the technological change has affected 
the capabilities of the actor which has more power (see fig. 4bis, the actor on 
the left) – this will lead to the investigation of whether there have been any 
changes in the relationship characteristics and other elements of the sub-model. 
However, as emphasised in Chapter 2, it is not the ultimate goal of legislation 
that it keeps in line with technology, because it is not about winning a race. The 
test in this investigation will be whether the regulatory scheme based on the 
‘old’ empirical model is still suitable for achieving the regulatory goal. For this, 
the vertical investigation will need to take place, to see whether the mismatch 
has affected the adequacy of other sub-models. 

4.1.2 Mismatches in the prospective model
Sometimes, sociotechnical developments may lead to us questioning the 
prospective model of a certain piece of legislation. It may be, for instance, 
that it does not match anymore with changed normative expectations formed 
through the co-evolution of law with other societal systems. Such a mismatch 
may take place when the regulatory goal enshrined in the law is not linked to the 
desired future anymore. This can be, for instance, when a technology that was 
prohibited on the basis of unacceptable risk has been proven to be safe and can 
therefore be allowed under certain conditions. In this case, the mismatch will 
be at the level of the prospective model, so the law prohibiting the technology 
will need to be investigated from the perspective of all sub-models, given their 
interdependence: the empirical sub-model is heavily influenced by the context 
and the normativity of the prospective model, while the operative model is 
linking the two. If the prospective model becomes inadequate, further vertical 
investigation into the consequences of this is crucial. 

It can also happen that the prospective model in the legislation has become 
insufficient or incomplete for the normative issues that are being triggered in 
law as a system by new technology or technology uses. This type of mismatch 
overlaps with the second type of regulatory disconnection, i.e. normative 
disconnection, when new technologies, or new (unexpected) uses of existing 
technologies raise value-related issues that were not considered when legislation 
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was enacted. In Chapter 2, the case of a change in the purpose of using PGD 
and tissue-type sampling was mentioned under normative disconnection, i.e. 
for the selection of a ‘saviour sibling’. The ‘desired future’ in the prospective 
model had not been clearly determined for that particular scenario, since 
this particular use had not been anticipated in the legislation governing the 
technology in question.856 As a consequence, the adequacy of the other sub-
models was questioned in the judicial trial,857 when the question arose as to 
whether such use can be licenced under the existing powers of the relevant 
authority.858 Licencing is a regulatory strategy, and thus belongs to the operative 
model. This shows, again, the interdependence of the sub-models, and the 
importance of vertical investigation.

Horizontal investigation within the prospective model should be used to reflect 
whether the different justifications, their congruence, and higher-level frameworks 
are still adequate, as well as the value-compact arising from society, which is 
perceived by law due to interference, and can be taken over within law as a system 
through re-specialisation. This becomes crucial when deciding on reconnection, 
since, as will be shown in section 4.3 and in line with the findings in Chapter 2 on 
normative disconnection, a mismatch within the prospective model may require 
anything from a small-scale to a large-scale regulatory effort, to a paradigm shift. 

4.1.3 Mismatches in the operative model
The operative model might be the first one to be observed as potentially 
inadequate in light of sociotechnical developments, where statements such as 
‘the law is outdated’ or ‘the law does not work’ are made. And this is exactly 
the trap we should not fall into. That this happens is not hard to explain, given 
that the operative model is ‘anchored’ in both the empirical and prospective 
models. This is why it is important that before discussing reconnection, the 
analysis extends both horizontally and vertically when a prima facie mismatch 
is identified as part of the operative model. It can be, for instance, that the 
operative model is or becomes inadequate, in that it does not match (anymore) 
the internal mechanisms of the regulated fields. Or, that as part of the operative 
model, the assumptions of cause and effect in regulatory strategies are 
challenged, leading to the ineffectiveness of that particular strategy. However, 
the apparent mismatches in the operative model might be consequences of 

856 Brownsword and Goodwin (n 12) 401–402; Brownsword (n 12) 175.
857 The judicial trial took place in the United Kingdom. R (Quintavalle on behalf of Comment 

on Reproductive Ethics) v Human Fertilisation and Embryology Authority [2005] UKHL 
28; Brownsword (n 12) 175; Brownsword and Goodwin (n 12) 402.

858 Brownsword (n 12) 175.
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mismatches in other sub-models that have not been identified yet, for instance 
a change in the technology-use practices that affects the characteristics of actors 
and their manners of interaction (a mismatch in the empirical model), or a 
change related to desired outcomes of the regulated behaviour (a mismatch in 
the prospective model). For instance, when a type 3 disconnection occurs, while 
this is mainly a mismatch in the empirical model, it is the operative model that 
will first seem mismatched. This is due to the technology-neutral language of 
the legislation with regard to which a type 3 disconnection may occur, as well 
as the implicit and embedded technology-use model, which necessitates looking 
beyond the text of law. 

4.1.4 Illustrations
In the above, I have shown that while the cause of disconnection may originate 
from a sociotechnical change, it cannot neatly be translated to one particular 
mismatch, since the sub-models are interrelated. One usually identifies 
intuitively and on the basis of observation an apparent mismatch. Therefore, 
no matter the starting point of investigation (which sub-model), it is crucial to 
investigate further, i.e. horizontally, within the same sub-model, and vertically, 
between the sub-models. This is because the sub-models are interdependent and 
building upon each other, and if one becomes inadequate, then this may have 
consequences for the rest as well. To illustrate how the analysis of regulatory 
disconnection can be framed in terms of mismatches within sub-models in 
existing legislation, I will shortly discuss two illustrative examples. The first 
one relates to the 1990 UK Human Fertilisation and Embryology Act, and the 
possible disconnection that was brought to the courts in the Pro-Life Alliance 
case. The second relates to the use of the strategy of information disclosure in 
consumer protection in financial services and the potential mismatch within 
this strategy. In the latter case, the analysis is thus performed independently 
of a court case. Since the purpose is illustration, I will not discuss in depth all 
aspects of the sub-models of reality. 

1990 Human Fertilisation and Embryology Act
The first illustrative case is built on the analysis performed by Brownsword when 
discussing the Pro-Life Alliance case,859 with reference to the prohibition in section 
3(3)(d) of the 1990 Human Fertilisation and Embryology Act.860 According to 
Brownsword, this was arguably a case of descriptive disconnection, in which there 

859 R v Secretary of State for Health ex parte Quintavalle (on behalf of Pro-Life Alliance) 
[2003] UKHL 13.

860 Brownsword (n 12) 169–172.
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is a mismatch between technology or technology-related practices described in the 
regulation, and the technological change subsequent to the moment of drafting.861 I 
will reframe the analysis in terms of the sub-models of reality to show that by using 
them as tools, the investigation becomes more systematic, thus doing justice to the 
complexity of mismatches in legislation and their consequences. 

When cases are brought in front of courts, they are usually limited to part of 
the legislation in question, such as a specific provision, which prevents the 
courts from assessing the legislation as a whole. The relevant section of the 1990 
Act provided that no licence may authorise ‘replacing a nucleus of a cell of an 
embryo with a nucleus taken from a cell of any person, embryo or subsequent 
development of an embryo’.862 This replacement (with all its qualifications) thus 
constitutes part of the explicit empirical model, and can be considered a factual 
predicate for the rule that prescribes the conditions of licencing. This factual 
predicate was chosen, among others, as a function of the justification that human 
reproductive cloning should not take place. Of course, this prospective model 
can be elaborated with all the arguments why this is not desirable, which I will 
however not do here. I would like to focus on elaborating on the choice of the 
explicit empirical model for the point of intervention, as well as its articulation 
in the provision (as an anchor point for the operative model). First, the legislator 
chose not to include an explicit element of the prospective model in the specific 
provision under assessment, therefore no reference to cloning is made. The 
explicit empirical model is (selectively) descriptive of the procedure that would 
take place when producing a human clone, rather than a particular technology. 
However, the implicit empirical model also includes the assumptions made by the 
legislators on the basis of the existing technological possibilities at the moment of 
drafting. These assumptions are identified by Brownsword as: 

‘One assumption was that a human embryo would necessarily be 
the product of a process of fertilization (of a human egg by human 
sperm); and the second was that, if there was to be cell nuclear 
replacement for the purposes of cloning, then it would involve 
the manipulation of an embryo (rather than the replacement of 
a nucleus of an egg)’863 [original emphasis]

861 This qualification is made before the third type of mismatch was added to the list of 
disconnections. It is still maintained in Brownsword and Goodwin (2012) as an example, 
however, one may also assess this case under the type 3 disconnection (since the language 
is technology neutral). 

862 As cited in Brownsword (n 12) 169.
863 ibid.
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The definition of an embryo was included in section 1(1) of the Act, reflecting 
the first assumption, which ties into the second assumption. With technological 
development, it became possible to engineer eggs and then stimulate them to 
develop into embryonic clusters.864 The manipulation of an embryo, a crucial 
part of the empirical model, as well as of the point of intervention selected for 
the purpose of the operative model, was not the only way to perform cell nuclear 
replacement for the purposes of cloning anymore. With this development as an 
irritation from the environment, the empirical model at the basis of the rule was 
not congruent anymore with the new situation in the regulated field, with the 
consequence of the operative model becoming (potentially) inadequate for the 
prospective model. The question on whether an embryo should also include an 
embryonic cluster from a stimulated egg, and the scope of section 3(3)d were 
dealt with in the Pro-Life Alliance case.865 According to autopoiesis, a judicial 
trial is considered an individual interaction which ‘determines whether or not 
elements of the various sub-systems are compatible.’866 The fact that trials 
are the key interactions for autopoietic co-evolution of different systems may 
explain why the regulatory disconnection theory needs to be further elaborated 
methodologically for the purpose of identifying the types of mismatches 
outside such context, and why Brownsword uses legal cases as illustrations of  
regulatory disconnections. 

While this example is limited to the discussion of linked provisions, one can 
imagine that such a change in the sociotechnical landscape that impacts a crucial 
point of intervention on the empirical model will need to be investigated for its 
ripple effects in other directions, both horizontally within the sub-model that 
has become inadequate (i.e. whether the point of mismatch has consequences 
on the rest of the sub-model) and vertically, between the sub-models (i.e. how 
does this affect the other sub-models). Ultimately, the apparent incongruence 
may be solved through interpretation (adding to the implicit model – through 
the normative surplus), but it may also require legislative amendments.

864 ibid.
865 R v Secretary of State for Health ex parte Quintavalle (on behalf of Pro-Life Alliance) 

[2003] UKHL 13.
866 Teubner, Law as an Autopoietic System (n 29) 62.
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Regulatory strategy of information disclosure in consumer protection 
in financial services
The second illustration is based on earlier research and analysis that I have 
conducted as part of the INFO-leg project.867 The research aimed at using the 
lens of models of reality868 to compare the assumptions embedded in consumer 
protection in financial services and data protection, and derive lessons for future 
research and development in the area of data protection law. One of the findings 
of the research was that the strategy of information disclosure may be losing 
its earlier assumed effectiveness, and has been complemented by additional 
measures in the domain of EU consumer protection of financial services. For 
the purpose of illustration, I will focus on the regulatory strategy of information 
disclosure within this legal domain to show how the discussion can be framed 
in terms of sub-models of reality. 

Consumer protection law aims at protecting individuals from negative 
consequences arising from information and power asymmetries, by (1) 
considering that giving the right information, the complexity of new products 
or technologies will be understood and decisional autonomy of people will be 
preserved, and (2) the addition of obligations on the part of suppliers and rights 
on the part of individuals will enhance the protection of the weaker party.869 

In terms of prospective model, 
‘consumer law purports to guarantee and protect the autonomy 
of the individual, who appears in the market without any 
profit-making intentions, primarily against undertakings 
which engage actively in the market and also against MSs and 
the community, now Union’.870 

It thus aims at guaranteeing freedom of choice and decision. Consumer choice 
is necessary to ensure competition and functioning of the market.871 It also 
aims to protect legitimate expectations against suppliers, as well as specific 
interests such as health, safety, and economic interest. Financial services is one 
of the areas where specific protection is considered necessary within the field of 
consumer law. The protective aims are twofold, on an individual and public level. 

867 Paun, ‘Learning from Internal Models of Reality’ (n 33).; http://infolegproject.net/ 
868 Albeit an earlier version of the analytical framework.
869 Paun, ‘Learning from Internal Models of Reality’ (n 33). 
870 Reich and Micklitz (n 822) 6.
871 Geraint G Howells and Stephen Weatherill, Consumer Protection Law (2nd ed, Ashgate 

2005) 11–12.
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On the one hand, consumers as individuals are protected against misleading 
practices, financial and social exclusion,872 over-indebtedness, factors which 
could affect their making of an informed decision, and other economic interests 
which could affect their welfare, with the potential to impact their human 
dignity.873 On the other hand, the public rationale aims at addressing consumer 
post-crisis distrust in financial markets, support market competitiveness, and 
ultimately monitor the stability of financial markets.874 

The operative model of consumer protection in general includes a mix of 
regulatory strategies such as information disclosure, command and control, 
nudge strategies, and the establishing of rights and liabilities, which are 
incorporated within the operative models of legislation.875 Within this mix of 
strategies, information paradigm is assumed to have a particular effectiveness 
in reducing the chances of harm of consumers, while protecting their autonomy. 
However, recent studies in behavioural economics have shown that the strategy 
of information disclosure is less effective than thought, especially when 
considering sociotechnical developments in the area of internet and digital 
services, as well as the usage of increasingly complex algorithms.876 Therefore, 
the causal assumptions of the strategy of information disclosure shown in 
the cognitive map in the previous section (fig 5) are challenged by the studies 
relating to the information overload, as well as the difference between formal 
and substantive transparency in e.g. consumer credit contracts.877 While formal 
transparency refers to the availability and style of information, substantive 
transparency requires actual understanding of information on the part of the 
weaker party.878 This distinction is relevant because the general view seems 
to be that transparency is an attribute of information, and that individuals 
automatically understand and become empowered through the provision 
of information, without the need for additional explanations regarding its 
relevance and meaning.879 

872 See Iris Benöhr, EU Consumer Law and Human Rights (Oxford University Press 2013) ch 5.
873 ibid 112.
874 See Muller et al., ‘Consumer Protection Aspects of Financial Services: Study’ (Directorate 

General for Internal Policies, February 2014, IP/A/IMCO/ST/2013-07).
875 On regulation strategies see e.g. Baldwin et al op cit supra note 21. 
876 Ramsay (n 823) 61.
877 Mia Junuzovic and Joasia Luzak, ‘Blurred Lines: Between Formal and Substantive 

Transparency in Consumer Credit Contracts’ (2019) 8 Journal of European Consumer and 
Market Law 97, 99.

878 ibid 100.
879 ibid 101.
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It therefore seems, prima facie, that if an EU legislative instrument in the field 
of consumer protection in financial services relies on the strategy of information 
disclosure without having adapted its assumptions to the new sociotechnical 
landscape, there might be a mismatch within the operative sub-model. The 
regulatory strategy of information disclosure’s lower efficiency arises because 
the assumptions that link the provision of information with the making of an 
informed decision and ultimately with the lower chance of harm are, at least 
partially, not having the effect aimed for. 

The operative sub-model is anchored in specific points of the empirical and 
prospective sub-models. In this case, when investigating vertically (within 
the other sub-models), we can see that the regulatory strategy of information 
disclosure is based on a particular understanding of the ‘consumer’, and the 
assumptions that are embedded in this concept. This is interesting, because the 
information disclosure is anchored into the characteristic of the relationship 
that should be changed (i.e. information asymmetry). It does so by imposing 
information disclosure obligations on one actor (the professional party), towards 
the other (the consumer), both part of the empirical model at the level of consumer 
protection law. Therefore, besides the mismatch regarding the assumptions of 
the regulatory strategy, there is also a mismatch in the implicit empirical model, 
in a point that is crucial for how the information disclosure strategy works: 
namely, that the consumer actually understands and can meaningfully process 
the information they are offered. Indications of this mismatch in the implicit 
empirical model have also been signalled in literature.880

In the EU, the standard used is that of an ‘average consumer’ who is a 
‘reasonably well informed and reasonably observant and circumspect’, and 
who even though is a weaker party, is empowered to make their own free choices 
on the basis of information provided.881 This standard is used in EU case law 
when judging national measures aimed at consumer protection, but it is not 
without criticism.882 It seems that the notion of average consumer as a concept 
in the empirical model is being challenged as requiring a very high standard that 

880 The issues regarding information overload have been recognized in the Consumer agenda 
2014 – 2020. Vanessa Mak, ‘Financial Services and Consumer Protection’ in Christian 
Twigg-Flesner (ed), Research handbook on EU consumer and contract law / edited by 
Christian Twigg-Flesner, University of Hull, UK (Edward Elgar Publishing 2016) 321.

881 Reich and Micklitz (n 822) 45. 
882 Vanessa Mak, ‘Standards of Protection: In Search of the “Average Consumer” of EU Law 

in the Proposal for a Consumer Rights Directive’ [2010] TISCO Working Paper Series on 
Banking, Finance and Services No. 4/2010 4.
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is actually not met by typical consumers.883 However, it is still up to national 
courts to determine who is an average consumer in individual cases, when rights 
and duties between private parties must be balanced.884 In addition, increasing 
importance has been attributed to policies protecting consumers ‘who cannot, or 
can no longer, cope with the requirements of the modern consumer society’.885 
These are exposed to risks of isolation from social and economic life, which 
makes them ‘vulnerable consumers’, a term introduced initially in the UCPD,886 
which has become part of the implicit empirical model of the legal domain as 
well. Examples of characteristics of vulnerability can be ‘mental, physical or 
psychological infirmity, age or credulity’.887 When dealing with such a group, 
traders must take into account their needs, in order to achieve the same level of 
consumer protection.888 Measures protecting vulnerable consumers have been 
considered valid by the CJEU, e.g. in Buet, concerning a ban on door-to-door 
selling of educational material.889 The European Consumer Agenda specifically 
mentions these groups as a focus of the 2014-2020 period,890 and studies have 
been conducted on the drivers of vulnerability.891 Vulnerability may be triggered 
by personal characteristics such as age, disability or income,892 but also by other 
factors such as literacy and temporary states.893 A taxonomy of vulnerability 
including elements which help identify it has also been developed for the 
purpose of considering how consumer protection law and policy should address 

883 See for instance Cătălin Gabriel Stănescu, ‘The Responsible Consumer in the Digital Age: On 
the Conceptual Shift from “Average” to “Responsible” Consumer and the Inadequacy of the 
“Information Paradigm” in Consumer Financial Protection’ (2019) 24 Tilburg Law Review 49.

884 Mak (n 882) 5.
885 Reich and Micklitz (n 822) 46.
886 ibid.
887 This definition is provided in Recital 34 of Directive 2011/83/EU of the European Parliament 

and of the Council of 25 October 2011 on consumer rights, OJ L 304, 22.11.2011, p. 64–88. 
888 Ibid; Reich and Micklitz (n 822) 46. 
889 Case C- 382/87 R. Buet and Educational Business Services SARL v Ministère public 

(Judgment, 16 May 1989); Ramsay (n 823) 174.
890 A new agenda for European consumer policy: European Parliament resolution of 11 June 

2013 on a new agenda for European Consumer Policy (2012/2133(INI)).
891 See for instance, European Commission, ‘Consumer Vulnerability across key markets in the 

European Union’ (January 2016) < https://data.europa.eu/doi/10.2818/056024>
892 European Consumer Consultative Group, “Opinion on Consumers and Vulnerability” (2013) 

<http://ec.europa.eu/consumers/archive/empowerment/docs/eccg_opinion_consumers_
vulnerability_022013_en.pdf> ; Agustin Reyna, Natali Helberger and Frederik Zuiderveen 
Borgesius, ‘The Perfect Match?A Closer Look at the Relationship between Eu Consumer 
Law and Data Protection Law’ (2017) 54 Common Market Law Review 1427, 1456.

893 For instance, a study on consumer vulnerability identify main categories of drivers as personal 
and demographic characteristics, behavioral drivers, market-related drivers, access drivers 
and situational drivers. European Commission, ‘Consumer Vulnerability across key markets 
in the European Union’ (January 2016) < https://data.europa.eu/doi/10.2818/056024>
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the interests of vulnerable financial consumers.894 In the face of commercial 
practices such as personalized marketing, the necessity of new groups of 
vulnerable consumers is contemplated.895 With personalization techniques, 
susceptibilities and vulnerabilities can be uncovered, and different content 
may be presented to individuals when they are easier to persuade,896 e.g. when 
they are tired, or when they feel less attractive.897 In fact, the new Commission 
Guidance on Interpreting the Unfair Commercial Practices Directive explicitly 
mentions that the concept of vulnerability covers also context-dependent 
vulnerabilities, and draws attention to the multi-dimensional forms of 
vulnerability which are ‘particularly acute in the digital environment.’898

In terms of horizontal analysis, when looking at the main consequences of the 
apparent mismatch within the same sub-model, one can see that this may lead 
to a higher chance of harms, or at least a smaller reduction of chance. While 
this analysis zooms in on a particular regulatory strategy, it is important to 
contextualise the analysis by looking at the role of this strategy in the whole 
operative sub-model of the legislation, and how a mismatch affects the adequacy 
of the sub-model as a whole (i.e. when all strategies used are seen together). 
The outcome may be that even though there is a mismatch, an amendment is 
not (yet) necessary since the other regulatory strategies offer enough protection. 
It may also be that additional strategies are necessary in the operative model, 
to ensure the intended level of protection (aimed at in the prospective model). 

While information disclosure remains a pivotal strategy within consumer law, 
some elements of ‘hard’ paternalism have also emerged as part of the operative 
model of consumer protection legislation in financial services, depending on 
the needs of different regulated fields, as a reaction to the increasingly complex 
products which lead to information overload.899 Paternalism is considered to 
be the substitution of the individual judgment with government judgement 
on what is in the interest of individuals, for fear that individuals may not be 

894 Information vulnerability, pressure vulnerability, supply vulnerability, redress vulnerability 
and impact vulnerability.Peter Cartwright, ‘Understanding and Protecting Vulnerable 
Financial Consumers’ (2015) 38 Journal of Consumer Policy 119. 

895 Reyna, Helberger and Borgesius (n 892) 1456–1459.
896 ibid.
897 ibid.
898 Guidance on the interpretation and application of Directive 2005/29/EC of the European 

Parliament and of the Council concerning unfair business-to-consumer commercial 
practices in the internal market (2021/C 526/01) 35.

899 See Olha O Cherednychenko, ‘Freedom of Contract in the Post-Crisis Era: Quo Vadis?’ 
(2014) 10 European Review of Contract Law.
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able to process the information given, or, even with accurate information, 
will act irrationally.900 An example of such measure is within the credit and 
mortgage directives,901 where a creditworthiness assessment is meant to prevent 
consumers from taking unnecessary financial risk.902 With regard to mortgage, 
the creditworthiness assessment shall be compatible with the acceptance/
rejection of the credit. 903 Because here the judgment of the consumer is replaced 
by an assessment based on relevant information about their situation, this is 
considered an example of hard paternalism in financial regulation.904 Indeed, 
one could wonder whether the increased presence of paternalism restricts 
autonomy, or actually supports it, by protecting the interests of consumers in 
one aspect, in such a way to enable autonomy in other dimensions of life. In 
the words used through the lens of sub-models, the question is whether the 
additional elements introduced in the operative model are coherent with the 
prospective model. 

Therefore, when investigating legislation, regulators should weigh the extent to 
which the apparent mismatch is affecting the adequacy of the model to which 
it belongs, but also the rest of the models. When considering what can be done 
to remedy the effectiveness of a legislative instrument, possible mismatches 
at the level of the empirical model, especially the implicit one, should be 
taken into consideration. It can be, for instance, that other strategies need 
to be strengthened, or new ones may need to be introduced. The use of sub-
models as analytical tools is not only important when identifying regulatory 
disconnections or mismatches. Once regulators decide to revise a certain piece 
of legislation, the changes brought to the operative sub-model should always 
be seen and ex ante tested in light of the rest of the sub-models, by tracking the 
intended changes horizontally and vertically. 

This section, including the above illustrations, show that mismatches cannot be so 
easily and clearly separated and labelled as the types of regulatory disconnection 
make it to be. Therefore, it seems that more types of mismatches are possible 

900 Ramsay (n 823) 81.
901 Directive 2008/48/EC of the European Parliament and of the Council of 23 April 2008 

on credit agreements for consumers, OJ L 133, 22.5.2008, p. 66–92 (Consumer Credit 
Directive); Directive 2014/17/EU of the European Parliament and of the Council of 4 
February 2014 on credit agreements for consumers relating to residential immovable 
property, OJ L 60, 28.2.2014, p. 34–85 (Mortgage Credit Directive)

902 Article 8 Consumer Credit Directive; Chapter 6 Mortgage Credit Directive. 
903 Article 18 Mortgage Credit Directive; see also Mak (n 880) 321. 
904 Ramsay (n 823) 81.
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than just the 3 types identified by Brownsword and Goodwin. Furthermore, if one 
still chooses to attach a label such as the types of regulatory disconnection, this 
should not inhibit the systematic horizontal and vertical investigation. If chosen 
for, the label should be decided upon after the investigation is completed, since 
focusing on a label that is based on one type of mismatch should not diminish 
the complexity of its ripple effects horizontally and vertically. Otherwise, we risk 
focusing discussions on re-connection on only one aspect of the problem and 
run the risk of performing a ‘quick fix’. I will discuss more on reconnection in 
section 4.3. In the next section, I provide some guiding questions for investigating 
(possible) regulatory disconnection by using sub-models as tool for analysis.

4.2 Guiding questions for the investigation of regulatory 
disconnection using sub-models as tools 
While there is no one ultimate way to investigate sub-models, or identify 
mismatches, a step towards more guidance is necessary if an analytical 
framework on the basis of sub-models is to be turned into a systematic, easy to 
understand manner of investigating regulatory disconnection. In the following, 
I will sketch a series of questions to guide the analysis of legislation in the 
face of sociotechnical change, starting from an apparent mismatch toward the 
qualification of the full extent of regulatory disconnection. I list and explain the 
guiding questions below.

Phase I: The apparent mismatch 
1. What seems to be the apparent mismatch between the current 

legislation and the sociotechnical landscape, and to which sub-model 
does it primarily relate to?

In chapter 2, I discussed that often it is the consequence of a regulatory 
disconnection that is first noticed, for instance legal uncertainty related to a new 
situation, claims of over- or under-inclusiveness, or signs of the need to create 
special laws.905 Indications of an apparent mismatch may arise in different 
contexts, and will be observed as irritations to the current legislation produced 
by law as a system. 

First, an apparent mismatch may become apparent ‘on the ground’, and noticed 
by actors who apply the current legislation within the new sociotechnical 
landscape, such as lawyers, enforcement authorities, regulatees, or judges when 
they are asked to rule on a new matter. Depending on the mismatch, it can 

905 See Chapter 2, and Bennett Moses, ‘Recurring Dilemmas’ (n 97).
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thus be observed both from within law as well as within the regulated system, 
albeit according to the internal mechanisms of each system. Second, apparent 
mismatches may also be claimed and assessed hypothetically, for instance by 
civil society and academia, even before a certain technology has been deployed, 
or its new use has been adopted. Third, they can also be identified by legislators 
and regulators during an ex-post regulatory assessment. Ex-post regulatory 
assessments may be scheduled (e.g. the GDPR was scheduled to be reviewed 
first by 25 May 2020, and then every four years),906 or triggered by a new state 
of the sociotechnical landscape which may threaten the effectiveness of the 
current legislation. In the former situation, the review may identify an apparent 
mismatch and investigate it further. In the latter, the review will be triggered 
by an apparent mismatch, or at least signals of it. In both cases, an ex-post 
regulatory assessment is one of the ideal contexts to thoroughly investigate the 
existence and extent of regulatory disconnection in a full legislative instrument. 

2. What is the sociotechnical change that may have triggered the apparent 
mismatch and what are its relevant characteristics for the present analysis? 

Once an irritation has been perceived on the screens of law as a system, in this 
context: in the shape of sociotechnical change, it is important to understand 
what are the main characteristics of this change that have caused the 
irritation. Oftentimes, these characteristics can already be found as part of the 
arguments brought by different actors within law as a system or outside, or 
through observation. This is also an opportunity for law as a system to gather 
more ‘social knowledge’ in case regulatory action is needed as a response to 
regulatory disconnection. In concrete terms, this means using knowledge 
from other disciplines, but also setting up multi- or interdisciplinary teams 
that contribute to an understanding of what is happening in the environment 
(of law as a system). Multidisciplinary teams have their own advantages, but 
also challenges, for instance because different people come from different 
systems, each with their own models of reality and vocabulary. Therefore, when 
conducting multidisciplinary work to bring more social knowledge into law, it 
is important to be aware of these differences. Alternatively, an interdisciplinary 
team would mean that each member belongs to more than one system, and can 
function as a ‘translator’ between the different systems.907 

906 Article 97 GDPR.
907 See in Chapter 4, Section 4 on humans in societal systems and careers. 
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Phase II: Horizontal and vertical analyses
For the next steps, depending on the situation, one may begin with horizontal 
(question 3) or vertical analysis (question 4). For instance, for an apparent 
mismatch in the operative model it may be helpful to start with the vertical 
analysis, since this model anchors in points of the empirical and prospective 
model. For an apparent mismatch in the empirical model, it may make sense to 
start horizontally, since this model comprises the assumptions about what the 
regulated system looks like – and then, look vertically at whether even with the 
changes in assumptions, it is still adequate for the prospective and operative 
models, or whether the mismatch is even more extended than expected. 

3. Horizontal analysis: Does the (apparent) mismatch affect other 
elements in its sub-model, and, if so, to what extent?

There may be more elements affected in the sub-model, but the effects do not all 
need to have the same prominence or complexity. They may, for instance, relate 
to the implicit or explicit parts of sub-models (which is relevant when choosing 
the right manner of reconnection), they may be points on which other sub-
models depend (such as anchor points for the operative model), but they may 
also be changes that, while perhaps unanticipated, and momentarily unclear, 
do not lead to the inadequacy of the sub-model as a whole. 

4. Vertical analysis: Does the apparent mismatch affect the adequacy of 
other sub-models, and, if so, to what extent?

The vertical analysis investigates whether the apparent mismatch (or the 
mismatches identified in the same sub-model) leads to, or was caused by 
(because it relies on), elements in other sub-models. For instance an apparent 
mismatch in the operative model, one could think of a mismatch in the cause-
effect chain, may actually be due to the assumptions about capabilities of the 
actors and their interactions – which is part of the empirical model. As the 
vertical analysis of this apparent mismatch led to identifying a mismatch in the 
empirical model, the empirical model might need be investigated horizontally 
as well, depending on the prominence and complexity of the mismatch found.
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Phase III: The regulatory disconnection
5. What is the extent of regulatory disconnection?

While the first guiding question was meant to articulate an apparent mismatch, 
this last question summarises the mismatches within the different sub-models 
to assess the full extent of regulatory disconnection (if any is identified), which 
is important when looking for manners of re-connection. This assessment 
should be twofold, and it flows from the findings in the previous questions. 

First, one should qualify based on the findings under the second question, the 
sociotechnical scope of the disconnection, by which I mean in relation to which 
technologies and/or practices a disconnection can be identified. Depending on 
the circumstances and what assumptions are embedded in the different sub-
models of the legislation under assessment, it may be that it is unsuitable for 
the whole sociotechnical landscape (e.g. when the legislation prohibiting a 
technology is no longer justified), or that it remains suitable for part of the 
technologies and practices in use, but not for others. For instance, in relation to 
the Dutch Model Aircraft Order (Regeling modelvliegen), discussed in Chapter 2,  
although there was a mismatch between the embedded assumptions and the 
sociotechnical change of private use of drones, the Order remained suitable for its 
initial purpose, since drones had not fully replaced traditional model airplanes. 

Second, the extent of the disconnection identified within the legislation should 
be summarised – i.e. the outcome of the horizontal and vertical analyses. The 
aim of this is to map out the different mismatches identified, to obtain an 
overview of how the legislation has disconnected. Compared to the theory of 
regulatory disconnection, I consider the full extent of disconnection comprising 
of all mismatches identified, rather than each mismatch corresponding to one 
disconnect. While generating this overview of mismatches, their prominence 
(are they fundamental for the legislation as a whole?) and complexity (does a 
mismatch relate to more mismatches?) should be taken into account.

If possible, the mismatches identified should be divided into primary and 
secondary mismatches. Primary mismatches are the ones that are triggered by 
the irritation, for instance a change in how actors interact due to a change in 
technology will place the primary mismatch in the empirical sub-model, under 
the third element. Secondary mismatches are the ones that flow from a primary 
mismatch, both within the same sub-model and other sub-models. The primary 
mismatches may, and perhaps will often correspond to the apparent mismatch, 
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but not always. As shown above, for instance, an apparent mismatch in the 
operative model may flow from a (primary) mismatch in the empirical model. 
A sociotechnical change may lead to more primary mismatches. Furthermore, a 
primary mismatch does not need to correspond with the moment of introduction 
of a new technology. Since it is triggered by an irritation as a sociotechnical change 
that is perceived on the screens of law, it may also relate to second- and third-
order effects of technology, much later than the moment of its introduction.908 

4.3 Re-connection and sub-models
In the previous sections, I have explained how sub-models can be identified 
within existing legislation, and how they can be developed into tools for the 
systematic analysis of regulatory disconnection. Once the existence and extent 
of regulatory disconnection have been established by pursuing the guiding 
questions, the investigation should turn to the right type of regulatory action 
needed to address the disconnection, and avoid quick fixes. Chapter 2 identified 
a series of manners that can be used to re-connect legislation, ranging from 
interpretation to an extensive reform and a paradigm shift, although insufficient 
guidance could be found on how to choose the right manner of reconnection in 
each situation. While the answer to the question of how to respond to regulatory 
disconnection will remain a classic lawyer’s answer ‘it depends’, the use of sub-
models as tools for a more systematic analysis of regulatory disconnections 
provide new insights for the production of guidelines for re-connection. 

The interrelatedness and interdependence of the sub-models have direct 
consequences for the development of the theory of regulatory disconnection 
in the direction of identification and remedying mismatches, especially 
outside court proceedings, but also when reconnection takes place through 
interpretation during court proceedings.909 

When a mismatch takes place within one of the sub-models and the investigation 
shows that it is an isolated point, this may be solved through interpretation. 

908 Second and third order effects are also mentioned in Chapter 2, but are excluded from the 
scope of this dissertation, except for incidental mentions. See also, on changes on digital 
technology adoption in organisations, Jungwoo Lee and Spring H Han, ‘Preparing for 
Accelerated Third Order Impacts of Digital Technology in Post Pandemic Service Industry: 
Steep Transformation and Metamorphosis’ [2021] The Future of Service Post-COVID-19 
Pandemic, Volume 1 1. 

909 Judicial trials are individual episodes where conflicting expectations from different systems 
converge. The outcome of individual episodes is crucial in legal autopoiesis since the 
outcome of the trial is taken over and respecialised into the respective systems, leading to 
ontogenetic, and eventually phylogenetic evolution. See Chapter 4, Section 5.4. 
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Purposive interpretation will add to the implicit sub-model in question, 
by interpreting the explicit part to include the sociotechnical change, and 
takes place during a judicial trial. This should be done, however, under the 
conditions that the consequences of changing the implicit sub-model do not 
affect the adequacy of the other sub-models and the congruence between them. 
This relates to the two terms introduced by Brownsword of ‘intelligent’ and 
‘unintelligent’ purposive reconnection,910 where the latter takes place when a 
judge rushes to reconnection through interpretation, whereas the legislation 
should actually be open to public debate and perhaps amendment. For instance, 
if the implicit empirical sub-model is updated through interpretation to address 
a mismatch, and the update relates to anchor points for the operative model, a 
mismatch might be unintentionally caused at the level of the operative model. 
In other words, if the operative sub-model anchors in points of intervention 
of the ‘old empirical model’,911 the operative model might not introduce the 
right difference minimisation programme to reach the points in the prospective 
sub-models it is anchored in. While a full investigation according to all sub-
models might not fit into the timeframe that judges have, at least an overarching 
investigation into the consequences of different manners of interpretation and 
their consequences for the rest of the legislation should be conducted by e.g. the 
Advocate General. The same care of maintaining the adequacy of all sub-models 
should be exercised when, outside court proceedings, regulatory authorities, or 
other bodies empowered to do so, issue authoritative interpretations. 

When the investigation into the existence and extent of regulatory disconnection 
shows that this affects more points within a sub-model, or more sub-models, 
the legislation will usually require amendment. One of the key advantages of 
using sub-models as tools for the investigation of and response to regulatory 

910 Brownsword (n 12) 167.
911 For instance, about the capabilities of the actors, which are dependent, as we have seen in 

the visualization of the empirical sub-model, on the technology-use model. Using the labels 
of Brownsword’s regulatory disconnection, if there is a Type 3 disconnection in regulatory 
law R, but only the Type 1 is visible, and therefore reconnected by e.g. interpreting it to 
include a new technology under the scope of an existing category/definition, the new 
technology will fall under the scope of application of the regulatory law R, but the obligations 
built on the rest of the empirical model will, because of the Type 3 disconnection, not be 
sufficiently effective. (see Chapter 2, Section 4) In other words, if the implicit empirical sub-
model is adapted through interpretation, and the operative sub-model anchors in points 
of intervention based on outdated assumptions embedded in the ‘old empirical model’, the 
operative model will not introduce the right difference minimisation programme to reach 
the points in the prospective sub-models it is anchored on.
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disconnection, is that when re-connection is necessary, especially by amending 
legislation (so, not through interpretation or the enactment of new laws), the 
mismatches are already inventoried along the three sub-models. Therefore, 
when looking for the right manner of re-connection, there is a more informed 
and systematic view of where it went wrong. Furthermore, different changes 
to sub-models as part of the effort to re-connect as well as their consequences 
and other potential points of adaptation (within and between the models) 
can be more systematically tracked. In the end, however, following Teubner’s 
theory of legal autopoiesis, the test of whether the re-connection is successful 
will be ‘releasing’ the models back into society.912 Linking back to Chapter 3, 
an in-between step for this could be regulatory sandboxes and other types of 
experimental legislation which gather information about the adequacy of the 
models when they interact with other (regulated) systems, albeit in a more 
limited context. However, when using experimental regulation, one should be 
aware of the risks identified in Chapter 3.913 

The use of sub-models also provides additional insights into how to choose the 
right manner of reconnection. These insights should be read as complementary 
to the findings in Chapter 2, where I discussed the choice between different 
types of regulatory response to adapt law (small scale/large scale, update/
paradigm shift), as well as adding to the law (through sui generis rules).914 
It is important that before choosing the right manner of re-connection, the 
horizontal and vertical investigations are done, and that the mismatches are 
divided into primary and secondary. The right manner of regulatory action 
will depend on the placement of mismatches (on which sub-models), their 
prominence (how fundamental they are), and complexity (isolated or connected 
to other mismatches). In terms of placement, mismatches in different sub-
models will have different consequences. The extent of change will also be 
determined by the prominence and complexity of the mismatches that form 
the regulatory disconnection. From the use of sub-models as tools for choosing 
the right manner of re-connection, at least the following additional concrete 
guidance can be identified.

 − When the sub-models are still adequate for a previous state of technology 
that is still in use, adapting law to the new technological state may cause 
mismatches with regard to the previous state of technology which is still in 

912 Teubner, ‘After Legal Instrumentalism? Strategic Models of Post-Regulatory Law’ (n 660).
913 More specifically, see Section 4.3. 
914 Section 3.4.
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use. In this case, it may be more useful to add to the law.915 The regulation of 
private use of drones in the Netherlands is an illustration of this. I will refer 
to this as the sociotechnical scope of the disconnection.

 − If a primary mismatch in the prospective model leads to the need of changing 
it, this will likely have consequences for both the empirical and operative 
model, as the former is determined as a function of the prospective model, 
and the latter is connecting the two. Depending on the extent of the mismatch 
in the prospective model, it may be that the whole legislation may be 
abolished or replaced. 

 − If a primary mismatch is in the empirical model, and the prospective model 
is stable, the operative model might also need to adapt, especially if the 
point of mismatch includes an anchor point for the operative model. This 
excludes situations when the mismatch is isolated and can be solved through 
interpretation. A primary mismatch in the empirical model will not cause a 
secondary mismatch in the prospective model, since the empirical model is 
largely determined by the prospective model.

 − If a primary mismatch is in the operative model, this means that the chain of 
cause-effect included in the assumptions underlying it does not trigger the 
intended effect in the regulated field. It may be the case that if a part of the 
operative model, e.g. a regulatory strategy, decreases in effectiveness, there 
is still sufficient effectiveness for the legislation as a whole, and a regulatory 
action is not (yet) necessary. When considered necessary, regulators should 
focus on investigating the regulated field, and adapt the operative sub-
model in the light of new social knowledge to re-establish congruence with 
the internal mechanisms of the regulated field. It may be the case here that 
the empirical and prospective models stay the same, in which case chances 
are that the initial regulatory effort did not connect. However, a primary 
mismatch in the operative model is rare, and most of the times a mismatch in 
the operative model will be secondary (a consequence of a primary mismatch 
in other sub-models).

915 See Chapter 2, Section 3.4. 
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5. Interim conclusion: Toward a systematic 
approach to regulatory disconnection

5.1 Interim findings
The aim of this chapter was to elaborate on the sub-models of reality in 
legislation, and transform them into tools for a novel, integrated, and systematic 
approach to investigate regulatory disconnection in existing legislation. Section 
2 elaborated on sub-models in the context of legislation and showed that even 
though they initially were not developed for the purpose of analysing legislation, 
they are suitable for analysing it. Section 3 answered the first central question of 
the chapter: how do we identify the three sub-models in existing laws? It built 
on the work of Black and Schauer, and added the lens of autopoiesis to show 
what the sub-models look like in legislation, and provided some guidance into 
the elements of the sub-models and how to find them. The guiding questions 
developed for identifying the sub-models in legislation are summarised in the 
table below:

Table 1. Guiding questions for identifying models of reality

Empirical sub-model Prospective sub-model Operative sub-model

What are the assumptions 
related to (the existence 
of) actors and their 
characteristics?

What was the irritation from 
the social reality, as perceived 
on the internal screen of law, 
that triggered the need for 
regulatory action?

What are the points of 
intervention in the empirical 
model and why were they 
chosen? 

What are the assumptions 
about (the limits of) actors’ 
capabilities?

What are other normative 
expectations that already 
existed in law, which the 
irritation as perceived on 
the internal screen of law 
is not consistent with? e.g. 
constitutional framework

What are the strategies used 
in the legislation, and what 
are the assumed (chains of) 
effects, with regard to the 
prospective model?

What are the assumptions 
about relationships and 
interactions between actors?

What is/are the regulatory 
goal(s) of the legislation?

How are these strategies 
implemented throughout the 
legislation under analysis? 

Subsequently, Section 4 focused on the second central question of the chapter, 
namely, how can we use the three sub-models when analysing (potential) 
regulatory disconnections in existing laws? This section first emphasised the 
importance of going beyond a prima facie mismatch, and perform a horizontal 
as well as vertical investigation into the sub-models, to qualify the extent 
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of regulatory disconnection. The guiding questions for the investigation of 
regulatory disconnection through sub-models are in the following table: 

Table 2. Guiding questions to investigate regulatory disconnection with sub-models as tools

I. Apparent mismatch

1.  What seems to be the apparent mismatch between the current legislation and the 
sociotechnical landscape, and to which sub-model does it primarily relate to?

2.  What is the sociotechnical change that may have triggered the mismatch and what are its 
relevant characteristics for the present analysis? 

II. Vertical investigation Horizontal investigation

Does the apparent mismatch affect the 
adequacy of other sub-models, and if so, to 
what extent?

Does the (apparent) mismatch affect other 
elements in its sub-model, and if so, to what 
extent?

III. Extent of regulatory disconnection

What is the extent of regulatory disconnection?

Subsequently, the section turned to examining whether the use of sub-models 
delivers additional insights and guidance on the finding the right manner 
of re-connection. One of the key advantages of sub-models was that before 
deciding on re-connection, a systematic investigation of the disconnection is 
already performed. When regulatory action is needed for re-connection, those 
who apply the tools can track the consequences of each change throughout the 
models. Furthermore, in addition to what Chapter 2 identified as guidance on 
how to choose between different forms of re-connection, the use of sub-models 
showed new insights and guidance toward the right manner of reconnection, 
depending on the placement and extent of mismatches. 
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Table 3. Summary of new insights for re-connection

Isolated mismatch May be reconnected through interpretation, under the 
conditions that the consequences of changing the implicit sub-
model does not affect the adequacy of the other sub-models and 
the congruence between them.

Technology-limited 
disconnection 
(Sociotechnical scope of the 
disconnection)

When the sub-models are still adequate for a previous state of 
technology that is still in use, and mismatches relate to a new 
state of technology that has not replaced the previous one, it may 
be more helpful to add to the law. 

Primary mismatch in:

Empirical sub-model Provided that the prospective model is stable, the operative 
model will probably also need to adapt, especially if the point 
of mismatch includes an anchor point for the operative model. 
A primary mismatch in the empirical model will not trigger a 
secondary mismatch in the prospective model.

Prospective sub-model If changes are necessary, this will likely have consequences 
for both the empirical and operative model. Depending on the 
extent of the mismatch in the prospective model, it may be that 
the whole piece of legislation needs to be abolished or replaced.

Operative sub-model Mismatches in the operative model are more often secondary 
than primary. If primary, and the decrease in effectiveness is not 
balanced by the rest of the sub-model, users of the tool should 
gather social knowledge and investigate why the cause-effect 
chain is not as expected. 
It may be the case here that the empirical and prospective 
models stay the same, in which case the initial effort to connect 
had failed.

5.2 Future methodological directions for models of reality
While I have already sketched some possibilities for methods of identifying sub-
models and mismatches, there are still further methodological developments that 
can take place. In section 3.2., I showed that visualization of sub-models may help 
bring the analysis in one place, and thus provide an image, or a ‘map’ of different 
sub-models. Developing this visual aid further and increasing its functionality will 
facilitate users of the analytical approach to track mismatches both horizontally 
and vertically, understand the interrelations between the sub-models, but also 
consequences of the changes they perform as part of the effort to re-connect. 

Using mapping and metaphors inspired by cartography in general legal theory, 
autopoiesis, systems theory, or systems thinking is not unusual, although it has 
not taken a prominent place in the analysis of law. One of the concepts which 
intuitively immediately relates to cartography and law that should be mentioned 
here is ‘legal mapping’ which is used as a method to track legal developments 
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across jurisdictions, for instance to identify key provisions of law on a particular 
issue, identify trends in the distribution of laws, and set policy questions.916 

Using cartography in a metaphorical sense, Santos introduces the idea of law as a 
‘map of misreading’, by drawing parallels between structures, characteristics, and 
functions in cartography and law.917 In his view, ‘the relations law entertains with 
social reality are much similar to those between maps and social reality.’918 He states 
that laws are maps – and a practical map does not coincide with reality 100%. When 
deciding on scale, a decision is made about the filtering of details that are meaningful 
and relevant for the purpose of the map. Thus, ‘law creates the reality that fits its 
application’.919 The larger the scale, the more detail can be included. In small-scale 
maps, many details are removed, but what remains in a ‘large-scale law’ is inter 
alia that ‘it determines with accuracy the relativity of positions (the angles between 
people and between people and things).’920 Depending on the projection, the map 
may emphasise certain features of the ‘landscape’ over others, and the symbolisation 
relates to ‘the cultural background of the law and its intended purpose.’921 This 
‘misreading’ or ‘distortion’ of reality does not automatically mean that it is a 
distortion of the truth,922 and read through the lens used in this dissertation, it 
is a result of law’s autopoiesis and the creation of an internal model of reality.923 
However, viewed from the perspective of the three sub-models of reality, law does 
not only contain a map of what already exists (empirical model), but also of a desired 
situation (prospective model), and how to get there (operative model). While in the 
discipline of critical cartography maps have been shown not to be fully objective,924 it 
looks like in law, the operative model shows the route between two different planes, 
or alternative maps: what it is, and what ought to be. Therefore, I would say that 
while parts of laws can be seen as maps, there are more dimensions to what they do. 
Inspiration from the change in scale and details in maps was used as an inspiration 
for the ‘zooming in’ and ‘zooming out’ of the analysis through sub-models as tools, as 
long as the limitations of the ‘scale’ are acknowledged, and it remains contextualised.

916 Scott Burris, ‘How to Write a Legal Mapping Paper’ (Social Science Research Network 2020) 
SSRN Scholarly Paper ID 3133065 <https://papers.ssrn.com/abstract=3133065> accessed 
5 October 2021.

917 Paterson and Teubner (n 719) 461; de Sousa Santos (n 793).
918 de Sousa Santos (n 793) 282.
919 ibid 288.
920 ibid 289.
921 Paterson and Teubner (n 719) 461.
922 de Sousa Santos (n 793) 282.
923 Paterson and Teubner (n 719) 461.
924 See for instance Chris Perkins, ‘Cartography: Mapping Theory’ (2003) 27 Progress in 

Human Geography 341.
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Paterson and Teubner build further on the map metaphor, and engage with 
the idea of using a variation of Axelrod’s cognitive mapping for empirical legal 
autopoiesis, as I have used above, with respect to the operative model:925 

‘In the context of autopoiesis research, cognitive mapping provides 
a means of representing graphically the world which a system has 
constructed, the concepts its code gives it access to and the causal 
relations which complete its model of reality. In other words, it 
allows a picture to be produced of the order that a system has 
created by means of its selection from the noise of complexity.’ 926 

One should note that from a cartography perspective, a cognitive map would 
resemble more a diagram than a map.927 Furthermore, if we are to stay true 
to the evolving systems, a certain flexibility and dynamism has to be included 
when bringing this concept into autopoiesis. Paterson and Teubner call their 
adaptation of cognitive maps ‘changing maps’ to reflect this.928 They apply this 
technique to the example of health and safety in the offshore oil industry, where 
they map the models of reality of legislators, regulators, and different sectors 
of the industry (management and engineering), how they construct differences 
and what the programs of difference minimisation look like. Although this is 
not developed for legislation, I aimed to show in Section 3.2. that cognitive 
maps can also be used for visualising the operative model. The use of cognitive 
maps and their potential could be further investigated in the context of law and 
technology, legislation, and models of reality.

Stroh uses extensive system mapping exercises in his book ‘Systems Thinking 
for Social Change’929 for understanding the driving forces behind a system, 
the causes of problems, as well as balancing and reinforcing loops. The idea 
behind the book is to solve complex social problems in a sustainable way and 
avoid unintended consequences. While the method he uses has a large scope of 
applicability, it focuses on understanding why a problem has not been solved 
despite it being addressed with different (short-term) measures. The author 

925 Paterson and Teubner (n 719); Axelrod (n 826). 
926 Paterson and Teubner (n 719) 463.
927 See also, on the confusing term of ‘map’ in ‘cognitive map’ Robert M Kitchin, ‘Cognitive Maps: 

What Are They and Why Study Them?’ (1994) 14 Journal of Environmental Psychology 1.
928 Paterson and Teubner (n 719).
929 David Peter Stroh, Systems Thinking for Social Change: A Practical Guide to Solving 

Complex Problems, Avoiding Unintended Consequences, and Achieving Lasting Results 
(Chelsea Green Publishing 2015). 
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prescribes a four-step method that starts with understanding the problem 
and telling the story of a system (e.g. homelessness), understanding why the 
taken measures have not worked, and devising a long-term solution without 
unintended consequences.930 While the mapping is a tool to visualise the systems 
and motivations, the key method of gathering data is interviews, and discussions 
with stakeholders. Therefore, it is useful for policy-makers and lower level 
regulation, where the context is narrower than for legislation. The method, as 
well as manner of mapping nonetheless may offer a source of inspiration for the 
mapping of sub-models or organise knowledge of the regulated field, due to its 
wide applicability and orientation towards practice. 

In the more recent context of law and technology, more specifically the 
regulation of cyberspace, Murray puts forward the idea of a regulatory matrix, 
which is inspired from autopoiesis.931 Murray proposes the creation of a 
regulatory matrix and the treating of it as an autopoietic system, with groups 
of actors as subsystems.932 This matrix could therefore be used to design 
regulatory interventions and more plausibly map their outcome in the target 
environment. The regulatory matrix proposed by Murray is similar to a map 
of the preliminary empirical sub-model (i.e. before enacting legislation or 
when initiating amendment), that would allow the construction of what he 
calls ‘symbiotic regulation’.933 Thus, such a regulatory matrix can also be used 
for selecting the empirical model to be included in legislation, as well as the 
construction and adaptation of the operative model in light of the prospective 
model. According to Murray, the construction of a complex regulatory matrix 
can be done through computer modelling tools which allow the modelling of 
regulatory variables. This would help regulators understand the possible effects 
of regulation before making an intervention.934 The instrument of a regulatory 
matrix could be extended to other sub-models as well, in their mapping, the 
identification of mismatches, as well as the tracking of consequences of changes 
made for the purpose of reconnection.

Mapping is also proposed as a manner of dealing with law’s complexity, as 
part of the movement to bring complexity theory into law. Ruhl and Kutz 
conceptualise ‘Legal Maps’, as a tool that could potentially be developed to 

930 ibid 71–79.
931 Murray (n 30) 244.
932 ibid 245.
933 ibid 247. See also Part I, Conclusion.
934 ibid 249.
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monitor legal complexity over time.935 What they propose is a multi-layered ‘active 
representation of the legal system network at work’, in ‘Google Maps-style’.936

‘Legal Maps would link together layers of legal domains 
horizontally and vertically, displaying crossreferences within 
and between different layers. For example, all cross-references 
between a statute’s provisions would be linked, then all references 
between that statute’s provisions and provisions of other statutes 
would be linked, and then all references to those provisions made 
in agency regulations and court decisions would be linked, and 
so on to the edges of the defined “legal system.” Once constructed, 
new cross-references and new provisions (as well as repeals and 
revisions) could be integrated into the network in real time, thus 
allowing observation of the network as it evolves.’ 937 

Just as in the case of Murray’s regulatory matrix, albeit using a different 
method and selection of variables, Legal Maps would use computer modelling to 
facilitate the prediction of results of hypothetical regulatory interventions, but 
could also be used to track the co-evolution of law with other societal systems.938 
These tools, if developed well, would be able to bring more clarity to the effect 
of a regulatory scheme and the adequacy of the internal models before they are 
‘released’ in society, be they part of the effort to connect, or re-connect.939 Even 
though the approaches proposing these tools do not focus on the assumptions 
embedded within concrete rules and legislation, as the tools of sub-models 
do, computer modelling has the potential to enrich what I put forward in this 
dissertation, by capturing in a timely manner the complexity, interdependence 
and intertwinement of the sub-models. However, since assumptions, and 
therefore, sub-models have an implicit part, they cannot be taken ‘as is’ as an 
input for a computer programme, and must first be distilled in a traditional way.

935 JB Ruhl and Daniel M Katz, ‘Mapping Law’s Complexity With “Legal Maps”’ in Jamie 
Murray, Thomas Webb and Steven Wheatley (eds), Complexity theory and law: mapping 
an emergent jurisprudence (Routledge, Taylor & Francis Group 2018).

936 ibid 25.
937 ibid.
938 See ibid.
939 See section 2. 
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Conclusion 

1. Findings

The aim of Part II of this dissertation was twofold. First, it established the 
theoretical background with regard to autopoiesis and established how it relates 
to law and technology, especially the missing link identified in Part I (i.e. a 
more systematic method to identify and confirm regulatory disconnection, as 
well as the development of a targeted approach to reconnection). This was done 
in Chapter 4. Second, to develop an autopoiesis-inspired analytical framework 
for law and technology, focused on identifying and addressing regulatory 
disconnection. This was done in Chapter 5, which focused on the concept of 
models of reality in developing a series of questions that will systematise and 
guide the analysis of regulatory disconnection, starting from an apparent 
mismatch, to the point of choosing the right manner of disconnection. In the 
following paragraphs, I will elaborate why this autopoiesis-inspired approach 
can be a crucial piece of the law and technology ‘puzzle’.940

This new approach derives its strength, among others, from the fact that it is 
based on a theory, i.e. autopoiesis, with the potential to integrate the different 
approaches to law and technology. This theory is not specifically developed for 
law and technology, but has wider recognition in legal theory, and therefore 
wider application. It is therefore also suitable in the current society, where 
technology is intertwined (structurally coupled) with so many other systems, 
and sociotechnical change can be perceived through other systems as well before 
they reach the internal screens of law as a system, especially if we think of 
second- and third-order effects of technology. 

The proposed analytical framework using sub-models as tools for the investigation 
of regulatory disconnection has provided new insights in regard to different 
aspects of the interaction of law and technology, thus proving that it is more than 
a new façon de parler, and can lead to the ‘solution to major problems’.941

First, it provides new insights into the relationship between a mismatch and 
disconnection. Returning to the labels of regulatory disconnection based on 
mismatches, the lens of autopoiesis and the use of sub-models as tools show a 

940 See the use of the concept ‘puzzle’ in Part I, Chapter 3. 
941 Question 6. Rottleuthner (n 515).
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different, yet not contradictory, relationship between mismatches and regulatory 
disconnection than the one found by Brownsword (and Goodwin). Due to the 
interrelatedness and interdependence of the sub-models, the full extent of 
disconnection may be caused by more mismatches, with different causes, be 
they primary or secondary. Therefore, based on the findings in the analysis 
conducted here, the extent of regulatory disconnection is the sum of different 
mismatches identified in different sub-models, and the investigation should 
always go beyond the easily observable, apparent mismatch. 

Second, it provides a ready-to-use manner of organising the analysis of laws 
in the face of sociotechnical change, by providing guiding questions for the 
identification and addressing of regulatory disconnection. The tools provide 
actors conducting the investigation (be they regulators, academics, judges, 
etc.) with a systematic overview of mismatches and the extent of regulatory 
disconnection, so that decisions on the necessity and the extent of regulatory 
intervention to re-connect are more methodical and more targeted. The 
analytical approach is also scalable, in the sense that those applying the tools 
can ‘zoom in’ or ‘zoom out’ different aspects of legislation, and even whole legal 
domains as long as they ensure coherence and contextualisation. In addition, it 
can provide a basis for interdisciplinary research, which is welcome in today’s 
society and academic research, where technology, and therefore sociotechnical 
change, can irritate multiple systems even before the change is perceived on the 
internal screen of law as a system. 

Third, the use of sub-models as tools may be extended beyond the investigation 
of regulatory disconnection in a piece of legislation for reconnection. For 
instance, it may be used to compare different legal domains, such as to identify 
similarities and differences between aspects of the sociotechnical changes 
that trigger changes within law as a system. One can also perform a historical 
investigation and look at how the legislator reacted to previous stages of 
technology and whether they have been influenced by other irritations (e.g. from 
other systems)942 in the development of regulation. The comparison between 
models of reality of different legal domains may also lead to cross-fertilisation, 
or a better understanding of how these domains can work together, where they 

942 See for copyright and response to technological change through the lens of autopoiesis: 
Gracz and De Filippi (n 30).
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overlap, where they are contradictory, and where they can be complementary.943 
Therefore, more research can and should be done into establishing the full 
potential of the analytical tool of models of reality. Further research should 
also look at the methodology to identify and map models of reality.

2. The proof of the pudding is in the eating

As the analytical approach stands in the current dissertation, it is ‘ready to use’, 
in the sense that it can be directly adopted in the analysis of law, for instance in 
ex-post regulatory assessments. Being able to map the assumptions embedded 
in legislation is pivotal for the field of law and technology. As Reed writes, the 
technology-model inspiration and the assumptions of the regulators are almost 
never explicitly found in law or preparatory documents.944 However, it is clear 
that every regulation has assumptions embedded about how the sociotechnical 
landscape works, and how it ought to change, or react to regulation, which 
constitute the three sub-models. When we say regulation does not work at all, 
or does not work for new technologies, how do we pinpoint where and when 
it went wrong? In data protection law, many actors agree that ‘something is 
going on’ with the GDPR. Some usual suspects are: the concept of personal 
data, the concept of controller, the failure of the paradigm of control, too many 
unscalable obligations, insufficient funding for enforcement, and the list goes 
on. But which of them are primary and secondary mismatches? What are the 
key aspects of sociotechnical change that relate to these apparent mismatches? 
What is the extent of regulatory disconnection? And if regulatory intervention 
is necessary, what should regulatory efforts focus on? 

Part III of this dissertation will perform an investigation starting from one 
of the apparent mismatches identified in relation to the GDPR, (i.e. relating 
to the concept of ‘controller’) by using the analytical framework developed in 
this chapter. The aim is to provide an illustration of the application of this 
framework on one of the most discussed pieces of legislation in relation to 
new technologies, as well as to contribute to the debate on how this piece of 
legislation could be reconnected to technological developments.

943 On cross fertilization see for instance Paun, ‘Learning from Internal Models of Reality’ (n 
33). On working together, see for instance Inge Graef, Damian Clifford and Peggy Valcke, 
‘Fairness and Enforcement: Bridging Competition, Data Protection, and Consumer Law’ 
(2018) 8 International Data Privacy Law 200.

944 Reed (n 142). See also Chapter 3. 
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1. Introduction

In Part I of this dissertation I established the need for the development of a 
systematic approach to identify and address regulatory disconnection. In Part 
II, I moved on to investigating whether the theory of autopoiesis could provide 
additional insights into the interaction between law and technology, as well 
as whether it could serve as the basis for a new analytical framework for the 
investigation of regulatory disconnection in legislation. Based on the idea of 
models of reality as a counterfactual reality produced within a system,945 and 
the sub-models identified by Teubner,946 I have developed a framework for the 
analysis of legislation in the face of sociotechnical change in Chapter 5. The 
use of sub-models of reality as tools to organize the investigation of regulatory 
disconnection has several advantages, most relevant for this illustration being 
the following. First, it provides a ready-to-use framework that reveals more 
insights into the interaction between legislation and sociotechnical change, by 
investigating the prominence and complexity of mismatches that may occur 
as part of regulatory disconnection. Second, it provides additional input and 
guidance for identifying the right manner of re-connection. 

The proof of the pudding is in the tasting, or so the saying goes. Part III of 
this dissertation is constituted by the current chapter, Chapter 6. Its aim is 
to provide an illustration of how the analytical framework developed in Part 
II can be used. I will do so within the context of the General Data Protection 
Regulation,947 which I treat as an illustrative case. Since the beginning of the 
data protection reform in the past decade, the GDPR has been one of the most 
discussed pieces of legislation related to technology. The GDPR is considered 
‘an important component of the human-centric approach to technology 
and a compass for the use of technology in the twin green and the digital 
transitions that characterizes EU policy-making.’948 Furthermore, according 
to Papakonstantinou and De Hert, ‘new regulatory texts specifically aimed at 

945 See Chapter 4, section 5.3; Chapter 5. 
946 Teubner, ‘After Legal Instrumentalism? Strategic Models of Post-Regulatory Law’ (n 660). 
947 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 

on the protection of natural persons with regard to the processing of personal data and on 
the free movement of such data, and repealing Directive 95/46/EC OJ L 119 (General Data 
Protection Regulation) 

948 European Commission, ‘Communication from the Commission to the European Parliament 
and the Council: Data Protection as a Pillar of Citizens’ Empowerment and the EU’s 
Approach to the Digital Transition - Two Years of Application of the General Data Protection 
Regulation’ (2020) COM(2020) 264 final 1.
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regulating digital technologies imitate the GDPR’.949 Therefore, the relevance 
of the GDPR as a legislative instrument lies not only within the bounds of its 
application, but also as a regulatory model.950 

An additional factor qualifying the GDPR as a good illustrative case is that 
it is generally considered a technology neutral instrument,951 which makes it 
more difficult to point to a clear disconnection, since different mismatches 
can hide behind each other.952 This type of cases is especially illustrative of 
the potential of the analytical framework based on the sub-models of reality 
as a means to systematically organize the analysis of law and sociotechnical 
change. Furthermore, the intensity and variety of debates around this legislative 
instrument provide both advantages and disadvantages: on the one hand, 
sources discussing potential mismatches are abundant, relating to different 
aspects of the GDPR as well as different technological contexts. On the other 
hand, the same abundance of sources and the lack of consensus in literature 
makes it difficult to distil only an apparent mismatch as a starting point for a 
fruitful investigation.953 

Due to the space and time limitations of this dissertation, as well as the function 
of the illustrative case, I will not analyse the entire system of the GDPR, but 
focus on one issue. The issue was selected based on the following conditions: 
(1) the (probable) apparent mismatch relates to a core concept or provision of 
the GDPR; (2) there are already visible developments around the core concept 
or provision, for instance in case law and literature, in such a way that there is 

949 One of the new regulatory texts the authors refer to where the ‘mirroring of the GDPR 
system is unmissable’ is the Data Governance Act. Papakonstantinou and De Hert (n 42) 
52. Proposal for a Regulation of the European Parliament and of the Council on European 
data governance (Data Governance Act) COM/2020/767 final.

950 Papakonstantinou and De Hert (n 42).
951 See Recital 15 GDPR. However, see also the discussion on technology neutrality in Chapter 

3, as well as: Mireille Hildebrandt and Laura Tielemans, ‘Data Protection by Design and 
Technology Neutral Law’ (2013) 29 Computer Law & Security Review 509.

952 See Chapters 2 and 4. 
953 The main trends identified during this research were related to GDPR’s scope, both 

material (the notion of personal data) as well as personal (the notion of controller – this 
is discussed in the rest of the chapter). This PhD project began under the auspices of the 
INFO-leg project, which had as a starting point the hypothesis developed by Purtova that 
the concept of ‘personal data’ has expanded the scope of the GDPR so much that in the 
future, everything will need to comply with the intensive set of obligations prescribed by 
this legislative instrument. Nadezhda Purtova, ‘The Law of Everything. Broad Concept 
of Personal Data and Future of EU Data Protection Law’ (2018) 10 Law, Innovation and 
Technology 40. See also http://infolegproject.net/. 
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an indication of a mismatch between the assumptions embedded in the law and 
the current sociotechnical landscape.954 One of the most prominent problems 
signalled in literature on the GDPR relates to the concept of ‘controller’, which 
is also discussed in literature as part of what is called the ‘controller model’.955 

Since the notion of ‘controller’ as part of the empirical sub-model lies at the 
basis of the GDPR and it is perhaps the most prominent anchor point for 
the operative model in this legal instrument, it seems suitable to focus on a 
potential mismatch relating to this concept as part of the illustrative case in this 
Chapter. Signs of a mismatch between the assumptions embedded in the notion 
of controller and sociotechnical changes have started to become increasingly 
clear. The debates have intensified especially in light of the relatively recent 
CJEU case-law on the notion of ‘controller’ and ‘joint controller’, when the 
Court has considerably added to the implicit empirical model of the GDPR.956 It 
was impossible for the Court not to have to apply the Data Protection Directive 
(the data protection legislation in force at the time when the respective disputes 
occurred)957 to new technologies at some point, and to make it fit. As found in 
Chapter 2, new technologies are usually first dealt with under existing law.958 
It seems that the Court attempted to re-connect a potential mismatch through 
interpretation and the introduction of a new approach, i.e. the ‘phase-oriented 
approach’ to deciding who is a (joint) controller and which joint controller is 
responsible for what part of the processing. Academic literature has pointed out 

954 These conditions are not establishing a threshold for the use of this analytical framework, 
and are used here to select the focus in such a way that it is most fruitful as an illustrative 
case of applying the analytical framework.

955 On ‘controller model’ see Tene (n 291). Van Alsenoy talks about the controller-processor 
model, see: Brendan Van Alsenoy, Data Protection Law in the EU: Roles, Responsibilities 
and Liability (Intersentia 2019).

956 This case law will be discussed in the following sections. Case C-210/16 Unabhängiges 
Landeszentrum für Datenschutz Schleswig-Holstein v Wirtschaftsakademie Schleswig-
Holstein GmbH (Judgment, 5 June 2018); C-25/17 Jehovan todistajat (Judgment, 10 
July 2018); Case C-40/17 Fashion ID GmbH & Co. KG v Verbraucherzentrale NRWeV 
(Judgment, 29 July 2019).

957 Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on 
the protection of individuals with regard to the processing of personal data and on the free 
movement of such data OJ L 281, 23.11.1995, p. 31–50 (Data Protection Directive, DPD)

958 See Chapter 2: new technology cases are usually first dealt with under existing law. See also 
Mandel, ‘Legal Evolution in Response to Technological Change’ (n 223).
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that the cure was potentially more damaging than the disease, i.e. recent case 
law may have created even more problems.959

The investigation into the GDPR and the notion of ‘controller’ will be guided 
by the questions developed in Chapter 5, with the aim to diagnose the potential 
regulatory disconnection in this legislative instrument. The analysis will be 
structured as follows. Section 2 is dedicated to Phase I of the series of guiding 
questions for investigating regulatory disconnection, which relates to the 
apparent mismatch.960 First, I will map the clues of the mismatch that can 
be identified in literature, as well as documents originating from other actors 
involved in identifying regulatory disconnection (first guiding question).961 
The recent case law on the concept of ‘controller’ will be examined, as well 
as its aftermath for the concept of controllership. Second, I will explore the 
sociotechnical changes that have taken place throughout the development 
of data protection law from its beginnings, to the Data Protection Directive 
(DPD)962 and the GDPR. I link the evolution of the sociotechnical context with 
the technology-use model underlying the GDPR, as well as to the evolution 
of the notion of ‘controller’. While this historical approach would not always 
be necessary, it becomes a helpful tool to understand the (co-)evolution of 
the legislative instruments and the sociotechnical changes in which they have 
operated, especially when the instrument under analysis is technology-neutral. 
Awareness of the historical context proves to be fruitful in identifying the timing 
of the mismatch, as well as the main characteristics of the sociotechnical change 
surrounding it (second guiding question). 

In Chapter 5, I explained that using the sub-models to analyse regulatory 
disconnection enables the user to identify the type(s) of mismatch(es), ripple 
effects can be tracked horizontally within the same sub-model (horizontal 
investigation), as well as vertically, throughout the different sub-models, which 
are intertwined and interdependent (vertical investigation). Furthermore, once 
a mismatch is identified and located as being part of a sub-model, its prominence 
and complexity can be evaluated by looking at its connection to other elements of 

959 On phase oriented approach see: René Mahieu and Joris van Hoboken, ‘Fashion-ID: 
Introducing a Phase-Oriented Approach to Data Protection?’ (European Law Blog, 30 
September 2019) <https://europeanlawblog.eu/2019/09/30/fashion-id-introducing-a-
phase-oriented-approach-to-data-protection/> accessed 9 May 2022.

960 For the development of the guiding questions, see Chapter 5. For a short overview (table….), 
see the concluding section of Chapter 5.

961 On identifying a regulatory disconnection and roles of actors, see also Chapter 2, section 3.3. 
962 Directive 95/46/EC.
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sub-models, as well as whether it constitutes an anchor point for the operative sub-
model. Mismatches can also be primary (i.e. triggered by sociotechnical change) 
or secondary (i.e. triggered as a consequence of a primary mismatch, a ripple 
effect). These steps correspond to Phase II of the analytical framework. Section 3 is 
dedicated to the horizontal investigation, i.e. into the empirical sub-model.963 After 
providing an overview of the empirical sub-model in the GDPR, Section 3 focuses 
on identifying ripple effects of the mismatch relating to the concept of ‘controller’ 
on other concepts and assumptions belonging to the same sub-model. I zoom in on 
the main relationships between the data protection actors, and explore potential 
secondary mismatches. Section 4 corresponds to the vertical investigation. Due to 
the limitations of this dissertation, as well as the function of this illustrative case, I 
will limit the vertical investigation to selected parts of the operative model that use 
the concept of controller as (one of) their anchor point(s). Section 5 corresponds 
to Phase III, i.e. determining the extent of the regulatory disconnection identified 
on the basis of the previous steps as well as the limitations of the analysis. Section 
6 will provide a two-fold conclusion: findings regarding the analytical framework 
on the one hand, and relating to the GDPR on the other. 

1.1 Methods and limitations 
Chapter 5 showed that a number of methodologies can be used to identify and 
investigate sub-models of reality. For the purpose of this chapter, I will use 
a discourse analysis- – inspired review of literature, preparatory documents, 
legislative history, and other relevant documents such as the ones originating 
from regulatory authorities. 

Discourse analysis as a method used in many different disciplines in which 
the term ‘discourse’ can adopt different meanings. Discourse can thus refer to 
anything beyond the sentence, language use, but also social practice outside 
linguistics.964 It can also be used to identify patterns. In this Chapter, I perform 
the literature review for the purpose of identifying arguments, views, and values 
(‘discourse’) related to the concept of ‘controller’ and the developments in 
recent case law,965 although I do not perform the full extent of the methodology 
required by discourse analysis. I combine the discourse analysis-inspired 

963 The concept of controller belongs to the empirical model, as will be explained in the 
following sections. It is also an anchor point for the operative model. See Chapter 5 on the 
anchoring of the operative model. 

964 Schiffrin, Tannen and Hamilton (n 43) 1.
965 For discourse analysis and case law, see for instance Shuy (n 844).
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literature review with the doctrinal method,966 especially to investigate the 
interpretation of concepts and identify assumptions underlying the GDPR 
and EU data protection case-law. The choice of methods is influenced by the 
ambition of solid research given my expertise and training. While this is in 
essence a legal study, where relevant, I use insights from other disciplines such 
as STS or technological notions to enrich the analysis. This Chapter aims to 
illustrate the potential of using sub-models of reality as an analytical tool to 
identify and investigate regulatory disconnection in legislation, and the methods 
selected here are enough for this purpose. All research done is desk research. 

As mentioned in Chapter 5, the analysis is scalable, and the level of details 
depends on the aim that it is undertaken for. The depth of the analysis 
performed in this Chapter suffices for the purpose of providing an illustration 
of the usefulness of the analytical framework. A deeper engagement with the 
questions, perhaps using other methods, will be necessary for other contexts, 
e.g. for a regulatory reform. The main points that I will reflect on after the 
application of the analytical framework (in Section 6) are: 

i. Whether the potential for a more systematic analysis is still supported.
ii.  Whether the guiding questions are suitable as a roadmap for users of  

this framework.
iii.  Whether, based on the illustrative case, additional insights are provided with 

regard to: 
 a.  Understanding the extent of regulatory disconnection within a legislative 

instrument
 b.  Guidance on identifying the right manner of re-connection as well as the 

starting point for doing so.

2. The concept of ‘controller’ as containing an 
apparent mismatch within the GDPR (Phase I)

‘Data protection is founded on a fiction, at least to a large degree. 
The fiction is that the data controller is in control and is able to 
meet the obligations set out in the law.’ 967 

966 See Smits (n 44); Paul Chynoweth, ‘Legal Research’ in Andrew Knight and Leslie Ruddock 
(eds), Advanced Research Methods in the Built Environment (Wiley-Blackwell 2008).

967 Peter Blume, ‘An Alternative Model for Data Protection Law: Changing the Roles of 
Controller and Processor’ (2015) 5 International Data Privacy Law 292, 292.
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The GDPR proclaims technology neutrality in its recitals and is drafted in a 
technology neutral manner, although not technology-independent.968 In Chapter 
3, I investigated the potential of technology neutrality for future-proofing 
legislation and diminishing the risk of regulatory disconnection. I found that 
when using technology neutral drafting, there is always a three-way balance 
to be struck between technology specificity, sustainability, and legal certainty, 
and therefore technology neutrality is a matter of degree rather than a binary. 
Depending on this degree, legislation may be more or less sustainable when 
dealing with sociotechnical change. I concluded that with very few exceptions, 
the current pace of technological change seems to have invalidated the idea that 
a regulation drafted in a technology-neutral albeit technology-dependent way 
will remain sufficient forever.969 An additional challenge is added when certain 
business or technology-use models are explicitly or implicitly, intentionally 
or unintentionally embedded in regulation, even though technology-neutral 
language is used in the drafting.970 Using the language of models of reality, this 
refers to the assumptions embedded in the empirical model. While embedding 
assumptions is to an extent unavoidable since regulators must build on 
some understanding of current and future sociotechnical development,971 it 
diminishes the sustainability of legislation.972 It is perhaps from this perspective 
that, despite it being the result of a reform meant to address new sociotechnical 
developments, the GDPR may be disconnected from the current sociotechnical 
landscape, or at least this is what the clues found in the literature on the 
controller model point towards. Already during its drafting, one of the essential 
criticisms towards the GDPR was that ‘to the Regulation’s drafter’s mind 
nothing has changed in the basic personal data processing scheme in the past 
forty years’,973 i.e. the 1970s, since the first data protection laws were enacted. 
Throughout the suitability assessment and legislative history of the GDPR, the 
basic processing scheme, together with the foundational concepts of ‘personal 
data’, ‘controller’ and ‘processor’ were still considered adequate to reflect 

968 “In order to prevent creating a serious risk of circumvention, the protection of natural persons 
should be technologically neutral and should not depend on the techniques used.” Recital 15 
GDPR. However, see also Hildebrandt and Tielemans (n 951). On technology neutral versus 
technology independent, see Koops, ‘Should ICT Regulation Be Technology-Neutral?’ (n 21).

969 See Chapter 3 as well as Koops, ‘Should ICT Regulation Be Technology-Neutral?’ (n 21).
970 Reed (n 142).
971 Moses (n 59) 10.
972 See Chapter 3 for more details.
973 De Hert and Papakonstantinou (n 292) 184.
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the rapidly changing socio-technical landscape.974 The ‘basic data processing 
scheme’ has remained the same as in its predecessor, the Data Protection 
Directive: the same actors are at the forefront and the assumptions about their 
roles and interactions have remained largely the same. From this perspective, 
the biggest change in the GDPR’s empirical model compared to the Directive is 
the acknowledgement that processors also have a role in the assumed causation 
chain of harms arising from data processing.975 

In this section, I will follow the clues of a mismatch between the assumptions 
embedded in the concept of controller and sociotechnical changes that made 
it apparent. Therefore, this section begins the application of the analytical 
framework for the investigation of regulatory disconnection that I developed in 
Chapter 5, by answering the first two guiding questions (Phase I): 

(1) What seems to be the apparent mismatch between the current 
legislation and the sociotechnical landscape, and to which sub-
model does it primarily relate to?

(2) What is the sociotechnical change that may have triggered 
the mismatch and what are its relevant characteristics for the 
present analysis?

2.1 ‘Clues’ of disconnection
As explained in Chapter 2, it is usually the consequences of a possible 
disconnection that are first noticed rather than the disconnection itself. On the 
basis of Bennett Moses’ work, these consequences were discussed under the 
headings of legal uncertainty, over- and under- inclusiveness, need for special 
laws, and obsolescence of certain rules or laws.976 While legal uncertainty 
may relate to certain concepts, a rule, or a set of rules, and is a necessary 
consequence for identifying regulatory disconnection, it is not sufficient, since 
a certain level of legal uncertainty is inherent in law.977 Furthermore, I explained 
that a multitude of actors are involved in signalling, identifying, and addressing 

974 Article 29 Working Party, ‘The Future of Privacy; Joint Contribution to the Consultation of 
the European Commission on the Legal Framework for the Fundamental Right to Protection 
of Personal Data’ (2009) WP 168 para 16. 

975 This is shown by the fact that for the first time, there are obligations imposed on processors, 
for instance for security. 

976 See Chapter 2 and Bennett Moses, ‘Recurring Dilemmas’ (n 97).
977 See Chapter 2 section 3.3.1. and ibid.
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regulatory disconnection: civil society, including academia; actors ‘on the 
ground’; legislators and regulators; and courts, including Advocate Generals.978 

While some explicit claims of over- and under-inclusiveness have been made 
in relation to the GDPR, e.g. with regard to the concepts of personal data and 
controller,979 a more systematic analysis is necessary to understand the possible 
mismatches and their consequences.980 To begin such a systematic analysis, in 
this section, I will investigate the ‘clues’ provided by different actors in relation 
to the notion of ‘controller’, by fitting them within the framework based on 
models of reality and answering the first guiding question. 

2.1.1 The seemingly outdated concept of ‘controller’ 
A controller is the ‘natural or legal person, public authority, agency or other 
body which, alone or jointly with others, determines the purposes and means of 
the processing of personal data.’981 In its opinion on the definition of controllers 
and processors, the Article 29 Working Party admitted in 2010 that the ‘concrete 
application of the concepts of data controller and data processors is becoming 
increasingly complex.’982 Furthermore, clarity on these concepts and their 
interactions ‘play a crucial role’, since they determine how responsibility should 
be assigned, which has implications for how data subjects can exercise their 
rights in practice.983 

Clues on the need to adapt the concepts related to the actors in the GDPR can be 
found in literature and are mostly present in literature discussing the beginning 
of the data protection reform, but continue to this day. For instance, Tene (2013) 
warns that when it comes to new types of processing such as social media, and 
the allocation of responsibilities, ‘[t]he controller model, with its linear view of 
data processing, is clearly ill-suited to navigate this terrain’984. He suggests that a 

978 Chapter 2 section 3.4.2.
979 Purtova (n 953); Raphaël Gellert, ‘Personal Data’s Ever-Expanding Scope in Smart 

Environments and Possible Path(s) for Regulating Emerging Digital Technologies’ (2021) 11 
International Data Privacy Law 196. For the notion of ‘controller’ see Case C-40/17 Fashion 
ID GmbH & Co. KG v Verbraucherzentrale NRWeV (AG Opinion, 19 December 2019).

980 At the time of writing, the most systematic analysis of the controller-processor model is 
performed by Van Alsenoy (n 955). 

981 Art 4(7) GDPR.
982 Article 29 Working Party, ‘Opinion 1/2010 on the Concepts of “Controller” and “Processor”’ 

(2010) WP 169 2.
983 Ibid. I will elaborate on these aspects at the step of horizontal and vertical analysis in the 

following sections.
984 Tene (n 291) 1253.
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future-proof privacy framework ‘will have to conceive of a new model to address the 
allocation of responsibility and inherent limitations of key players in the ecosystem, 
including individuals.’985 Indeed, some attempts were made to introduce new actors 
in the GDPR, such as ‘direct’ and ‘indirect controller’,986 as well as ‘producer’.987 
However, it was considered that the existing concepts of controllers and processors 
were still valid and up to the challenge.988 The new actors did not make it into 
the final version, although a mentioning of ‘producers’ can be found in recital 78, 
referring to the requirement of privacy by design and by default. 

Koops (2014) also seems to doubt the reliance on the controller as the main 
focus of obligations, under the fallacy of ‘too much faith in controller actions’ 
by considering that, given the complexity of data protection law, it will at best 
lead to checkbox compliance, without understanding of its true spirit.989 Blume 
(2015) brings to the fore the ‘fiction’ on which data protection law is based at 
least to a certain extent, namely that ‘the controller is in control and is able to 
meet the obligations set out by law’.990 He questions whether the regulatory 
model of data protection law which assumes that the controller will fulfil its 
obligations, and that thereby data subjects will be protected, is in accordance 
with what is happening in the reality of data processing.991 

De Hert and Papakonstantinou (2016) call the maintaining of the concepts 
relating to personal data processing actors an ‘anachronism’ in the text of the 
GDPR. They state that 

‘the basic assumption that a controller is always identifiable 
and accountable and it is up to him to decide whether to 
assign processing to a data processor or other parties, who 
therefore remain passive in the process, is no longer the case in 
contemporary processing environments.’992 

985 ibid 1254.
986 Amendments 749-750 in Jan Philipp Albrecht, ‘DRAFT REPORT on the Proposal for a 

Regulation of the European Parliament and of the Council on the Protection of Individual with 
Regard to the Processing of Personal Data and on the Free Movement of Such Data (General 
Data Protection Regulation) (COM(2012)0011 – C7-0025/2012 – 2012/0011(COD))’ 
(Committee on Civil Liberties, Justice and Home Affairs 2013) 2012/0011(COD).

987 Amendment 88 in ibid.
988 Van Alsenoy (n 955) 283; European Commission, ‘Impact Assessment’ (2012) 

COMMISSION STAFF WORKING PAPER SEC(2012) 72 final Annex 2, 19. 
989 Koops, ‘The Trouble with European Data Protection Law’ (n 819) 253.
990 Blume (n 967) 292.
991 ibid 292.
992 De Hert and Papakonstantinou (n 292) 184.
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This seems to point to an outdated empirical model, at least in relation to the 
characteristics and capabilities of the controller, which originate from the era 
of mainframe computers. 

More recently, Van Alsenoy (2019) pointed to the difficulty of assigning the 
right roles to actors in complex data flows, as well as the liability consequences 
flowing from the assignment of roles when the processing operation does not 
neatly fit in the assumptions embedded in the controller-processor model.993 
Although he finds that for the time being, the concepts may be sufficient, in the 
long term, issues will arise.994 

The recent case law related to the concept of (joint) controller as well as its 
aftermath have brought a new level of complexity to the apparently outdated 
assumptions embedded in the concept of controller.995 

2.1.2 The recent case law
The CJEU has been dealing with the increasing complexity of the sociotechnical 
landscape in cases applying the concept of ‘controller’, albeit decided under 
the Data Protection Directive.996 In the first in a series of judgements, Google 
Spain,997 the Court ruled on the activities of a search engine operator, inter 
alia, whether such operator can be considered a controller. In his opinion, AG 
Jääskinen brings some interesting points in relation to technological changes 
since the drafting of the Directive. The opinion states that ‘at the heart of 
the present preliminary reference is the fact that the internet magnifies and 
facilitates in an unprecedented manner the dissemination of information’.998 The 
AG acknowledges that ‘the development of the internet into a comprehensive 
global stock of information which is universally accessible and searchable 
was not foreseen by the Community legislator’999 and warns that ‘the broad 
definitions of personal data, processing of personal data and controller are 

993 Van Alsenoy (n 955) 576–577.
994 ibid 653.
995 A previous version of this analysis was presented as a working paper at the 2019 PLSC-

Europe Conference. I am grateful to Prof. Lee Bygrave and the audience for their feedback 
and suggestions. 

996 Although most of the judgments were released during, or after the reform (2014-2019), the 
judgments remain valid under the GDPR as well. Furthermore, the most recent judgments 
such as Fashion ID were structured with the GDPR in mind as well. See also section 2.2.1.b.

997 Case C 131/12, Google Spain SL, Google Inc. v Agencia Española de Protección de Datos 
(AEPD), Mario Costeja González (Judgment, 13 May 2014)

998 Google Spain (AG Opinion, 25 June 2013) [28].
999 Ibid [27].
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likely to cover an unprecedently wide range of new factual situations due to 
technological development’.1000 Thus, he advises the Court to apply a rule of 
reason (or the principle of proportionality) in interpreting the scope of the 
Directive in order to avoid ‘unreasonable and excessive legal consequences’, and 
‘strike a correct, reasonable and proportionate balance between the protection 
of personal data, the coherent interpretation of the objectives of the information 
society and legitimate interests of economic operators and internet users at 
large’.1001 Since the Directive was still the applicable legislation at the time, its 
application to novel situations was unavoidable. It seems that AG Jääskinen is 
pointing to a case of regulatory disconnection, and tries to warn the Court of the 
delicate balance it has to strike when re-connecting the law. However, the Court 
did not follow the AG’s suggestion. In its judgment, the Court clearly stated that 
the objective of the provision (art. 2(d) of the DPD) is to ensure, through a broad 
definition of the concept of ‘controller’, effective and complete protection of data 
subjects.1002 Thus, the Court continued, it would be contrary to the clear wording 
of art 2(d) ‘to exclude the operator of a search engine from that definition [of 
controller] on the ground that it does not exercise control over the personal data 
published on the web pages of third parties’.1003 However, the Court nuanced 
its finding by stating that the operator must ensure ‘within the framework of 
its responsibilities, powers and capabilities’ that the processing complies with 
data protection law.1004 

Google Spain is the first case of what would develop into what can be called the 
‘controller without control’ trend in the case law on the notion of controller. From 
this same trend, a few years later, are Wirtschaftsakademie¸1005 the Jehovan 
todistajat1006 and the Fashion ID1007 cases which all elaborate on the requirements 

1000 Ibid [30].
1001 Google Spain (AG Opinion) [31]. It seems that the Court has chosen to consider that the 

consequences of the increasingly wide scope of data protection law should not be addressed 
through proportionality at the stage of interpretation of the scope, but rather at the level of 
application of particular provisions. See Purtova (n 953) 62.

1002 Google Spain [34]. 
1003 Ibid [34].
1004 Ibid [38]. The Court nuanced this in C-136/17 GC and Others v Commission nationale de 

l’informatique et des libertés (CNIL) (Judgment, 24 September 2019). 
1005 Case C-210/16 Unabhängiges Landeszentrum für Datenschutz Schleswig-Holstein v 

Wirtschaftsakademie Schleswig-Holstein GmbH (Judgment, 5 June 2018). 
1006 C-25/17 Jehovan todistajat (Judgment, 10 July 2018)
1007 Case C-40/17 Fashion ID GmbH & Co. KG v Verbraucherzentrale NRWeV (Judgment, 29 

July 2019)
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for an entity to qualify as (joint) controller. In Wirtschaftsakademie,1008 the 
Court looked at the involvement of a Facebook fan page administrator in the 
determination of means and purposes, together with Facebook, of personal data 
collected via the fan page. From the facts of the case it appears that contrary 
to a normal user of a social network, the administrator of a fan page gives the 
opportunity to place cookies on the devices of the page visitors, whether or not 
they are themselves Facebook users.1009 The administrator further determines 
parameters such as the target audience, and the objectives of data processing, i.e. 
for managing and promoting its activities, which has an influence on the processing 
of personal data of visitors.1010 Further, statistics may be drawn up by Facebook 
according to criteria set by the administrator.1011 Even though the administrator 
can only access the statistics in an anonymized form, according to the Court, the 
administrator contributes to the previous processing on which the statistics are 
based, and thus takes part in the determination of means and purposes of the 
processing, which qualifies him as a joint controller together with Facebook.1012 
The Directive does not require that in a case of joint controllership, all controllers 
are able to access the personal data.1013 This approach is reaffirmed by the Court 
in its judgment in Jehovan todistajat, where the Jehovah’s Witnesses Community 
was also considered to be a joint controller with its members for personal data 
collected during preaching, by virtue of ‘organising, coordinating and encouraging 
the preaching activities of its members’ during which data was collected and 
thereby jointly determining the means and purposes.1014 Therefore, to establish 
that the Community was a joint controller, it was neither needed that it actually 
has access to the data, nor that it has given its members written guidelines. While 
it is clear that the Community had a high degree of control over the preaching 
activities, it is unclear whether the same could be said about the data processing. 
One may argue in this case that such an approach will prevent the possibility of 
wilful blindness on the part of actors such as the Jehovah’s Witnesses Community. 

It seems that influencing or encouraging the processing may be enough to 
qualify as fulfilling the criterion of ‘determining means and purposes’ and 

1008 Case C-210/16 Unabhängiges Landeszentrum für Datenschutz Schleswig-Holstein v 
Wirtschaftsakademie Schleswig-Holstein GmbH (Judgment, 5 June 2018)

1009 Ibid [35].
1010 Ibid [36].
1011 Ibid.
1012 Ibid [38], [44].
1013 Ibid [38]-[39].
1014 Jehovan todistajat [71]-[75].



271|‘The proof is in the pudding’: Investigating (possible) regulatory disconnection of the GDPR

6

render an entity a controller.1015 It is however recognised that the responsibility 
of the joint controllers does not need to be equally divided, since operators may 
be involved to different degrees at different stages of data processing, which 
should be assessed with regard to all the relevant circumstances of the particular 
case.1016 However, it remained unclear how responsibility should be dealt with 
when there are no formal arrangements between the joint controllers.1017 

The first case in which the Court engaged with the consequences of qualifying as 
a controller an entity that does not have access to the personal data, or control 
over processing, is Fashion ID, which involves an online retailer that embedded 
the ‘Like’ plug-in in its website.1018 This means that the browser of a website 
visitor will automatically send the IP address to Facebook, and Facebook 
cookies will be placed on the browser. This takes place irrespective of whether 
the website visitor is a Facebook user.1019 The second question submitted for 
preliminary ruling asks essentially whether Fashion ID as the operator of the 
website with such a plug-in can be qualified as a controller despite being unable 
to influence the processing of the data transmitted through the plug-in provider 
(Facebook).1020 The Court follows the AG Bobek’s opinion when discussing the 
division of liability between joint controllers, and states that a natural or legal 
person will only be a joint controller in respect of the processing of personal 
data for which it jointly determines the purposes and means.1021 It follows that 
that person cannot be held to be a controller for processing operations that 
‘precede or are subsequent in the overall chain of processing for which that 
person does not determine either the purposes or the means’.1022 The Court 
isolates the stages for which Fashion ID is a joint controller to the ‘collection 
and disclosure by transmission’, and cannot be considered a controller for the 
subsequent processing of personal data by Facebook.1023 Through the embedding 
of the plug-in on the website, Fashion ID exerted a decisive influence over the 
collection and transmission of personal data, which would not have occurred 
without the plug-in, thus jointly determining the means.1024 As for the purposes, 

1015 Ibid.
1016 Wirtschaftsakademie [43].
1017 Mahieu, van Hoboken and Asghari (n 240).
1018 Mara Paun, ‘On the Way to Effective and Complete Protection (?): Some Remarks on 

Fashion ID’ (2020) 9(1) Journal of European Consumer and Market Law.
1019 Fashion ID (AG Opinion) [16]-[17]. 
1020 Fashion ID [64].
1021 Ibid [74].
1022 Ibid [74].
1023 Ibid [76].
1024 Ibid [78].
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it seems that both Facebook and Fashion ID derive benefits from the data 
processing, as the operations are performed in the economic interest of both.1025 
Therefore, according to the Court, they jointly determine the purposes for the 
stage of collection and disclosure of personal data. Following this finding, the 
Court is also asked to determine whether it is the operator of the website who 
has to inform the data subject and obtain consent for the processing operations. 
The Court finds that the operator of the website is best placed to obtain consent, 
since this has to be given prior to the collection and disclosure of personal 
data.1026 The same applies to the duty to inform the data subject.1027 However, 
these obligations apply only in relation to the stage of the processing for which 
Fashion ID is a joint controller, and not to subsequent operations down the 
processing chain. Although not explicitly mentioned by the Court, it seems that 
the obligations in relation to subsequent processing stages are for Facebook to 
fulfil. It is unclear which form this should take in practice, especially in relation 
to data subjects that are not Facebook users.1028 As will be discussed in the 
next section, the so-called phase-oriented approach introduced by the Court in 
Fashion ID, on top of the previous case law on the notion of controller has raised 
considerable criticism and uncertainty regarding the application of the GDPR. 

2.1.3 The aftermath of the recent case law on controllership 
Data protection law has dealt with sociotechnical change through interpretation 
and the legislative reform which led to the GDPR. The CJEU has had a big role 
in interpreting the most important concepts, such as the notion of ‘personal 
data’ and ‘controller’, and has considerably added to the implicit empirical 
model of data protection law (first the DPD, and now the GDPR). 

Before discussing the aftermath of the series of judgments summarised above, 
there is a distinction that needs to be highlighted in the approach of the CJEU 
pre- and post- Fashion ID. In short, while in Wirtschaftsakademie the Court 
widened the concept of ‘controller’ to the point that criticism arose that everyone 
could be a controller, in Fashion ID it tried to address this by introducing the 
phase-oriented approach. As shown above, in Wirtschaftsakademie, the fan 

1025 Ibid [80]. For criticism on the meaning of ‘purpose’, see Charlotte Ducuing and Jessica 
Schroers, ‘The Recent Case Law of the CJEU on (Joint) Controllership: Have We Lost 
the Purpose of “Purpose”?’ [2020] 6 Computerrecht Tijdschrift voor Informatica, 
Telecommunicatie en Recht 424.

1026 Fashion ID [102].
1027 Ibid [103].
1028 For criticism on the transparency obligations limited to one phase of the processing see: 

Mahieu and Van Hoboken (n 959).
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page operator was considered to be a joint controller together with Facebook, 
but the responsibilities of the two actors did not have to be equally divided, 
since they can be involved in different stages, to different degree. Thus, in 
Wirtschaftsakademie the Court added not only to the implicit empirical 
model by maintaining the wide notion of controller and clarifying certain 
aspects of the definition, but also to the implicit operative model. With regard 
to the latter, it brings additional elements for establishing the distribution of 
responsibility by referring to the involvement of a joint controller in different 
stages of processing.1029 Thus, after the judgment in Wirtschaftsakademie, it 
seemed that while many actors will qualify as joint controllers due to the wide 
scope of the concept, their involvement in different stages of the processing 
was an addition to the implicit operative model, i.e. in determining the level of 
their responsibility. The Court took a different approach in Fashion ID. In its 
judgment, the use of different phases of processing is not only a tool to determine 
the responsibility of each joint controller according to their involvement, but 
for the qualification of an actor as a (joint) controller. Therefore, in Fashion ID, 
the Court brings the phase-oriented approach as an additional element to the 
implicit empirical model, to determine when actors are (joint) controllers or not 
throughout the processing chain of personal data. 

While the Court in Fashion ID has dealt with the increasing complexity of 
data flows by introducing a new approach to interpreting the phrase ‘jointly 
determining the means and purposes’ and restricting the qualification as a joint 
controller only to certain stages of the processing chain, this has been done in 
a limited technological setting (i.e. a website plug-in, and one so-called phase 
of processing). In the case of more complex data flows, it will prove challenging 
to untangle and identify the stages and the extent of the processing chain for 
which each of the controllers will be responsible, as well as their capabilities to 
meaningfully enable data subject rights.1030 The academic debates that arose as 

1029 Wirtschaftsakademie [43].
1030 In 2021, a request for preliminary ruling was submitted, containing questions on the 

interpretation of the notion of ‘controller’. The facts of the case relate to the developing 
of a COVID-tracing app by a third party, under the requirements of the Minister of 
Health in Lithuania. The app was placed on the market by the developers without clear 
permission from the Minister. The questions submitted by the national court touch upon 
the qualification of actors as controllers, division of responsibilities as well as liability. It will 
be interesting to see how the phase-oriented approach applies throughout more processing 
stages and what the consequences are. Case C-683/21 Nacionalinis visuomenes sveikaos 
centras prie Sveikatos apsaugos ministerijos v Valstybine duomenu apsaugos inspekcija 
(Summary of the request for a preliminary ruling pursuant to Article 98(1) of the Rules of 
Procedure of the Court of Justice, 12 November 2021). 
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the aftermath of the case law on controllership point to a mismatch between 
the assumptions embedded in the notion of controller (including the ones 
added by case law) and how actors in the regulated field operate in the current 
sociotechnical landscape. I will summarize the debate through the lens of sub-
models of reality in the following, focusing on the situation post-Fashion ID. 

Following the Court’s interpretation in the most recent cases, it seems that 
‘many more actors in networked settings could be considered data controllers 
than it was previously considered.’1031 Authors have indeed warned that with the 
expansion of the concept of joint controller, ‘[t]he end is likely to be a growing 
disconnect between legal theory and what actually happens in practice’,1032 with 
a likely consequence of having the exact opposite effect of an ‘effective and 
complete protection’ of the data subject, including even certain cases where an 
actor can be both a data subject and a controller. It seems that when the CJEU 
made the additions to the implicit empirical model, it aimed at introducing a 
tool to use in the context of new types of data flows caused by technological 
development, by casting the joint controllership as widely as possible to avoid 
gaps in responsibility for the data processing.1033 However, by doing so, it may 
have caused further unclarity.

As AG Bobek indicates, there may be downstream implications to the potential 
over-inclusive notion of ‘controller’.1034 He is the second Advocate-General to 
take the opportunity to point out potential problems with the Court’s approach 
to the notion of controller, and attempting to signal what may be interpreted 
as a mismatch between the assumptions in data protection law and the current 
sociotechnical landscape.1035 He questions whether when pushed to the extreme, 
the current interpretation of joint control might extend to other parties in the 
‘personal data chain’, such as the internet service provider.1036 While admitting 
that the intuitive answer is ‘no’, he warns that the danger of having an over-
inclusive definition of controller will result in a number of persons being co-
responsible for the processing of personal data.1037 He points out that ‘[m]aking 

1031 Mahieu, Van Hoboken and Asghari (n 240).
1032 Christopher Millard and others, ‘At This Rate, Everyone Will Be a [Joint] Controller of 

Personal Data!’ (2019) 9 International Data Privacy Law 217, 217.
1033 Millard and others (n 1032).
1034 Fashion ID (AG Opinion) [76] and [84]
1035 The first being AG Jääskinen in Google Spain (AG Opinion, 25 June 2013).
1036 Fashion ID (AG Opinion) [74].
1037 Ibid [75].
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everyone responsible means that no-one will in fact be responsible’.1038 Indeed, 
this is one of the main criticisms brought to the phase-oriented approach. 

Mahieu and Van Hoboken voice the concern that when processing is separated 
into phases, one may lose sight of the bigger picture.1039 It is indeed the case 
that, when it comes to data processing, the sum is more than its parts especially, 
as the authors point out, regarding the consequences and risks to data subjects’ 
rights and freedoms in the context of complex systems.1040 The phase-oriented 
approach is thus arguably dangerous due to the limitation of controllership and 
incumbent responsibility to one or more stages of the processing, whereas the 
operations undertaken in those stages may have further consequences for the 
data subjects. To take the example of Fashion ID, the transparency obligations 
that the website operator has to provide are restricted to the stage for which it 
is considered joint controller (collection and transmission to Facebook). This 
does not provide a full picture of the consequences for the data subject after 
this stage, which include profiling by Facebook. This is particularly problematic 
when website visitors are not Facebook users, and thus not in direct contact with 
the company, which arguably provides more opportunities for them to become 
informed about the next stages of the processing. This sort of situations are not 
only relevant with regard to transparency; one can make the same case for e.g. 
privacy by design.1041 Beyond the practical aspects, Mahieu and Van Hoboken 
also point out that ‘European data protection legislation is not developed on the 
basis of a phase-oriented analysis’,1042 which indicates that this interpretation 
may not be coherent with the rest of the empirical sub-model, as well as the 
operative sub-model.1043 

The recent additions to the implicit empirical model with regard to the 
qualification of an actor as a controller has raised a lot of uncertainty, especially 
for actors at the edge of the data processing system, so-called ‘accidental’ 
controllers, and even leading to situations where some data subjects qualify as 

1038 Ibid [92].
1039 Mahieu and Van Hoboken (n 959).
1040 ibid.
1041 See Colette Cuijpers and Mara Paun, ‘Embedded Data Protection – How Law and 

Technology Interact’ in Andrej Savin and Jan Trzaskowski (eds), Research Handbook on 
EU Internet Law (2nd edn, Edward Elgar Publishing forthcoming 2023).

1042 Mahieu and Van Hoboken (n 959).
1043 I return to this in the vertical analysis, see section 4.
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joint controllers.1044 The latter is in clear contradiction with the assumptions 
of the GDPR and its empirical model, and even with its prospective model.1045 
In sum, the uncertainty does not only relate to whether an actor qualifies as a 
controller, but also relates to its ability to comply with the obligations of the 
GDPR, as well as its role in the interactions with other actors such as data 
subjects, other controllers, or processors.1046 

There seems to be an internal contradiction between the current state of the 
empirical model after the recent case law on controllership and the version of 
the empirical model that served as a basis for the operative model of the GDPR. 
According to Finck, there are two ‘imaginations’ of the data controller in EU 
law. On the one hand, the recent case law shows that actors without genuine 
control or access to the data or the technical means to process it qualify as 
joint controllers.1047 On the other hand, the implicit empirical model enshrined 
in the GDPR reveals different assumptions. Based on the provisions such as 
art. 24 and 25 GDPR, which require controllers to implement technical and 
organisational measures, as well as privacy by design and by default, some 
implicit assumptions can be revealed. As Finck observes, ‘[w]hereas legally, they 
[the controllers] are bound to understand and influence the details of the data 
processing, factually, they are unable to do so’.1048 This has consequences for the 
functioning of the operative model, since some of the actors that are assumed 
to have influence in the avoidance of harm, actually do not, while actors who 
have the most influence and de facto control can design arrangements in such 
a way to create ‘cobwebs of control’ to complicate enforcement.1049 The latter 
can be interpreted as the triggering of an unintended difference minimisation 
programme in the regulated field, due to insufficient understanding on the part 
of law as a system of the actors and practices it is aiming to regulate.1050 Power 
asymmetries between the market actors may be reinforced, to the detriment of 

1044 Michèle Finck, ‘Cobwebs of Control: The Two Imaginations of the Data Controller in EU Law’ 
(2021) 11 International Data Privacy Law 333; Conca (n 240); Jiahong Chen and others, ‘Who 
Is Responsible for Data Processing in Smart Homes? Reconsidering Joint Controllership and 
the Household Exemption’ (2021) 10 International Data Privacy Law 279.

1045 Finck, ‘Cobwebs of Control’ (n 1044). I will return to this issue in section 3.2.3.
1046 Here I use the word ‘uncertainty’ rather than over- or underinclusiveness because to be able 

to say something about the latter, a link to the prospective model has to be made. In Chapter 
2, it was found that a concept can be over- or underinclusive with regard to one regulatory 
goal, but not for another. 

1047 Finck, ‘Cobwebs of Control’ (n 1044) 345.
1048 ibid.
1049 Finck, ‘Cobwebs of Control’ (n 1044).
1050 On difference minimization programme and its recreation in the regulated field, see Chapter 5. 
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the realisation of the regulatory goal in the prospective model in the GDPR.1051 
In fact, after Wirtschaftsakademie, Facebook introduced a ‘Page Insights 
Controller Addendum’ whereby the administrator of a page agrees to be a 
joint controller with Facebook. However, it also includes that Facebook can 
unilaterally change the conditions of the agreement, and that not agreeing with 
these conditions means that the administrator has to ‘stop all use of Pages’.1052 
It remains to be seen whether or not the prediction that when small controllers 
are made co-responsible for processing, it will have consequences upstream 
for the bigger controllers.1053 At the moment, when looking at the concept of 
‘controller’, there seems not only to be a mismatch between the law and the 
current sociotechnical landscape, but also within the GDPR, relating to the 
coherence between its sub-models.

2.1.4 Answer to first guiding question
This section was dedicated to answering the first guiding question in Phase I of 
the analytical framework: What seems to be the apparent mismatch between 
the current legislation and the sociotechnical landscape, and to which model 
does it primarily relate to?

The ‘clues’ analysed in this sub-section provide clues of a mismatch that relates to 
the concept of ‘controller’, more specifically between the embedded assumptions 
about the role and capabilities of this actor, and what actually happens in the 
sociotechnical landscape.1054 Therefore, the mismatch primarily relates to the 
empirical sub-model. Signs of this mismatch have been signalled in literature 
even before the data protection reform, although the same actors have been kept 
in the GDPR.1055 Indeed, Van Alsenoy has identified that the roles of controller 
and processor can be easily identified only in the situations that neatly fit the 
assumptions of the controller-processor model.1056 New technologies bring with 
them more complexity, more actors, and alter the relationships between them 

1051 Finck, ‘Cobwebs of Control’ (n 1044) 344.
1052 ‘Facebook’ <https://www.facebook.com/legal/terms/page_controller_addendum> accessed 

8 June 2022; Millard and others (n 1032).
1053 See Case C-210/16 Unabhängiges Landeszentrum für Datenschutz Schleswig-Holstein v 

Wirtschaftsakademie Schleswig-Holstein GmbH (AG Opinion, 24 October 2017) [74]. 
1054 The main characteristics of the sociotechnical landscape surrounding this mismatch are 

analysed when answering the second guiding question in the next section.
1055 Tene (n 291); De Hert and Papakonstantinou (n 292).
1056 Van Alsenoy (n 955) 576–577. See also Koops, ‘The Trouble with European Data Protection 

Law’ (n 819) 252.
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in a multilayered, interrelated ecosystem. Therefore, it is likely that there was 
already a mismatch brewing by the time of the case law on controllership.1057

The principle of effective and complete protection combined with the limited 
roles that can be assigned to actors for responsibility in EU data protection law, 
all placed in the context of a new, more complex data flow than previously dealt 
with in preliminary rulings understandably pushed the Court to make do with 
what was available and maintain law connected to the sociotechnical landscape. 
However, in doing so, it may have caused an additional, internal incoherence 
between the empirical model and operative model, since, as explained above, 
the operative model of the GDPR is based on a previous version of the empirical 
model, which pre-exists the recent additions by case law. This has led, as Finck 
calls it, to the existence of two ‘imaginations’ of controller. 1058 In chapters 2 and 
4, I discussed the risk when Courts address a mismatch through interpretation. 
If a mismatch is not isolated, it can generally not be resolved only through 
interpretation, since it runs the risk of creating incompatibilities between sub-
models.1059 The EDPB has taken the phase-oriented approach developed by the 
CJEU and integrated it within the recent guidelines on the concepts of controller 
and processor.1060 It also introduced a new concept in the evaluation of ‘jointly 
determining’, which although consistent with the Court’s evaluation of means 
and purposes in Wirtschaftsakademie and Fashion ID, is likely to introduce 
more uncertainty: the concept of ‘converging decisions’.1061 

The concept of ‘controller’ is not only one of the main elements of the empirical 
model, but also one of the most important anchor points for the operative 
model within the GDPR. Therefore, a mismatch related to this concept will 
prove a prominent and complex one,1062 and have ripple effects both within the 
empirical as well as the operative model. In the words of AG Bobek, it seems 
that ‘the conceptual lack of clarity upstream […] that may lead in some instances 
to the lack of clarity downstream, […] cross[ing] into the realm of actual 
impossibility for a potential joint controller to comply with valid legislation.’1063 

1057 Which arose under the predecessor of the GDPR, the Data Protection Directive. 
1058 Finck, ‘Cobwebs of Control’ (n 1044).
1059 See Chapter 5, Section 4.3. This is also connected to the concept of unintelligent re-

connection, see Brownsword (n 12).
1060 (EDPB) European Data Protection Board, ‘Guidelines 07/2020 on the Concepts of 

Controller and Processor in the GDPR (Version 2.0)’ (2021) Guidelines.
1061 I will expand on this in Section 3.2.1. 
1062 See Chapter 5, Section 4.2. on prominence and complexity of a mismatch.
1063 Fashion ID (AG Opinion, 19 December 2019) [84]. 
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The mismatch identified in this section is by no means an isolated mismatch, 
and it requires further investigation before any conclusions for re-connection 
can be drawn, which means that to do so, all questions from the analytical 
framework should be answered. This validates the choice of this issue for the 
purpose of an illustrative application of the framework, which is the primary 
aim of this Chapter. 

2.2 Sociotechnical change and its characteristics for the 
apparent mismatch
Looking at the sociotechnical change relating to the mismatch and its relevant 
characteristics is important in order to understand the irritation from the 
environment that law as a system is perceiving on its internal screens.1064 This is 
mostly why the second guiding question (What is the sociotechnical change that 
may have triggered the mismatch and what are its relevant characteristics 
for the present analysis?) encourages this analysis. From a more practical 
perspective, this also helps in the determination of the scope of regulatory 
disconnection and possible regulatory actions for re-connection. In Chapter 
5, I stated that if the current models are still adequate for a previous state of 
technology and its related practice which are still in use, but outdated for the 
new state of technology, this may warrant the use of a separate, sui generis 
regime as a manner of re-connection.1065 Although the theme of sociotechnical 
changes has been touched upon as part of the previous section, this sub-section 
will go further and answer the second guiding question, by looking at the 
sociotechnical change around the mismatch and its relevant characteristics for 
the present analysis. Such relevant characteristics can oftentimes already be 
found as part of the arguments brought by different actors within or outside of 
law as a system, or through observation.1066

The mismatch related to the concept of ‘controller’ seems, based on clues 
analysed to answer the first guiding question,1067 to have originated before the 
enactment of the GDPR, and has persisted throughout the reform. This means 
that the answer to the second question can be found in the timeframe between 
the enactment of the Data Protection Directive and the reform that led to the 
GDPR, which roughly translates to two decades of sociotechnical development. 

1064 See Chapter 5 Section 4.2. 
1065 See Chapter 5 Section 4.3. On Sui Generis Rules see also Bennett Moses, ‘Sui Generis Rules’ 

(n 225).
1066 See Chapter 5 section 4.2. 
1067 See especially section 2.1.1.
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This, combined with the general technology-neutral character of both the DPD 
and the GDPR, means that rather than being able to name a particular new 
technology that triggered the mismatch, it is more likely that incremental, 
cumulated sociotechnical changes led to this result. To aid me in answering 
the guiding question despite the character of the change that may have caused 
the mismatch, I will use a historical approach, by looking at the development 
of the concept of ‘controller’ in legislative drafting and set it in the context of 
a changing sociotechnical landscape. While one technology or one moment in 
time may not be pinpointed with precision, a trend in sociotechnical changes 
will be shown to have particularly affected the adequacy of this concept. 

2.2.1 The evolution of the sociotechnical landscape and the 
concept of ‘controller’
The assumptions embedded in a concept of the empirical model are heavily 
influenced by the technology-use model used within the legislation, consciously 
or unconsciously. As explained in Chapters 3 and 5, the technology-use model 
underlying legislation is a sort of mental model of technology and use thereof 
that influences assumptions related to the rest of the elements in the empirical 
model. It is closely related to the sociotechnical landscape at the moment of 
drafting of legislation, although it can be projected to the future for the purpose 
of increasing sustainability of legislation. Since the definition of ‘controller’ has 
essentially remained the same since the Directive, I will provide a historical 
perspective on the origins and development of the concept of ‘controller’ in 
the drafting of data protection laws, together with the main sociotechnical 
developments that led to the Directive, and subsequently to the GDPR. 

a) Pre-Data Protection Directive
The history of data protection law usually is presented to begin in the 1960s, 
when the computer was perceived as a potential societal threat.1068 It facilitated 
the construction of databases and aggregate information,1069 at a level that was 
unprecedented in the era of exclusively paper files. Computers also provided 
a cheaper and easier storage of information, and thus supported and shaped 
methods of administration and record-keeping necessary for a modern welfare 

1068 González Fuster (n 811) 29; Gellert, ‘Understanding Data Protection As Risk Regulation’ 
(n 811) 3. 

1069 See Colin J Bennett, Regulating Privacy: Data Protection and Public Policy in Europe and 
the United States (Cornell Univ Press 1992) chs 1–2.
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state.1070 When it was implemented in public administration,1071 it was feared 
that the rights (mainly right to privacy) and freedoms of individuals could be 
jeopardized, and that computers were to change the relationship between the 
government and its citizens, by making citizens increasingly transparent and the 
government increasingly opaque.1072 Indeed, the first data protection laws were 
aimed at the public sector.1073 Soon after, the uptake of computers in the private 
sector followed, and fears arose relating to complexity and intransparency 
of processing.1074 Therefore, the main irritations related to the use of new 
technology, as well as changing (public) organizational and market practices 
related to the processing of data.1075 

After the enactment of the first (few) national data protection laws, fears on 
the part of governments and businesses arose, relating to the transborder 
flow of personal data, an irritation coming through the societal sub-system of 
economics.1076 On the other side, it was considered that in the absence of data 
protection laws, individuals would lack trust and not participate in commerce 
as consumers.1077 This is what triggered the first international instruments 
in data protection law, namely the OECD guidelines and Convention 108,1078 
which provided impetus for more national data protection laws that followed. 
The term ‘controller’ in data protection law emerged for the first time in 
discussions around these two instruments, thus pre-existing most national 

1070 Van Alsenoy (n 955) 157; Gellert, ‘Understanding Data Protection As Risk Regulation’ 
(n 811) 4; Viktor Mayer-Schönberger, ‘Generational Development of Data Protection in 
Europe’ in Philip Agre and Marc Rotenberg (eds), Technology and Privacy: The New 
Landscape (1st paperback ed, MIT Press 1998) 222. 

1071 Some of the main introductions of computerized processing in public administration 
were population databanks, personal identification numbers for citizens, and population 
censuses. See Bennett (n 1069) ch 2.

1072 Bygrave, Data Privacy Law (n 812) 9; Bygrave, Data Protection Law (n 815) 94–95.
1073 The German Federal State of Hesse was the first in Europe to enact a separate act 

regulating data protection in the public sector, including safeguards on data processing and 
individual rights; an institutional aspect was also included in the form of a Data Protection 
Commissioner. Due to its initiative regarding the census and the public concerns therefrom, 
Sweden was the second state to enact a Data Act in 1973. See González Fuster (n 811) ch 3. 

1074 In 1977, Germany enacted its first Federal Data Protection Law, focusing on data processing 
in the private sector. ibid 60. 

1075 See also Bygrave, Data Privacy Law (n 812) 8. 
1076 Bygrave, Data Protection Law (n 815) 112–114. See Chapter 5 for the concept of 

interference: law may respecialise some elements from the other societal sub-systems. 
1077 ibid 113.
1078 Both instruments have been updated since. OECD (2013), Guidelines on Governing 

the Protection of Privacy and Transborder Flows of Personal Data; Council of Europe, 
Modernised Convention 108 as amended by Protocol CETS no. 223.
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data protection laws. According to Van Alsenoy, the term ‘controller’ seems to 
have been inspired by computer science literature.1079 More specifically, it was 
computer scientist Rein Turn who used the term, not only in the context of the 
OECD guidelines in 1974, but also in his previous publications dating back to 
1967.1080 According to Van Alsenoy, although the term ‘controller’ appeared 
in both the OECD Guidelines as well as Convention 108, the object of control 
differed in the two instruments, indicating that the assumptions were based 
in different technology-use models. While the Convention 108 used the term 
‘controller of the file’, the OECD Guidelines mentioned ‘data controller’. In 
terms of what Van Alsenoy calls ‘technological imagery’,1081 the Guidelines 
focused on ‘processing of data’, while the Convention 108 on ‘automated data 
file’, ‘automatic processing’ as well as ‘controller of the file’.1082 The reference 
to ‘file’ was considered outdated,1083 and perhaps even too technology specific. 

Meanwhile, in early 1970s, the European Community became concerned with the 
growing dominance of US companies in the European market of computers and 
data processing.1084 Therefore, in 1973 a Communication entitled Community 
policy on data processing was published, emphasizing the need for systematic 
support which would provide an environment for developing a strong European 
data processing industry.1085 In 1990, the Community adopted a data protection 
package,1086 and in 1995, the Data Protection Directive which has already been 
mentioned in this Chapter. It was believed that by promoting common measures 
for the protection of citizens throughout the Community, the obstacles to the 
internal market will be lifted.1087

The initial Commission Proposal for the Data Protection Directive still contained 
the term ‘data files’ when defining the scope of the Directive, but after being 

1079 Van Alsenoy (n 955) 328.
1080 ibid 329.
1081 Which seems very similar to the technology-use model. 
1082 Van Alsenoy (n 955) 329.
1083 ibid 330.
1084 González Fuster (n 811) 112.
1085 ibid 112. For a detailed overview of the emergence of EU data protection law, see especially 

ibid 5.
1086 Commission of the European Communities, ‘Commission Communication on the Protection 

of Individuals in Relation to the Processing of Personal Data in the Community and 
Information Security’ (COM (90) 314 final). 

1087 Recital 8, Directive 95/46/EC of the European Parliament and of the Council of 24 October 
1995 on the protection of individuals with regard to the processing of personal data and on 
the free movement of such data (OJ L 281).
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criticized for it, the amended proposal passed ‘from a static definition linked 
to a file to a dynamic definition linked to the processing activity’.1088 The action 
of processing thus became a central part of the technology-use model.1089 
Regarding the role of ‘controller’, the elements that we now know, i.e. purposes 
and means, were not in the original proposal. When they were introduced, they 
were considered a ‘shortened version’ of the four elements that were in the 
initial proposal: objectives, personal data, operations, and third parties having 
access to them.1090 It was considered that the original elements were included 
in the ‘purposes and means’. The Directive recognized the possibility of joint 
control, in the element of ‘alone or jointly with others’, with reference to the 
determination of purposes and means.1091 

Thus, the developments leading to the OECD guidelines, Convention 108, and 
the Data Protection Directive took place between 1960-1995, mainly in the era of 
mainframe computers, all the way to the beginnings of the internet and personal 
computers.1092 It is during this timeframe and therefore this sociotechnical context 
that the concept of ‘controller’ was shaped in the context of EU data protection law. 

b) From DPD to GDPR: timing of the mismatch
A crucial development that coincided with the final stages of legislating the 
Directive was the uptake of the World Wide Web, or the internet as we know it 
today.1093 Since the enactment of the Directive, technology had been developing 
at an ever-higher pace. As an illustration for the digitalization of the world, 

1088 Article 29 Working Party, ‘Opinion 1/2010 on the Concepts of “Controller” and “Processor”’ 
(n 982) 12; Van Alsenoy (n 955) 331.

1089 This is also confirmed by the rest of the Directive and the GDPR, which prescribe 
obligations and rights throughout the whole personal data lifecycle (i.e. from collection 
to deletion/anonymization).

1090 Article 29 Working Party, ‘Opinion 1/2010 on the Concepts of “Controller” and “Processor”’ 
(n 982) 14; Van Alsenoy (n 955) 331–332.

1091 Under the DPD, the Article 29 Working Party issued an opinion on the concept of ‘controller’, 
including the possibility for joint control. I will discuss more on this in Section 3. Article 29 
Working Party, ‘Opinion 1/2010 on the Concepts of “Controller” and “Processor”’ (n 982).

1092 O Tene, ‘Privacy: The New Generations’ (2011) 1 International Data Privacy Law 15, 16. See 
also Jon Bing, ‘Data Protection in a Time of Changes’ in Willem F Korthals Altes and others 
(eds), Information law towards the 21st century (Kluwer Law and Taxation Publishers 1992).

1093 Although the internet existed prior to the enactment of the Directive, it was not yet widely 
used, and mostly in universities or research centra. Indeed 1994 was ‘the year of the web’, 
when the WWW was introduced in the larger, mainstream society.‘A Short History of the Web 
| CERN’ <https://home.cern/science/computing/birth-web/short-history-web> accessed 5 
December 2022; Nick Rosen, ‘From the Archive, 19 May 1994: World Wide Web Is the Road to 
Knowledge’ The Guardian (19 May 2015) <https://www.theguardian.com/technology/2015/
may/19/internet-world-wide-web-1994-archive> accessed 5 December 2022. 
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Cukier and Mayer-Schönberger refer to the fact that in 2000 only a quarter of 
the stored information in the world was digital, whereas in 2013, less than 2 
percent was non-digital.1094 

The Directive was reviewed a couple of times by the Commission, in 2003 and 
2007. While both times it concluded a change to the Directive was not necessary, 
the EDPS (European Data Protection Supervisor) concluded that future 
change was unavoidable in the long term.1095 Although the EDPS recognised 
the technology neutral character of the Directive, it also points to the mutual 
influence of new technologies and law, and to some specific challenges, such 
as the wider use of biometric material, as well as to the fact that society itself 
had been changing towards a ‘surveillance society’, for which a fundamental 
debate was considered necessary.1096 Indeed, in 2009, the Commission began 
preparations by starting a public consultation on the need to revise the DPD 
and published in 2010 a communication on a comprehensive approach to 
data protection in the EU.1097 During this period as well as the following years 
marking the data protection reform, sociotechnical change was a big theme. 

In its 2010 Communication, the Commission acknowledged the rapid 
technological development and globalization as well as the changes in the 
world since the Directive had been enacted.1098 As main characteristics of these 
changes it mentions the capability enabled by technology of individuals to 

1094 Viktor Mayer-Schönberger and Kenneth Cukier, Big Data: A Revolution That Will 
Transform How We Live, Work and Think (1. publ, Murray 2013) 9.

1095 Peter Hustinx, ‘EU Data Protection Law: The Review of Directive 95/46/EC and the 
Proposed General Data Protection Regulation’ 25. European Commission, ‘Communication 
from the Commission to the European Parliament and the Council on the Follow-up of 
the Work Programme for Better Implementation of the Data Protection Directive’ (2007) 
COM (2007) 87 final; European Commission, ‘Communication From the Commission 
to the European Parliament, the Council, the Economic and Social Committee and the 
Committee of Regions’ (2010) COM (2010) 609 final; Peter Hustinx, ‘Opinion of the 
European Data Protection Supervisor on the Communication from the Commission to the 
European Parliament and the Council on the Follow-up of the Work Programme for Better 
Implementation of the Data Protection Directive’ (2007) 1007/C 255/01.

1096 Hustinx, ‘Opinion of the European Data Protection Supervisor on the Communication from 
the Commission to the European Parliament and the Council on the Follow-up of the Work 
Programme for Better Implementation of the Data Protection Directive’ (n 1095) paras 34–37. 

1097 Hustinx, ‘EU Data Protection Law: The Review of Directive 95/46/EC and the Proposed 
General Data Protection Regulation’ (n 1095) 25; European Commission, ‘Communication 
From the Commission to the European Parliament, the Council, the Economic and Social 
Committee and the Committee of Regions’ (n 1095).

1098 European Commission, ‘Communication From the Commission to the European Parliament, 
the Council, the Economic and Social Committee and the Committee of Regions’ (n 1095) 2–3.
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share information about themselves publicly and globally at an ‘unprecedented 
scale’.1099 As specific technologies, it mentions social networking, as well as cloud 
computing.1100 Furthermore, it acknowledges that ‘ways of collecting personal 
data have become increasingly elaborated and less detectable’, especially 
referring to increased collection and use of data in the public and private sectors, 
including tracking and targeting practices.1101 The Communication promised to 
propose legislation in 2011, however the proposal for the GDPR came in 2012. 
In terms of sociotechnical change expressly acknowledged in the proposal, the 
same main characteristics come forward: rapid development of technologies 
(particularly online) as well as increasing globalization.1102 However, the 
proposal is based on a number of preparatory documents as well as the public 
consultations. For instance, in the joint contribution of the Article 29 Working 
Party and the Working Party on Police and Justice,1103 the sociotechnical change 
is summarized in the following way: 

‘The basic concepts of Directive 92/46/EC were developed 
in the nineteen seventies, when information processing was 
characterized by card index boxes, punch cards and mainframe 
computers. Today computing is ubiquitous, global and 
networked. Information technology devices are increasingly 
miniaturized and equipped with network cards, WiFi or other 
radio interfaces. In almost all offices and family homes users can 
globally communicate via the Internet. Web 2.0 services and cloud 
computing are blurring the distinction between data controllers, 
processors and data subjects.’1104

1099 ibid 2.
1100 Globalisation and technological developments, including transfer of data as part of the 

online economy, and cloud computing are also considered in the impact assessment to lead 
to the problem of individuals having difficulties to stay in control of their personal data. 
European Commission, ‘Impact Assessment’ (n 988) 21. 

1101 European Commission, ‘Communication From the Commission to the European Parliament, 
the Council, the Economic and Social Committee and the Committee of Regions’ (n 1095) 2.

1102 European Commission, ‘Proposal for a Regulation Od the European Parliament and of the 
Council on the Protection of Individuals with Regard to the Processing of Personal Data 
and on the Free Movement of Such Data (General Data Protection Regulation)’ (2012) COM 
(2012) 11 final 4.

1103 Article 29 Working Party, ‘The Future of Privacy; Joint Contribution to the Consultation of 
the European Commission on the Legal Framework for the Fundamental Right to Protection 
of Personal Data’ (n 974).

1104 ibid 41.
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Another pre-proposal document is the Commission Communication on 
‘Safeguarding Privacy in a Connected World’,1105 where the sociotechnical 
change was summarized in such a way to include the increased reliance on data 
as part of the economy:1106

‘The rapid pace of technological change and globalisation have 
profoundly transformed the way in which an ever-increasing 
volume of personal data is collected, accessed, used and 
transferred. New ways of sharing information through social 
networks and storing large amounts of data remotely have 
become part of life for many of Europe’s 250 million internet 
users. At the same time, personal data has become an asset for 
many businesses. Collecting, aggregating and analysing the data 
activities of potential customers is often an important part of 
their economic activities.’1107

Sociotechnical change and its impact on the data protection framework was also 
perceived in other circles, such as academia. Indeed, debates on the changed 
sociotechnical landscape and the proposed regulation abounded.1108 For 
instance, Tene mapped three main types of changes: in technology, in economy, 
as well as changes in users of technology.1109 

The data protection reform culminated with the GDPR as the replacement of the 
Directive, with the final text being approved in 2016, and becoming applicable 
on 25 May 2018. As explained in Chapter 5, the sub-models of reality do not 
necessarily develop in a chronological manner during the legislative process, 
as they are intertwined and interdependent. Once the legislative process 

1105 European Commission, ‘Communication from the Commission to the European Parliament, 
the Council, the European Economic and Social Committee and the Committee of the 
Regions, Safeguarding Privacy in a Connected World: A European Data Protection 
Framework for the 21st Century’ (2012) COM (2012) 9 final.

1106 It is to be noticed that the Communication is issued three years after the joint contribution 
of Article 29 Working Party and the and the Working Party on Police and Justice. Indeed, 
the reliance of the economy on data had increased in the meantime. 

1107 European Commission, ‘Communication from the Commission to the European Parliament, 
the Council, the European Economic and Social Committee and the Committee of the 
Regions, Safeguarding Privacy in a Connected World: A European Data Protection 
Framework for the 21st Century’ (n 1105) 1.

1108 See for instance Koops, ‘The Trouble with European Data Protection Law’ (n 819); de Hert 
and Papakonstantinou (n 292); Tene (n 291). 

1109 Tene (n 1092). 
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ends and legislation is enacted, the sub-models can only be amended through 
interpretation, which brings additions to their implicit part. In the case of 
the GDPR, the continued use of the concepts related to the main actors was 
questioned.1110 It was however found by the Commission in 2012 that the 
concepts of ‘controller’ and ‘processor’ were still valid and to be kept throughout 
the reform, but that they had to be ‘clarified and detailed in specific provisions 
as regards the obligations, responsibilities and liability of both controllers and 
processors’.1111 The matter of the validity of the concepts was not revisited after 
the date of the impact assessment,1112 except for some proposed amendments 
that appeared in the LIBE report which did not make it in the final version. For 
instance, additional actors such as ‘producer’ or ‘indirect controller’ were also 
proposed in amendments. 1113 The introduction of additional actors into the 
empirical model of the GDPR would have indicated a changed, or at least more 
granular technology-use model underlying it, which would have acknowledged 
the multiplicity of actors, their different roles and complexity of processes that 
have taken place since the enactment of the DPD.

The definition of ‘controller’ has remained unchanged in the GDPR, although 
the concept was increasingly signalled as being challenged by the new 
sociotechnical developments. Some proposals were made to remove the element 
of ‘means’.1114 According to Van Alsenoy, keeping the element of ‘means’ was 
also a strategic choice to avoid a loophole when third party service providers 
that determine means could not be qualified as controllers,1115 and thus evade 
the incumbent responsibilities. Indeed, if only two roles are available, one wants 
to avoid responsibility gaps in order to ensure protection. The focus in the 
data protection reform thus remained on the consequences and requirements 
for controllers, especially regarding joint controllers – so, at the level of the 

1110 In a study commissioned by the Information Commissioner’s Office in 2009, one of the main 
weaknesses of the Directive was considered to be the definition of the entities involved in the 
processing and managing personal data. The report calls it ‘simplistic and static’. Neil Robinson 
and others, ‘Review of the European Data Protection Directive’ (RAND Europe 2009) 36.

1111 Van Alsenoy (n 955) 334. See Annex 2 European Commission, ‘Impact Assessment’ (n 988) 19.
1112 25 January 2012.
1113 The LIBE (EU Parliament Committee of Civil Liberties, Justice and Home Affairs) report is 

the report where the proposed amendments to the proposed text of the GDPR were brought 
together. I refer here to the amendments introducing additional actors, such as the distinction 
between ‘direct’ and ‘indirect controller’ as sub-concepts to the concept of controller, as well 
as the role of ‘producer’. See amendments 88 and 749-750 in Albrecht (n 986).

1114 Van Alsenoy (n 955) 333; Albrecht (n 986) Amendments 746-748.
1115 Van Alsenoy (n 955) 333.
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operative model.1116 This means that to a certain extent, the technology-
use model and therefore the assumptions related to the characteristics and 
interactions between the main actors in the data processing landscape had 
remained the same as under the Directive. Furthermore, some of the current 
technologies that pose challenges to the adequacy of the sub-models embedded 
in the GDPR had not been perceived on time as an irritation on the internal 
screens of law as a system to trigger changes in the data protection reform.1117 
It follows that the technology-use model underlying the assumptions embedded 
in the GDPR has somewhat evolved since the 1970s and the DPD,1118 although 
any update has remained at best in the timeframe around 2009-2011, when 
e.g. cloud computing was being signalled as challenging the concepts relating 
to actors in data protection.1119 It is however unclear whether the additions that 
the GDPR brought to the operative model attached to (joint) controllers and 
processors were tested for coherence against the embedded assumptions in the 
empirical model (i.e. the characteristics and interactions between actors), and 
in turn with the current sociotechnical landscape at the time. If not the apparent 
mismatch, at least its cradle can be deduced to have taken place in this time 
period and respective sociotechnical context.

This would explain why the GDPR is both considered to be more current 
than the DPD in terms of technological developments,1120 but at the same 
time outdated in relation to new technologies. Indeed, the recent case law on 
the notion of controllership has been brought under the Directive, since the 
requests for preliminary ruling preceded the entry into force of the GDPR. 

1116 In doing so, the GDPR brough some assumptions regarding the capabilities of controllers 
and their interaction more to the fore (added to the implicit empirical model), to which I 
will return later. See also ibid 334.

1117 See for instance the development of Big Data.
1118 Some updates under the implicit empirical model can be seen, for instance in the removal of 

registration of processes, admitting that it had become an administrative burden. European 
Commission, ‘Impact Assessment’ (n 988) 14. Or, in the obligations for processors as an 
implicit assumption that they are also playing a role in the materialization and therefore 
avoidance of data processing-related harms. I discuss this more under the horizontal 
analysis in the following sections. 

1119 While the Commission states that the two concepts remain, the document was made 
public on 25 January 2012. Furthermore, the documents that the Commission is basing 
its findings on are from the precedent years. Therefore, it can be stated that while the 
Commission made its evaluation with a forward-looking attitude, the sources it cites are 
not older than 2010. See Annex 2, ‘Evaluation of the Implementation of the Data Protection 
Directive’ in European Commission, ‘Impact Assessment’ (n 988).

1120 There are other manners in which the GDPR differs from the Directive. Here I am discussing 
the suitability for new technologies and technology-use practices.
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However, the most recent judgments were issued and structured with the 
GDPR in mind as well.1121 The technological issues underlying the two cases 
(Wirtschaftsakademie and Fashion ID) arguably fall under the then new 
sociotechnical developments as summarized pre-GDPR, since they relate mainly 
to the Internet, websites, social networks, and targeting. However, the Court 
was aware that its interpretation was awaited by many actors to bring some 
clarifications in the current sociotechnical context. This would be consistent 
with the finding in the previous section and the answer to question 1, that the 
recent case law can be interpreted as a re-connection through interpretation of 
a mismatch that existed pre-GDPR, but was also kept in the reform.

In the Commission’s Communication on the 2020 review, although the GDPR 
was considered to have successfully ‘met its objectives of strengthening the 
protection of the individual’s right to personal data protection and guaranteeing 
the free flow of personal data within the EU’1122 some areas of improvement 
were also identified. The Commission stated that it was premature to draw 
definite conclusions, especially given the novel character of the legislative 
instrument.1123 Regarding the application of the GDPR to novel technologies, 
the Commission stressed the technology-neutrality and the flexibility of the 
GDPR, although recognized the future challenges of applying it to ‘specific 
technologies such as artificial intelligence, blockchain, Internet of Things or 
facial recognition’.1124 It also stressed the importance of ‘strong and effective 
enforcement’ in the context of online advertising and microtargeting, especially 
against large digital platforms and integrated companies.1125 The Commission 
commits itself to monitor the application of the GDPR to new technologies, but 
also invites the EDPB to issue guidelines on the new technological developments, 
as well as review the existing guidelines when necessary in light of technological 
development.1126 On the basis of the 2020 review, it can be stated that for now, 
any necessary update in light of new technologies will be made by adding to the 
implicit sub-models, and a change in the explicit aspect of the sub-models (e.g. 
definitions of actors) is not, at least not yet, under discussion. 

1121 For instance, the Court does this in Fashion ID. Case C-40/17 Fashion ID GmbH & Co. KG 
v Verbraucherzentrale NRWeV (Judgment, 29 July 2019).

1122 European Commission, ‘Communication from the Commission to the European Parliament 
and the Council: Data Protection as a Pillar of Citizens’ Empowerment and the EU’s 
Approach to the Digital Transition - Two Years of Application of the General Data Protection 
Regulation’ (n 948) 4. 

1123 ibid.
1124 ibid 10.
1125 ibid.
1126 ibid 17.
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2.2.2 Main characteristics of the sociotechnical change
While it cannot be said with certainty when the mismatch took place and whether 
a particular new technology and practice brought the concept of controller to the 
‘breaking point’, the timing of the mismatch was narrowed down. In terms of the 
second part of the guiding question (i.e. relevant characteristics of the sociotechnical 
change), the sociotechnical developments surrounding the emergence of the 
mismatch, its persistence and increase in severity seem to form a trend, when viewed 
from the perspective of the apparent mismatch. This trend is mainly characterized 
by increased scale and complexity of processing as well as decentralization, from the 
perspective of both organisational and software development practices. Indeed, the 
main characteristics of the new sociotechnical landscape mostly discussed1127 relate 
to the ubiquity of personal data processing,1128 the complexity of the data protection 
landscape in terms of actors involved and their role in the data processing chain,1129 
power imbalances,1130 as well as the complexity and nature of data flows, and the 
type of output that can be generated. 1131 

Since the mismatch arguably began almost a decade ago, it would be 
unproductive to focus in the second part of the question only on one, outdated, 
snapshot of the sociotechnical landscape. Furthermore, new developments 
have exacerbated the mismatch, by furthering the characteristics of the trend. 
Therefore, in showing the trend in developments, I will bring the analysis 

1127 In relation to the mismatch identified in section 2.2, in answering the first guiding question.
1128 De Hert and Papakonstantinou (n 292) 184; Blume (n 967).
1129 Mahieu, Van Hoboken and Asghari (n 240); Silvia De Conca, ‘The Enchanted House: An 

Analysis of the Interaction of Intelligent Personal Home Assistants (IPHAs) with the Private 
Sphere and Its Legal Protection’ (Tilburg University 2021). 

1130 Finck, ‘Cobwebs of Control’ (n 1044); Conca (n 240); Mahieu, Van Hoboken and Asghari 
(n 240); Millard and others (n 1032).

1131 In relation to this, see the developments around the right to explanation. Sandra Wachter, 
Brent Mittelstadt and Luciano Floridi, ‘Why a Right to Explanation of Automated Decision-
Making Does Not Exist in the General Data Protection Regulation’ (2017) 7 International 
Data Privacy Law 76. See also on the concept of information in the context of new 
sociotechnical developments: Gellert, ‘Comparing Definitions of Data and Information in 
Data Protection Law and Machine Learning’ (n 293); Dara Hallinan and Raphaël Gellert, 
‘The Concept of “Information”: An Invisible Problem in the GDPR’ (2020) 17 SCRIPT-ed 
269. Furthermore, a relatively new debate on collective harms arising out of data processing 
has arisen. See Alessandro Mantelero, ‘From Group Privacy to Collective Privacy: Towards a 
New Dimension of Privacy and Data Protection in the Big Data Era’ in Linnet Taylor, Luciano 
Floridi and Bart van der Sloot (eds), Group Privacy (Springer International Publishing 
2017); Brent Mittelstadt, ‘From Individual to Group Privacy in Big Data Analytics’ (2017) 
30 Philosophy & Technology 475; Linnet Taylor, Luciano Floridi and Bart van der Sloot, 
‘Introduction: A New Perspective on Privacy’ in Linnet Taylor, Luciano Floridi and Bart van 
der Sloot (eds), Group Privacy (Springer International Publishing 2017).
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toward the present day. It is important to mention here that in the following 
paragraphs I do not aim at providing an exhaustive overview of all developments 
that took place in the last decade, but only to show that these examples, among 
others, have continued the trend of complexity and decentralization.

a) Complexity of processing
The data protection reform culminated with the GDPR as the replacement of 
the Directive, with the final text being approved in 2016. Therefore, it took six 
years for the GDPR to come in place from the moment of the Commission’s 
Communication in 2010. The GDPR became effective on 25 May 2018. In 
the meantime, sociotechnical developments continued to take place, which 
increased the complexity of processing, leading to new capabilities of actors 
and uses of technology. 

During the legislative process of the GDPR, a new development started 
to become widespread and a ‘buzzword’ in many publications regarding 
privacy, data protection, and not only: Big Data.1132 Big data was marked as 
a development that would radically change our world, ‘how we live, work and 
think’.1133 Both private and public parties became keen to unlock the potential 
of this new technological development.1134 The main characteristics of big data 
were considered to be the 3 V’s: Volume, Variety, Velocity.1135 Other V’s were 

1132 While Big Data was not ‘invented’ after the GDPR proposal, it has not been found to be 
mentioned explicitly in the documents leading to the proposal. This may be explained 
through the analytical framework developed in this dissertation. The sociotechnical 
development will only be perceived by law when an irritation takes place. This happens, as 
explained in Chapter 4 and 5, not immediately and it will take some time before it becomes 
relevant to law. This may happen in different stages of development. 

1133 Mayer-Schönberger and Cukier (n 1094). See also Bart van der Sloot, Dennis Broeders and 
Erik Schrijvers (eds), Exploring the Boundaries of Big Data (Amsterdam University Press ; 
Netherlands Scientific Council for Government Policy 2016).

1134 See for instance Bart van der Sloot and Sascha van Schendel, ‘Ten Questions for Future 
Regulation of Big Data: A Comparative and Empirical Legal Study’ (2016) 7 JIPITEC 
<http://www.jipitec.eu/issues/jipitec-7-2-2016/4438>; Wetenschappelijke Raad voor 
het Regerinsgbeleid (WRR), ‘Big Data, Privacy and Security - The Netherlands Scientific 
Council for Government Policy’ (23 December 2016) <https://english.wrr.nl/topics/big-
data-privacy-and-security> accessed 5 December 2022.

1135 According to WRR, ‘The first of these stands for Volume (the use of large amounts of 
data), the second V is for Variety (the use of diverse data sources that are stored in diverse 
structures or even in an unstructured way) and the third stands for Velocity, or the speed of 
data processing (data is often analysed in real time).’ Dennis Broeders, Erik Schrijvers and 
Ernst Hirsch Ballin, ‘Big Data and Security Policies: Serving Security, Protecting Freedom’ 
(WRR 2017) WRR-Policy Brief no. 6 6.
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added over time, such as Veracity, Variability, Values, and Virtual.1136 These 
characteristics would change technical capabilities and increase complexity 
of processing through bringing together large amounts of (structured or 
unstructured) data from different sources (and potentially different parties) 
which is then processed at a high speed or in real time.1137 The characteristics 
would also change the manner in which technology could be used: Big Data 
would be able to contribute to provide new insights into large amounts of data, 
not only about the past (retrospective analysis), but also about the present 
(real-time analysis) and future events (predictive analytics).1138 However, risks 
for data protection also arose,1139 and so did concerns about the compatibility 
between this new technological development and assumptions embedded in the 
draft GDPR.1140 For instance, the principle of data minimization is considered 
inherently at odds with the premise of Big Data,1141 which is basically ‘the 
more, the better’. Furthermore, Big Data analytics is hard to pin down to a 
specific technology, since it has been used rather as an umbrella term that 
relates to many technological developments ranging from cloud computing 
to machine learning.1142 However, according to Klous, developments such as 
cloud computing and the Internet of Things acted as enablers for Big Data.1143 
The rise of Big Data applications can be traced approximately in the interval 
of 2010-2016/2017,1144 at the same time of the data protection reform, while 
comprehensive studies on Big Data continued after this time period.1145 

1136 ibid.
1137 ibid.
1138 ibid.
1139 See for instance Paul De Hert and Hans Lammerant, ‘Predictive Profiling and Its Legal 

Limits: Effectiveness Gone Forever?’ in Bart van der Sloot, D Broeders and Erik Schrijvers 
(eds), Exploring the Boundaries of Big Data (Amsterdam University Press ; Netherlands 
Scientific Council for Government Policy 2016).

1140 E.g. Zarsky (n 293).
1141 ibid; Koops, ‘The Trouble with European Data Protection Law’ (n 819).
1142 Bart van der Sloot, Dennis Broeders and Erik Schrijvers, ‘Introduction’ in Bart van der Sloot, 

D Broeders and Erik Schrijvers (eds), Exploring the Boundaries of Big Data (Amsterdam 
University Press ; Netherlands Scientific Council for Government Policy 2016) 21.

1143 Sander Klous, ‘Sustainable Harvesting of the Big Data Potential’ in Bart van der Sloot, D 
Broeders and Erik Schrijvers (eds), Exploring the Boundaries of Big Data (Amsterdam 
University Press ; Netherlands Scientific Council for Government Policy 2016) 31.

1144 In the Netherlands, for instance, the digitalisation discussions in the beginning of years ’10 
of this century were dominated by Big Data an Privacy. Wetenschappelijke Raad voor het 
Regeringsbeleid (n 8) 105. See also Ibrar Yaqoob and others, ‘Big Data: From Beginning to 
Future’ (2016) 36 International Journal of Information Management 1231. 

1145 For instance, Broeders, Schrijvers and Hirsch Ballin (n 1135). 
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Artificial Intelligence is currently one of the most discussed technological 
developments, and the subject to regulatory debates and legislative proposals. 
AI adds another layer of complexity in processing, especially given by its (partly) 
autonomous functioning and ambition to mimic/simulate intelligence.1146 As 
was the case of big data, the term AI is somewhat of an umbrella term, which 
includes different developments. According to the WRR, there are at least 5 
types of AI currently: Computer Vision, Natural language processing, Speech 
recognition, Robotics, and Machine Learning.1147 To illustrate the importance 
of AI, this is said to be the next ‘system technology’ after the adoption of 
the computer.1148 This has powerful implications, as we have seen how the 
development of computers strongly influenced sociotechnical change. AI has 
a high degree of versatility and promises to increase technological capabilities 
of different actors to steer and influence societal processes across all sectors, 
thereby triggering changes in almost all societal sub-systems. Numerous 
benefits of AI are named, for instance contributing to environment, healthcare, 
judicial system, cybersecurity. 1149 However, partly due to its opacity (even 
from its developers), AI is also posing potentially great risks to safety and 
fundamental rights.1150 Thus, AI has also brought multiple challenges, among 
others ethical and regulatory. While the GDPR was the legislative instrument 
most invoked in the EU as able to regulate AI, a parallel ‘race to regulate AI’ 
took place. At the moment of writing, the EU Artificial Intelligence Act is in the 
legislative process as an additional, more technology-specific piece of legislation 
that aims to regulate the specificities of this new technological development. 
The proposed AI Act is without prejudice to the GDPR, and does not directly 
deal with personal data protection. However, as a sociotechnical development, 

1146 Wetenschappelijke Raad voor het Regeringsbeleid, ‘Mission AI: The New System Technology 
(Summary)’ (2021) 16.

1147 ibid 9. 
1148 The term ‘system technology’ was coined by the Netherlands Scientific Council for 

Government Policy to reflect the systematic impact of AI on society. Other system 
technologies were for instance the steam engine and electricity. Wetenschappelijke Raad 
voor het Regeringsbeleid (n 1146). 

1149 European Commission, ‘Communication from the Commission to the European Parliament, 
the Council, the European Economic and Social Committee and the Committee of the Regions: 
Fostering a European Approach to Artificial Intelligence’ (2021) COM (2021) 205 final 1.

1150 ibid 3.
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the use of AI still raises concerns on the compatibility with the assumptions 
embedded in the GDPR.1151 

b) Decentralisation 
The increased scale and complexity of processing goes hand in hand with 
decentralisation, including multilayering. A multiplicity of actors are involved 
in data processing ‘ecosystems’, which goes against the monolithic idea of a 
controller, or the idea that there is a small number of identifiable controllers. 

For instance, cloud computing provides internet-based use and delivery of IT 
resources and provides the customer with the possibility to scale up and down 
as need be, by outsourcing its processes to an external cloud provider.1152 Van 
Alsenoy identifies the main types of entities in the operation of cloud computing 
services as: (1) customers and (2) providers, including application providers, 
platform providers, and infrastructure providers.1153

The multilayering of different actors with different roles at different stages of 
the production and the making available of cloud services leads to the inevitable 
consequence that when actors make use of cloud computing, they give up a 
degree of control, making themselves dependent on the cloud providers for the 
technical and organisational measures that they have to put in place.1154 This 
also has consequences for the concept of controller, including the distinction 
between controllers and processors, as envisaged under EU data protection 
law.1155 A very recent development related to, although different from cloud 
computing is edge computing, which is a movement towards keeping more 
data and processing at the ‘edge’ of the processing ecosystem, i.e. closer to the 

1151 Although not mentioning artificial intelligence, but developments that have relevance for AI 
and the GDPR, i.e. multi-stage profiling and the application of article 22 GDPR (prohibition 
on solely automated decision-making), see: Reuben Binns and Michael Veale, ‘Is That Your 
Final Decision? Multi-Stage Profiling, Selective Effects, and Article 22 of the GDPR’ (2021) 
11 International Data Privacy Law 319; Mireille Hildebrandt, ‘The Disconnect Between 
“Upstream” Automation and Legal Protection Against Automated Decision Making 
(Reviewing Reuben Binns and Michael Veale, Is That Your Final Decision? Multi-Stage 
Profiling, Selective Effects, and Article 22 of the GDPR, 11 Int’l Data Privacy L. 319 (2021))’ 
(Technology Law, 7 April 2022) <https://cyber.jotwell.com/the-disconnect-between-
upstream-automation-and-legal-protection-against-automated-decision-making/> 
accessed 5 December 2022.

1152 Van Alsenoy (n 955) 468–469; Article 29 Working Party, ‘Opinion 05/2012 on Cloud 
Computing’ (2012) WP 196 4; Gürses and van Hoboken (n 170) 585. 

1153 Van Alsenoy (n 955) 472.
1154 ibid 469; Article 29 Working Party, ‘Opinion 05/2012 on Cloud Computing’ (n 1152) 5–6.
1155 See Van Alsenoy (n 955) 506.
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data collection point.1156 Although it has been claimed to potentially bring some 
benefits for the privacy and data protection of data subjects, this means from 
the perspective of this trend, yet another step towards decentralization and 
introduction of new layers in the processing structure. 1157 Another development 
towards multilayering is the rise of online platforms and what is referred to as 
the platform economy. This development is also kept under observation and 
subject to special regulation, which is still developing.1158 According to the 
European Commission: 

‘Online platforms come in various shapes and sizes and continue 
to evolve at a pace not seen in any other sector of the economy. 
Presently, they cover a wide-ranging set of activities including 
online advertising platforms, marketplaces, search engines, 
social media and creative content outlets, application distribution 
platforms, communications services, payment systems, and 
platforms for the collaborative economy.’1159 

Regarding full decentralisation, one of the technologies promoting it is blockchain. 
Blockchain as a technology has been implemented as underlying Bitcoin in 
2009.1160 Blockchain is now considered both a new method of decentralized 
storage of data such as public registers, as well as a programmable network of 
nodes to fulfil a variety of purposes, such as smart contracts.1161 The way in which 
blockchain technology is designed has been marked to be incompatible with the 

1156 ‘What Is Edge Computing’ (6 November 2020) <https://www.ibm.com/cloud/what-is-
edge-computing> accessed 5 December 2022.

1157 For some challenges in the context of smart homes and GDPR, see Chen and others (n 1044). 
1158 See ‘Online Platforms | Shaping Europe’s Digital Future’ <https://digital-strategy.ec.europa.

eu/en/policies/online-platforms> accessed 5 December 2022. The EU has also set up 
an EU Observatory on the Online Platform Economy, whose mission is to monitor the 
developments in this area and support decision-making. Looking back to Chapters 2 and 3 of 
this dissertation, this can be considered an organisation that scans the sociotechnical horizon 
and identifies or reports potential regulatory disconnections. ‘EU Observatory on the Online 
Platform Economy | Shaping Europe’s Digital Future’ <https://digital-strategy.ec.europa.eu/
en/policies/eu-observatory-online-platform-economy> accessed 5 December 2022.

1159 European Commission, ‘Communication from the Commission to the European Parliament, 
the Council, the European Economic and Social Committee and the Committee of the 
Regions, Online Platforms and the Digital Single Market: Opportunities and Challenges 
for Europe’ (2016) COM (2016) 288 final 2.

1160 ‘The Basics on Bitcoin (BTC)’ (Investopedia) <https://www.investopedia.com/terms/b/
bitcoin.asp> accessed 17 June 2022.

1161 Michèle Finck, ‘Blockchains and Data Protection in the European Union’ [2017] Max Planck 
Institute for Innovation and Competition Research Paper No. 18-01 3.
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GDPR.1162 The main characteristics that lead to such incompatibility relate to the 
decentralized nature of the ledger versus the seemingly linear information flow 
assumed in data protection law, as well as the characteristic of immutability which 
makes it impossible (or incredibly difficult) to adapt or delete information stored 
on the blockchain versus the data subject rights to erasure and rectification in 
the GDPR.1163 Blockchain’s decentralized and anonymous character (especially in 
permissionless blockchains) has led to some controversies into who can qualify as 
a controller, and how GDPR obligations could be enforced.1164 

Decentralisation is also present in software development or ‘the production of 
digital functionality’,1165 for instance in the agile movement. This development 
is of course not isolated, and it is intertwined with and facilitated by other 
developments such as cloud computing. Gürses and Van Hoboken provide an 
overview of this change as a combination of three transformations: the shift 
from waterfall to agile development methods, from shrink-wrap software 
to services, and from local running of software on personal computers to 
functionality in the cloud.1166 This leads to an increased modularity in software 
as a service, which allows for software to be separated in sub-units that can be 
combined in different ways to produce a complex product.1167 This perspective 
leads to bundled relationships, in the sense that when making use of a service, 
end-users are confronted with a network of different actors.1168 Think for 
instance of the cookies and advertising networks we come into contact with 

1162 Finck, ‘Blockchain and the General Data Protection Regulation: Can Distributed Ledgers 
Be Squared with European Data Protection Law?’ (n 242) 1.

1163 However, the difference between different forms of blockchain (e.g. private permissioned 
and public permissionless) should be taken into account. Notwithstanding the 
incompatibilities, it seems that blockchain is becoming an interesting case of mutual 
shaping of law and technology. To alleviate certain incompatibilities, technology design has 
been moving towards finding compatible solutions, while possibilities for interpreting the 
GDPR in such a way that blockchain applications can be compliant and protection is also 
ensured (e.g. interpreting ‘erasure’ more broadly than destruction of data). Furthermore, 
the Commission has already invited the EDPB to issue guidelines on GDPR application to 
blockchain, which will hopefully facilitate the co-evolution of this technology and the law. 
ibid 75–76; European Commission, ‘Communication from the Commission to the European 
Parliament and the Council: Data Protection as a Pillar of Citizens’ Empowerment and the 
EU’s Approach to the Digital Transition - Two Years of Application of the General Data 
Protection Regulation’ (n 948) 17; Cuijpers and Paun (n 1041).

1164 Finck, ‘Blockchain and the General Data Protection Regulation: Can Distributed Ledgers Be 
Squared with European Data Protection Law?’ (n 242); Finck, ‘Cobwebs of Control’ (n 1044).)

1165 Gürses and Van Hoboken (n 170) 579.
1166 Gürses and Van Hoboken (n 170).
1167 ibid 586.
1168 ibid 589.
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when accessing a website and the number of third-parties that personal data 
collected through cookies is communicated to. The question that arises is who 
should be responsible for ensuring privacy and data protection, 1169 and whether 
the obligations established are targeting the right actors in the network created 
by the agile turn, including modularity. Indeed, there may be the case that actors 
who do not have de facto control over the processing (or parts thereof) are 
responsible for those aspects of processing, whereas the ones who are actually 
making the decisions (e.g. producers or developers) are not.1170 

The above examples are only limited illustrations of the current decentralisation 
taking place in personal data processing. Decentralisation has always been a 
trend in data processing,1171 and present throughout the development in data 
protection law. However, the current ecosystem, including a multitude of actors 
involved in different roles in different stages, combined with the complexity of 
the actual processing and unprecedented computing power, has a significant 
influence on the assumptions embedded in the concept of ‘controller’, and most 
likely a large part of the technology-use model in the GDPR. The technology-use 
model underlying the GDPR and influencing the assumptions in the empirical 
model has consequences for the whole legislative instrument.

2.2.3 Answer to the second guiding question 
This section’s analysis allows me to answer the second guiding question, i.e. 
What is the sociotechnical change that may have triggered the mismatch and 
what are its relevant characteristics for the present analysis? 

The assumptions relating to actors, their characteristics, and capabilities embedded 
in the empirical model are linked to the technology-use model that is underlying 
legislation. The technology-use model is closely related to the sociotechnical 
landscape around the drafting of legislation, although it can be projected to the 
future. In technology-neutral legislation, this model is almost always implicit or 
even unconsciously embedded. Therefore, rather than having a particular new 
technology that triggered the mismatch or a precise moment in time when this 
occurred, it is more likely that incremental changes lead to this result. 

1169 ibid 590.
1170 For instance, the principle of privacy by design assumes that controllers are able to 

determine the design of the processing from the beginning. While under modularity, the 
controller may only be involved ‘at the end’ of the service, and very often put in front of a 
‘take it or leave it’ offer. ibid 589;592; Van Alsenoy (n 955) 505.

1171 Although some may argue that there has been a fluctuation between more and less 
decentralisation. Gürses and Van Hoboken (n 170) 585.
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This section thus first looked at the evolution of the sociotechnical landscape 
and the concept of ‘controller’ in legislative drafting. (sub-section 2.2.1.) This 
allowed a further narrowing of the timing of the mismatch and corresponding 
sociotechnical context. It was found that the concepts relating to the main actors 
in the GDPR have remained the same as in the Directive (which has roots in the 
1970s) and therefore a large part of the technology-use model as well. While 
the official documents show that technological development and globalization 
were acknowledged during the data protection reform, it is not clear that the 
technology-use model was also consciously updated. It seems rather that the 
main concepts of the empirical model were considered still valid, and the EU 
legislator sought to adapt the legislation at the level of the operative model,1172 
which added some aspects to the implicit empirical model, although this was 
incidental rather than planned or originating from a conscious adaptation of 
the empirical model in light of a potential mismatch. Thus, it was inferred that 
any update to the technology-use model embedded in the GDPR has remained 
at best in the years 2009-2011, when arguably the beginnings of the mismatch 
relating to the concept of ‘controller’ could be placed. 

Although it cannot be said with certainty whether a particular technology 
or practice caused the apparent mismatch, nor at which moment in time it 
precisely took place, the timing of the (cradle of the) apparent mismatch and 
the sociotechnical context around it were narrowed down. This allowed the 
analysis to move towards the second part of the guiding question (relevant 
characteristics of the sociotechnical change). 

The sociotechnical developments that surround the beginnings of the mismatch 
as well as its persistence and increase in severity align into a trend. In relation 
to the concept of ‘controller’, the relevant characteristics of the trend are the 
increase in scale and complexity of processing, as well as decentralisation 
(relating to both organisational and software development practice). While these 
characteristics have constantly played a role in the field of data protection law, 
the current shifts have led to the creation of a network of actors, with different 
degrees of involvement, different roles, and in different stages of the processing. 
Taken together, the characteristics of the identified trend move further from 
the idea of an easily identifiable controller, who also has de facto control over 
all aspects of the processing. This has had an influence on the adequacy of the 
assumptions embedded in the concept of ‘controller’, as well as other aspects of 
the technology-use model. 

1172 See also Van Alsenoy (n 955) 334.
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One additional matter to determine is whether the mismatch identified as an 
answer to the first guiding question relates to the whole sociotechnical landscape 
or it is limited in scope. It seems the latter is the case, especially due to the wide 
scope of the GDPR.1173 According to Van Alsenoy, the attribution of the roles 
of controller and processor, as well as the distribution of their responsibilities 
and liabilities can still be straightforward, albeit only in situations that neatly 
fit this model: 

‘The controller-processor model only provides legal certainty 
in cases where the factual circumstances surrounding the 
processing can easily be mapped to the model and its implicit 
assumptions regarding autonomy and control.’ 1174

Tracking the sociotechnical change that may have caused the mismatch in the 
GDPR has proven to be a complicated matter, in particular due to its technology-
neutral drafting as well as its wide scope of application. The additional difficulty 
in the investigation for the second guiding question laid also in the fact that the 
mismatch is not complete – there are still data processes that neatly fit in the 
assumptions in the empirical model of the GDPR. This will have consequences 
for the avenues of re-connection, as will be discussed in sections 5 and 6. 

With the sociotechnical changes described in this section, the irritation was 
perceived in both the empirical and operative models, albeit in one direction, i.e. 
the mismatch between law’s models of reality and the regulated field, making the 
apparent mismatch a primary mismatch. In contrast, the internal mismatch between 
the empirical and operative model caused by the CJEU’s case law, while related 
to sociotechnical change, takes place in another direction, causing incoherence 
between the two sub-models. This could thus be considered a secondary mismatch. 

3. Horizontal investigation (Phase II)

The previous two sections of this chapter focused on the first and second guiding 
questions of the analytical framework. The clues in the literature relating to the 
concept of controller in the GDPR pointed to a mismatch related to this concept 
mainly belonging to the empirical model. Furthermore, based on the answer to 
both guiding questions, it seems that the mismatch occurred timewise while the 

1173 On the wide scope of the GDPR see, among others, Purtova (n 953). 
1174 Van Alsenoy (n 955) 576–577.
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DPD was still in force, and the GDPR was in the legislative process. Furthermore, 
the recent case law of the CJEU relating to (joint) controllership has introduced 
further elements to the implicit empirical model of the GDPR, which have 
arguably produced an additional, internal mismatch, between the assumptions 
embedded in the empirical model and the operative model of the GDPR. 

This section begins Phase II of the application of the analytical framework, which 
contains the horizontal and vertical investigations. It was found in Chapter 5 
that depending on the apparent mismatch found as part of the first guiding 
question, any of the two can be performed first. In the current illustrative 
example, I will begin with the horizontal analysis, which looks at whether the 
apparent mismatch has affected other elements of the sub-model that it mostly 
relates to, in this case the empirical sub-model. Thus, the corresponding guiding 
question is: Does the (apparent) mismatch affect other elements in its sub-
model, and if so, to what extent?

I start with the horizontal analysis for the following reasons. First, the 
concept of controller designates a main actor in the empirical model, that 
is directly connected to other actors (and thus concepts) such as processors 
and data subjects. These relationships are crucial for the functioning of the 
operative model as well, so the horizontal investigation may influence the 
vertical investigation in this case. Second, the previous section found that the 
technology-use model in the GDPR has largely remained unchanged since the 
Directive, although some updates have been brought. Since the technology-
use model underlies the assumptions in the empirical model, the horizontal 
investigation seems like a good place to start Phase II of the analysis. The 
analysis starts with a short overview of the empirical model at a small scale 
(i.e. for the whole piece of legislation).1175 Subsequently, I will look at the three 
main relationships of the model: between two controllers, controller-processor, 
and controller-data subject. For each of these, I focus on the extent of possible 
mismatches that flow from the one relating to the concept of ‘controller’. 

3.1 Empirical sub-model: an overview
The empirical sub-model is descriptive, although it is also determined within 
the context and normativity of the prospective sub-model.1176 In the previous 
chapter, the following elements were considered important to obtain an overview 

1175 The small scale I refer to is related to its meaning in cartography: the smaller the scale, the 
more is covered, but with a smaller degree of details. 

1176 See chapters 4 and 5.
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of this sub-model: (1) assumptions related to (the existence of) actors and 
their characteristics; (2) the assumptions about the actors’ capabilities; (3) the 
assumptions about the relationships and interactions between actors. The actors 
are assumed to operate within a sociotechnical environment, and therefore, 
the assumptions related to the three elements are strongly connected to the 
technology-use model (consciously or unconsciously) underlying the legislation. It 
is indeed true that the GDPR and its predecessor, the DPD, are overall technology-
neutral instruments.1177 However, as we have seen in Chapter 2, every regulation 
operates on the basis of assumptions about the sociotechnical environment in 
which it is deployed.1178 Therefore, even if legislation is drafted in technology-
neutral terms, and the regulators aim at making it as future-proof as possible, they 
are limited in their understanding of current developments (due to the indirect 
contact between different societal systems under the theory of autopoiesis), but 
also in the accuracy of predictions related to future developments.1179 

In terms of the GDPR, its scope of applicability is defined by its material 
and territorial scope (articles 2 and 3). The material scope is anchored in the 
concept of ‘personal data’: whenever the processing of personal data takes 
place, the GDPR applies. 1180 An exception to this is what is called the household 
exemption, which means that if people process personal data ‘in the course 

1177 Recital 15 GDPR. Depending on the perspective and meaning of the tech neutrality, there 
are different degrees of it throughout different provisions in the GDPR. See for instance 
Hildebrandt and Tielemans (n 951).

1178 Moses (n 26) 10.
1179 See for this, Chapter 3, as well as Reed (n 142). When embedding a technology-use model 

(intended or unintended), the sustainability of law in terms of it being future-proof lowers. 
This is not a bad thing per se, and it is the result of the balance between sustainability and 
legal certainty that legislation needs to reach. 

1180 ‘Personal data’ is defined as ‘any information relating to an identified or identifiable natural 
person (‘data subject’); an identifiable natural person is one who can be identified, directly 
or indirectly, in particular by reference to an identifier such as a name, an identification 
number, location data, an online identifier or to one or more factors specific to the physical, 
physiological, genetic, mental, economic, cultural or social identity of that natural person;’ 
‘processing’ is defined as: ‘any operation or set of operations which is performed on 
personal data or on sets of personal data, whether or not by automated means, such as 
collection, recording, organisation, structuring, storage, adaptation or alteration, retrieval, 
consultation, use, disclosure by transmission, dissemination or otherwise making available, 
alignment or combination, restriction, erasure or destruction;’ Article 4(1) and (2) GDPR.
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of a purely personal or household activity’, 1181 they will not be bound by the 
GDPR.1182 In terms of territorial scope, this is tied to the location of the main 
actors in the empirical model: the controller and processor, but also to the 
location of another main actor: the data subject. 

Art. 3 Territorial scope
1. This Regulation applies to the processing of personal data in the context of 

the activities of an establishment of a controller or a processor in the Union, 
regardless of whether the processing takes place in the Union or not.

2. This Regulation applies to the processing of personal data of data 
subjects who are in the Union by a controller or processor not established 
in the Union, where the processing activities are related to:

3. the offering of goods or services, irrespective of whether a payment of 
the data subject is required, to such data subjects in the Union; or

4. the monitoring of their behaviour as far as their behaviour takes place 
within the Union.

5. This Regulation applies to the processing of personal data by a controller 
not established in the Union, but in a place where Member State law 
applies by virtue of public international law.1183

The definition of the material and territorial scope of application may be 
perceived by some as part of the operative model, and this is not incorrect. The 
reason why it is being discussed here is because the choices of scope are based 
on, inter alia, assumptions about sociotechnical reality, and therefore narrow 
down the sociotechnical environment in which the GDPR would operate, which 
is a part of the empirical model. This happens because, as explained in Chapter 
4, the sub-models do not develop in a clear chronological order throughout the 

1181 Article 2 GDPR. The other exemptions related to the material scope are: when the processing 
activity falls outside the scope of Union law, when Member States process personal data 
as part of activities carried out under the Chapter 2 Title V of the TEU (Specific provisions 
on the common foreign and security policy), as well as by competent authorities, for the 
purpose of prevention, investigation, detection, or prosecution of criminal offences, the 
execution of criminal penalties, including the safeguarding against and the prevention of 
threats of public security. 

1182 In the past few years, the CJEU has seemingly narrowed down the scope of the household 
exemption (see Ryneš case), which has brought criticism among scholars. This is arguably 
a consequence of sociotechnical change, such as the increasing private use of connected 
devices by private users. Think for instance of security cameras, or Smart speakers such 
as Alexa. C-212/13 František Ryneš v Úřad pro ochranu osobních údajů (Judgment, 11 
December 2014); Chen and others (n 1044); Conca (n 240).

1183 Article 3 GDPR.
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drafting of legislation. For instance, by determining the territorial scope in the 
manner that it does, the empirical model of the GDPR includes assumptions 
related to the global character of personal data processing activities. 

The empirical model of the GDPR is therefore meant to include all personal data 
processing instances within the material and territorial scope. The assumptions 
related to the actors are strongly influenced by the technology-use model 
embedded in the empirical model. The main actors in the empirical model are: 
controllers, processors, and data subjects. Recipients and third parties have 
a secondary role, in the sense that they are included in the explicit model, but 
they do not constitute anchor points for the difference minimization programme 
in the operative sub-model.1184 Therefore, the concepts of recipients and third 
parties do not trigger any responsibilities or obligations under the operative 
model of the GDPR. Furthermore, they are relative concepts. This means, 
according to the EDPB guidelines, that ‘they describe a relation to a controller 
or processor from a specific perspective’. 1185 

In the explicit empirical model of the GDPR, the main actors are defined in the 
following way, according to Article 4 GDPR: 

 − Controller: ‘the natural or legal person, public authority, agency or other 
body which, alone or jointly with others, determines the purposes and means 
of the processing of personal data; where the purposes and means of such 
processing are determined by Union or Member State law, the controller 
or the specific criteria for its nomination may be provided for by Union or 
Member State law;’ [emphasis added]

 − Processor: ‘a natural or legal person, public authority, agency or other body 
which processes personal data on behalf of the controller’

1184 Actors such as supervisory authorities, European Data Protection Board, or data protection 
officers are part of the operative sub-model. 

1185 For instance, when a controller discloses personal data to a recipient. For more on the 
difference between a third party and a recipient see European Data Protection Board (n 1060).
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 − Data subject: this concept does not have its own separate definition, but it 
is included in the definition of personal data, as an ‘identified or identifiable 
natural person’. Legal persons or deceased persons do not qualify as data 
subjects.1186 

Controllers and processors are the main anchor points for the operative model 
in the GDPR.1187 This implies, for the empirical model, the assumption that 
they play a role in the materialization of harms that arise from personal data 
processing, and especially controllers as the ones who determine the purposes 
and means. They are also considered the ones in the best position to prevent 
harms. On the other side, i.e. the ‘weaker party’ as seen under the empirical 
model of data protection law, we have the ‘data subject’ as a main anchor point 
for the operative model in terms of enforceable rights. The source of harm is 
considered to materialize as a result of the processing of personal data as well 
as the characteristics of the relationships and interactions between actors. 

In Chapter 5, I emphasized that a simple visualisation would help maintain an 
overview of the sub-model as well as track the mismatches in terms of their 
placement and complexity. Fig. 6 represents the empirical sub-model of the 
GDPR, at the level of the entire piece of legislation. Therefore, when zooming in 
on particular (sets of) provisions, the empirical model will include more details 
and ramifications.1188

1186 Criticism has arisen regarding the assumption of data subjects as a uniform, technologically 
savvy group. Blume suggests that it should be recognised that some data subjects are more 
vulnerable than others. The GDPR indeed prescribes additional protection for children in 
art. 8, and makes a reference to vulnerable natural persons in recital 75. The definition 
of vulnerable data subjects has been expanded upon in the Article 29 Working Party’s 
Guidelines on Data Protection Impact Assessments, which provided a non-exhaustive list of 
possible vulnerable groups. Malgieri and Niklas argue that vulnerability as a concept should 
be used more in the interpretation of the GDPR. Blume (n 967); Gianclaudio Malgieri and 
Jędrzej Niklas, ‘Vulnerable Data Subjects’ (2020) 37 Computer Law & Security Review 
105415; Article 29 Working Party, ‘Guidelines on Data Protection Impact Assessment 
(DPIA) and Determining Whether Processing Is “Likely to Result in a High Risk” for the 
Purposes of Regulation 2016/679’ (2017) WP 248 9. 

1187 The roles of ‘controller’ and ‘processor’ are functional concepts. They are not just labels 
to attach to actors, but they are used as a basis for allocate responsibility in the GDPR. 
They also fulfill functions, e.g. in the determination of the territorial scope. In fact, the 
combination of controller and processor as main anchor points for the obligations in the 
GDPR has been called the ‘controller-processor model’, or the ‘controller model’. European 
Data Protection Board (n 1060) para 12.See Van Alsenoy (n 955). Tene (n 291). 

1188 See Chapter 5: when I explain that when a smaller-scale is used, less details can be included. 
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Fig. 6 Empirical model of the GDPR 

There are three relationships described above that are also represented in 
the figure, including some assumptions about the actors that are included in 
the explicit empirical model. These relationships are the object of the current 
horizontal investigation, viewed from the perspective of the mismatch identified. 

3.2 Ripple effects of the ‘controller’ mismatch
For the purpose of the illustrative case used in this chapter, I focus on three 
relationships where the concept of controller plays a crucial role: the relationship 
between two (joint) controllers, between a controller and a processor, and 
between controller and data subject. While a main assumption in the concept 
of controller is that they are able to exercise control over the processing,1189 
the realities brought by decentralisation and multilayering are more nuanced 
in terms of interactions between the actors. This leads to situations where the 
actual control that can be exercised by controllers does not always align with 
the assumptions embedded in the concept. 

3.2.1 Controller - controller
The GDPR, just as its predecessor, assumes the possibility of multiple parties 
jointly participating in determining the purposes and means of processing,1190 in 
which case they become joint controllers, and therefore jointly responsible. Joint 
controllership arises from factual circumstances in each case, it is interpreted 

1189 Van Alsenoy (n 955) 575.
1190 European Data Protection Board (n 1060) para 53.
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by the EDPB as ‘together with’ or ‘not alone’,1191 and may take different forms. 
Section 2 has already provided as part of the aftermath of the recent case law an 
idea on how the existence and functioning of the relationship between two (joint) 
controllers is affected in the current sociotechnical landscape. In this section, 
rather than repeating the issues relating to joint controllership already discussed 
in Section 2.1, I will bring some additional points to show how the mismatch 
in the concept of ‘controller’ has consequences on the assumptions about the 
relationship between these actors, a different element of the empirical model. 

In its guidelines, the EDPB builds on the previous Article 29 Working Party 
opinion,1192 and the recent CJEU case law on controllership, which has added 
notable elements to the implicit empirical model with regard to the qualification 
of entities as joint controller, as well as the division of their responsibilities.1193 
According to the current EDPB guidelines, ‘joint participation can take the 
form of a common decision taken by two or more entities or result from 
converging decisions by two or more entities regarding the purposes and 
essential means.’1194 While the first assumes that controllers collaborate and 
therefore decide together on the purposes and means – thus reflecting a 
common intention,1195 the latter is not so straight-forward, and reflects the new 
additions to the implicit empirical model. Converging decisions refers rather 
to the effect of the decisions related to purposes and means of different parties 
than to the relationship of coordination between them. According to the EDPB:

‘Decisions can be considered as converging on purposes and 
means if they complement each other and are necessary 
for the processing to take place in such a manner that they 
have a tangible impact on the determination of the purposes 
and means of processing. […] As such, an important criterion 
to identify converging decisions in this context is whether the 
processing would not be possible without both parties’ 
participation in the purposes and means in the sense that 
the processing by each party is inseparable, i.e. inextricably 
linked.’1196 [original emphasis]

1191 ibid 51.
1192 Article 29 Working Party, ‘Opinion 1/2010 on the Concepts of “Controller” and “Processor”’ 

(n 982).
1193 See recent case law discussed in Section 2.1. 
1194 Original emphasis. European Data Protection Board (n 1060) para 54.
1195 ibid 55.
1196 ibid. 
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By introducing the converging decisions as a manner of establishing joint 
determination of purposes and means, the EDPB opens the door for the 
possibility that joint controllership can also take place without the specific 
intention (and sometimes knowledge) of the parties to collaborate. This is 
confirmed in the recent case-law on joint controllership. Since the qualification 
of controller is a question of fact, and not of what is decided by the parties, 
this finding is consistent with the data protection acquis. However, it is 
unclear how the decisions that are converging should be framed. Following the 
explanation of the EDPB, it seems that the criterion would be, as AG Bobek 
puts it in in his Fashion ID opinion, that the applicable test is whether a person 
‘made it possible’ for personal data to be processed.1197 In its guidelines, the 
EDPB provides only one example for this type of joint controllership in the 
context of recruitment services through headhunters. Shortly put, the example 
provides that Company X is hired by Company Y to help them recruit new 
employees by using a value-added service. Company X looks at CVs that 
Company Y directly received, as well as the ones included in its database. It 
also adds the CVs received by Company Y to its database, thereby improving 
its services. The converging decisions identified by the EDPB are: (1) the 
decision of Company X to create and manage the service, and (2) the decision 
by Company Y to enrich the database with the CVs it directly receives.1198 The 
EDPB adds that ‘[s]uch decisions complement each other, are inseparable and 
necessary for the processing of finding suitable candidates to take place.’1199 
This raises the question on how far in the assumed causation chain one has to 
look to identify the converging decisions, and potentially widens the scope of  
joint controllership. 

This increasing number of instances when actors qualify as factual joint 
controllers seems to create situations that are in contradiction with some of 
the empirical assumptions that can be derived from the GDPR text, especially 
in situations where the joint controllers are not aware of each other, or are not 
on equal footing.

1197 Case C-40/17 Fashion ID GmbH & Co. KG v Verbraucherzentrale NRWeV (AG Opinion, 
19 December 2019) para 73. 

1198 European Data Protection Board (n 1060) 23.
1199 ibid.
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Article 26 GDPR provides the following: 

‘They [the joint controllers] shall in a transparent manner 
determine their respective responsibilities for compliance with 
the obligations under this Regulation, in particular as regards 
the exercising of the rights of the data subject and their respective 
duties to provide the information referred to in Articles 13 and 14, 
by means of an arrangement between them unless, and in so far 
as, the respective responsibilities of the controllers are determined 
by Union or Member State law to which the controllers are 
subject.’ [emphasis added]

This obligation assumes that the joint controllers are in contact with each 
other and have knowledge of each other in such a way that they can determine 
their respective responsibility. The assumption that the joint controllers are 
meaningfully in contact is confirmed by the recommendations of the EDPB, 
for instance to carry out an internal analysis, and document relevant factors, 
in order to allocate different obligations.1200 In the current data protection 
landscape where a multiplicity of actors are involved along different stages of 
the processing,1201 combined with the latest additions to the implicit empirical 
model around the concept of ‘controller’, many more actors may qualify as (joint) 
controllers, including what Finck calls ‘accidental’ controllers.1202 Furthermore, 
the EDPB follows the previous Article 29 Working Party opinion on the matter 
of capabilities of controllers, in the sense that controllers cannot be exempted 
from their obligations even if they are not directly able to comply with them.1203 

In combination with the multitude of controllers that may or may not be in 
contact with each other, an additional layer of complexity is added when 
powerful controllers can create ‘cobwebs of control’ and unilaterally decide on 
the division of responsibilities.1204 In the latter case, while strictly speaking, the 
controllers are in contact, e.g. through general terms on a website (such as the 
ones that Facebook introduced after the Wirtschaftsakademie), this contact 
is not meaningful, in the sense that one can say that the controllers are on 
equal footing in the manner in which the GDPR seems to assume based on the 

1200 ibid 168.
1201 Mahieu, Van Hoboken and Asghari (n 240); Van Alsenoy (n 955) 10–11.
1202 Finck, ‘Cobwebs of Control’ (n 1044) 345.
1203 Article 29 Working Party, ‘Opinion 1/2010 on the Concepts of “Controller” and “Processor”’ 

(n 982) 22; European Data Protection Board (n 1060) para 163.
1204 Finck, ‘Cobwebs of Control’ (n 1044).
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obligations imposed. The EDPB seems to implicitly acknowledge that there are 
some complicated situations when setting up an agreement, although remains 
quite vague and does not explicitly mention the imbalance of power: 

‘The EDPB observes that there are situations occurring in which the 
influence of one joint controller and its factual influence complicate 
the achievement of an agreement. However, those circumstances 
do not negate the joint controllership and cannot serve to exempt 
either party from its obligations under the GDPR’ 1205

With regard to imbalance of power between controllers, for instance, De Conca 
notices the power imbalance between app developers and Google or Amazon, 
in the context of developing apps for intelligent personal home assistants 
(IPHAs).1206 To ensure that their apps are already optimized and compatible, 
developers have to use the API (application programming interface) provided 
by Google or Amazon,1207 and therefore will have to agree to the terms and 
conditions provided by the company owning the API. In these cases, as De Conca 
observes, app developers are not fully in control of how the processing occurs, 
‘possibly not even for those stages for which they are assumed responsible’.1208 

Therefore, besides the mismatch in the concept of ‘controller’, there is a 
ripple effect that transpires into the assumptions relating to the relationship 
between controllers in a growing decentralised and multi-layered sociotechnical 
landscape, including how these interact and the power structures between them. 

3.2.2 Controller - processor
A processor conducts data processing on behalf of the controller, which reminds 
of the concept of ‘delegation’,1209 in the sense that the processor needs to act 
within the instructions provided by the controller. The controller would in 
this case be the entity that decides on purposes and essential means, therefore 
there may be some discretion for the processor to decide on non-essential 
means.1210 Under the Data Protection Directive, processors were not anchor 
points for data protection obligations. Under the GDPR, some obligations such 

1205 European Data Protection Board (n 1060) para 163.
1206 De Conca (n 1129) 197.
1207 Silvia De Conca, ‘Smart Home for Lawyers: IoT in the Home and Its Implications for the 

GDPR’ [2021] Tijdschrift voor Internetrecht 237.
1208 De Conca (n 1129) 198; De Conca (n 1207) 237.
1209 European Data Protection Board (n 1060) para 80.
1210 ibid 15.On controller-processor model and its challenges, see Van Alsenoy (n 955).
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as the one to ensure data security have been imposed on processors.1211 This 
implies a change in assumptions regarding the capabilities of the actors and 
their role in the materialization of harm in the empirical model. The binary of 
controller-processor has been challenged in literature.1212 The wide definition 
of ‘controller’ as well as assumptions of the capabilities of this actor, combined 
with the current decision-making power in the sociotechnical landscape raise 
the question of a mismatch related to the characteristics of this relationship, as 
well as the function of these concepts as two main roles in the empirical model. 

According to Van Alsenoy, the controller-processor model has a diminished 
usefulness when the relationship between actors is less ‘binary’.1213 In practice, 
and especially confirmed by recent case law, it seems that increasingly more 
situations arise where the actors are in a relationship of joint control, separate 
control or partial joint control,1214 for instance in value-added services when 
the data from one party is used to improve the service offered by another.1215 
Therefore, the binary of controller/processor is being challenged by the multitude 
of actors with different tasks throughout different phases of processing, whereby 
there is no principal-delegate relationship as the GDPR assumes. The width of 
the concept of ‘controller’ as well as the additions brough by the CJEU to the 
implicit assumptions seem to extend the situations when an actor will qualify as 
a controller, and in doing so, blurs the line between these two concepts.

At the same time, the power relationship between processors and controllers is 
changing in a direction that challenges the assumption in the GDPR that these 
parties are in a principal/delegate relationship. While it is still the controller 
that must approve the service from a processor and bears all responsibility, it 
is increasingly the case that the controller receives a ‘take it or leave it’ offer. 
In the absence of alternative business models on the market, the ability of 
the controller to shape the processing of personal data is lowered. NYOB has 
found for instance that ‘[s]ome contracts even prohibit the controllers’ rights 
to instruct the processor to process data in certain ways or undermine the right 
of the controller to conduct an audit’.1216

1211 Article 31 GDPR.
1212 See for instance De Hert and Papakonstantinou (n 292) 185.
1213 Van Alsenoy (n 955) 584.
1214 ibid.
1215 See for instance, the example of headhunters in European Data Protection Board (n 1060) 23.
1216 NYOB, ‘noyb’s comments on 07/2020 on the concepts of controllers and processor in the 

GDPR’ (Vienna, 19 October 2020) < https://edpb.europa.eu/sites/default/files/webform/
public_consultation_reply/noyb_-_controller_and_processor.pdf >. 
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The relationship between controller and processor in the empirical model of 
the GDPR is challenged due to the ripple effects of the apparent mismatch. 
However, assumptions about their relationship as well as the blurred line 
between the roles of these actors seem triggered by sociotechnical change as 
well. Therefore, we could say with regard to the relationship analysed above that 
it contains possibly both a secondary mismatch as an aftermath of the apparent 
mismatch, but also a primary mismatch. The primary mismatch is likely related 
to the same sociotechnical trend discussed in Section 2.2. 

3.2.3 Controller – data subject 
The relationship between controllers and data subjects is important for 
the regulatory objectives (prospective model) and functioning of the GDPR 
(operative model). It is the data subject’s fundamental right to data protection 
which should be protected while processing personal data, and it is the data 
subjects whose control over their data should be realised.1217 Within the 
empirical model, this relationship is characterized by information and power 
asymmetries which are assumed to lead to an increase in chances of harm for the 
data subject.1218 Therefore, the interaction between these two actors is the one 
that is considered as the most important for the materialization of undesired 
outcomes, the one that embodies most risk of harm.1219 

This relationship is also an anchor point for data subject rights,1220 and 
therefore some additional implicit assumptions relating to the characteristics 
and capabilities of these actors can be deduced based on the GDPR text. 
For instance, it stands to reason that to be able to enforce their rights, data 
subjects are assumed to understand the information that they are provided 
(information paradigm), that the controller can be identified by data subjects, 
and of course, that the controller is able to facilitate data subjects’ rights.1221 In 
some situations, a (joint) controller does not have the necessary capabilities to 
facilitate data subject rights, for instance because they are not allowed access 
to the data according to their joint controllership agreement.1222 It can also 

1217 See Recitals 7 and article 1(2), as well as Chapter 5, Section 3.2.1. where I discuss the 
prospective sub-model of the GDPR as an illustration. It should be noted that the 
fundamental right to the protection of personal data is not an absolute right. 

1218 On information disclosure strategy, as well as the link with the empirical model within 
consumer protection in financial services, see Chapter 5. 

1219 See Paun, ‘Learning from Internal Models of Reality’ (n 33). 
1220 Chapter 3 GDPR.
1221 The information paradigm has been discussed in Chapter 5. 
1222 For instance, Facebook does not allow access to data by the Fan Page administrator. 

‘Facebook’ (n 1052).
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be that such an agreement does not exist and the joint controllership has not 
yet been identified by the parties involved. This challenges the assumptions 
regarding the interactions between controllers and data subject, as well as the 
characteristics of their relationship. It follows that controllers do not have all the 
control that they are assumed to have in the relationship, and may themselves 
be restricted in what they are able to do to facilitate data subjects rights. Since 
the characteristic of this relationship is an anchor point for data subject rights, 
this ripple effect expands (vertically) beyond the empirical model, into the 
operative model as well. This second ripple effect relating to data subject rights 
will be discussed as part of the vertical analysis.

Another ripple effect of the apparent mismatch is already shown in Section 2 
as emerging in literature as the aftermath of recent case law. Due to the wide 
notion of controllership, data subjects as the weaker party themselves can, 
under certain circumstances, become controllers. The recent case law on the 
household exemption has also contributed to this situation, by narrowing it 
down. In the Jehovan todistajat, the CJEU laid down two conditions for an 
activity not falling within the exemption : ‘where its purpose is to make the 
data collected accessible to an unrestricted number of people’ and when ‘that 
activity extends, even partially, to a public space and is accordingly directed 
outwards from the private setting of the person processing the data in that 
manner’.1223 In Ryneš, while the Court admitted that the purpose of recording 
images through a video device was for the purpose of protection of property, 
health and the life of Mr. Ryneš and his family, this activity fell outside the 
scope of the household exemption.1224 The reason for that was, according to the 
Court, that the video surveillance in question covered a public space, and was 
‘directed outwards of the private setting of the person processing the data in 
that manner’.1225 It was thus also the source of the data, not only their use, that 
played a role in interpreting the exception.1226 Following these developments 
in case law, combined with the increase in Internet of Things devices and the 
rise of edge computing, situations may arise in which although individuals 
use devices and thus process data of themselves and of their guests ‘in the 
course of a purely personal or household activity’, are still subject to GDPR 

1223 C-25/17 Jehovan todistajat (Judgment, 10 July 2018) [42].
1224 C-212/13 František Ryneš v Úřad pro ochranu osobních údajů (Judgment, 11 December 

2014) [35].
1225 Ibid [33]. 
1226 Bart van der Sloot, ‘Editorial’ [2020] EDPL 477, 478.
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obligations.1227 For instance, De Conca has identified such a tension in relation 
to intelligent personal home assistants such as Alexa or Google.1228 A similar 
discussion has taken place in relation to social media networks1229 and, more 
recently, blockchain.1230 This secondary mismatch has been identified as a 
problem relatively more recently in the literature compared to the ones relating 
to joint controllers and the binary of controller-processor, which indicates that 
it has a more limited sociotechnical scope than other mismatches identified (it 
occurs in limited scenarios). In terms of complexity, if left unaddressed, it may 
have big repercussions for the internal coherence of the GDPR, i.e. between the 
three sub-models, since it directly contradicts the assumptions of the embedded 
empirical model, but also breaks the coherence with the prospective model. 
However, this secondary mismatch seems to be a direct consequence of the 
additions to the implicit empirical model through the CJEU case law, rather 
than having a double origin as the controller-processor mismatch was found to 
have. This lowers the prominence of this mismatch for the current evaluation 
of the extent of the regulatory disconnection in the GDPR. 

3.3 Answer to guiding question
This section performed the horizontal investigation as part of the second Phase 
of the analytical framework developed in this dissertation, for the purpose of 
identifying and addressing regulatory disconnection. It aimed to answer the 
corresponding guiding question: Does the apparent mismatch affect other 
elements in its sub-model, and if so, to what extent?

After providing an overview of the empirical model, I focused on the three main 
relationships between the main actors of the GDPR and analysed them using 
the mismatch related to the concept of ‘controller’ as a starting point. It was 
found that there are ripple effects in all relationships, although of different 
complexity and prominence. In terms of joint controllership, the assumptions 
about the capabilities of these actors and the characteristics of their relationship 
(e.g. that they are on equal footing, that they are in contact, etc.) are put under 
tension as a result of the mismatch relating to the concept of controller (both 
the primary mismatch and the one following the case law developments). 
The assumptions in the relationship between controllers and processors are 

1227 Lilian Edwards and others, ‘Data Subjects as Data Controllers: A Fashion(Able) Concept?’ 
[2019] Internet Policy Review <https://policyreview.info/articles/news/data-subjects-data-
controllers-fashionable-concept/1400> accessed 12 December 2022; Chen and others (n 1044). 

1228 Conca (n 240).
1229 On users as (possible) controllers, see Van Alsenoy (n 955) 452–455.
1230 Finck, ‘Cobwebs of Control’ (n 1044).
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being challenged from two directions: first as a ripple effect of the ‘controller’ 
mismatch (secondary mismatch), and second, as a consequence of changes in 
the sociotechnical landscape that challenge the binary of controller/processor 
(primary mismatch). The analysis of the relationship between controllers 
and data subjects showed that the mismatch in the assumptions regarding 
the capabilities of controllers has consequences for the characteristics of this 
relationship. Since this relationship is also an anchor point for data subject 
rights, there is potentially a second (vertical) ripple effect in the operative 
model, which will be discussed in the following section. In addition, there seems 
to be an additional secondary mismatch that arose as the consequence of the 
CJEU’s recent case law. Data subjects may, in certain circumstances, become 
controllers, thus the line between these two roles would blur. However, the 
prominence of this mismatch was not found to be particularly worrying (yet). 
The development of edge computing where even more processing will take place 
closer to the terminal of data collection might change this assessment, although 
this remains to be seen.1231 

In terms of the usefulness of the guiding question and the experience of 
performing the horizontal investigation in this illustrative case, a few remarks can 
be made. Since the three sub-models are intertwined, the horizontal investigation 
may already reveal some clues of ripple effects in other sub-models (e.g. enforcing 
data subjects). It may also require looking at other sub-models to reveal implicit 
assumptions in the particular sub-model under analysis. In this particular case, 
looking at the obligations imposed on controllers (which belong to the operative 
model) revealed additional implicit assumptions at the level of the empirical 
sub-model, i.e. regarding the capabilities of the actors. Therefore, even when 
performing the horizontal investigation, it is important to contextualize it and be 
open to insights that may originate from the other sub-models. 

This invites the criticism: does that not mean that the horizontal investigation 
is still vertical? What is then the purpose of separating the two? While one may 
need to look at other sub-models for the horizontal investigation, the user of the 
analytical framework will still remain focused on the elements of the sub-model 
under analysis and the consequences (or origins) of the apparent mismatch on 
the other elements of the same sub-model. In contrast, when performing the 
vertical investigation, the user will focus on consequences (or origins) of the 
apparent mismatch in relation to elements of sub-models other than the one the 
apparent mismatch mostly relates to. Therefore, the added value of separating 

1231 See also Chen and others (n 1044).
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the analysis in horizontal and vertical is not undermined, and still contributes to 
a more systematic analysis of regulatory disconnection, albeit with special care 
for taking into account the intertwinement of the three sub-models. 

4. Vertical investigation (selected matters) 
(Phase II)

The other half of Phase II of the analytical framework consists of the vertical 
investigation, guided by the question: Does the apparent mismatch affect the 
adequacy of other sub-models, and if so, to what extent? 

Compared to the horizontal investigation which looks at the consequences on 
other elements of the same sub-model as the one the apparent mismatch mostly 
relates to, the vertical investigation looks at the consequences (ripple effects) 
or origins of the apparent mismatch on elements of other sub-models.1232 
As explained in Chapter 4, the vertical ripple effects can also come through 
additional mismatches found as a result of the horizontal investigation, in 
this case the ones analysed above. To make it more concrete, the apparent 
mismatch in this illustrative case relates to the concept of ‘controller’, and to 
the empirical sub-model. The horizontal investigation has revealed that there 
are some ripple effects of this mismatch in the assumptions related to the 
relationships between actors, and even blurring the line between their roles 
in the GDPR (see e.g. controller-processor). The vertical investigation will 
look at the consequences of the ‘controller’ mismatch and associated ripple 
effects in the empirical model on the adequacy of the operative model. This will 
provide additional insights into the prominence and complexity of the apparent 
mismatch (i.e. how fundamental is it for the legislation as a whole and does 
it relate to more mismatches?) which in turn helps provide the overall extent 
of disconnection.1233 Furthermore, I will assume that the prospective model 
remains adequate and stable, i.e. there are no mismatches at the level of the 
prospective model which means that the regulatory goals of the GDPR are still 
valid.1234 Indeed, since the empirical model is determined by the normativity 

1232 See Chapter 5, Section 4.2. 
1233 See Chapter 5, Section 4.2. 
1234 This illustrative case of application of the new analytical framework used the mismatch 

related to the notion of controller as an entry point for the analysis. Some indications 
related to a possible mismatch relating to the prospective model can also be found in 
literature, especially relating to the regulatory goal of providing data subjects control over 
personal data. See e.g. Koops, ‘The Trouble with European Data Protection Law’ (n 819).
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of the prospective model, a mismatch in the empirical model cannot cause a 
secondary mismatch in the prospective model.1235 

The analysis will first provide an overview of the operative model. As explained 
in Chapter 5, if there is a mismatch at the level of the operative model, this does 
not necessarily immediately require legislative amendment. For instance, if the 
assumptions behind one regulatory strategy do not hold anymore, it can still 
be that the difference minimization programme of the piece of legislation as a 
whole is still adequate.1236 

Subsequent to the overview, I will focus on three selected matters in the 
operative model. These are selected with the aim of the illustrative application 
of the analytical framework. Each selected matter relates to one or more of 
the relationships analysed as part of the horizontal investigation, and uses the 
actors involved (or their relationship) as an anchor point. First, I will look at the 
distribution of liability between joint controllers – this relates to the apparent 
mismatch as well as the first relationship analysed in the horizontal investigation. 
Second, I will look at the rights of data subjects as another part of the operative 
model that may be affected, which uses the relationship between controller – 
data subject as anchor point. A hint of this second, vertical ripple effect has 
already been found above. Third, I will look at the obligation to implement Data 
Protection by Design and by Default, which is imposed on the controller (the 
anchor point), although other actors such as producers and processors are in 
positions where they could have a considerable role in bringing about the desired 
outcome, and therefore could become an anchor point for the operative model 
of the GDPR. This matter relates to the relationship controller-processor, as well 
as the discussion around the network of actors in data protection law in general. 

4.1 Operative sub-model: an overview
According to the findings in Chapter 4, there are three elements to focus on when 
looking at the operative model: (1) the points of intervention/anchor points on the 
empirical model and their selection; (2) strategies used and their assumed effects, 
with regard to the anchor point in the prospective model; (3) implementation of 
the strategies in the legislation.1237 For the purpose of this analysis, I will however 
not elaborate on all three elements at the level of the whole GDPR, and only aim 
to provide an overview as a background to the vertical analysis. 

1235 See also Chapter 5, Section 4.3.
1236 See Chapter 5, Section 4.3.
1237 See, on operative model and guiding questions, Chapter 5, Section 3.2. 
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While the GDPR is a new instrument, it is not the first EU legislative instrument 
for data protection. The GDPR builds on its predecessor, the Data Protection 
Directive, and is aimed to remedy the shortcomings that the latter suffered, 
which can be mainly summarized into two themes: harmonization (reflected 
in the choice of instrument for the GDPR) and technological development (the 
need for a regulatory update in light of technological change). In addition, the 
rise of the fundamental right to data protection and its inclusion in the EU 
Charter, together with the new legal basis for EU regulation on matters of data 
protection, have provided new context to law-making in this legal domain. 

The operative model in the GDPR follows roughly the same lines as the Data 
Protection Directive, namely prescribing obligations on the one hand, and rights 
on the other, backed by liability and sanctions, while establishing supervision 
through an independent authority as well as judicial redress. All three elements 
are important to achieve the regulatory goal of protection in the prospective 
model, as stated in Recital 11 GDPR:

‘Effective protection of personal data throughout the Union 
requires the strengthening and setting out in detail of the rights 
of data subjects and the obligations of those who process and 
determine the processing of personal data, as well as equivalent 
powers for monitoring and ensuring compliance with the rules 
for the protection of personal data and equivalent sanctions for 
infringements in the Member States.’ [emphasis added]

Specific provisions were added or updated to meet the new sociotechnical 
landscape. For instance, the obligations to conduct a data protection 
impact assessment (art. 35) and to have a data protection officer (in certain 
circumstances) (art. 37),1238 as well as to implement Data Protection by Design 
and by Default (art. 25). Updates to data subject rights were also brought, for 
instance to the right not to be subject to automated decision-making (art. 22), 
and the right to be forgotten (art. 17). Another example of a newly introduced 
element is certification (art. 42). 

1238 While the data protection officer is an actor, the concept belongs to the operative model, 
and not the empirical model. This is because the appointing of a DPO is an obligation that 
belongs to the operative model. Another example regarding an actor that belongs to the 
operative model is the creation of the EDPB. 
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In terms of regulation theory, the GDPR encompasses, some may say, a unique 
mix of regulatory strategies such as information disclosure, command and 
control, and the establishing of rights and liabilities, as well as co-regulation.1239 
The most relevant anchor points for the operative model remain the concept 
of controller (for obligations and facilitating rights, as well as corresponding 
liability), the data subject (for data subject rights), as well as the characteristics 
of their interactions (mainly information and power asymmetries). Some 
changes have been made to meet the challenges of sociotechnical changes that 
took place after the enactment of the Directive.1240 In terms of anchor points, 
the GDPR brought the processor to the level of an anchor point for certain 
obligations (e.g. security measures), which was not the case under the DPD. 
Thus, it is implicitly acknowledged that processors also have a role to play in 
the materialization of the desired situation, including the avoiding of harm to 
the data subject caused by data processing. 

Furthermore, compared to the DPD, the GDPR has moved towards a risk-based 
approach.1241 This means that, in parts of the operative model of the GDPR, the 
level of risk posed by certain processing situations to the rights and interests 
of data subjects influences the intensity of measures that need to be taken. 
For instance, a data protection impact assessment only needs to be performed 
when ‘a type of processing in particular using new technologies, and taking 
into account the nature, scope, context and purposes of the processing, is likely 
to result in a high risk to the rights and freedoms of natural persons’.1242 This 
embeds a sort of flexibility in the difference minimization programme. Since the 
difference minimization programme is meant to transform the current situation 
(embedded in the empirical model) into the desired situation (embedded in the 
prospective model in the shape of regulatory goals), this flexibility creates a 
situation where the regulatees themselves should assess what measures should 
be taken to achieve the level of protection.1243 

1239 Paun, ‘Learning from Internal Models of Reality’ (n 33).On the uniqueness of the regulatory 
approach in the GDPR, see Papakonstantinou and De Hert (n 42).

1240 Sociotechnical changes are discussed in section 2.2. 
1241 On the risk-based approach, see for instance Raphaël Gellert, The Risk-Based Approach to 

Data Protection (First edition, Oxford University Press 2020).
1242 Article 35(1) GDPR. Emphasis added.
1243 However, the difference minimization programme in law is ‘re-created’ in an internal 

difference minimization programme within the regulated field. It is unclear whether this 
flexibility facilitates reaching the desired outcome, or increases the complexity of the 
indirect effect triggered by law, making it less effective. See Chapter 5 and Paterson and 
Teubner (n 719).



319|‘The proof is in the pudding’: Investigating (possible) regulatory disconnection of the GDPR

6

4.2 Selected provisions 
As the notion of ‘controller’ is the main anchor point for obligations and liability 
in the GDPR, and a mismatch has been identified in relation to this concept 
in the empirical model, it stands to reason that the operative model and the 
difference minimization programme established will suffer from ripple effects 
of the mismatch in the empirical model. The selected matters (liability in joint 
controllership, rights of data subject, data protection by design and by default) 
not only relate to different relationships in the empirical sub-model, but also 
relate to different parts of the operative model, namely liability and sanctions, 
rights, and obligations respectively. 

4.2.1 Responsibility and liability in the case of joint 
controllership
‘Controller’ is a ‘functional concept’ (together with ‘processor’), meaning that 
one of its aims is to allocate responsibilities to the actual roles of the parties.1244 
In principle, when a party fulfils the role of controller, obligations come ‘as a 
set’,1245 although in the case of joint controllership, not each controller needs 
to fulfil all obligations, since these may be divided between controllers. In the 
time of the Directive, there was legal uncertainty as to how the obligations and 
responsibilities should be divided between joint controllers, which was addressed 
to a certain extent by the GDPR in article 26, requiring joint controllers to draw up 
an agreement where they decide on their respective responsibilities. Article 26 has 
thus added to the operative model of the GDPR, and therefore made the difference 
minimization programme more precise. However, as seen in the previous section, 
article 26 also filled in some additional assumptions in the implicit empirical 
model. It assumes that joint controllers are (meaningfully) in contact, and that 
they are on equal footing when determining who does what. Looking at it through 
the lens of models of reality, the obligations imposed on (joint) controllers assume 
the effect that this will increase protection of data subjects, the protection being 
the anchor point, or at least one of the anchor points, in the prospective model.1246 

The horizontal analysis revealed that the assumptions underlying article 26 
are challenged when there are power asymmetries between controllers. In this 
case, the agreement would usually be unilaterally drawn, in a ‘take it or leave 
it’ manner, which leads to the consequence that actors that may qualify as joint 
controllers, but are not de facto in control to the extent assumed by the GDPR. 

1244 European Data Protection Board (n 1060) 3.
1245 Van Alsenoy (n 955) 462.
1246 The prospective model of the GDPR has been used as illustration in Chapter 5, Section 3.2.
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However, liability for non-compliance remains joint, and data subjects can turn 
to any controller to enforce their rights, or to ask for damages. A controller is able 
to escape liability if they are not in any way responsible for the event giving rise 
to the damage.1247 There is also a glimmer of hope, namely that the agreement 
‘should duly reflect the reality of the underlying processing’,1248 i.e. the respective 
roles and relationships of the joint controllers vis-à-vis the data subjects 
(art. 26(2)). One could imagine that since courts have the power to override 
agreements made between controllers with a de facto analysis of their respective 
roles, a unilaterally drafted agreement solidifying the power imbalance between 
joint controllers may be corrected when this is brought to trial, and reassign 
responsibilities according to their ‘powers, responsibilities and capabilities’.1249 

A second scenario that might affect the effectiveness of the difference 
minimization programme is when the processing involves a high number 
of (joint) controllers. Indeed, nowadays, it is hard to imagine a processing 
operation that stands on its own,1250 or that is controlled only by one party 
from beginning to end. Especially for this situation, the Court adopted the 
‘phase-oriented approach’ in Fashion ID.1251 However, as Mahieu and Van 
Hoboken observe, ‘European data protection legislation is not developed on 
the basis of a phase-oriented analysis’.1252 This development has therefore added 
implicit assumptions to the GDPR, that are however challenging the internal 
coherence between the sub-models. If we follow the argument of Mahieu and 
Van Hoboken, the assumed chain of effects towards the prospective model is 
affected, since no one seems to be responsible for the whole processing, but only 
for one stage of the processing. However, many obligations in the GDPR are not 
limited to one part of the whole processing chain.1253 This ‘granular control’ may 
not necessarily contribute to the goal of ‘effective and complete protection’ of 
the data subject, belonging to the prospective model.1254 This is especially when 
one stage of the processing will have consequences for another, and when their 

1247 Article 82 (3) GDPR.
1248 European Data Protection Board (n 1060) para 175.
1249 The criterion of ‘power, responsibilities and capabilities’ was introduced in Case C 131/12, 

Google Spain SL, Google Inc. v Agencia Española de Protección de Datos (AEPD), Mario 
Costeja González (Judgment, 13 May 2014).

1250 Mahieu, Van Hoboken and Asghari (n 240).
1251 See discussion on this in section 2.1.
1252 Mahieu and Van Hoboken (n 959).
1253 See for instance with regard to transparency, section 2.1.3. 
1254 Van Alsenoy (n 955) 10.
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consequences, when taken as a whole, are more profound than individually. This 
is often the case in complex, networked systems.1255

The mismatches in the assumptions taken over by the operative model 
through the anchor point of ‘controller’ in establishing the distribution of 
responsibilities and liability between joint controllers will have consequences 
on the effectiveness of the difference minimization programme (i.e. the degree 
to which the desired situation can be brought about). As explained in Chapter 5, 
the difference minimization programme is internal to each system. Therefore, 
the effectiveness of regulation is dependent on the difference minimization 
programme that the law triggers in the regulated field. It seems that when 
a multitude of controllers are involved, the incumbent responsibilities are 
established on a case-by-case basis, even if there is already an arrangement 
between them. Therefore, in complex cases brought by recent sociotechnical 
change, while case law and guidance will help, the qualification of actors and 
their incumbent responsibility will remain uncertain until this is established 
by a court.1256 

When there is uncertainty about applying the law, the implementation costs 
in terms of legal advice increase considerably. This would be the case when 
regulatees try to figure out their respective roles and responsibilities under the 
GDPR, especially when their activities do not neatly fit the assumptions in the 
empirical model.1257 The higher the costs to comply, the more companies will 
think about ‘cutting their losses’, and reach an optimal balance between the 
degree of non-compliance and risk of getting caught.1258 

This lowering of the effectiveness of the difference minimization programme in the 
operative model is a secondary mismatch, originating from a primary mismatch 
in the empirical model. Since the anchor point for responsibility and liability 
is the notion/actor of ‘controller’, and a primary mismatch has been identified 
in relation to this notion, it stands to reason that the difference minimization 
programme will be affected. However, also in relation to the responsibility and 
liability in the case of joint controllership, the secondary mismatch appears in 

1255 See in Section 2.1.3. on ‘the sum is more than its parts’. See also Mahieu and Van Hoboken 
(n 959).

1256 Van Alsenoy (n 955) 507.
1257 See ibid 507; 576–577.
1258 If under these circumstances the effectiveness of the GDPR is not optimal in the difference 

minimization programme construed in the regulated field, this may indicate a mismatch at 
the level of the operative model, which may be a primary mismatch (see Chapter 5). 
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a limited technology-use context, and not in all contexts that the GDPR covers. 
Notwithstanding, the sociotechnical landscape is constantly developing, not 
only in complexity but also in terms of actors involved in the processing, which 
indicates that in the future, the difference minimization programme will suffer 
further lowering of effectiveness in increasingly more technology-use contexts. 

4.2.2 Rights of the data subject
A clue towards a secondary mismatch in the operative model regarding rights 
of the data subjects has already been identified in the horizontal investigation. 
This is because on the one hand, the data subject rights function as a check 
on the activities of the controllers, and on the other hand, the rights need 
to be facilitated by the controllers. Therefore, the proper accommodation of 
data subject rights is dependent on the appropriate qualification of the actors 
involved and their incumbent responsibilities.1259

Data subject rights as part of the operative model have as an anchor point in 
the empirical model the two actors (data subject and controller), but also the 
characteristics of their relationship, i.e. information and power asymmetries. 
In relation to the prospective model, the rights link to the regulatory goal of 
data subjects having control over their personal data.1260 Some of the rights 
are also prerequisites for the effectiveness of others. For instance, a data 
subject should have the right of access to personal data, and be able to exercise 
it easily and regularly, ‘in order to be aware of, and verify, the lawfulness of 
the processing’.1261 The right of access is also important for the right to rectify, 
object to the processing, or erase personal data.1262 

When controllers do not have the capability to facilitate data subject rights, for 
instance because they do not have access to the personal data, or when a joint 
controllership chain is set up in such a way that individuals cannot identify a 
controller for a specific phase of the processing,1263 the difference minimization 
programme established by this part of the operative model will suffer. 

Based on the apparent mismatch discussed in section 2.1, two situations when 
the difference minimization programme established through the rights of data 

1259 Van Alsenoy (n 955) 143.
1260 Recital 7 GDPR: ‘Natural persons should have control of their own personal data.’ (excerpt)
1261 Recital 63 GDPR. 
1262 Joint Cases C-141/12 YS v Minister voor Immigratie, Integratie en Asiel and C-372/12 

Minister voor Immigratie, Integratie en Asiel v M,S (Judgment, 17 July 2014) [44].
1263 See also, on cobwebs of control: Finck, ‘Cobwebs of Control’ (n 1044).
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subjects decreases in effectiveness can be distilled. First, when the controller 
does not have the assumed control, and second, when the data subject cannot 
identify the controller(s) involved in the processing of their personal data. 
Indeed, ‘the more controllers involved, the more difficult it may become for data 
subjects to ascertain who is responsible for which aspect of the processing’.1264 

As discussed also in Section 2.1., a consequence of the addition of the ‘phase-
oriented approach’ to the implicit operative model of the GDPR, as highlighted 
by Mahieu and Van Hoboken, is that transparency might be diminished on the 
side of the data subject. For instance, in Fashion ID, the website would therefore 
have to provide information to the data subject only relating to the phase of the 
processing it was a joint controller for. It is unclear from the judgment how the 
CJEU sees the organisation of the provision of information for the subsequent 
phases of the processing that Facebook is sole controller for, especially when 
the users of the Fashion ID website are not Facebook users.1265 This information 
is crucial for data subjects, so that they know how their data is processed, and 
who to turn to in case they want to exercise their rights. 

A more complicated illustration of the multiplicity of actors and the data processing 
‘ecosystem’ they build is in the context of intelligent personal home assistants 
(IPHAs).1266 Here, parties may fulfil different functions depending on their role 
within the processing at a specific phase, to the extent that the identification of 
the controller to which a specific request can be addressed is convoluted for the 
average data subject. This diminishes the effectiveness of data subject rights as an 
important part of the operative model. According to De Conca, the intricacy of the 
ecosystem behind the IPHAs makes it difficult to reduce to the roles of the GDPR:

‘[…] owners are Data Subjects but can also be controllers; the 
app developers are joint-controllers together with the producers 
of IPHAs, but can also be their processors, and vice-versa; third-
parties are hard to identify because they automatically turn into 
controllers if their interests are interpreted as purposes for the 
processing; the use of libraries for programming, proprietary 
APIs, and the responsibilities of the app stores further contribute 
to complicate the scenario.’1267

1264 Van Alsenoy (n 955) 579.
1265 Paun, ‘On the Way to Effective and Complete Protection (?)’ (n 1018).
1266 De Conca (n 1129) 156.
1267 ibid 213.
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When the difference minimisation programme established by the rights of 
data subjects does not trigger the assumed changes in the regulatory field, 
the regulatory goal of control in the prospective model will not be achieved to 
the extent assumed by the chain of effects. If we move horizontally within the 
operative model, one can notice that data subject rights also play a role in the 
enforcement mechanism of the GDPR, what I refer to as the individual pillar 
of enforcement. Data subjects may verify the lawfulness of data processing and 
rectify it, may lodge a complaint with the data protection authorities (DPAs),1268 
and may delegate the enforcement of their rights to third parties.1269 A further 
investigation could thus be conducted horizontally within the operative model 
from the perspective of enforcement and what the decrease in effectiveness 
within the difference minimization programme of the data subject rights could 
mean for the rest of the sub-model.

This sub-section has focused on a secondary mismatch that flows from the 
primary mismatch within the notion of ‘controller’. If one were to analyse the 
difference minimization programme established by rights of the data subject, 
they would have to change the focus of the analysis. Namely, they should include 
an analysis of both actors (so, also the data subject) and the assumptions about 
their characteristics (the empirical model for data subject rights). Only then, 
a more complete picture would come through. For instance, as discussed in 
chapter 5 with regard to mandatory information disclosure in consumer law, 
information overload will be an issue in data protection law as well.1270 

4.2.3 Data Protection by Design and by Default
Data protection by design and by default (DPbDD) is one of the obligations 
incumbent exclusively on the controller.1271 It is perhaps one of the most 
comprehensive obligations, as it has also been called as being the ‘key’ to GDPR 
compliance.1272 DPbDD brings together in one article multiple elements of the 
operative model, such as the principle of data minimization and security measures. 

1268 Art. 77 GDPR.
1269 Art. 80 (1) GDPR. 
1270 See Chapter 5.
1271 Article 25 GDPR. This section is partly inspired from insights derived in Cuijpers and Paun 

(n 1041).
1272 L Jasmontaite and others, ‘Data Protection by Design and by Default: Framing Guiding 

Principles into Legal Obligations in the GDPR’ (2018) 4 European Data Protection Law 
Review 168.
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Under the DPbDD, controllers are required: 
‘Taking into account the state of the art, the cost of 
implementation and the nature, scope, context and purposes 
of processing as well as the risks of varying likelihood and 
severity for rights and freedoms of natural persons posed by 
the processing, the controller shall, both at the time of the 
determination of the means for processing and at the time 
of the processing itself, implement appropriate technical and 
organisational measures, such as pseudonymisation, which 
are designed to implement data-protection principles, such as 
data minimisation, in an effective manner and to integrate the 
necessary safeguards into the processing in order to meet the 
requirements of this Regulation and protect the rights of data 
subjects.’1273 [emphasis added]

The difference minimization programme established by article 25 GDPR, 
besides reinforcing other obligations in the operative model by requiring 
them as embedded in the design of processing operations, adds an important 
dimension of time and timing. First, controllers need to take into account the 
state of the art, both in relation to how technological development can give 
rise to new data protection risks, but also how it could contribute to enabling 
protection.1274 The reference to the state of the art brings a sort of movement of 
the obligation in time, from the perspective of sustainability of law.1275 Second, 
the timing of implementing DPbDD, both in the beginning as well as throughout 
the processing, provides for continuous assessment. However, as Gürses and 
Van Hoboken observe, it is not always possible that DPbDD can be embedded 
‘from the start’, especially in the case of bundles of services when it may be 
difficult to identify the start of the digital functionality.1276

The obligation to implement DPbDD has not been without criticism. Viewed 
through the lens of this dissertation, the first one relates to the translation of 
the difference minimization programme into the regulated field. For instance, 
Bygrave observes that 

1273 Article 25(1) GDPR.
1274 European Data Protection Board, ‘Guidelines 4/2019 on Article 25 Data Protection by 

Design and by Default’ (2020) s 2.1.3.1. 
1275 See Chapter 3, Section 2.
1276 Gürses and Van Hoboken (n 170) 592.
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‘Article 25 suffers from multiple flaws, in particular a lack of 
clarity over the parameters and methodologies for achieving its 
goals, a failure to communicate clearly and directly with those 
engaged in the engineering of information systems, and a failure 
to provide the necessary incentives to spur the “hardwiring” of 
privacy-related interests.’ 1277 

It is therefore not yet clear how this is ‘translated’ into the internal models 
of reality of the systems that it aims to cause change in through structural 
coupling. This is also not unusual or particularly worrying, since it may take 
some time for difference minimization programmes to form in other systems, 
and changes to take place. 

What is more worrying and more relevant to the current vertical analysis, is 
that the obligation uses the concept of ‘controller’ as single anchor point, and it 
builds on the assumptions that the controller is in control of the (design of the) 
processing and has the power to determine its features.1278 This is not always the 
case, and as shown above, oftentimes power asymmetries in the market make 
it that controllers are not able to exercise the assumed degree of control over 
the systems they will use. One example has already been discussed under joint 
controllership, when producers of apps for IPHAs are obliged to use the APIs 
provided by Google or Amazon. However, power asymmetries are increasingly 
present also between controllers and producers of data processing systems 
which may also qualify as processors, or as fulfilling no role under the GDPR. 

For instance, a case study on cloud computing conducted by Van Alsenoy 
reveals that the de facto control of many controllers regarding the design of 
data processing systems is limited. Cloud services are pre-defined, in the sense 
that cloud service providers have already made important design decisions, and 
customization possibilities are limited. In short, it is mostly a ‘take it or leave it’ 
offer.1279 Indeed, controllers still bear the full responsibility for their choice of a 
cloud service provider. The hope is, according to Bygrave, that by imposing this 
obligation solely on the controller, DPbDD will have effects both ‘downstream’ 

1277 Lee A Bygrave, ‘Data Protection by Design and by Default : Deciphering the EU’s Legislative 
Requirements’ (2017) 4 Oslo Law Review 105, 105.See also Bert-Jaap Koops and Ronald 
Leenes, ‘Privacy Regulation Cannot Be Hardcoded. A Critical Comment on the “Privacy 
by Design” Provision in Data-Protection Law’ (2014) 28 International Review of Law, 
Computers & Technology 159.

1278 See Mahieu, Van Hoboken and Asghari (n 240) 7; Van Alsenoy (n 955) 504.
1279 Van Alsenoy (n 955) 503. 
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to processors, and ‘upstream’ to technology developers.1280 However, this effect, 
if indeed assumed by the difference minimization programme, is dependent 
on the market power that controllers have to influence the privacy-preserving 
development of available services, especially since the obligation is dependent 
both on the state of the art as well as the cost of implementation.1281 The inclusion 
of these two elements seems to establish as part of the structural coupling, 
also an acknowledgement of the regulated field’s internal mechanisms. This, 
however, might also work against the assumed chain of effects of the obligation 
of DPbDD, in the sense that, as Van Alsenoy puts it, a ‘chicken-or-egg’ dilemma 
emerges: ‘in the absence of reasonably priced, off-the-shelf solutions with 
proven track record, it is difficult to imagine a generally enforceable obligation 
of data protection by design, save perhaps for very high risk applications.’1282 

Given the mismatch in assumptions relating to the capabilities of controllers 
when they actually do have the assumed influence and power to determine the 
design of processing, as well as the current market, the difference minimization 
programme established by the DPbDD obligation is limited in its effectiveness. 
Indeed, the choice of a sole anchor point has left it vulnerable to a misallocation 
problem, meaning that it imposes an obligation on an actor which, in fact, has 
limited to no capability to comply with the obligation.1283 Some signs revealing 
a mismatch in the choice of the singular anchor point for this obligation were 
already voiced during the drafting of the GDPR. Indeed, the Article 29 Working 
Party suggested that the (then) principle of ‘privacy by design’ should, next 
to controllers, also be binding for technology designers and producers.1284 
Furthermore, some amendments proposed that were summarized in the LIBE 
report stated that DPbDD should also be applicable to producers.1285 The 
inclusion of additional actors as anchor points of the DPbDD obligation would 
have alleviated ripple effects of the mismatch relating to the notion of controller 
on the effectiveness of the difference minimization mechanism established. 

1280 Bygrave, ‘Data Protection by Design and by Default’ (n 1277) 116.
1281 Van Alsenoy (n 955) 504–505.
1282 ibid 505.
1283 Benjamin Wong, ‘Problems with Controller-Based Responsibility in EU Data Protection 

Law’ (2021) 11 International Data Privacy Law 375; Van Alsenoy (n 955) 505; European 
Data Protection Supervisor, ‘Opinion of the European Data Protection Supervisor on 
the Commission’s Communication on “Unleashing the Potential of Cloud Computing in 
Europe”’ (2012) 6.

1284 Article 29 Working Party, ‘The Future of Privacy; Joint Contribution to the Consultation of 
the European Commission on the Legal Framework for the Fundamental Right to Protection 
of Personal Data’ (n 974) 12.

1285 Amendment 98 in Albrecht (n 986).
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It would have also meant, of course, an adaptation of the empirical model, 
including the underlying technology-use model, and the assumptions relating 
to the role of different actors in the materialization of the desired outcome. 

The final text of the GDPR mentions producers, albeit only in a recital. Namely, 
producers ‘should be encouraged’ to take into account data protection by design 
when developing and designing their products.1286 This inclusion, although not 
qualifying producers as anchor points for any obligations under the GDPR, does 
offer a glimpse of acknowledgement on the side of the EU regulator that, in fact, 
more actors play a role in realizing the regulatory goals of the GDPR. 

4.3 Answer to guiding question 
This section performed the vertical investigation as part of Phase II of the 
analytical framework, thus rounding up this step of the analytical framework. 
Namely, the aim of the investigation was to track the ripple effects of the 
mismatch identified in Phase I throughout other sub-models, and thus to answer 
the guiding question of: Does the apparent mismatch affect the adequacy of 
other sub-models, and if so, to what extent? 

I conducted the analysis by focusing on the operative model, and assuming 
that the prospective model has remained adequate (i.e. there are no primary 
mismatches in that sub-model).1287 After providing an overview of the operative 
model of the GDPR on a smaller scale (and thus less detailed), I zoomed in on 
three parts of the operative model: responsibility and liability in case of joint 
controllership, data subject rights, and data protection by design and by default. 
All three use the concept of controller as (one of) the anchor point(s), and base 
their difference minimization programme on assumptions that have been shown 
not to align with the current sociotechnical reality, at least with regard to the 
technology-use context where the mismatch was found to take place.1288 In all 
three cases, secondary mismatches were found as being caused by the ripple 
effects of the primary mismatch relating to the concept of ‘controller’, which 
results in a lowering of effectiveness of the difference minimization programs, 
and of the operative model as a whole. The fact that the controller as an actor 
is such a crucial anchor point for the operative model makes the mismatch 
identified in Phase I both a prominent and complex one. To find out the full 
extent of its ripple effects in the operative model, more difference minimization 

1286 See Recital 78 GDPR. 
1287 Since the empirical model is determined by the normativity of the prospective model, a 

mismatch in the empirical model cannot cause a secondary mismatch in the prospective 
model. See Chapter 5, Section 4.3.

1288 See section 2.2.3. 
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programmes that use ‘controller’ as an anchor point should be studied than 
what has been used here for illustration purposes. An example could relate 
to the application of the information paradigm in article 13 GDPR and how 
this is affected by the apparent mismatch. Furthermore, a horizontal analysis 
should also be extended to the operative model, to investigate the extent of 
the secondary mismatches for the whole model, and thus the lowering in the 
effectiveness of the GDPR.1289 

In terms of the process of answering the guiding question and additional insights 
provided, some observations can be made. While performing the investigation, 
the analysis returned to the elements of the empirical model, and not only 
exclusively with regard to the notion of controller, but also to extract some other 
assumptions that are taken over in the difference minimization programme. 
Furthermore, when vertically tracking the effects of the mismatch identified in 
Phase I, other avenues of investigation opened, for instance looking at the rights 
of data subjects not only from the perspective of the notion of controller, but 
apply the analytical framework at a larger scale, by zooming in on specific rights, 
for the analysis of their effectiveness as, for instance, part of the enforcement 
element of the operative model. Also, the guiding question has an important 
contribution to the analytical framework developed in this dissertation. First, 
because it shows whether the apparent mismatch identified in Phase I is one 
that decreases the effectiveness of the legislation under analysis, which is a 
relevant consideration for choosing the right manner of re-connection.1290 
Second, because it provides an opportunity to systematize the effects of the 
apparent mismatch, and thus find new insights into the causes of sub-optimal 
changes triggered (or not) in the regulated field. 

1289 See Chapter 5, Section 4.2. 
1290 See Chapter 5, Section 4.3. 
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5. Extent of regulatory disconnection (Phase III)

‘[B]asically, data protection stands and falls with the controller.’ 1291

With Phases I and II completed, this section will focus on Phase III, and answer the 
last guiding question of the analytical framework: What is the extent of regulatory 
disconnection? This section essentially collects the findings from Phase I and II to 
assess the extent of regulatory disconnection that was found in the analysis starting 
from the apparent mismatch. It has two main elements: the sociotechnical scope 
of the disconnection, i.e. the technology-use context where the mismatch takes 
place; and the sum of the mismatch identified in Phase I, together mismatches 
identified as a result of Phase II, including an assessment of their prominence and 
complexity.1292 Phase III is thus crucial to set the stage for a re-connection that is 
based on a systematic and integrated view of the disconnection. 

Phase I identified the apparent mismatch as a primary mismatch that relates 
to the concept of ‘controller’, more specifically the assumptions about the 
role and capabilities of this actor embedded both in the explicit and implicit 
empirical model (first guiding question). A further mismatch relating to the 
same concept was found to be caused by the recent CJEU case law through its 
additions to the implicit empirical model.1293 This led to an internal incoherence 
between the empirical and operative model (a secondary mismatch), as part of 
what was an arguably unintelligent re-connection. The assumptions relating to 
actors are influenced by the underlying technology-use model, which is a sort 
of mental model of technology and use thereof that influences the elements 
of the empirical model.1294 This is connected to the sociotechnical landscape 
at the moment of drafting, although it can be projected to the future. When 
the latter is the case, legislators are limited in their possibility to predict 
technological development, but also in their knowledge of the regulated field, as 
two autopoietic systems cannot interact directly, but only by building an internal 
model of other systems, and applying their internal mechanisms on that.1295 The 
second guiding question led to the findings that although the concepts relating 
to the main actors have been kept the same as in the Directive, and therefore a 
large part of the technology-use model as well, there have been some updates 
in light of sociotechnical change, albeit mostly at the level of implicit empirical 

1291 Blume (n 967) 292.
1292 See Chapter 5, Section 4.2. 
1293 See Section 2.1.4.
1294 See in Chapter 5, Section 3.2.
1295 See Chapter 4, Section 5.3. 
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model and updates in the operative model.1296 Timing-wise, the mismatch was 
found to have existed both pre- and post-GDPR. It was furthermore found not 
to relate to the whole current sociotechnical landscape, but rather that the 
empirical model around the concept of ‘controller’ remains suitable for part of 
the technologies in use: there are still situations that neatly fit the model.1297 
Therefore, the sociotechnical scope of disconnection is more limited than what 
is covered by the GDPR through its scope of application. 

As part of Phase II, the horizontal analysis revealed that there are ripple effects 
in all analysed relationships (controller-controller, controller-processor, 
controller-data subject). However, the secondary mismatches caused are 
of different complexity and prominence.1298 The relationship between two 
controllers is challenged both due to the primary mismatch, but also as a 
consequence of case law developments (as a secondary mismatch). In addition, 
while investigating the relationship controller-processor, it was found that the 
assumptions are challenged both as a secondary mismatch, as well as a primary 
mismatch as a consequence of changes in the sociotechnical landscape that 
challenge the binary of controller/processor. Last, regarding the relationship 
controller- data subject, it was found that the mismatch in the concept of 
controller will in some situations change the characteristics of the relationship. 
Furthermore, an indication of vertical ripple effects was found. A secondary 
mismatch was also identified when data subjects could in theory fulfil both the 
roles of data subjects and controllers, although this was not found particularly 
concerning due to its low prominence. 

The vertical investigation of ripple effects was done on selected matters that 
relate to different aspects of the operative model, as well as relationships 
between different actors (responsibility and liability in joint controllership, 
data subject rights, and data protection by design and by default). Since the 
concept of controller is an important anchor point for the operative model, 
it was expected that this will have ripple effects vertically as well. Secondary 
mismatches were indeed identified in all three selected matters since they are 
based on assumptions regarding the capabilities and role of the controller that 
no longer hold in (part of) the current sociotechnical landscape. This means that 
the difference minimization programmes’ effectiveness is lowered and so is the 
one of the operative model of the GDPR as a whole. 

1296 See Section 2.2.3. 
1297 See Section 2.2.3. 
1298 See Section 3.3. 
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Based on this illustrative endeavour of applying the analytical framework 
developed in this dissertation, the extent of regulatory disconnection in the 
GDPR when starting from the mismatch relating to the concept of controller 
is a significant one, in the sense that the mismatch is both prominent (main 
anchor point) as well as complex (significant effects on other sub-models). 
The mismatch identified in Phase I thus has ripple effects both horizontally 
and vertically, which means that when analysed from the starting point of 
the concept of ‘controller’, the GDPR as a legislative instrument reveals 
a regulatory disconnection within the empirical model, crossing into the 
operative model, which however, has a narrower sociotechnical scope than 
its scope of application.1299 To investigate the full extent of the disconnection, 
an horizontal investigation in the operative model should be performed, to 
estimate whether the secondary mismatches are off-set by other difference 
minimization programmes in the sub-model. For instance, whether a lowering 
in the effectiveness of data subject rights as part of the enforcement mechanism 
is off-set by collective action or by investigations of Data Protection Authorities. 

In terms of answering the last guiding question, this is meant to bring together 
all the findings from the other guiding questions and to reflect on their 
interrelatedness, as well as on the cumulative effect of the legislation as a whole. 
A word of caution is needed here. While the guiding question asks about the 
extent of regulatory disconnection, this is in fact limited to what was found 
by following the apparent mismatch and its effects. This can be imagined as 
pulling a thread, and seeing where this leads. Different insights would have 
been derived if the analysis had started, for example, from the question of 
whether the objective of facilitating control of the data subjects over their 
personal data is still valid. The analysis would have therefore started from the 
prospective model. Assuming that a mismatch was found there, this would have 
led the analysis towards different elements as part of the horizontal and vertical 
investigations (in which case the vertical investigation might be useful to be 
performed first). 

Some additional insights about the data protection reform, disconnection and 
re-connection based on the analysis in sections 2-5 will be developed upon in 
the next section, where I will also reflect on this first, illustrative application of 
the analytical framework. 

1299 The analysis assumed that there is no mismatch in the prospective model. 
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6. Conclusion

The aim of this chapter was to provide an illustration of applying the analytical 
framework developed in Part II of this dissertation. It did so within the context 
of the GDPR, starting from the apparent mismatch identified in relation to 
the notion of ‘controller’. In this chapter I put myself in the shoes of a user of 
the framework and let myself be guided by the guiding questions developed in 
Chapter 5 for the purpose of analysing (potential) disconnection in the GDPR. 
In the introduction of this chapter, I outlined a number of points on which I 
would reflect after applying the framework: 

i. Whether the potential for a more systematic analysis is still supported.
ii.  Whether the guiding questions are suitable as a roadmap for users of this 

framework.
iii.  Whether, based on the illustrative case, additional insights are provided 

with regard to: 
 a.  Understanding the extent of regulatory disconnection within a 

legislative instrument
 b.  Guidance on identifying the right manner of re-connection as well as 

the starting point for doing so.

The following section provides the aforementioned reflection on the analytical 
framework as a whole by integrating the points enumerated above. Subsequently, 
I reflect on the outcome of the application of the framework for the illustrative 
case of the GDPR. 

6.1 Findings on the application of the analytical framework
The analytical framework has proven to be a useful tool to systematically unravel 
and then reintegrate interrelated mismatches in different sub-models of a piece 
of legislation, by taking the user through a series of steps. The guiding questions 
corresponding to each step facilitate the investigation of the background of the 
apparent mismatch (guiding question on the apparent mismatch), tracking what 
and when might have happened (guiding question on sociotechnical change 
and its characteristics), and identifying its consequences (the horizontal and 
vertical investigations) in a systematic manner. At the same time, relevant 
knowledge was gathered to be used as an input for choosing the right manner 
of reconnection, for instance the technological scope of the disconnection. 
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The analysis is not only more systematic because it is organized by guiding 
questions, but also because the questions build on each other, in such a way that 
insights from the previous one can be used in answering the next. Furthermore, 
the systematisation ensures that the analysis remains focused, but can also deal 
with the complexity of the matter at hand, in such a manner that the chance of 
overlooking crucial aspects is lowered. Phase II of the analytical framework is 
of importance here. The horizontal and vertical analyses may seem similar to 
readers of this chapter, and this may invite some criticism on maintaining their 
separation. Indeed, they are a testimony to the interrelatedness and complexity 
of the sub-models. However, the importance of their different focus should not 
be understated. The horizontal investigation in this chapter remained focused 
on the ripple effects of the apparent mismatch on other elements of the empirical 
sub-model. However, the implicit empirical model was extracted partly from the 
operative sub-model, for instance, the assumptions relating to the relationship 
between two actors, for instance the controller and the data subject. It was 
found that there is a secondary mismatch within this relationship caused by 
the ripple effect of the apparent mismatch. So: a secondary mismatch within 
the empirical model. The vertical investigation relating to the same theme 
(controller - data subject) looked at what the secondary mismatch identified 
as part of the horizontal investigation means for the difference minimisation 
programme established by the operative model. In other words, whether the 
mismatch in the assumptions relating to the relationship controller-data subject 
has consequences for the effectiveness of the regulation. The answer was ‘yes’, 
since the relationship is used as an anchor point for an important part of the 
operative model, namely the data subject rights. The vertical investigation thus 
found that the effectiveness envisioned in relation to the data subject rights for 
the regulatory goals of the GDPR is lowered: a second, vertical ripple effect - 
different than the one found as part of the horizontal investigation. At the same 
time, the vertical investigation revealed new avenues for analysis, for instance 
looking at the rights of data subjects not only from the perspective of the notion 
of controller, but apply the analytical framework at a larger scale, by zooming 
in on specific rights, for the analysis of their effectiveness as, for instance, part 
of the enforcement element of the operative model.

The analytical framework lived up to its expectations with regard to providing 
users a systematic analysis and overview of the primary and secondary 
mismatches and thus extent of the disconnection. Furthermore, the illustrative 
application of the framework has revealed insights into the assumptions 
embedded in regulation and their role in regulatory disconnection. This will 
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prove helpful for actors conducting the investigation (be they regulators, 
academics, judges, etc.) in understanding the nature and scale of re-connection 
that needs to be undertaken, but also check that, after bringing changes to 
regulation, no internal incoherence has been caused. 

Taking a step back and looking at the bigger picture, I believe that the 
illustrative application in this chapter showed that this analytical framework 
brings an important contribution to the understanding of the gap between law 
and technology, by providing a tool to systematically investigate the manner 
in which a piece of legislation may have disconnected from the sociotechnical 
landscape. This relates to the knowledge nature of the gap.1300 Moreover, the 
analytical framework contributes to the ‘puzzle’ of law and technology, by 
bringing a piece dedicated to the substantive aspect of legislation. In other 
words, once the regulatory disconnection is identified, what are the avenues for 
re-connection? The additional insights in relation to choosing the right manner 
of re-connection provide further input in this direction.1301

The investigation in this chapter was done for illustration purposes, and was 
therefore limited in its findings, but also in its methods. Therefore, further 
research should be done to understand whether the potential of this analytical 
framework is also proven in interdisciplinary research. An interdisciplinary 
approach to applying this analytical framework would bring together knowledge 
from different systems, including the regulated field, and, with the right 
translation between the concepts and internal mechanisms in the models of 
reality of other disciplines, could reach its full potential. 

6.2 What’s in store for the GDPR, based on the analytical 
framework?
The extent of regulatory disconnection that was identified as a result of the 
investigation performed in this chapter is significant, since it relates to a concept 
that is essential for the functioning of the GDPR. The mismatch relating to the 
concept of ‘controller’ is thus both prominent and complex, which means that 
it affects other elements horizontally (within the same sub-model) as well as 
vertically (in the operative sub-model). However, the sociotechnical scope of 
the regulatory disconnection is more limited than the scope of application of 
the GDPR, in the sense that it still seems adequate for situations that neatly fit 

1300 See Chapter 2. 
1301 In Part I, I have identified that the substantive aspect of dealing with the gap between law 

and technology was underdeveloped. 
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within the assumptions embedded in the regulation. Notwithstanding, it was 
found that the technology-use model has only slightly evolved since the DPD 
and that changes brought in the GDPR are limited to the implicit part of the 
empirical model and to the operative model. Although made with sociotechnical 
developments in mind, the changes are based on outdated assumptions 
regarding the capabilities and roles of the actors used as anchor points for 
difference minimization programmes. 

Based on the investigation in this Chapter, some additional insights can be 
drawn with regard to the data protection reform which led to the GDPR. The 
data protection reform was meant to remedy a regulatory disconnection. While it 
aimed to address technological developments (and harmonization) issues, it did 
so to a limited extent. The introduction of new actors was briefly contemplated 
for the empirical model,1302 but the final text of the GDPR maintained the same 
notions, and as a result the technology-use model remained largely the same as 
under the DPD.1303 The primary mismatch relating to the concept of ‘controller’ 
was aggravated due to the interpretation of the CJEU, through the creation of 
what is arguably a secondary mismatch and an incoherence between the two 
sub-models (empirical and operative).

Chapter 2 discussed manners of addressing regulatory disconnection for 
adapting the law, including the dichotomies between a paradigm shift versus 
a regular (adaptive) update, and a small-scale versus a large-scale regulatory 
effort. Consensus was also found in the fact that employing one regulatory 
response when another one would have been necessary may leave the 
regulatory environment in a worse state than initially.1304 Based on the analysis 
in this chapter, it can be concluded that the data protection reform had more 
characteristics of a large-scale regular (adaptive) update, rather than a paradigm 
shift (that ‘demands letting go of well-established assumptions about the law 
and how it regulates the issue at hand’1305). Perhaps the introduction of the risk-
based approach in certain parts of the operative model could be considered a 
small change towards a paradigm shift. However, maintaining essentially the 
same empirical model and not consciously adapting the technology-use model 
has left some of the pre-GDPR mismatches in place, at least with regard to the 
notion of ‘controller’. 

1302 See Van Alsenoy (n 955) 296.
1303 See section 2.2.
1304 See Chapter 2, Section 3.4.
1305 De Vries (n 217) 7.
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In terms of avenues for re-connection based on the extent of disconnection 
identified here, some of the guidance developed in Chapter 5 can be applied 
to the GDPR based on the findings in this chapter. What specifically should 
be done with the notion of ‘controller’ and the right manner to address the 
full extent of disconnection should be subject to further research. However, 
the investigation based on the analytical framework has already provided an 
overview of mismatches and their ripple-effects throughout the sub-models, 
which can be used to track the effects of different manners of reconnection, 
thereby avoiding internal incoherence or an ineffective reconnection. 

First, the apparent mismatch in Phase I was identified as a primary mismatch in 
the empirical model, of a significant prominence and complexity. This means that, 
providing the prospective model does not need adaptations,1306 remedying the 
mismatch in the empirical model cannot be done through interpretation,1307 since 
changes in the notion of ‘controller’ will have impact on both the empirical and 
the operative model. Updating the concept without analysing how the changes 
to the implicit empirical model will affect the rest of the regulation can lead to 
internal incoherence. The recent case law has already gone in this direction. 

Second, if regulatory effort is dedicated to adapting the empirical model, the 
changes should also be tracked vertically, and the necessary adaptations in the 
operative model made. Subsequently, the link to the prospective model should be 
checked, by looking at the assumed chain of effects and seeing if the difference 
minimisation programme is suitable to reach regulatory goals and congruent 
with the internal mechanisms in the regulated field, in such a way that also there 
the desired difference minimization programme is triggered. In other words, if 
regulators seek to update the technology-use model and therefore the explicit 
empirical model, they should perform a holistic check on the coherence and 
(likely) effectiveness of the regulation.1308 

Third, since it was found that the sub-models are still adequate for certain 
situations, this falls under what was labelled in Chapter 5 as ‘technology-limited 
disconnection’.1309 Researchers and regulators should try to further sharpen 
the sociotechnical scope of disconnection. For that scope, they could consider 

1306 This issue was left outside the scope of this dissertation’s study.
1307 Interpretation adds to the implicit sub-models since it does not lead to changes in the 

regulatory text. 
1308 I use the word ‘likely’ since this study has found that only once the models are ‘released’ in 

society one can see whether they work indeed as intended. See Chapter 5, section 2. 
1309 See Chapter 5, Section 4.3. 
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adding to the law, namely the introduction of a separate regulatory regime with 
an increased technology-specificity.1310 However, given the detailed procedural 
nature of the GPDR, a paradigm shift could be considered also in the legislative 
approach (e.g. more abstract high-level law, and more concrete regulation 
for different sectors). Both approaches come with their own advantages and 
disadvantages from the perspective of legal certainty, sustainability and the 
characteristics of the legal domain.1311 

Last, since this analysis was limited to the path opened by the notion of 
‘controller’, a fully-fledged regulatory effort to change the GDPR should look 
beyond this in its preparations. Some directions have already been identified 
in this chapter, such as the primary mismatch in the binary of controller-
processor.1312 Lastly, the prospective model should also be looked at. Some 
authors have already argued that the ambition of providing control to the data 
subject over their personal data might not be a feasible regulatory goal in today’s 
society.1313 Others have argued that the GDPR does not cover collective harms, 
although it should.1314

In conclusion, this illustrative application of the analytical framework provided 
additional insights in relation to regulatory disconnection in the GDPR. It also 
exposed the many directions for future investigations to inform an effective 
reform that will lessen the gap between the law and sociotechnical landscape in 
the case of controllership.

1310 This approach comes with its own advantages and disadvantages. See Chapter 2, Section 3.4.
1311 See Chapter 3, Section 2.
1312 Which has also been thoroughly investigated by Van Alsenoy. His conclusion was that in the 

short term, the concepts remain valid, but they may need to be changed in the long term. 
Van Alsenoy (n 955) 653.

1313 Koops, ‘The Trouble with European Data Protection Law’ (n 819).
1314 Mittelstadt (n 1131); Mantelero (n 1131).
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Law has always been challenged by sociotechnical change, be it the possibility 
of cloning, nanotechnology, or the internet. At the moment of writing this 
conclusion, laws are being drafted in an attempt to keep up with the different 
possibilities and impact of Artificial Intelligence, a technology which is bound to 
have consequences for many legal regimes. With each significant development, 
we wonder if and how to regulate the new sociotechnical landscape, or how 
to maintain the connection between the ‘old’ law and the ‘new’ technology. 
This dissertation relates to these challenges by aiming to make a next step in 
the development of a general theory of law and technology. To do so, it draws 
inspiration from the theory of autopoiesis in law and develops an analytical 
framework to identify and address regulatory disconnection between law and 
technology. Such a theory and analytical framework are not only relevant for 
the academic discussion, but could also be used by different actors such as 
regulators, judges, lawyers or civil society (e.g. NGOs). The research was guided 
by the main research question: How can the theory of autopoiesis further our 
understanding of the interaction between law and technology, and what would 
a new, autopoiesis-inspired analytical framework for dealing with regulatory 
disconnection contribute to this effort? 

The dissertation was into divided three parts, which built on and complemented 
each other while answering the research sub-questions. After investigating 
where there is room for a new approach in the existing theories related to 
regulatory disconnection (Part I, sub-question 1),1315 the search for an answer to 
the main research question was undertaken in two phases. First, I showed what 
role autopoiesis could have in taking the theory-building further (sub-question 
2),1316 followed by the building of the analytical framework (sub-question 3) 
(Part II).1317 Second, I applied the analytical framework to the illustrative 
case of the GDPR, which is one of the most discussed legislative instruments 
in relation to novel digital technologies. The core concept of ‘controller’ was 
used as an entry-point (apparent mismatch) for the analysis.1318 (Part III, sub-

1315 What are the gaps in the existing theories relating to regulatory disconnection between law 
and technology?

1316 What is the theory of autopoiesis, and how does it contribute to the theory-building around 
the interaction between law and technology?

1317 What does an autopoiesis-inspired analytical framework for identifying and addressing 
regulatory disconnection look like?

1318 For the justification of choosing the GDPR as an illustrative case and the concept of 
controller as an entry point, see Chapter 6, section 1. 
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question 4)1319 This concluding chapter brings together the findings of this study 
by combining the answers to the sub-questions, thereby answering the main 
question, and drawing directions for future research. 

1. The missing link in the ‘gap’ and the ‘puzzle’ 
of law and technology 

Before reflecting on the role of autopoiesis in understanding the interaction 
between law and technology, let us return to the starting point of this 
dissertation: the idea of law lagging behind technology, and the contribution 
of current approaches towards understanding and dealing with this dilemma. 

1.1 The ‘gap’
The gap between law and technology is referred to as the ‘pacing problem’. It 
occurs where there is a difference (gap) between the rate of technological change 
and how the legal system deals with that change.1320 This relates not only to 
speed of the legislative reaction, but also has a knowledge dimension which 
focuses on the ability of the legal system to process the knowledge generated as 
part of sociotechnical change.1321 Although the twofold nature of the gap cannot 
be separated, the theory of regulatory (dis)connection can be placed closer to 
the ‘knowledge’ nature of the gap. The processing of sociotechnical change by 
law is included under the effort of ‘getting connected’ with a new state of the 
sociotechnical landscape.1322 During this effort, questions arise with regard to 
concerns raised by a new technology or use thereof (why regulate?), where 
in the legal system should the regulatory attention focus, as well as when a 
new sociotechnical change should be regulated.1323 While regulators focus on 
these questions, technology will not stand still. Even if law gets connected, 
there is no guarantee it will also stay connected. When this happens, regulatory 
disconnection takes place.1324 The types of disconnection are classified by the 
types of mismatches that occur: descriptive (the descriptions of technology 
included in regulation do not match the current sociotechnical landscape), 

1319 What does the application of this analytical framework to the case of controllership under 
the General Data Protection Regulation (GDPR) illustrate with regard to the contribution 
of the framework?

1320 Marchant (n 9) 19.
1321 See Chapter 2, section 2; Marchant, Allenby and Herkert (n 10) xiv.
1322 See Chapter 2, Section 3.1; Brownsword and Goodwin (n 12) 371 and following.
1323 See Chapter 2, section 3.1. 
1324 See Chapter 2, section 3.2; Brownsword and Goodwin (n 12) 398.
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normative (the values considered at the time of drafting do not match the moral 
issues brought about by the new state of technology), and technology-use model 
(in case of technology-neutral drafting, the assumptions about actors and/or 
uses of technology are implicitly embedded in the regulation, and no longer 
match the new sociotechnical context).1325 When a disconnection takes place, 
the question of re-connection and the manner to do so arises. 

Chapter 2 found that not every manner of re-connection is suitable for every type 
of mismatch.1326 The right manner of re-connection thus depends on the type of 
disconnection, as well as its extent throughout a regulatory scheme. For instance, 
while a descriptive disconnection may be addressed through interpretation 
or regulatory update, this will not be a suitable measure for a normative or 
technology-use model disconnection, which may require a paradigm shift. It 
is therefore pivotal that before engaging into re-connection, an understanding 
of the type of mismatch and extent of disconnection is developed. However, 
identifying types of regulatory disconnection was found to be a complicated 
matter because of different factors. For instance, because the consequences 
of a (potential) disconnection are often first observed.1327 These are, for 
instance, legal uncertainty whereby the application of a regulation to the new 
sociotechnical landscape is not yet clear, or problems of regulatory targeting, 
whereby the existing regulation covers the new technology or conduct while it 
should not, or vice versa. 1328 Furthermore, different (types of) disconnections 
may hide behind each other, in the sense that while a descriptive disconnection 
may be the visible one, it may hide another type of disconnection, which implies 
a different type of re-connection. Most importantly, this study found that a 
holistic and systematic approach to identifying regulatory disconnection from 
a substantive perspective is currently missing, but it is crucial for determining 
the possibilities for re-connection.1329 Furthermore, very limited guidance 
was found in the existing literature on how to choose the right manner of re-
connection.1330 Such further guidance is necessary, especially since choosing an 
unsuitable manner of re-connection may exacerbate the disconnection. 

1325 Chapter 2, section 3.2. In Brownsword (2008), there are two types, normative and 
descriptive. This typology was expanded by Brownsword and Goodwin (2012), with a third 
type inspired by the work of Reed, which I labelled as technology-use model. Brownsword 
(n 12); Brownsword and Goodwin (n 12); Reed (n 142).

1326 See Chapter 2, section 3.4. 
1327 See Chapter 2, section 3.3.
1328 For other consequences, see Chapter 2, section 3.3. This is based on Bennett Moses, 

‘Recurring Dilemmas’ (n 14).
1329 See Part I, Conclusion. 
1330 See Chapter 2, section 3.4. 
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1.2 The ‘puzzle’
Beyond the substantive perspective, systemic mechanisms and approaches were 
evaluated on how suitable they are to reduce the frequency, extent and/or the 
impact of regulatory disconnection, but also whether they offer further input for 
a method to identify and address regulatory disconnection.1331 Essentially, these 
are manners of ‘future-proofing’ the legal system in the face of sociotechnical 
change, from different angles: sustainable drafting through technology-
neutrality (focusing on the ‘knowledge’ gap), institutional design (focusing 
on the ‘speed’ gap), as well as engaging more closely with technology through 
experimental regulation and regulatory sandboxes (focusing on a combination 
of ‘knowledge’ and ‘speed’). Chapter 3 found that these approaches reduce the 
frequency and/or impact of regulatory disconnection, albeit to different extents, 
and with different effects for each type. Therefore, regulatory disconnection 
cannot be avoided altogether. Furthermore, none of these approaches were 
found to bring further input for a method for identification and confirmation 
of disconnection, or selection of the right manner of re-connection from the 
substantive perspective. 

1.3 The missing link 
The conclusion that regulatory disconnection cannot be avoided altogether 
amplifies the importance of a consistent and integrated structure for bringing 
together clues of a potential disconnection and identify its cause (the why), its 
place in the regulatory scheme (the where), and how to establish re-connection 
(the how). Such an integrated structure was found to be a ‘missing link’ within 
the state of the art of both the ‘gap’ and the ‘puzzle’ of law and technology. Even 
in the context of institutional design where mechanisms to adapt regulatory 
schemes are ‘built in’,1332 questions remain on how to investigate the extent of 
regulatory disconnection, as well as what should the regulatory response look 
like from a substantive perspective. 

At a more fundamental level, Part I also found that although there have been 
some proposals for a general theory of law and technology, the efforts of theory-

1331 See Chapter 3. 
1332 See Chapter 3, Section 3. Under the institutional design approach, the focus is on future-

proofing the law-making process. Different levels of regulation were analysed, including the 
role of regulatory agencies in adapting the regulating scheme at a lower level of regulation, 
in an attempt to make small steps with the sociotechnical changes. Such an institutional 
design would increase the speed of adaptation to new sociotechnical landscape. Chapter 
2, Section 3.4.2. also includes different actors that may be involved in identifying and 
addressing regulatory disconnection, including legislators, regulators and courts. 
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building in this field have been fragmented between different approaches and 
paradigms.1333 A comprehensive theory in law and technology would allow 
the current approaches to interact and build on each other within the same 
conceptual playing field, thereby generating further insights with regard to the 
interaction between law and technology. It is in relation to these two matters 
that the role of autopoiesis was investigated in the subsequent chapters: first, 
as a potential candidate to provide a conceptual playing field for current 
approaches, thereby marking a next step in the theory-building in the field of law 
and technology; second, as a source of inspiration for an analytical framework 
for identifying and addressing regulatory disconnection.

2. The role of autopoiesis in understanding 
law and technology

Chapter 4 introduced the theory of (legal) autopoiesis and connected it to the 
‘pacing problem’.1334 In essence, the theory of autopoiesis proposes that the 
world is composed of different, self-producing (‘autopoietic’) systems. This 
includes systems in society, within which law can be considered a functional 
sub-system. These systems are at the same time closed and open. They can only 
view the world as filtered through their own internal mechanisms and produce 
their own elements (organizational closure). However, the systems are not 
isolated from each other (cognitive openness), and can even interact with each 
other, albeit indirectly.1335 One system can trigger changes in another system 
through irritations that are channelled by structural coupling.1336 It is up to the 
receiving system to filter the irritation and respond according to its own internal 
mechanisms. Each system thus develops its own world-view, or an internal 
model of reality of what other systems look like.1337 Law as an autopoietic 
system is no exception. When law’s internal model of reality is challenged by a 
change in the system’s environment, there is a risk that it becomes incongruent 
with the system it aims at regulating. Systems can also co-evolve, meaning that 

1333 See Part I, Conclusion. 
1334 See Chapter 4, Section 6.
1335 See Chapter 4, section 5.2. 
1336 See Chapter 4, section 5.2; Luhmann, ‘Operational Closure and Structural Coupling: The 

Differentiation of the Legal System’ (n 628).
1337 See Chapter 4, section 5.3.; Teubner, ‘Substantive and Reflexive Elements in Modern Law’ 

(n 528).
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over time and through multiple interactions, their models of reality align in such 
a way that they become compatible.1338

When it comes to the interaction between law and technology, especially in 
the context of the ‘pacing problem’, the theory of autopoiesis provides an 
additional perspective to the twofold nature of the ‘gap’. If we consider both 
law and technology as functional sub-systems of society (open and closed), 
this means that there is potential for structural coupling, mutual influence 
through irritations, and indeed, co-evolution. Therefore, rather than seeing a 
linear causation between technological change and the need for law to adapt 
to the new sociotechnical context, one can talk of two systems that develop 
independently, but influence each other through irritations towards co-
evolution, within an environment composed by other systems as well.1339 Due 
to the (operational) closure of law as a system, for a sociotechnical change to 
constitute an irritation for law as a system, it must be perceived on the ‘internal 
screens’ of law, i.e. within its own internal mechanisms. It may thus be the case 
that a new technological discovery is not perceived by law in its beginnings, 
and that it takes time until this is perceived as an irritation. Furthermore, it 
takes time for law to process the irritation coming from its environment. Thus, 
when technology changes rapidly, it stands to reason that law will lag behind 
technology.1340 These findings are compatible with the existing theory of the 
pacing problem, as well as its twofold nature of knowledge and speed. 

The innovative contribution of autopoiesis is a further explanatory layer that 
it adds to the existing theory, by placing the current ‘pacing problem’ within a 
more comprehensive theory. Chapter 4 also found that this framing provides 
the opportunity to develop additional insights as well as tools to address to the 
missing link in the ‘gap’ and ‘puzzle’ of law and technology. These two findings 
lie at the basis of the analytical framework developed in this dissertation, which 
develops the concept of models of reality as a tool of a novel, integrated, and 
systematic approach of analysing legislation in the face of sociotechnical change. 

1338 For co-evolution, see Chapter 4, section 5.4.; Teubner, ‘Evolution of Autopoietic Law’ (n 601).
1339 See Chapter 6, section 6. 
1340 See also Deakin and Markou (n 509).
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3. An autopoiesis-inspired analytical framework

As already mentioned, the analytical framework was developed around the 
concept of models of reality, as a product of organizational closure and cognitive 
openness of autopoietic systems. To put it simply, a model of reality is a sort of 
counterfactual reality built by the internal mechanisms of an autopoietic system. 
Law’s internal model of reality is comprised of three sub-models: empirical, 
prospective, and operative.1341 Chapter 5 adapted Teubner’s division between 
these sub-models to the context of legislation, and used this adaptation to 
transform these sub-models in tools for analysis. The building of the analytical 
framework then took place in two steps: first, focusing on how to identify the 
sub-models in existing laws,1342 and second, focusing on their use as tools to 
analyse (potential) regulatory disconnection.1343 The guiding questions for 
identifying the three sub-models are included in Annex I of this dissertation, 
whereas the guiding questions for investigating regulatory disconnection are 
included in Annex II.1344 

3.1  Models of reality for identifying and addressing 
regulatory disconnection
Chapter 5 argued that each legislation contains its own model and sub-models 
of reality.1345 The empirical sub-model is descriptive and includes assumptions 
about the regulated field, for instance how actors interact. The prospective 
model refers to regulatory goals and values that determine what the law 
should achieve (i.e. the desired situation). The operative model, including a 
difference minimization programme, aims to adjust social reality in such a 
way as to minimise the difference between the situation now, and the desired 
situation.1346 For instance, it contains rules and obligations of the key actors 
that have a role to play in the status quo.1347 Due to the operational closure of 
the systems, the difference minimisation programme aimed at changing the 
status quo in the regulated field remains internal to law as a system, and can 
only trigger an irritation in the external systems. In its turn, the regulated field 
perceives the irritation through its own internal mechanisms, which will lead 
to the construction of its own difference minimisation programme. Therefore, 

1341 Teubner, ‘After Legal Instrumentalism? Strategic Models of Post-Regulatory Law’ (n 660).
1342 See Chapter 5, Section 3. 
1343 See Chapter 5, Section 4. 
1344 For the theoretical background to the questions, see Chapter 5, section 3.2.1. 
1345 Chapter 5, section 2. 
1346 For difference minimisation programme see Paterson and Teubner (n 719).
1347 See Chapter 5, section 2.
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the success of regulation is dependent on how (if at all!) the irritation is 
perceived in the regulated field, and its internal attempts to process it.1348 An 
additional characteristic of the sub-models is that they are not stand-alone, but 
interdependent and intertwined.1349 This means that the difference minimisation 
programme in the operative model is dependent on how the regulated field is 
perceived (empirical model), and the desired situation (prospective model). 
Consequently, the success of a regulatory scheme is dependent on the adequacy 
of all sub-models, not just the one aiming to trigger the change in the regulated 
field. Therefore, when sub-models in legislation become inadequate, in this 
case due to sociotechnical change, the regulation will decrease in effectiveness 
or become irrelevant. Thus, regulatory disconnection as the mismatch 
between legislation and the sociotechnical context in which it operates can be 
conceptualised through the lens of autopoiesis as an incongruence between law 
and the systems in which it aims to trigger a change in, whereby the triggering 
of an irritation fails or does not achieve the desired outcome.1350

The use of sub-models for analysing legislation adds a layered approach to 
diagnosing and tackling regulatory disconnection while remaining mindful 
of the complexity of the regulatory scheme. Placing the theory of regulatory 
disconnection within the context of autopoiesis led to further insights, 
most importantly as to the contrast between a mismatch and the full extent 
of the regulatory disconnection. Chapter 5 found that the mismatches 
cannot be so easily and clearly separated and labelled into the three types of 
regulatory disconnection (descriptive, normative, and technology-use model). 
Furthermore, looking to attach a label to the mismatches (e.g. type 1), while 
it can have its advantages, can lead to the tunnel vision and into the trap of 
not performing a systematic analysis. While an apparent mismatch (i.e. the 
mismatch which is first observed) may relate to a particular sub-model, it is 
important to continue the investigation and establish its consequences (ripple 
effects) or its origins horizontally (within the same sub-model) and vertically 
(in other sub-models). For instance, the example of the information disclosure 
in consumer protection showed that while the apparent mismatch relates to 
the operative sub-model, its origin relates to the concept of ‘consumer’ and the 
assumptions relating to this actor as embedded in the empirical sub-model.1351 
More specifically, providing information to consumers is assumed to address 

1348 Paterson and Teubner (n 719) 457.
1349 See Teubner, ‘After Legal Instrumentalism? Strategic Models of Post-Regulatory Law’  

(n 660) 304. 
1350 See Chapter 5, section 4.1.
1351 See Chapter 5, section 4.4. 
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the information asymmetry and lead to an informed decision-making, which in 
turn increases their protection. However, the regulatory strategy of information 
disclosure has been increasingly shown not to have the assumed effectiveness 
for the goal of consumer protection. This apparent mismatch, while it belongs 
to the operative sub-model, is anchored in the concept of ‘consumer’ belonging 
to the empirical sub-model. The assumption embedded in this concept, i.e. that 
a typical consumer actually understands and can meaningfully process all the 
information they are offered, is being challenged by the current sociotechnical 
landscape. It is only through this further analysis that the extent of regulatory 
disconnection can be revealed, and potential avenues for re-connection can be 
weighed.1352 This is why the analytical framework comprises of three phases.

The first phase of the analytical framework is focused on the identification of the 
apparent mismatch, i.e. the mismatch first observed, and places it within the 
relevant sub-model. This phase also focuses on the relevant characteristics of 
the sociotechnical change surrounding the mismatch. Subsequently, the second 
phase contains the further investigation of elements within the same model 
(horizontally), as well as other sub-models (vertically) that might also have 
been affected by the mismatch. Such ripple effects are referred to as secondary 
mismatches. In contrast, primary mismatches are the ones triggered through an 
irritation from the environment.1353 The apparent mismatch does not necessarily 
have to be a primary mismatch. In the example of the information disclosure, 
the mismatch which was first observed in the operative sub-model was found 
to be a ripple effect of another, primary, mismatch belonging to the empirical 
sub-model (in the assumptions related to the concept of consumer). 

The third phase brings together the findings of the first two phases, to 
provide insights on the full extent of regulatory disconnection, including its 
sociotechnical scope. The sociotechnical scope establishes whether the sub-
models of the regulatory scheme under analysis are inadequate with regard to 
a certain sociotechnical development, or to the entire sociotechnical landscape. 
What is important to keep in mind is that while the analytical framework 
investigates the sub-models in a systematic manner, it does so by following the 
apparent mismatch. Therefore, other mismatches may still remain unidentified, 
while, as the illustrative application to the GDPR has shown in Chapter 6, other 
avenues for investigation may reveal themselves throughout the analysis. 

1352 See Chapter 5, section 4.1. 
1353 A sociotechnical change may cause more primary mismatches, which may in their turn be 

apparent mismatches, or not. 
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With regard to re-connection, further insights were identified at Chapter 
5,1354 although the choice for the right manner of regulatory re-connection 
still depends on each situation. Having already mapped the mismatches and 
their ripple effects in the three sub-models while investigating the extent of the 
regulatory disconnection, regulators can use these findings and interconnections 
as an aid for thinking about the right manner to re-connect. Namely, one can 
track consequences of different types and points of re-connection, thereby 
avoiding ineffective re-connection or an internal incoherence between the 
sub-models.1355 It is especially here where the dichotomy between primary and 
secondary mismatches plays a role. If re-connection is only focused on secondary 
mismatches, the primary mismatch will remain. If re-connection is focused on 
the primary mismatch, one could check whether this automatically addresses 
the secondary mismatch, or exacerbates it, and assess whether other changes 
are necessary. In addition, some concrete guidance on re-connection was 
derived in Chapter 5. For instance, an isolated mismatch (without ripple effects) 
could be addressed through legal interpretation, while a primary mismatch in 
the empirical sub-model will probably lead to the need of adaptation of the 
operative model as well. The further guidance on manners of re-connection is 
included in Annex III. 

3.2 Contribution of the analytical framework
The autopoiesis-inspired analytical framework provides a ready-to-use manner 
of organising the analysis of laws in the face of sociotechnical change, resulting 
in a systematic overview of mismatches, including the extent of regulatory 
disconnection. This overview contributes to decisions on the necessity and 
extent of regulatory intervention to re-connect. The illustrative application in 
Chapter 6 has shown that the analytical framework provides valuable insights 
with regard to the extent of regulatory disconnection in a piece of legislation, 
that the guiding questions are useful and ensure that the analysis remains 
focused, while it can also deal with complexity, in such a way that the chance of 
overlooking crucial aspects is lowered. 

More concretely, Chapter 6 followed the guiding questions in investigating 
whether there is a regulatory disconnection in the GDPR. This legislative 
instrument was chosen on the one hand because it has been intensively 
discussed in relation to new digital technologies such as AI, but also because its 

1354 Section 4.3. 
1355 An internal incoherence was found to have been caused by the interpretation of the CJEU 

of the concept of ‘controller’ in the recent case law. See Chapter 6. 
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regulatory model has provided inspiration to other, new, regulatory texts.1356 
The illustrative application of the analytical framework investigated the clues 
of disconnection around the apparent mismatch related to the concept of 
‘controller’ belonging to the empirical sub-model. This concept was considered 
representative for the illustrative application, since it relates to a core concept 
of the GDPR and there have been visible developments in literature indicating 
a mismatch. It was found that the apparent mismatch relating to the concept 
of ‘controller’ is a primary mismatch with significant horizontal and vertical 
ripple effects. Horizontally (within the same sub-model), it was found that 
the mismatch related to the concept of ‘controller’ has consequences for the 
main relationships of the empirical model, namely between joint controllers, 
controller-processor, as well as controller-data subject.1357 Vertically (in other 
sub-models), the analysis was focused on three selected matters belonging to 
the operative model which relate to one of the aforementioned relationships 
respectively: responsibility and liability in cases of joint controllership, rights of 
the data subject, and data protection by design. The sets of obligations and rights 
established by the GDPR in relation to these matters were found to be (partly) 
based on assumptions that do not align with the current sociotechnical reality. 
In all three cases, ripple effects of the apparent mismatch were identified, which 
lead to a lowering in the effectiveness of the difference minimisation programme 
established by the operative model. 

While the extent of regulatory disconnection is considerable, it was found 
to have a limited sociotechnical scope, in the sense that the sub-models are 
still adequate for situations that neatly fit the assumptions embedded in the 
regulation. The investigation guided by the analytical framework also revealed 
that the primary mismatch related to the concept of ‘controller’ was aggravated 
when additional assumptions were added by the interpretation of this concept 
in the recent CJEU case law, which caused an internal incoherence between the 
empirical and operative sub-models of the GDPR. More concretely, there seems 
to be a contradiction between the current state of the empirical model (after the 
recent case law) and the version of the empirical model that served as a basis 
for the operative model in the GDPR. 1358 

1356 Papakonstantinou and De Hert (n 42) 52.
1357 See Chapter 6, section 3. For the answer to the guiding question related to the horizontal 

investigation, see Chapter 6, section 3.3. 
1358 See Chapter 6, section 2.1.3. 
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Based on the extent of the regulatory disconnection identified and the guidance 
developed in Chapter 5, re-connection through interpretation was found to be an 
inadequate response because the mismatch is not isolated. If regulatory effort is 
to be dedicated to re-connection, this will need to look at both the empirical and 
operative sub-models, and potentially check the link to the prospective model 
of the GDPR. In other words, if something is to be changed in the assumptions 
embedded in the GDPR, the consequences of such a change should be analysed 
for the legislation as a whole. An option to introduce a separate regulatory 
scheme, with an increased technology specificity, could also be considered. This 
separate regime could cover the part of the sociotechnical landscape in relation 
to which the GDPR suffers from a regulatory disconnection, provided that more 
investigation is performed to better define this scope.1359 

Returning to the matter of the interaction between law and technology, the 
analytical framework can be placed closer to the ‘knowledge’ nature of the 
gap between law and technology. This study found, among others, that its 
application reveals insights into the assumptions embedded in regulation and 
their role in regulatory disconnection. The models of reality as tools contribute 
to the existing approaches to the ‘puzzle’ of law and technology as well. 
For instance, they can be used to provide input for sustainable drafting, by 
providing a framework that reveals implicit technology-use models embedded 
in regulation, and therefore enable ‘business-model neutrality’.1360 This is also 
relevant in the context of regulatory sandboxes, where a risk for regulators to 
internalise specific technology-use models was identified.1361 Furthermore, the 
analytical framework provides tools that improve the quality of re-connection 
when this is done by regulatory agencies, and could prevent instances of 
re-connection through interpretation by judges when the mismatch is not 
isolated.1362 In the latter case, attempting to reconnect through interpretation 
may lead to internal incoherence, as the investigation in Chapter 6 has shown 
with regard to the GDPR. While performing a systematic investigation may 
seem counterintuitive when thinking of the ‘speed’ nature of the gap, there is 
the possibility that regulatory disconnections will actually be identified earlier 
than they would normally be, and that unsuitable quick fixes will be avoided, 
thereby giving regulatory schemes a better chance to remain relevant in the face 
of sociotechnical change. 

1359 See Chapter 6, section 6. 
1360 See Chapter 3, section 2.2.; Reed (n 142).
1361 Chapter 3, section 4.3.
1362 Chapter 5 found that interpretation is a suitable manner to reconnect if the mismatch is isolated. 

For the role of Courts in addressing regulatory disconnection, see Chapter 3, section 3.2. 
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4. Conclusion and directions for future research

In conclusion, the theory of autopoiesis has provided a different, yet compatible 
perspective to the interaction between law and technology, thereby adding an 
additional explanatory layer to the state of art in literature. The fact that existing 
theories and approaches can be seen through the lens of autopoiesis provides 
more opportunities of theory-building in the field of law and technology, 
including and not limited to the pacing problem. The autopoiesis-inspired 
analytical framework contributes to this effort by providing an integrated, 
systematic approach for identifying and addressing regulatory disconnection 
from a substantive perspective, which also strengthens the current approaches 
analysed under the ‘puzzle’ of law and technology. The illustrative application 
in the context of GDPR has shown that the framework is a useful tool to 
systematically unravel and reintegrate interrelated mismatches in different 
sub-models. In addition, the illustrative application provided an opportunity 
for the clarification of certain elements of the framework, such as the difference 
between the horizontal and vertical investigations and the importance of 
maintaining this separation.1363 

There are more ways to go from A to B. This is certainly not the only manner 
one can come up with to identify or deal with regulatory disconnection. 
Nevertheless, this dissertation has made a small step towards a general theory 
of law and technology. The approach adopted in this dissertation should be seen 
as complementary, and not alternative to the current approaches. 

Notwithstanding the findings of this study, achieving the absolute and perfect 
connection between law and technology is a difficult if at all possible task. 
However, there is still room for improvement in the theory-building in this field. 
Future directions of research can be drawn, both with regard to the proposed 
analytical framework, as well as the effort to understand the interaction between 
law and technology. 

With regard to the analytical framework, possible methods of identifying 
sub-models and mismatches have been indicated in Chapter 5. However, 
further methodological developments should take place, for instance in the 
direction of creating ‘maps’ of the sub-models. Chapter 5 has already shown 
that visualisation would bring a contribution to the analytical framework by 
providing an overview of the interrelatedness of different elements of sub-

1363 See Chapter 6, sections 3.2.3. and 6.
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models, as well as mismatches and their ripple effects. To aid in this endeavour, 
insights from e.g. cartography and computer modelling could be developed and 
used.1364 Furthermore, the point may be raised that the analytical framework 
and its illustrative application in this dissertation are focused on deconstructing 
the problem, rather than constructing a solution. Deconstructing a problem in 
the context of regulatory disconnection has its own value, since the solution 
(the right manner of re-connection) is dependent on the extent and type of 
the disconnection. While the resulting overview of mismatches, along with 
the additional guidance derived in Chapter 5, can be used to guide choices 
on re-connection while maintaining internal coherence, future research 
should be directed towards creating a more user-friendly manner on how to 
use the developed tools for re-connection in concrete cases - perhaps through 
formulating additional guiding questions. Indeed, since this dissertation had 
largely a theory-building objective, more iterations of applying the analytical 
framework would lead to its further development as a ready-to-use instrument 
for identifying and addressing regulatory disconnection, as well as possible other 
areas of application. Moreover, the contribution of the analytical framework for 
interdisciplinary research should be further investigated and tested.1365

With regard to understanding the interaction between law and technology, this 
dissertation has shown that autopoiesis has the potential to provide a conceptual 
playing field that would facilitate current approaches to interact and build on 
each other. Further research should be done to explore what more the theory 
of autopoiesis has to offer in this field. Since technology, unlike the Hare from 
Aesop’s fable, will not stop to take a nap, the importance to further understand 
the interaction between law and technology increases by the day, especially with, 
but not limited to, the rise of AI as a system technology.

1364 See also Chapter 5, section 5.2. 
1365 This study found that interdisciplinary research would be useful to gather ‘social knowledge’ 

for law as a system. See Chapter 5, section 4.2. 
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Annex I.  Guiding questions for identifying 
models of reality

Empirical sub-model Prospective sub-model Operative sub-model

What are the assumptions 
related to (the existence 
of) actors and their 
characteristics?

What was the irritation from 
the social reality, as perceived 
on the internal screen of law, 
that triggered the need for 
regulatory action?

What are the points of 
intervention in the empirical 
model and why were they 
chosen? 

What are the assumptions 
about (the limits of) actors’ 
capabilities?

What are other normative 
expectations that already 
existed in law, which the 
irritation as perceived on 
the internal screen of law 
is not consistent with? E.g. 
constitutional framework

What are the strategies used 
in the legislation, and what 
are the assumed (chains of) 
effects, with regard to the 
prospective model?

What are the assumptions 
about relationships and 
interactions between actors?

What is/are the regulatory 
goal(s) of the legislation?

How are these strategies 
implemented throughout the 
legislation under analysis? 
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Annex II.  Guiding questions to investigate 
regulatory disconnection with sub-
models as tools

I. Apparent mismatch

1.  What seems to be the apparent mismatch between the current legislation and the 
sociotechnical landscape, and to which sub-model does it primarily relate to?

2.  What is the sociotechnical change that may have triggered the mismatch and what are its 
relevant characteristics for the present analysis? 

II. Vertical investigation Horizontal investigation

Does the apparent mismatch affect the 
adequacy of other sub-models, and if so, to 
what extent?

Does the (apparent) mismatch affect other 
elements in its sub-model, and if so, to what 
extent?

III. Extent of regulatory disconnection

What is the extent of regulatory disconnection?



382 | Appendices

Annex III.  Summary of new insights for  
re-connection

Isolated mismatch May be reconnected through interpretation, under the 
conditions that the consequences of changing the implicit sub-
model does not affect the adequacy of the other sub-models and 
the congruence between them.

Technology-limited 
disconnection 
(Sociotechnical scope of the 
disconnection)

When the sub-models are still adequate for a previous state of 
technology that is still in use, and mismatches relate to a new 
state of technology that has not replaced the previous one, it may 
be more helpful to add to the law. 

Primary mismatch in:

Empirical sub-model Provided that the prospective model is stable, the operative 
model will probably also need to adapt, especially if the point 
of mismatch includes an anchor point for the operative model. 
A primary mismatch in the empirical model will not trigger a 
secondary mismatch in the prospective model.

Prospective sub-model If changes are necessary, this will likely have consequences 
for both the empirical and operative model. Depending on the 
extent of the mismatch in the prospective model, it may be that 
the whole piece of legislation needs to be abolished or replaced.

Operative sub-model Mismatches in the operative model are more often secondary 
than primary. If primary, and the decrease in effectiveness is not 
balanced by the rest of the sub-model, users of the tool should 
gather social knowledge and investigate why the cause-effect 
chain is not as expected. 
It may be the case here that the empirical and prospective 
models stay the same, in which case the initial effort to connect 
had failed.
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