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Abstract
Psychophysical paradigms measure visual attention via localized test items to which observers must react or whose features 
have to be discriminated. These items, however, potentially interfere with the intended measurement, as they bias observ-
ers’ spatial and temporal attention to their location and presentation time. Furthermore, visual sensitivity for conventional 
test items naturally decreases with retinal eccentricity, which prevents direct comparison of central and peripheral attention 
assessments. We developed a stimulus that overcomes these limitations. A brief oriented discrimination signal is seamlessly 
embedded into a continuously changing 1/f noise field, such that observers cannot anticipate potential test locations or times. 
Using our new protocol, we demonstrate that local orientation discrimination accuracy for 1/f filtered signals is largely 
independent of retinal eccentricity. Moreover, we show that items present in the visual field indeed shape the distribution of 
visual attention, suggesting that classical studies investigating the spatiotemporal dynamics of visual attention via localized 
test items may have obtained a biased measure. We recommend our protocol as an efficient method to evaluate the behavioral 
and neurophysiological correlates of attentional orienting across space and time.

Keywords Spatial-temporal attention · Visual perception · Psychophysics · Methodology

Introduction

Only a fraction of the information flooding the visual sys-
tem every time we open our eyes can be processed. Visual 
attention allows us to selectively focus on specific locations 
or features while ignoring other aspects of the available 
information by biasing the neuronal representation of the 
visual scene (Carrasco, 2011; Treue, 2001). Depending on 
the attentional state of the observer, the same retinal input 
elicits different neurophysiological responses (Gandhi et al., 
1999; Hillyard & Anllo-Vento, 1998; Reynolds et al., 2000). 
As a behavioral consequence of these modulations, attention 
increases spatial resolution (Jigo et al., 2021; Yeshurun & 
Carrasco, 1998), enhances contrast sensitivity (Jigo & Car-
rasco, 2020; Lee et al., 1999; Pestilli et al., 2009), and even 
alters visual appearance (Carrasco & Barbot, 2019; Rolfs & 
Carrasco, 2012). Given that stimuli presented in the focus 
of attention are recognized faster than those appearing out-
side the focus (Posner et al., 1980), the spatial deployment 
of attention is frequently deduced from manual response 
times. Reaction times, however, reflect the combined effect 
of detection-, decision-, and response-dependent processes 
(Santee & Egeth, 1982), which can only be differentiated 

Significance statement Where (and when) we focus our 
attention can be experimentally quantified via visual sensitivity: 
attending to a certain visual signal results in better detection and 
feature discrimination performance. This approach is widely 
used, but poses an unrecognized dilemma: the test signal itself, 
typically a grating or letter stimulus, biases observers’ perception 
and expectations—and thus also the attention measurement. 
We developed a stimulus that does not require test items. The 
signal to measure attention is seamlessly embedded in a dynamic 
1/f noise field, so that neither spatial nor temporal information 
about signal presentation is conveyed. Unlike with conventional 
approaches, perception and expectations in this new protocol 
remain unbiased, and the undistorted spatial and temporal spread 
of visual attention can be measured.
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with special methods (e.g., speed–accuracy trade-off) and 
models (e.g., drift-diffusion model). A more direct behavio-
ral correlate of visual attention can be obtained by measur-
ing the sensitivity to discriminate visual features (Macmil-
lan & Creelman, 1991). Studies measuring discrimination 
performance can isolate the different components by ruling 
out speed-accuracy trade-offs and/or relying on signal detec-
tion theory (SDT), which indexes sensitivity and criterion 
separately. In a typical paradigm, the spatiotemporal dynam-
ics of visual attention are measured by briefly presenting 
a test stimulus (commonly among several distractors) at a 
specific point in time and at one out of several pre-specified 
locations across the visual field. Observers are instructed to 
discriminate a target-specific feature or its identity. Since 
attention enhances visual processing, a higher discrimination 
performance (measured as %-correct responses) or increased 
visual sensitivity (measured as d-prime) for a particular item 
reflects the allocation of attention toward its location.

The discrimination approach has become highly popu-
lar and a variety of different discrimination features, such 
as stimulus identity (e.g., Deubel & Schneider, 1996),  
orientation angle (e.g., Rolfs & Carrasco, 2012), or motion 
direction (e.g., Szinte et al., 2015) have been employed (see 
Hanning et al., 2019a for a comparison of the most popular 
stimuli). However, these conventional approaches face a com-
mon shortcoming: They all rely on localized test stimuli to 
determine the deployment of visual attention. The potential 
problem with this approach is that these stimuli could bias 
visual perception by structuring the visual field (Puntiroli 
et al., 2018; Shurygina et al., 2021; Szinte et al., 2019; Taylor 
et al., 2015) and may thus affect what they are intended to 
measure—the spatial distribution of attention. In a paradigm 
using a typical stimulus configuration as displayed in Fig. 1a, 
attention is likely biased towards the presented stimuli (as 
compared to locations in between or further in- or outside), 
since those are the only locations containing potentially task-
relevant visual information (Fig. 1b). This bias could occur 

automatically, in a bottom-up fashion, but might also have a 
top-down component, in that observers strategically deploy 
their attention to potential test locations to benefit their task 
performance. Critically, these biases are not necessarily lin-
ear and hard to estimate. They can unsystematically affect 
different experimental manipulations and thus distort the 
interferences drawn from the study.

To overcome such attentional biases induced by the 
experimental design, we developed a dynamic, item-free 1/f 
(“pink”) noise protocol that allows us to assess visual per-
formance across the scene without object-like visual struc-
tures. By embedding an orientation discrimination signal 
into full-field 1/f noise (Fig. 1c) observers’ visual sensitiv-
ity can be probed at any location in the noise field without 
revealing a specified set of potential test locations. The local 
discrimination signal composed of orientation-filtered 1/f 
noise (displaying, for example, a clockwise or counterclock-
wise orientation relative to vertical) is inserted into the 1/f 
noise field with a soft boundary and can take any shape and 
size. By altering the orientation filter width, the strength of 
the discrimination signal can be continuously manipulated 
(Fig. 1d), which allows us to precisely adjust the overall dif-
ficulty of the perceptual discrimination task. Since sudden 
local changes in the stimulus display capture attention (e.g., 
Müller & Rabbitt, 1989; Theeuwes, 1991) and potentially 
bias the temporal dynamics of attention allocation (Han-
ning et al., 2019a), the full-field noise stimulus (including 
the embedded orientation signal) continuously changes over 
time. This dynamic approach also permits to present the 
orientation signal at any time for a desired presentation dura-
tion without providing observers with temporal information 
regarding test signal occurrence. See Methods for reference 
to detailed description and example code.

We selected orientation-filtered 1/f spatial noise as the dis-
crimination signal for two major reasons. First, the 1/f falloff 
of the amplitude spectrum is “naturalistic” in the sense that 
real-world scenes and textures typically show a similar spatial 

Fig. 1  Rational of the dynamic 1/f noise protocol. (a) Example of a 
typical paradigm to investigate visual attention (adapted from Rolfs 
et  al., 2011). Observers discriminate a test stimulus (a clockwise or 
counterclockwise oriented Gabor) presented along with several distrac-
tors (here vertical Gabors). (b) The stimulus configuration shown in (a) 
reveals potential test locations, to which observer’s attention might be 
biased (visualized by colored blobs). (c) The dynamic 1/f noise pro-
tocol. Observers discriminate the tilt angle of an orientation filtered 

noise patch embedded in an unfiltered 1/f noise background (here at 
3 o’clock, tilted counterclockwise relative to vertical). The orientated 
patch can appear at any location in the noise field; potential test loca-
tions remain unknown to the observer. (d) Examples of orientation fil-
ters with different widths (σ; upper row) and the resulting filtered noise 
image (bottom row). By varying orientation filter width, the difficulty 
of the discrimination task can be continuously adjusted (the narrower 
the width, the stronger the signal and the easier the task)
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frequency dependence (Field, 1987; Simoncelli & Olshausen, 
2001). Second—and this is a decisive advantage of the pink 
noise stimulus over conventional approaches—this particular 
type of test signal should be scale-invariant and yield dis-
crimination thresholds that are constant across retinal eccen-
tricities. Spatial acuity decays with increasing distance from 
the fovea (the center of gaze), i.e., the visual system becomes 
less sensitive to higher spatial frequencies further in periph-
ery (Anton-Erxleben & Carrasco, 2013; Itti & Koch, 2001). 
As argued in a seminal study by Field (Field, 1987), early 
visual processing can be approximated by assuming an array 
of spatial band-pass filters (spatial frequency channels) rep-
resenting the response properties of cortical cells, in which 
the spatial frequency bandwidth is constant in octaves (e.g., 
1 to 2 c/deg, 2 to 4 c/deg, etc.). Under this assumption, a 
1/f amplitude fall-off will yield equal energy in equal octaves 
(e.g., the energy between 1 and 2 c/deg will be equal to the 
energy between 2 and 4 c/deg; for a detailed analysis see 
(Field, 1987)). Since peripheral vision can be well modeled 
by eccentricity (cortical magnification / M-) scaling (Virsu & 
Rovamo, 1979), it follows that relative energy in the spatial 
frequency channels is also eccentricity-invariant. As we use 
orientation filtering that is homogeneous across all spatial 
frequencies (i.e., the orientation signal contains the full 1/f 
frequency spectrum), perceptual orientation discrimination 
thresholds should be largely independent of the eccentricity 
at which the test signal is presented.

We conducted two experiments to demonstrate the appli-
cability and effectiveness of the dynamic 1/f noise protocol. 
In Experiment 1 we establish that (1) orientation discrimina-
tion accuracy continuously scales with the width of the ori-
entation filter, allowing us to adjust the discrimination task 
difficulty (via altering orientation filter width) to individual 
observers’ capabilities; (2) the embedded orientation signal 
itself does not capture attention, as it is not discriminable 
when presented outside the focus of attention; (3) local dis-
crimination accuracy is, as predicted, largely independent of 
the visual eccentricity at which the test signal is presented, 
enabling direct comparison of visual performance from cen-
tral to peripheral locations. In Experiment 2 we demonstrate 
that (4) items in fact structure the visual field and mark-
edly bias visual perception. This emphasizes the relevance 
of the item-free 1/f noise protocol and its unique capability 
of measuring the unbiased distribution of visual attention 
across time and space.

Methods

1/f noise protocol

The noise stimulus comprises a dynamically changing 1/f 
noise background, gradually changing from one noise image 

to another, in which a local orientation signal of desired 
shape and size is neatly embedded for a desired duration. We 
generated the local orientation signal in the following way. 
Let fx, fy denote the spatial frequencies in the x- and y-direc-
tion. The local orientation signal O(fx, fy) for a given pre-
ferred orientation ϕ0 was computed in the frequency domain 
from the dynamically changing (Fourier-transformed) pink 
noise S(fx, fy) by multiplication with a Gaussian weighting 
function that only depended on signal orientation:

σ then represents the width of the orientation filter. The 
smaller σ, the better the local orientation signal can be dis-
criminated from the unfiltered background. It should be 
noted that the filtering leaves the signal unaffected in the 
radial direction fr =

√

fx
2
+ fy

2 , such that its pink noise 
characteristics is retained.

We normalized the orientation-filtered image to the 
amplitude range of the original image before embedding the 
corresponding subpart of the filtered image at the respec-
tive location in the unfiltered image. For the experiments 
presented here we used a circular window of radius r, with 
softened boundaries that we created with a cosine ramp of 
width w. To generate the dynamic nature of the stimulus, 
we present a series of 1/f noise images that gradually change 
from one image (A) to another image (B) to the next image 
(C, etc.), within a certain number of steps (e.g., four) and 
at a certain refresh rate. The image statistics (e.g., contrast, 
mean luminance) of “hybrid” noise images, created by 
combining two noise images (e.g., AAB, AB, ABB), were 
adjusted to the original 1/f noise images.

Custom MATLAB code for generating the stimulus is avail-
able on GitHub (https:// github. com/ nmhan ning/ oofno ise).

Empirical data and experimental procedure

Observers Sample sizes were determined based on pre-
vious work (Hanning & Deubel, 2020; Hanning et  al., 
2019a; Hanning et al., 2019b). Six observers (ages 19–28 
years, four female) completed Experiment 1a and Experi-
ment 1b, and six observers (ages 20–31 years, five female) 
completed Experiment 2. All observers were healthy, had 
normal vision, and except for one author (N.M.H. partici-
pated in Experiment 2) were naive as to the purpose of the 
experiments. The protocols for the study were approved by 
the ethical review board of the Faculty of Psychology and 
Education of the Ludwig-Maximilians-Universität München 
(approval number 13_b_2015), in accordance with German 
regulations and the Declaration of Helsinki. All observers 
gave written informed consent.

O
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for all fx, fy.

https://github.com/nmhanning/oofnoise
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Apparatus Gaze position of the dominant eye was recorded 
using a SR Research EyeLink 1000 Desktop Mount eye 
tracker (Osgoode, Ontario, Canada) at a sampling rate of 
1 kHz. Manual responses were recorded via a standard 
keyboard. The experimental software was implemented in 
MATLAB (MathWorks, Natick, MA), using the Psycho-
physics (Brainard, 1997; Pelli, 1997) and EyeLink toolboxes 
(Cornelissen et al., 2002). Observers sat in a dimly illumi-
nated room with their head positioned on a chin-forehead 
rest. Stimuli were presented at a viewing distance of 60 cm 
on a 21-inch gamma-linearized Sony GDM-F500R CRT 
screen (Tokyo, Japan) with a spatial resolution of 1024 by 
768 pixels and a vertical refresh rate of 120 Hz.

Experimental design In Experiment 1a (see Fig. 2a), each 
trial began with observers fixating a central black (~0 cd/
m2) fixation dot (radius 0.1°) on a gray background (~60 
cd/m2). Once stable fixation was detected within a 1.75° 
radius virtual circle centered on fixation for at least 200 ms, 

the trial started with the presentation of a circular dynamic 
1/f noise background (r = 14.32°; average luminance ~60 
cd/m2) that extended across the screen height and was win-
dowed by a circular cosine ramp (width w = 2.39°). The 
background noise (including the later embedded orientation 
filtered patch) was updated at 60 Hz, changing gradually 
from one noise image to another in four steps. After a ran-
dom fixation period between 400 and 800 ms, in cued trials 
(half of trials, randomly intermixed) a circular pink color cue 
appeared for 75 ms, indicating the location of the upcoming 
discrimination signal (RGB: [204, 0, 102], ~60 cd/m2, same 
dimensions as the upcoming discrimination signal). Follow-
ing a delay of 100 ms, a local orientation signal, oriented 
40° clockwise or counterclockwise from vertical, windowed 
by a circular raised cosine1 (r = 1.75°, w = 0.875°), was 

Fig. 2  Experiment 1. (a) Experiment 1a. Observers (N = 6) fixated 
a central fixation dot on dynamic 1/f noise background and aimed to 
discriminate a local orientation signal. This signal was presented at 
different eccentricities (see b) and either was preceded by a 100% 
valid color pre-cue (cued; results in d), or was not (uncued; results in 
c). (b) Visualization of the tested eccentricities. Color code matches 
the psychometric functions in c, d, and f. (c, d) Group-averaged 
psychometric functions (discrimination performance as a function 
of orientation filter width σ) for uncued (c) and cued trials (d). 75% 

discrimination thresholds  (Th75) derived from individual observers’ 
psychometric functions are shown at the bottom of each plot with 
filled dots. Error bars denote the SEM. (e) Experiment 1b. The same 
observers fixated a central fixation dot on a uniform gray background 
and aimed to discriminate the orientation of a Gabor. The Gabor had 
the same size as the orientation signal in Experiment 1a and was pre-
sented at the same eccentricities (see b). (f) Group-averaged psycho-
metric functions for Experiment 1b. Conventions as in c and d 

1 The orientation signal was presented inside a circular window of 
radius r, with softened boundaries that were created with a cosine 
ramp of width w.



2587Behavior Research Methods (2023) 55:2583–2594 

1 3

embedded in the background noise at a randomly selected 
position at one out of four retinal eccentricities (0°, 3.5°, 
7°, or 10.5°). The orientation filter width σ was randomly 
selected for each trial (9 linear σ-steps between 30° and 70°). 
In the uncued trials, no color cue was presented, and the 
discrimination signal occurred at an unpredictable location 
(same eccentricities, timing, and specifications as in cued 
trials). After 50 ms, the orientation signal was masked by 
the reappearance of non-oriented noise for 500 ms, before 
the background noise disappeared, and observers reported 
the perceived orientation via button press (two-alternative 
forced choice). They were informed that their orientation 
report was non-speeded, and they received auditory feedback 
for incorrect responses.

Experiment 1b (see Fig. 2e). Task and timing were 
identical to Experiment 1a with the following differences: 
No dynamic 1/f noise background was presented. Instead, 
upon trial start a local stimulus stream alternating at 20 Hz 
between a vertical Gabor patch (2 cpd, random phase, full 

contrast, ~60 cd/m2) and a Gaussian pixel noise mask (com-
posed of ~0.25°-wide pixels ranging randomly from black to 
white, ~60 cd/m2) was presented (Hanning et al. 2019a; Wol-
lenberg et al., 2018). The stream had the same size / raised 
cosine window (r = 1.75°, w 0.875°) and was presented at 
the same retinal eccentricities as the 1/f orientation signal 
in Experiment 1a (0°, 3.5°, 7°, or 10.5°). For a duration of 
50 ms, the stream contained an orientation signal—a Gabor 
patch rotated clockwise or counterclockwise relative to the 
vertical. The tilt angle β was randomly selected for each 
trial (9 linear β-steps between 25° and 1°). To avoid appar-
ent motion effects, after orientation signal presentation the 
stream continued with alternating noise patches and blanks. 
Observers indicated via button press in a non-speeded man-
ner whether they had perceived the orientation to be tilted 
clockwise or counterclockwise, and received auditory feed-
back for incorrect responses.

Observers performed 15 experimental blocks (10 of 
Experiment 1a, 5 of Experiment 1b), each of 180 trials. Tri-
als in which we detected blinks, accidental eye movements, 
or broken eye fixation (gaze deviating further than 1.75° 
from the instructed fixation location) were discarded. In total 
we included 10,223 trials in the analysis of the behavioral 
results for Experiment 1a (1704 ± 81 trials per observer; 
mean ± standard error of the mean [SEM]) and 5328 trials 
for Experiment 1b (888 ± 3 trials per observer).

Experiment 2 (see Fig. 3a). On a rectangular dynamic 1/f 
noise field (height 2.5° x width 20°, average luminance ~60 
cd/m2) we presented five black (~60 cd/m2) circular frames 
(radius 1.0°), evenly spaced on the horizontal midline (± 0°, 
4°, and 8° relative to noise background center). Observers 
were required to fixate the center of the middle frame. Once 
stable fixation was detected within a 1.75° radius around the 
fixation location for at least 200 ms, the trial started with a 
300–1000 ms fixation period (duration randomly chosen), 
after which we embedded a local orientation signal (tilted 
± 40° relative to vertical) in the background noise, win-
dowed by a circular raised cosine (r = 1.0°, w = 0.875°). The 
orientation signal was presented at one out of nine evenly 
spaced horizontal positions (± 0°, 2°, 4°, 6°, and 8° relative 
to central fixation), and thus either centered within one of 
the frames or in between them. Observers were informed 
that the orientation signal would occur at each of the nine 
test locations with equal probability. After ~42 ms, the ori-
entation signal was masked by the reappearance of non-ori-
ented noise. Following a masking period of 300–650 ms, the 
dynamic 1/f background noise disappeared, and observers 
indicated via button press in a non-speeded manner whether 
they had perceived the orientation to be tilted clockwise or 
counterclockwise.

To ensure a comparable performance level across indi-
vidual observers, the orientation signal strength was adjusted 
via the width of the orientation filter in a threshold task 

Fig. 3  Experiment 2. (a) Experimental design. Observers (N = 6) fix-
ated the central of five black frames presented on dynamic 1/f noise 
background. A brief orientation signal (here clockwise) was embedded 
either within or in between the frames. (b) Group average orientation 
discrimination performance (green line) as a function of horizontal test 
signal position (corresponding stimulus arrangement shown on top). 
The colored area indicates the SEM
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preceding the experiment. The experimental design resem-
bled the main experiment, but no circular frames were pre-
sented, and the orientation signal was preceded by a 100% 
valid spatial pre-cue (same cue as in Experiment 1a). For 
each trial we randomly selected the orientation filter strength 
out of five linearly spaced filter widths (σ 10° to 50°; note that 
we used narrower filter values compared with Exp. 1a due to 
the shorter presentation time and smaller size of the orienta-
tion signal). We determined the filter width corresponding to 
90% discrimination accuracy individually for each observer 
by fitting cumulative Gaussian functions to the average dis-
crimination performance per filter width σ (collapsed across 
signal locations) via maximum likelihood estimation, and 
used the determined filter width for the main experiment.

Observers performed 150 trials of the threshold task and 
347–415 trials of the main experiment. Trials in which we 
detected blinks, accidental eye movements, or broken eye 
fixation (gaze deviating further than 1.75° from the required 
fixation position) were discarded. In total we included 2289 
trials in the analysis of the behavioral results for Experiment 
2 (382 ± 11 trials per observer).

Behavioral data analysis and visualization For Experiment 
1, we fitted cumulative Gaussian functions to each observer’s 
average discrimination accuracy (% correct) per filter width 
σ (Exp. 1a, Fig. 2c, d; also Exp. 2—threshold task) or tilt 
angle β (Exp. 1b, Fig. 2f), separately for each test eccentric-
ity. Based on these psychometric functions, we estimated each 
observer’s 75% discrimination threshold  (Th75) and plotted 
the averaged estimates (group-mean ± SEM) together with a 
group-averaged psychometric function. To quantify the effect 
of test signal eccentricity on visual performance, we conducted 
repeated-measures ANOVAs. We report Greenhouse-Geisser 
corrected p-values when the sphericity assumption was not 
met. To follow up null findings, we performed Bayesian statis-
tical analyses for ANOVA designs (Rouder et al., 2012) using 
the default settings of the bayesFactor MATLAB toolbox 
(Krekelberg, 2022). Bayes factor values of B01 > 3 indicate evi-
dence in favor of the null hypothesis (Kass & Raftery, 1995).

For Experiment 2, we visualized discrimination accuracy 
across space by interpolating between the group-averaged 
discrimination accuracy (% correct) for each test location 
(± 0°, 2°, 4°, 6°, and 8° relative to central fixation). We used 
permutation tests to determine significant performance dif-
ferences between two conditions / locations. We resampled 
our data to create a permutation distribution by randomly 
rearranging the labels of the respective conditions for each 
observer and computed the difference in sample means for 
1000 permutation resamples (iterations). We then derived 
p-values by locating the actually observed difference (differ-
ence between the group-averages of the two conditions) on 
this permutation distribution; i.e., the p-value corresponds 
to the proportion of the difference in sample means that fell 

below or above the actually observed difference. All p-val-
ues were Bonferroni-corrected for multiple comparisons.

Results

To demonstrate that the noise stimulus can accurately meas-
ure visual sensitivity across the scene, in Experiment 1a 
we tested local 1/f noise orientation discrimination perfor-
mance at various retinal eccentricities with and without 
spatial attention focused on the test signal location. Observ-
ers fixated a central fixation target presented on a circular, 
dynamic 1/f noise background (Fig. 2a). After a fixation 
period, a local orientation signal was presented for 50 ms, 
either centered on the fixation or at a randomly chosen posi-
tion 3.5°, 7°, or 10.5° (degree of visual angle) away from 
fixation (Fig. 2b). In half of the trials (cued trials; see Sup-
plementary Video S1), we manipulated the allocation of spa-
tial attention by presenting a brief, salient color pre-cue that 
indicated the test signal location shortly before signal onset 
(100% valid); in the other half of trials (uncued trials; see 
Supplementary Video S2) no information regarding signal 
location or presentation time was provided. At the end of 
each trial, observers indicated via button press whether they 
had perceived an orientation clockwise or counterclockwise 
relative to vertical (two-alternative forced choice task).

When attention was not directed via the spatial pre-cue 
(uncued trials; Fig. 2c), discrimination performance scaled 
with the width of the orientation filter (used to create the ori-
entation signal) if the orientation signal was presented at the 
center of gaze (0° eccentricity from fixation): the narrower 
the filter (i.e., the stronger the orientation signal), the higher 
the proportion of correct orientation judgements. However, 
for all peripheral test locations (3.5°, 7.0°, and 10.5° eccen-
tricity), observers’ accuracy was low and hardly increased 
with decreasing filter width. Thus, when observers were una-
ware of test location and presentation time, they were able to 
successfully discriminate the orientation signal only when it 
occurred right at the center of their gaze.

The superior discrimination performance at the central 
versus peripheral locations may not seem surprising, consid-
ering that the visual system's acuity and perceptual sensitiv-
ity is highest at the fovea and decays towards the periphery 
(Anton-Erxleben & Carrasco, 2013; Itti & Koch, 2001). As 
a consequence, we clearly perceive fine details in the center 
of gaze (where we are sensitive to high spatial frequencies) 
that we cannot distinguish when viewing them peripherally 
(where we are more sensitive to lower spatial frequencies). 
The 1/f property of the orientation signal, however, should 
allow equal orientation discriminability across eccentrici-
ties. This was in fact the case when the 1/f orientation signal 
was preceded by a salient, 100% valid pre-cue, which can be 
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assumed to automatically attract exogenous spatial attention 
to its location (Anton-Erxleben & Carrasco, 2013; Carrasco, 
2011). Discrimination accuracy in the cued trials (Fig. 2d) 
increased with decreasing filter width in a highly similar 
fashion for all tested eccentricities. The derived 75% per-
ceptual discrimination thresholds (see Methods) remained 
stable from the fovea  (Th75 0°: σ = 52.84° ± 4.83°; mean 
± SEM) up to the furthest tested retinal eccentricity  (Th75 
3.5°: σ = 52.11° ± 2.91°, 7.0°: σ = 52.91° ± 3.50°, 10.5°: 
σ = 49.13° ± 2.08°). Accordingly, a repeated-measures 
ANOVA with the factor eccentricity (0°, 3.5°, 7°, 10.5°) 
yielded a nonsignificant main effect, F(3, 15) = 0.677, p =  
0.579, suggesting a similar discrimination performance from 
fovea to periphery. The corresponding subsequent Bayesian 
analysis to quantify the null finding supported the absence 
of an eccentricity effect (B01 = 6.00), indicating that observ-
ers discriminated orientation signals presented up to 10.5° 
in periphery equally well as in their center of gaze. This 
shows that local 1/f orientation discrimination performance 
is largely independent of test signal eccentricity—as long as 
the signal is presented within the focus of attention. When 
not experimentally manipulated, attention is normally cou-
pled to the focus of gaze, which explains why the orientation 
signal could only be well discriminated at the central fixa-
tion location. This location is also where observers should 
anchor their attention focus to maximize chances of cap-
turing the discrimination signal occurring anywhere in the 
surrounding noise field. The observation that even strong 1/f 
orientation signals (created with a narrow filter) could not 
be discriminated peripherally without spatial attention being 
deployed towards them (Fig. 2c, uncued trials 3.5°–10.5°) 
demonstrates that the orientation signals do not “pop out,” 
i.e., they do not themselves attract attention.

In summary, we established a consistent relationship 
between orientation filter width and discrimination accu-
racy. Discrimination task difficulty thus can be continuously 
manipulated by adjusting the orientation filter width. Moreo-
ver, and of particular relevance for the utility of the noise 
protocol, local 1/f orientation discrimination performance 
is largely independent of visual eccentricity. This is a key 
advantage over conventional psychophysical protocols, for 
which discrimination performance naturally decreases with 
increasing distance from fixation.

We illustrate this common issue in Experiment 1b, using 
an experimental design that was matched to Experiment 1a 
(Fig. 2e). The same observers were asked to discriminate 
the orientation (clockwise vs. counterclockwise) of Gabor 
patches that had a fixed size, contrast, and spatial frequency 
and were presented at the different retinal eccentricities used 
in Experiment 1. Akin to manipulating orientation filter 
width (Experiment 1a), we varied the tilt angle—a common 
approach to titrate orientation discrimination task difficulty 
in a Gabor protocol. Fig. 2f shows the typical eccentricity 

dependence seen in conventional perceptual tasks: Foveal 
discrimination performance sharply increased as a function 
of tilt angle, yielding a low 75% threshold  (Th75 0°: β = 
5.80° ± 2.10°). Across visual eccentricities, however, ori-
entation discrimination accuracy decreased, requiring larger 
tilt angles for more eccentric test locations to achieve equiv-
alent 75% discrimination accuracy  (Th75 3.5°: β = 11.84° ± 
4.29°, 7.0°: β = 24.35° ± 8.54°, 10.5°: β = 19.30° ± 2.96°). 
The repeated-measures ANOVA that was conducted reveals 
a significant main effect of eccentricity, F(3, 15) = 6.157, p 
= 0.006. This decay of visual sensitivity with increasing dis-
tance from the fovea is common for conventional perceptual 
measures and can be counteracted by upscaling the stimulus 
size (according to cortical magnification), increasing con-
trast, or lowering spatial frequency information. Experiment 
1a shows that such adjustments are not necessary with the 
pink noise stimulus, since the 1/f property ensures that the 
same orientation signal can be discriminated equally well at 
foveal and peripheral locations.

We made use of this feature in Experiment 2, in which 
we evaluated the protocol’s capability of assessing discrimi-
nation performance across the visual field, as well as the 
potential shaping influence of items on this measurement. 
We presented five circular frames on a rectangular dynamic 
1/f noise field and asked observers to fixate the center of 
the middle item (Fig. 3a). Following a fixation period, we 
briefly presented a local 1/f orientation signal at one out 
of nine locations along the horizontal (± 0°, 2°, 4°, 6°, or 
8° relative to the center)—either inside one of the frames 
or between them. After a masking period, observers indi-
cated their orientation discrimination judgement. Critically, 
the presented frames were completely task-irrelevant, and 
the critical orientation signal was equally likely to occur at 
any of the evenly spaced locations (independent of whether 
the location was framed by an outline or not). To ensure a 
comparable discrimination performance across observers, 
orientation signal strength was individually adjusted prior 
to the experiment (see Methods).

As suspected, the presence of the visual outlines selec-
tively modulated perception. Compared with the average 
discrimination accuracy for orientation signals presented 
outside the frames (52.53 ± 1.91%; mean ± SEM), local 
discrimination performance was significantly improved 
whenever the orientation signal occurred within one of the 
frames. For each observer, we found spatially specific peaks 
in orientation discrimination accuracy inside frames at all 
three tested eccentricities (Fig. 3b; framed signal at central 
0°: 76.67 ± 5.48% vs. no-frame: p = 0.003; framed signal 
at ± 4°: 61.71 ± 2.18% vs. no-frame: p = 0.003; framed 
signal at ± 8°: 69.99 ± 4.27% vs. no-frame: p = 0.003). The 
consistent sensitivity benefit for signals presented inside a 
visual structure demonstrates that our perception is mark-
edly shaped by the presence of items in the visual scene. 
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Critically, this item-induced bias was uneven across differ-
ent eccentricities (effect size 0°: d = 2.63; 4°: d = 2.01; 
8°: d = 2.36). This demonstrates that visual structures pose 
the risk of compromising the attention measurement in a 
non-systematic way. In line with previous work showing the 
impact of placeholder objects on attentional modulations of 
visual perception (Puntiroli et al., 2018; Szinte et al., 2019; 
Taylor et al., 2015), these findings underline the neces-
sity of an unbiased, item-free approach to map perceptual 
dynamics across the visual field in the absence of object-like 
structures.

Discussion

Conventional psychophysical paradigms for assessing 
visual attention rely on localized test items, which may 
have the adverse side effect of distorting the attention 
measurement by shaping visual perception across the 
scene. We created a full-field 1/f noise stimulus that 
allows for an unbiased investigation of attention across 
space and time by meeting the following criteria: (1) 
The protocol assesses visual attention without object-like 
structures, to avoid artificially biasing attention towards 
potential test locations. This is achieved by seam-
lessly integrating the orientation signal into full-field 
1/f noise—preventing both automatic bottom-up biases 
(i.e., prioritized processing of locations containing visual 
items as compared with “empty” locations) and strate-
gic top-down biases (i.e., observers anticipating poten-
tial test locations and selectively deploying processing 
resources towards them). (2) To ensure that no informa-
tion is conveyed about presentation time and duration 
of the test stimulus, the orientation signal is temporally 
embedded into a continuously changing full-field noise 
background. We achieved this by dynamically updating 
the 1/f noise field, such that local signal onset and offset 
are concealed by continuous full-field changes. (3) The 
overall discrimination task difficulty can be precisely 
adjusted. In the 1/f noise protocol, task difficulty scales 
with orientation filter width: a narrower filter yields 
a stronger, and thus better distinguishable, orientation 
signal. (4) Finally, the orientation signal blends suffi-
ciently well into the background pattern, both spatially 
and temporally, so that it does not “pop out” (i.e., attract-
ing attention itself), which is the case with conventional, 
abrupt-onset stimuli (Jonides & Yantis, 1988; Müller & 
Rabbitt, 1989; Theeuwes, 1991; White et al., 2014).

We conducted a first experiment to verify that the 1/f 
noise protocol in fact meets the criteria established above. 
Experiment 1a demonstrates that discrimination accuracy 
indeed scales with orientation filter width: When presented 

in the focus of attention, narrower orientation signals were 
discriminated with increasingly higher accuracy. This 
validates that task difficulty can be flexibly calibrated—an 
essential requirement to prevent floor and ceiling effects (i.e., 
the discrimination task is too hard / easy) and to account for 
inter-individual performance differences as well as poten-
tial learning effects across multiple test sessions or experi-
ments (Hanning et al., 2019a). The relationship between 
orientation filter width and discrimination performance is 
reminiscent of the link between contrast strength and visual 
performance: Increasing stimulus contrast, similar to nar-
rowing the orientation filter, results in enhanced orientation 
discrimination accuracy (Nachmias, 1967; Pestilli et al., 
2009; Skottun et al., 1987). While the effect of stimulus 
contrast on visual performance has been already linked to 
neurophysiology (Boynton et al., 1999), future studies need 
to evaluate a potentially similar relationship between 1/f 
orientation filter width (and visual performance) and neu-
ral responses. Such a link, akin to the established contrast 
response function, would qualify the 1/f noise stimulus to 
investigate the computational and neurophysiological mech-
anisms underlying the effects of different types of attention 
on visual perception.

Our results furthermore show that the orientation sig-
nal blends sufficiently well with the background that it can 
only be successfully discriminated when it is attended: If 
the signal was not preceded by a salient cue biasing spatial 
attention to the test signal location, observers' discrimination 
performance remained at chance level. This verifies that the 
orientation signal, as intended, did not “pop out”—which is 
a common undesired side effect of transient visual signals 
(Jonides & Yantis, 1988; Müller & Rabbitt, 1989; Theeuwes, 
1991; White et al., 2014). Discrimination signals that “pop 
out” can be assumed to attract attention and therefore to 
bias the attention measurement. In conventional paradigms, 
attentional pop-out is typically avoided by reducing the 
overall baseline performance by increasing the number of 
distractor items presented alongside the discrimination target 
(Jonikaitis & Deubel, 2011; Szinte et al., 2018; Wollenberg 
et al., 2018). Our data demonstrate that the 1/f noise stimulus 
enables a subtle assessment of attention without employing 
any distractors. It therefore is a promising tool for the inves-
tigation of spatial and temporal perceptual dynamics, also 
in the context of motor actions. Discrimination signals that 
capture attention not only prevent valid conclusions about 
the actual distribution of attention in space, but also interfere 
with motor programming: We recently observed increased 
saccade latencies when sudden-onset test targets were pre-
sented during movement preparation (Hanning et al., 2019a). 
This effect is compatible with the phenomenon of saccadic 
inhibition, whereby a transient change in the scene causes 
a depression in saccadic frequency approximately 100 ms 
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thereafter (Buonocore & McIntosh, 2008; Reingold & 
Stampe, 2002). Given the tight coupling of eye movement 
preparation and visual attention (Deubel & Schneider, 1996; 
Kowler et al., 1995; Montagnini & Castet, 2007; Rolfs et al., 
2011), interrupting saccade preparation may likely also 
affect the temporal dynamics of visual attention. Embed-
ding the discrimination signal in a continuously changing 
display, such as a dynamic noise background, prevents this 
potential interference (Hanning et al., 2019a).

The evaluation of perceptual thresholds across retinal 
eccentricities confirms that 1/f orientation signals can be 
equally well distinguished at foveal and peripheral locations. 
This is an outstanding property specific to the 1/f character-
istic of the noise stimulus. As exemplified in Experiment 1b, 
sensitivity for most visual features naturally decreases with 
increasing distance from the center of gaze (Itti & Koch, 2001; 
Levi et al., 1985). Spatiotemporal maps of visual attention 
created with conventional test stimuli are affected by these 
perceptual inhomogeneities, which prevents a direct com-
parison of attentional effects on foveal and peripheral visual 
performance. To account for this confound, the discrimination 
signal strength needs to be adjusted separately for each tested 
retinal eccentricity (e.g., Koenig-Robert & VanRullen, 2011; 
Szinte et al., 2019), which is time-consuming, comparatively 
more error-prone, and less flexible. Since local 1/f orientation 
sensitivity is largely constant across visual eccentricities, the 
noise stimulus is resistant to visual sensitivity changes across 
space and thus offers the unique opportunity to directly map 
attentional modulations of visual perception continuously 
across space, without the need to increase discrimination sig-
nal strength with increasing test eccentricity.

Another key advantage of the noise protocol is its capabil-
ity of assessing visual sensitivity without actual test items. In 
Experiment 2 we demonstrate why this is crucial for an unbi-
ased assessment of visual performance across space: The 
circular outlines that we presented on the otherwise item-
free noise field markedly biased visual perception, as they 
elicited consistent, spatially specific performance benefits 
inside each visual structure. This verifies the hypothesized 
shaping impact of even task-irrelevant items on visual sen-
sitivity across space. It is to be expected that conventional 
paradigms that rely on the presentation of discrete test and 
distractor items likewise bias processing resources towards 
the presented stimuli (as compared with item-free space). In 
addition to this automatic, bottom-up component, observ-
ers likely strategically prioritize potential target locations, 
since those may contain task-relevant information. It has 
been shown that (un)certainty concerning the target stimu-
lus location—experimentally manipulated by indicating the 
size of the area to be attended (i.e., the “attention field”) 
with placeholder items—affects the mechanisms by which 
attention modulates visual perception and the underlying 

neuronal response (Herrmann et al., 2010; Li et al., 2021; 
Reynolds & Heeger, 2009). This demonstrates that the spa-
tial distribution of processing resources across the visual 
field is markedly shaped by scene-structuring objects—
affecting both behavioral and neurophysiological correlates 
of visual perception—and highlights the relevance of a pro-
tocol that allows us to measure attention in an item-free, 
unbiased manner.

Since the noise protocol is not bound to local test items, 
the orientation signal can take any shape and size, and can be 
embedded into its background with soft boundaries for any 
desired presentation duration. This offers a new opportunity 
to directly investigate the temporal and spatial properties of 
the focus of attention and reconcile previous findings based 
on which it has been characterized as a moving spotlight 
(e.g., Shulman et al., 1979; Tsal, 1983), as a zoom lens (e.g., 
Eriksen & James, 1986), a gradient of processing resources 
(e.g., LaBerge & Brown, 1989), or a Mexican hat (e.g., Cutzu 
& Tsotsos, 2003; Müller et al., 2005). The noise protocol also 
allows us to (re)examine the size of the attended area, which 
had yielded divergent results (e.g., Castiello & Umiltà, 1990; 
Eriksen & Hoffman, 1972; Nakayama & Mackeben, 1989; 
Tkacz-Domb & Yeshurun, 2018). Moreover, it can shed new 
light on a fundamental question of attention research, namely 
whether attention is space-based or object-based (e.g., 
Duncan, 1984; Hanning & Deubel, 2022; Lavie & Driver, 
1996; Moore et al., 1998; for a review, see Chen, 2012). 
Finally, accurate estimation of the size and shape of the 
attention focus, as well as its temporal and spatial dynamics 
during voluntary (endogenous) or automatic (exogenous) 
attentional orienting, or prior to goal-directed actions has 
crucial implications for conceptual and computational 
models of visual attention (e.g., Denison et al., 2021; Jigo 
et al., 2021; Maunsell, 2015; Reynolds & Heeger, 2009; 
Schneider, 1995).

Objects undeniably define the scene (Bar, 2004; Võ et al., 
2019) and guide our actions and memories (Draschkow & 
Võ, 2017; Helbing et al., 2020; Torralba et al., 2006). For 
this reason, there are numerous scientific questions for which 
an object-based measurement is preferable. Several other 
questions, however, are better investigated in the absence of 
localized test items. For instance, when evaluating the dis-
tribution of attention surrounding salient or relevant objects 
(exogenous and endogenous attention) or when assessing 
the spread of attention across visual structures (object-based 
attention) or between presented items (e.g., during visual 
search). Moreover, the item-free 1/f noise protocol is particu-
larly suitable to study attentional modulations in the context 
of motor actions (premotor attention—for a recent proof of 
concept see Hanning & Deubel, 2022) and offers promising 
clinical applications, as it for instance allows one to precisely 
map out regions with perceptual or attentional deficits.
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To conclude, the presented protocol offers several deci-
sive advantages over conventional paradigms that rely on 
transient, localized test stimuli to measure the perceptual 
correlates of visual attention. By conveying neither spatial 
nor temporal information on where or when the test signal is 
presented, the stimulus does not bias observers’ expectations 
and thus enables an undistorted attention assessment. Since 
visual sensitivity for local 1/f orientation signals does not 
fall off with retinal eccentricity, the protocol allows one to 
directly compare performance from fovea to periphery, with-
out the need to scale the signal strength with retinal distance. 
These unique features render the dynamic noise protocol an 
ideal tool to map the distribution of visual attention across 
space and time—and to address research questions whose 
investigation has been limited or impossible with conven-
tional, object-based approaches.

Supplementary Information The online version contains supplemen-
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