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Preface

During this Ph.D. thesis, I had the privilege to work with and learn from several inspiring re-

searchers and research groups. Consequently, I was given the opportunity to gain hands-on

experience in a diverse set of computational methodologies and biological systems. The four

years-long learning journey has been encapsulated in the present document. This highly inter-

disciplinary Ph.D. thesis is a selection of projects devised with a clear goal in mind: creating the

next generation of fast and user-friendly pKa calculations. It was only possible to pursue this

endeavor due to a notable ensemble of research groups with complementary expertise and back-

grounds: the Molecular Modeling and Simulation lab at the University of Lisbon led by Miguel

Machuqueiro, with vast know-how in developing rigid body pKa calculations and constant-pH

molecular dynamics (CpHMD); Walter Rocchia’s CONCEPT lab at Istituto Italiano di Tec-

nologia is a knowledge hub in biophysical systems and electrostatics; the Machine Learning

Research group at Bayer headed by Djork-Arné Clevert has extensive experience in applying

and developing deep learning models and methods. Evidently, the resulting work lies at the

interface of biochemistry, biophysics, and data science.

The initial step towards our goal was given by the development of PypKa (Chapter 2.1), a

flexible tool to predict physics-based pKa values of titratable sites in proteins:

[1] P. B. P. S. Reis, D. Vila-Viçosa, W. Rocchia*, M. Machuqueiro*. PypKa: A Flexible
Python Module for Poisson–Boltzmann-Based pKa Calculations. Journal of Chemical
Information and Modeling, 60 (10), 4442-4448, 2020

Even though it was the first tool to be released, we continued adding features to PypKa over the

years. For example, it now estimates the isoelectric point and supports membrane and nucleic

acids in addition to solvated proteins, and it is possible to use CHARMM-derived radii and

charges. Given the ease of running Poisson–Boltzmann-based pKa calculations provided by

its command-line interface (CLI) and application programming interface (API), PypKa became

the foundational work most of the remaining projects shown in this thesis have been built upon.

Furthermore, the advantage of having developed the different projects in a modular way is that

the improvements done in one package cascade into the others. The original motivation to de-

velop PypKa was to leverage it to abstract Poisson–Boltzmann and Monte Carlo simulations in

a novel implementation of the stochastic titration method, PypKa-MD (Chapter 2.2). Although

PypKa-MD has not yet been published, we have performed a preliminary validation.
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During the course of this Ph.D., the artificial intelligence revolution started to spread to the

biological sciences, and we noticed an opportunity to drastically accelerate our methods. Since
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[2] P. B. P. S. Reis*, D. A. Clevert, M. Machuqueiro*. pKPDB: a protein data bank ex-
tension database of pKa and pI theoretical values. Bioinformatics, 1 (1), 297–298,
2022

To make pKa predictions readily available, we have built a web app that allows users to query

pKPDB, as well as launch PypKa runs (Chapter 4.2). We have also added support to a common

use case of pKa calculations: the preparation of biomolecular structures for molecular dynamics

simulations.

The pKPDB database was then used as training data for pKAI, a deep learning model that

predicts pKa values up to 1000× faster than PypKa and with comparable accuracy (Chap-

ter 3.1):

[3] P. B. P. S. Reis*, M. Bertolini, F. Montanari, W. Rocchia, M. Machuqueiro*, and D. A.
Clevert*. A Fast and Interpretable Deep Learning Approach for Accurate Electrostatics-
Driven pKa Predictions in Proteins. Journal of Chemical Theory and Computation,
2022

An akin acceleration could benefit CpHMD making it less computationally expensive, one of its

main drawbacks. However, before pKAI could be used in a CpHMD setting, a few limitations

needed to be fixed. For example, sampling protonation states from pKa values is an extreme

approximation that leads to incorrect protonation and, consequently, conformational ensembles.

Thus, we have trained a new model that improves on pKAI’s shortcomings and can be used to

replace PypKa within the CpHMD framework. The AI-accelerated CpHMD, pKAI-MD, is

still currently being developed. Nevertheless, encouraging preliminary results are shared in

Chapter 3.2.

Complementary to the work done within my Ph.D. plan, I have contributed to several other

projects during the last four years. Some of these projects had strong synergy with the work

presented in this thesis. One of which aimed at increasing the computational efficiency of

CpHMD with enhanced sampling:

[4] D. Vila-Viçosa*, P. B. P. S. Reis, A. M. Baptista, C. Oostenbrink, M. Machuqueiro.
A pH replica exchange scheme in the stochastic titration constant-pH MD method.
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Abstract

The ability to sense and react to external and internal pH changes is a survival requirement for

any cell. pH homeostasis is tightly regulated, and even minor disruptions can severely impact

cell metabolism, function, and survival. The pH dependence of proteins can be attributed to

only 7 out of the 20 canonical amino acids, the titratable amino acids that can exchange protons

with water in the usual 0-14 pH range. These amino acids make up for approximately 31% of

all amino acids in the human proteome, meaning that, on average, roughly one-third of each

protein is sensitive not only to the medium pH but also to alterations in the electrostatics of its

surroundings. Unsurprisingly, protonation switches have been associated with a wide array of

protein behaviors, including modulating the binding affinity in protein-protein, protein-ligand,

or protein-lipid systems, modifying enzymatic activity and function, and even altering their

stability and subcellular location. Despite its importance, our molecular understanding of pH-

dependent effects in proteins and other biomolecules is still very limited, particularly in big

macromolecular complexes such as protein-protein or membrane protein systems.

Over the years, several classes of methods have been developed to provide molecular insights

into the protonation preference and dependence of biomolecules. Empirical methods offer

cheap and competitive predictions for time- or resource-constrained situations. Albeit more

computationally expensive, continuum electrostatics-based are a cost-effective solution for esti-

mating microscopic equilibrium constants, pKhalf and macroscopic pKa. To study pH-dependent

conformational transitions, constant-pH molecular dynamics (CpHMD) is the appropriate method-

ology. Unfortunately, given the computational cost and, in many cases, the difficulty associated

with using CE-based and CpHMD, most researchers overuse empirical methods or neglect the

effect of pH in their studies. Here, we address these issues by proposing multiple pKa predictor

methods and tools with different levels of theory designed to be faster and accessible to more

users.

First, we introduced PypKa, a flexible tool to predict Poisson–Boltzmann/Monte Carlo-based

(PB/MC) pKa values of titratable sites in proteins. It was validated with a large set of experi-

mental values exhibiting a competitive performance. PypKa supports CPU parallel computing

and can be used directly on proteins obtained from the Protein Data Bank (PDB) repository or

molecular dynamics (MD) simulations. A simple, reusable, and extensible Python API is pro-

vided, allowing pKa calculations to be easily added to existing protocols with a few extra lines

of code. This capability was exploited in the development of PypKa-MD, an easy-to-use im-

plementation of the stochastic titration CpHMD method. PypKa-MD supports GROMOS and

CHARMM force fields, as well as modern versions of GROMACS. Using PypKa’s API and

consequent abstraction of PB/MC contributed to its greatly simplified modular architecture that

will serve as the foundation for future developments. The new implementation was validated

on alanine-based tetrapeptides with closely interacting titratable residues and four commonly
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used benchmark proteins, displaying highly similar and correlated pKa predictions compared to

a previously validated implementation.

Like most structural-based computational studies, the majority of pKa calculations are per-

formed on experimental structures deposited in the PDB. Furthermore, there is an ever-growing

imbalance between scarce experimental pKa values and the increasingly higher number of re-

solved structures. To save countless hours and resources that would be spent on repeated cal-

culations, we have released pKPDB, a database of over 12M theoretical pKa values obtained by

running PypKa over 120k protein structures from the PDB. The precomputed pKa estimations

can be retrieved instantaneously via our web application, the PypKa Server. In case the protein

of interest is not in the pKPDB, the user may easily run PypKa in the cloud either by uploading

a custom structure or submitting an identifier code from the PBD or UniProtKB. It is also pos-

sible to use the server to get structures with representative pH-dependent protonation states to

be used in other computational methods such as molecular dynamics.

The advent of artificial intelligence in biological sciences presented an opportunity to drastically

accelerate pKa predictors using our previously generated database of pKa values. With pKAI, we

introduced the first deep learning-based predictor of pKa shifts in proteins trained on continuum

electrostatics data. By combining a reasonable understanding of the underlying physics, an ac-

curacy comparable to that of physics-based methods, and inference time speedups of more than

1000 ×, pKAI provided a game-changing solution for fast estimations of macroscopic pKa from

ensembles of microscopic values. However, several limitations needed to be addressed before

its integration within the CpHMD framework as a replacement for PypKa. Hence, we pro-

posed a new graph neural network for protein pKa predictions suitable for CpHMD, pKAI-MD.

This model estimates pH-independent energies to be used in a Monte Carlo routine to sample

representative microscopic protonation states. While developing the new model, we explored

different graph representations of proteins using multiple electrostatics-driven properties.

While there are certainly many new features to be introduced and a multitude of development

to be expanded, the selection of methods and tools presented in this work poses a significant

improvement over the alternatives and effectively constitutes a new generation of user-friendly

and machine learning-accelerated methods for pKa calculations.

Keywords: pKa, protonation, constant-pH, machine learning
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Resumo

A capacidade de deteção e reação a alterações externas e internas do pH é um requisito de

sobrevivência para qualquer célula. A homeostase do pH é rigorosamente regulada, e mesmo

pequenas perturbações podem afetar gravemente o metabolismo, função e sobrevivência das

células. Pode atribuir-se a dependência das proteínas em relação ao pH a apenas a 7 dos 20

aminoácidos canónicos. A estes resíduos chamamos de aminoácidos tituláveis e possuem a

habilidade única de poder trocar protões com a água a valores de pH entre 0 e 14. Estes

aminoácidos constituem cerca de 31% de todos os aminoácidos do proteoma humano, o que

significa que, em média, cerca de um terço de cada proteína é sensível não só ao pH do meio

mas também a alterações na eletrostática do seu ambiente. Devido às suas propriedades, os

resíduos tituláveis estão intimamente relacionados a inúmeros fenómenos vitais de proteínas,

incluindo a modulação da afinidade de ligação nos sistemas proteína-proteína, proteína-ligando,

ou proteína-lípido, modificando a atividade e função enzimática, e até alterando a sua estabili-

dade e localização subcelular. Apesar da sua importância, a nossa compreensão molecular dos

efeitos dependentes do pH em proteínas e outras biomoléculas é ainda muito limitada, partic-

ularmente em grandes complexos macromoleculares, tais como sistemas proteína-proteína ou

proteínas de membrana.

Ao longo dos anos foram desenvolvidas várias classes de métodos que oferecem detalhes molec-

ulares sobre a preferência e dependência da protonação em biomoléculas. Os métodos empíri-

cos oferecem previsões rápidas para situações com limitações de tempo ou de recursos. Em-

bora computacionalmente mais caros, os métodos baseados em eletrostática de contínuo (CE)

são uma solução eficiente para estimar constantes de equilíbrio microscópico, pKhalf e pKa

macroscópicos. Para estudar as transições conformacionais dependentes do pH, a dinâmica

molecular a pH constante (CpHMD) é a metodologia apropriada. Infelizmente, dado o custo

computacional e, em muitos casos, a dificuldade associada à utilização de CE e CpHMD, a

maioria dos investigadores utiliza apenas métodos empíricos ou acaba por negligenciar o efeito

do pH nos seus estudos. Neste trabalho, abordamos estas limitações propondo múltiplos méto-

dos e ferramentas de previsão de pKa com diferentes níveis de teoria concebidos para serem

mais rápidos e acessíveis.

Inicialmente introduzimos o PypKa, uma ferramenta flexível para prever valores de pKa em

proteínas, baseada em cálculos de Poisson–Boltzmann (PB) e Monte Carlo (MC). O PypKa foi

validado num grande conjunto de valores experimentais, e demonstrou um desempenho com-

petitivo. Diversas partes deste software são paralelizáveis e pode ser corrido diretamente em

proteínas obtidas do repositório do Protein Data Bank (PDB) ou de simulações de dinâmica

molecular (MD). É possível interagir com o PypKa através de uma API simples, reutilizável

e extensível, que permite adicionar a capacidade de correr cálculos pKa a outros protocolos

apenas com a introdução de algumas linhas extra de código. Esta capacidade foi explorada no
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desenvolvimento do PypKa-MD, uma implementação do método CpHMD de titulação estocás-

tica focada na usabilidade. O PypKa-MD suporta os campos de força GROMOS e CHARMM,

bem como versões modernas do GROMACS. A utilização da API do PypKa e consequente ab-

stração do PB/MC contribuíram para a sua arquitetura modular simplificada que servirá de base

para futuros desenvolvimentos. A nova implementação foi validada em tetrapéptidos de alanina

com resíduos tituláveis em estreita interação, e em quatro proteínas de referência, apresentando

previsões de pKa altamente semelhantes e correlacionadas com uma outra implementação pre-

viamente validada.

Tal como na maioria dos estudos computacionais de base estrutural, também uma parte signi-

ficativa de cálculos pKa são efetuados em estruturas experimentais depositadas no PDB. Além

disso, existe um desequilíbrio cada vez maior entre os escassos valores experimentais de pKa e

o número cada vez mais elevado de estruturas resolvidas. Para poupar inúmeras horas e recur-

sos que seriam gastos em cálculos repetidos, criámos o pKPDB, uma base de dados com mais

de 12 milhões de valores teóricos obtidos através da execução do PypKa em mais de 120 mil

estruturas do PDB. As estimativas pré-calculadas de pKa podem ser obtidas instantaneamente

através da nossa aplicação web, o PypKa Server. Caso a proteína de interesse não esteja no

pKPDB, o utilizador pode facilmente executar o PypKa na nuvem, quer carregando uma estru-

tura personalizada ou submetendo um código identificador do PBD, ou UniProtKB. É também

possível utilizar o servidor para obter estruturas com estados de protonação representativos a

um certo pH para serem posteriormente utilizadas noutros métodos computacionais, tais como

a dinâmica molecular.

O advento da inteligência artificial nas ciências biológicas apresentou uma oportunidade de

acelerar drasticamente os preditores de pKa utilizando a nossa base de dados anteriormente

gerada. Com o pKAI, introduzimos o primeiro de deep learning para prever pKa em pro-

teínas treinado em exemplos de valores estimados por CE. Ao combinar uma precisão com-

parável à dos métodos baseados em CE, e uma acerelação de tempo de inferência superior a

1000 vezes, o pKAI apresenta-se como uma solução competitiva para estimativas rápidas de

pKamacroscópicos a partir de conjuntos de cálculos microscópicos. No entanto, existem várias

limitações que necessitam ser abordadas antes da sua integração no CpHMD como substituto

do PypKa. Assim, propusemos uma nova rede neural baseada em grafo para prever pKa em

proteínas que é adequada para ser usada no contexto do CpHMD, o pKAI-MD. Este modelo

estima as contribuições necessárias para ser utilizadas numa rotina de Monte Carlo por forma

a amostrar estados representativos de protonação. Ao desenvolver o novo modelo, explorámos

diferentes formas de representar proteínas como grafos. Para tal fim, otimizámos o modelo para

estimar múltiplas propriedades eletrostáticas.

Embora existam certamente muitas características novas a serem introduzidas e um universo

de desenvolvimentos para serem expandidos, a seleção de métodos e ferramentas apresentadas
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neste trabalho representa uma melhoria significativa em relação às alternativas e constitui efeti-

vamente uma nova geração de métodos para estimar valores de pKa mais rápidos e mais fáceis

de utilizar.

Palavras-chave: pKa, protonação, pH constante, machine learning
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1.1. THE IMPORTANCE OF PH IN BIOLOGICAL SYSTEMS

1.1 The importance of pH in biological systems

Nowadays, pH is a mainstream concept, present in many aspects of our modern life. pH tests

are standard for food and water quality control, while blood or urine acidity levels are standard

health checks. It is an essential property of a solution, and many chemical and biochemical

processes, such as fermentation, are pH-dependent. The roughly hundred-year-old term was

coined by Sørensen, working on brewing processes for the Danish beer company Carlsberg [12].

The pH scale was invented as a convenient way of expressing hydrogen ion (H+) concentration

spanning several orders of magnitude:

10−pH = [H+] (1.1)

In this base–10 logarithmic scale, each unit decrease corresponds to a ten-fold increase in acid-

ity. A slight rearrangement gives the more familiar equation:

pH =− log [H+] (1.2)

By defining pH in this way, one can easily refer to H+ concentrations ranging between 100 mol dm−3

and 10−14 mol dm−3 as pH values from 0 to 14, respectively. This range is not random and

stems from the equilibrium constant for the autoionization of water (Kw) at 298K:

Kw = [H+][OH−] = 10−14 (1.3)

At this temperature in pure water, the identical concentration of H+ and OH− is of 10−7 M. By

taking the negative logarithm of each term, we obtain:

pKw = pH +pOH = 14 (1.4)

The pH scale is most useful for diluted solutions, although negative and greater than 14 values

are allowed for strong acids and bases, respectively. Furthermore, like all equilibrium constants,

Kw is temperature-dependent, and pure neutral water can have a pH value different from 7. At

310K, a typical temperature of the human body, pKw equals 13.6, and neutrality occurs at a pH

of 6.8 [13].

The addition of weak acids and/or bases to a solution can change its pH value. Biological solu-

tions are complex mixtures, and their acidity is dictated by a balance of countless deprotonation

and protonation reactions. Each of these exchanges of H+ with the solvent can be written as an

acid-base reaction:

HA+H2O ⇌ A−+H3O+ (1.5)

In biological systems, it is vital to keep the pH within a narrow range. For instance, the slightly

alkaline human blood may only fluctuate between pH 7.35 and 7.45, as many biological pro-

cesses rely on it. Buffers can be used to prevent severe pH variations when H+ or OH− are

2



CHAPTER 1. INTRODUCTION & STATE OF THE ART

added or removed. Buffers consist of a mixture of a weak acid and its conjugate base, or vice-

versa. The primary buffer system for maintaining the pH homeostasis of blood is the carbonic

acid/bicarbonate buffer:

2 H2O+CO2 ⇌ H2CO3 +H2O ⇌ H3O++HCO−
3 (1.6)

Catalyzed by carbonic anhydrase, the gaseous metabolic byproduct carbon dioxide reacts with

water to form carbonic acid, dissociating into bicarbonate and a hydrogen ion. In this sys-

tem, only the second equilibrium is an acid-base reaction, which can be simplified as an acid

ionization equilibrium between the protonated (HA) and deprotonated species (A−):

HA ⇌ H++A− (1.7)

In the bicarbonate buffer, HA is the weak carbonic acid, and A− is its conjugated base bicar-

bonate. If a strong acid or H+ is added to such a solution, A− will be consumed to form HA,

and the [H+] will increase less than the amount introduced. The opposite will happen in case a

strong base or OH− is added. The OH− reaction with H+ to form water causes the equilibrium

to dissociate HA to satisfy the expression:

Ka =
[H+][A−]

[HA]
(1.8)

For the buffer to work, HA and A− need to be available in solution to react with the H+ being

added. Thus, the greater the concentration of HA and A−, the better the solution’s buffering

capacity. Optimum efficiency is obtained when [HA] equals [AH−], which corresponds to the

case when the pH of the buffer matches the pKa of the weak acid, as given by the Henderson–

Hasselbalch (HH) equation:

pKa = pH − log
[A−]

[HA]
(1.9)

At normal body temperature, carbonic acid has a pKa of 6.1. This means that the normal blood

pH is outside the range in which the buffer is efficient, typically pKa ±1 pH unit. In order to

be suitable for maintaining the pH of the blood at 7.4, the bicarbonate to carbonic acid ratio

must be shifted to approximately 20:1. In our blood, the [HCO3
−] to [CO2] ratio is kept,

being ∼25 mM and ∼1.23 mM, respectively [14], since carbonic acid is not stable in aqueous

solutions and its conversion into carbon dioxide by carbonic anhydrase is very fast (at a rate

25000-fold faster than the uncatalyzed reaction[15]). The significantly larger concentrations of

bicarbonate and carbon dioxide compared to that of H+ (10−7.4 M) allow for this ratio to remain

relatively constant. However, in certain conditions, such as vigorous physical exercise, the

buffer effect alone might not be enough to maintain blood pH in the desired range. Fortunately,

two organs are orchestrating this buffer system: the lungs adjusting the [CO2], and the kidneys

regulating the [HCO3
−]. By accelerating breathing activity, the lungs are fast to counteract the

pH-lowering effects by removing carbon dioxide. On the other hand, the kidneys slow down

3
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the excretion of bicarbonate into urine and its reabsorption. Some proteins are also essential

for maintaining this buffering ability since they play a central role in pH homeostasis. In fact,

around 20% of the carbon dioxide and 40% of the hydrogen ions formed in the tissues are

readily transported to the lungs and kidneys by hemoglobin (Figure 1.1)) [16]. This protein

function complements the bicarbonate buffer system, which transports the remainder of H+

and CO2. Also, as it is present in red blood cells, it can react with the H+ product of the

carbon dioxide conversion into bicarbonate. Hemoglobin (Hb) is perhaps most known for being

an oxygen carrier, and rightfully so as 98% of oxygen present in the blood is bound to these

proteins [17]. The oxygen binds to Hb via the iron (Fe) present in the porphyrin ring of the

heme group contained in each of the four subunits. Despite the distinct interaction sites of

O2 and H+, the ability of this tetrameric protein (α2β2) to binding oxygen is intertwined with

its buffering function. One could describe the equilibrium between the protonated form of

hemoglobin (HbH+) and the oxygen-binding state oxyhemoglobin (HbO2) as:

HbH++O2 ⇌ HbO2 +H+ (1.10)

As follows, when in high O2concentration environments like the lungs, the oxygen-bound state

is preferred. The opposite happens in the tissues where oxygen concentration is low and de-

oxyhemoglobin, the more effective buffer, is favored. The conversion between the oxy and

deoxy states entails the formation of inter- and intra-subnit salt bridges, which force a more

Figure 1.1: Representation of the O2 (heme groups in orange), CO2 (N-terminal sites in red), and H+

(histidine residues in green) binding sites of human deoxyhemoglobin (PDB 1A3N; α chains in blue and

β chains in yellow).
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constrained configuration (see Figure 1.2). One of these deoxy state stabilizing salt bridges

is between β chain’s histidine HC3 and aspartate FG1. This interaction favors the protonated

histidine, thus increasing its pKa by 1.5 pK units to 8.0 [18] and beyond the pH of its medium.

In the relaxed state, this hydrogen bond does not occur, which keeps the pKa of this histidine

close to 6.5 [19], and thus the deprotonated state becomes predominant. Due to the pKa value

of the imidazole group being close to physiological pH, histidine residues are responsible for

the buffering capacity of hemoglobin. Since histidine is present in most proteins, one could

say that most proteins, when abundant, can exhibit this buffering effect at physiological pH.

Hemoglobin is extremely important for the regulation of the blood’s pH since they are very

abundant (150 g/L) compared to other plasma proteins (70 g/L) [20]. Furthermore, hemoglobin

contains a notably higher relative incidence of histidine residues than most plasma proteins. As

an example, 6.6% (38 in 574) of human Hb (65 kDa) residues are His, while this residue type

only accounts for 2.5% (30 in 1170) of human serum albumin (133 kDa) or 2.8% (38 in 1352)

of human serum transferrin (152 kDa). This enrichment is certainly not fortuitous, and given

the function of Hb, it is pretty helpful to sense pH. In peripheral tissues, Hb must release oxygen

and bind to carbon dioxide. Conveniently, the deoxy state is more prone to CO2 binding even

though the binding site is different from those of O2 and H+ (allosteric effect). The N-terminal

of each chain can react with carbon dioxide forming a carbamate group:

R-NH2 +CO2 ⇌ R-NHCOO−+H+ (1.11)

In this reaction, a hydrogen ion is produced, further contributing to the stability of the deoxy

Figure 1.2: Representation of two important salt bridges stabilizing the deoxy state of human hemoglobin

(PDB 1A3N; α chains in blue and β chains in yellow). The central residue is the protonated His-46 of

a β chain whose side chain interacts with the intrachain Asp-94, and its C-terminal forms an interchain

salt bridge with the protonated Lys-40.
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state. The inverse relation between Hb oxygen binding affinity and both the concentration of

carbon dioxide and the acidity is known as the Bohr effect [21]. Interestingly, in spite of the

hundred-year-old known effect, Hb oxygen affinity and the role of blood acidity are still actively

studied and discussed in the context of the COVID-19 disease [22–24].

There is yet another vital buffer system in our body based on inorganic phosphate. The sec-

ondary pKa value of the phosphoric acid buffer (H3PO−
4 ) is 7.2 at 310 K, allowing this buffer

system to be very efficient at physiological pH [30].

H3PO4
2.2
⇌ H++H2PO−

4
7.2
⇌ 2H++HPO2−

4
12.4
⇌ 3H++PO3−

4 (1.12)

However, the concentration of HPO2−
4 in the blood is much lower (∼1 mM [31]) than that of

HCO3
−. Nonetheless, the phosphate buffer plays an important part in regulating intracellular

pH where inorganic phosphate is more concentrated [32–34]. Intracellular pH (pHi) is slightly

lower than the one of the blood, and it is conserved at ∼7.2 for most cells, even in different

tissues and cellular locations (see Table 1.1).

Cellular metabolism is one of the main culprits for the acidification of the pHi, with vital pro-

Table 1.1: Typical extracellular (pHe) and intracellular (pHi) pH values of cells in different tissues [25–

29].

Cell Type/Tissue pHe pHi

Erythrocyte 7.4 7.2

Lymphocyte 7.4 7.1

Uterus 7.6 7.1

Muscle 7.3 7.1

Liver 7.2 7.2

Lung 7.3 7.1

Brain 7.1 7.2

Skeletal Muscle 7.3 7.1

Lung Tumour 6.5 7.2

Brain Tumour 6.9 7.3

Skeletal Muscle Tumour 6.7 7.2
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cesses being net acid.

Glycolysis Glucose + 2 NAD+ + 2 ADP3− + 2 HPO2−
4

→ 2 Pyruvate− + 2 NADH + 2 H+ + 2 ATP4− + 2 H2O

Citric acid cycle Acetyl-CoA + 3 NAD+ + FAD + GDP3− + HPO2−
4 + 2 H2O

→ CoA-SH + 3 NADH + FADH2 + 3 H+ + GTP4− + 2 CO2

Pentose phosphate pathway Glucose 6-phosphate + 2NADP+ + H2O

→ ribose 5-phosphate + CO2 + 2NADPH + 2H+

ATP hydrolysis ATP4− + H2O ⇌ ADP3− + HPO2−
4 + H+

Notice the importance of phosphate ions and phosphorylated compounds in these reactions.

Adenosine triphosphate (ATP) is the main carrier of energy in cells, and its hydrolysis generates

energy for many cellular processes, releasing H+. In the opposite direction, ATP formation

naturally helps alkalinizing pHi. Our cells make so much use of ATP that in a day, the human

body turns over its weight in ATP [35]. In normal conditions, the cell is at a steady state, and all

these reactions and consequently the levels of metabolites, such as ATP, will also be balanced.

Interestingly, ATP has a pKa of 6.5, suitable to act as a cellular buffer. During physical activity,

cellular respiration (including the net acid processes of glycolysis and the citric acid cycle)

intensifies, ATP is used to power muscle contraction, CO2 is formed, and even lipolysis can be

triggered. All these biochemical processes contribute to the acidification of muscle cells during

physical exercise, which despite contrarian reactions that consume H+ such phosphocreatine

hydrolysis amounts to a pH decrease of about one pH unit [36, 37].

Another factor greatly contributing to the acidification of cytosolic pH relative to the heavily

buffered, and more alkaline medium it is immersed in, is the existence of an electrical potential

across the membrane. A transmembrane electrical gradient or membrane potential is formed

when there is a difference in the concentration of ions of opposite charge on two sides of a

permeable membrane. In cells, the negative membrane potential can be mostly attributed to the

balance between the asymmetric concentration of sodium ([Na+]i = 15 mM; [Na+]e = 142 mM),

potassium ([K+]i = 150 mM; [K+]e = 4 mM), calcium ([Ca2+]i = 10−4 mM; [Ca2+]e = 1 mM)

and chloride ([Cl−]i = 5 mM; [Cl−]e = 120 mM) inside and outside the cell [38, 39]. Due to

the negative intracellular potential, cations will tend to flow inwards and anions outwards of the

cell. Additionally, the high permeability of H+ – four orders of magnitude higher compared to

K+ [40, 41] – should originate a significant flux of H+ to enter the cell. However, due to its low
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concentration, H+ has low conductance across biological membranes. Taking the membrane

potential into consideration and assuming an extracellular pH (pHe) of 7.4, one would expect

pHi to be around 6.4 if protons were able to be at equilibrium across the cell membrane [42].

pHi is considerably more alkaline than expected if only passive diffusion is considered and

even more so when accounting for the aforementioned acidification pressure imposed by the

metabolism of the cell. Furthermore, against the continuous passive acidifying influx of H+,

buffer systems are not sufficient to maintain pH homeostasis. The only way to regulate pHi is

through the activity of membrane-bound transporters.

There are a plethora of membrane proteins specialized in the transport of protons with great

significance to cellular pH regulation. Throughout evolution, several strategies both to intake

and outtake H+ have appeared: some are powered by ATP hydrolysis (direct active transport)

while others harness the energy of electrochemical ion gradients (secondary active transport);

some do not involve net charge movement (electroneutral) while others do perform a net charge

translocation across the membrane (electrogenic); some proteins co-transport different chemical

species in the same direction (symport) and others exchange chemical species between the

extracellular and intracellular media (antiport).

One of the simplest strategies for protecting cells against excessive acidification is to exchange

intracellular H+ for extracellular monovalent cations such as Na+. The Na+H+ exchanger

(NHE) is a secondary active transporter that exports H+ in an electroneutral manner. As it

works, it dissipates the sodium gradient generated by Na+K+ ATPase, and it is responsible

for most sodium influx into cells [43]. NHE is ubiquitously distributed in most tissues, and

one of the most important transporters responsible for pH regulators [44]. Its activity can be

allosterically modulated by pHi due to an additional intracellular H+ binding site. Because

of this H+ sensor, this transporter is mostly inactive at cytosolic pH values ≥ 7.2 to prevent

further alkalinization, and contrarily the decrease of pHi sharply increases its activity [45].

Furthermore, the internal pH sensitivity can also be altered by a variety of signals (hormones,

neurotransmitters, growth factors, and even physical stimuli) that are believed to modulate its

phosphorylation state [42].

Monocarboxylate transporters (MCTs) co-transport H+ and monocarboxylic acids, such as lac-

tate, pyruvate, and ketone bodies. MTCs are widely expressed, although their tissue abundance

depends on their metabolic requirements and specific function. It is important to note that in

most tissues, MCTs do not function as a pH regulatory mechanism. However, they are essential

for preventing the acidification of certain types of muscle (namely red skeletal muscle fibers,

white skeletal muscle fibers, and cardiomyocytes), accounting for up to 40% of the H+ efflux

in an oxygen-restricted environments [46, 47].

Up until now, we have seen examples of transporters that effectively extrude H+ in order to

prevent pHi acidification. An alternative strategy to achieve the same goal involves the intake
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of a weak extracellular base such as HCO−
3 . As we have seen, an influx of carbonate would

decrease the [H+] by forming H2CO3. The sodium bicarbonate cotransporter (NBC) are mem-

brane proteins that translocate Na+ and HCO−
3 in the same direction. Interestingly, depending

on the isoform NBCs can be either electroneutral and electrogenic due to different coupling

stoichiometries [48]. NBCn1 and NBCn2 mediate a 1 Na+/1 HCO−
3 cotransport which is solely

controlled by the combined chemical gradients of the ions. Contrarily, NBCe1 and NBCe2 are

electrogenic and thus also dependent on the electrical potential. Interestingly, these isoforms

can change their flux direction. With a 1 Na+/2 HCO−
3 stoichiometry the transporter mediates

a net influx whereas adopting a 1 Na+/3 HCO−
3 stoichiometry – provoked by an increase in in-

tracellular [Ca2+] which possibly controls its phosphorylation state [49] – dictates a net HCO−
3

efflux across the membrane.

For a fine regulation of pHi, both acid extruders and acid-loading transporters are necessary. In

order to prevent over-alkalinization, there are membrane transporters such as anion exchangers

(AE) that leverage the Cl− gradient to expel HCO−
3 from the cell. Cells that secrete acid, such

as epithelial cells in the stomach, require the action of AEs to prevent threateningly alkaline

levels [50]. AEs are able to prevent an excess alkaline efflux with their pH-sensitive N-terminal

cytoplasmic domain, which can decrease its activity by around 11-fold as pHi drops from 7.8 to

7.05 [51]. The pairing of pH-regulated alkalinizing NHEs and acidifying AEs allow for rigorous

control of pHi near 7.2 [52, 53].

Arguably, the most well-known proton transporters are the proton pumps, particularly those

driven by ATP hydrolysis – the H+ ATPases – to move protons against their electrochemical

gradient. There are several types of these H+ ATPases, one of which is the P-type ATPase. The

naming of P-type derives from the fact that these plasma membrane transporters are regulated

by phosphorylation. In the gastric glands of mammals, H+K+ ATPases secrete H+ to acidify

the stomach and ensure an optimal environment for digestive enzymes such as pepsin [54, 55].

There are other P-type ATPases that, instead of H+, transport other cations like the previously

mentioned Na+K+ ATPase responsible for creating asymmetric cytosolic and extracellular ionic

concentrations.

V-type ATPases are another class of proton transporters present in several eukaryotic cells and

organelles. These proton pumps are responsible for acidifying the vacuole (hence the V) in

fungi and higher plants and several sub-cellular organelles (e.g., endosomes, lysosomes, Golgi

complex, secretory vesicles) in animal cells. F-type ATPases, an additional category of H+

ATPases, are structurally related to V-type ATPases. Interestingly, F-type ATPases can both

catalyze an ATP consuming membrane translocation of H+ against the gradient and also the

reverse reaction, ATP synthesis. The latter function of these membrane proteins (also named

ATP synthases when performing this function) found in the inner membrane of mitochondria is

of pivotal importance in cellular respiration, converting the proton gradient created by the elec-
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tron transport chain into ATP production. As we have seen, all these ATPases, albeit extruding

protons, are not particularly relevant in the context of cytosolic pH homeostasis. Yet, they play

a central role in organellar pH regulation.

The internal pH of certain organelles is independently controlled and differs from the cytosolic

one (Table 1.2). Maintaining these distinct pH values is vital for the cell to function correctly

and, ultimately, to its survival. For example, without the proton gradient across its inner mem-

brane, the mitochondria would not be able to use the ATP synthases, thus costing the cell its

primary source of energy. Likewise, lysosomes are required to have a pH of around 5.0 so

that the hydrolytic enzymes can digest endocytosed nutrients, recycle organelles trapped by

autophagosomes or even defend against pathogens such as viruses and bacteria [58]. Luminal

acidification is critical, not only for lysosomes but for all endosomes. For example, in receptor-

mediated endocytosis, acidification of the endosomes is important to facilitate the dissociation

of the internalized ligand-receptor complexes. Furthermore, normal membrane sorting and traf-

ficking depend on the gradual acidification throughout the endocytic and secretory pathway

[59].

For the cell to perform its normal functions, its pH homeostasis must be maintained. Naturally,

metabolic or genetic perturbations that disturb cytosolic or organellar pH affect the organism’s

health, lead to the development of diseases, and in some cases, even to its death. For example,

mutations of Cl− H+ exchangers disrupt the acidification of early endosomes, late endosomes,

and lysosomes, causing renal failure, osteopetrosis, and lysosomal storage diseases, respec-

tively [60–64]. In addition, mutations in v-ATPase subunits are associated with bone disorders,

deafness, and intellectual disability [65, 66]. Deregulation of lysosomal pH is implicated in

cell aging and longevity as well as in neurodegenerative disorders, i.e., Parkinson’s disease and

Table 1.2: Typical pH values of several subcellular compartments [56, 57].

Subcellular compartment pH

Cytosol 7.2

Early endosome 6.5

Late endosome 6.0

Lysosome 5.0

Endoplasmatic Reticulum 7.0

cis-Golgi 6.7

trans-Golgi 6.3

Secretory Vesicles 5.5

Mitocondria (Intermembrane) 6.9

Mitochondria (Matrix) 7.8
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Alzheimer’s disease [66–68].

Alzheimer’s (AD) is the most prevalent neurodegenerative disease, with around 50 million AD

patients worldwide. Although there are available treatments to alleviate its symptoms, at the

moment, there is no cure for this disease, which is expected to affect 152 million by 2050

[69]. Lysosomal and intracellular pH misregulation is deeply related to this disease, which has

many distinct forms. A decrease in pHi impairs neural activity [70], and AD neurons have been

reported to be acidic [71]. In fact, most of the hallmarks of AD are related to the acidic pHi:

apoptosis; Tau protein hyperphosphorylation; abnormal extracellular deposits of beta-amyloid

protein (Aβ ) fibrils (senile plaques). It has been shown that a pHi of 7.0 is enough to activate

pH-dependent endonucleases, which increase DNA fragmentation and trigger apoptosis [72].

Brain acidosis forces Tau hyperphosphorylation by activating an endopeptidase which in turn

catalyzes inhibitors for the phosphatase responsible for cleaving Tau’s phosphate groups [73].

A lower pHi also increases the activity of β -secretase, an enzyme that leads to the generation

of Aβ by cleavage of the amyloid precursor protein (APP). Under physiological conditions,

APP is mostly cleaved by α-secretase. However, in AD brains, the β -secretase activity is

augmented, which drives an overproduction of Aβ [71]. The causes of the pHi deregulation are

not consensual, although thought to be mitochondrial damage and autolysosomal membrane

damage and leakage [74].

One can consider the opposite of accelerated apoptotic cell death as accelerated cell replication,

and both extremes are related to pHi. As we have discussed, there is a link between a lower

pHi, increased apoptosis, and AD. There is also a relation between a higher pHi, increased cell

replication, and cancer. The connection between pHi, AD, and cancer is surprisingly strong. So

much so that an inverse correlation between the incidence of AD and cancer has been reported

[75–77]. Both diseases can be considered metabolic diseases and share multiple common epi-

demiological patterns. Although inheritable genetic risk factors exist for both diseases, most

cases are sporadic and markedly age-related. Furthermore, in both AD and cancer, there is a

severe deterioration in the energy yield of the cells as a result of mitochondrial dysfunction

[78–82].

The shift from oxidative phosphorylation to aerobic glycolysis, named Warburg effect, is a

hallmark of cancer [83]. The increased glycolytic activity produces an excess of acid within

the cell, which could lead to apoptosis. However, contrary to initial expectations and popular

belief, the pHi of cancer cells is typically alkaline while pHe is acidic [84]. This reverse pH

gradient, not commonly observed in other tissues other than solid tumors, is vital for cancer

progression and is achieved by the overexpression of V-ATPases, which has been observed in

different types of tumors [85, 86]. These proton transporters play an essential role in regulating

the pHi of cancer cells that are more sensitive to V-ATPase inhibition than normal cells. It has

been reported that archazolid, a V-ATPase inhibitor, induces almost three times more apoptosis
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in tumor cells, suggesting that the transporter is a promising potential target in the development

of anticancer drugs [87, 88]. However, preventing apoptosis is not the only capacity in which

V-ATPases support cancer cells. These proton transporters are involved in cancer cell migra-

tion and invasion. Even though the mechanism involved is not fully understood, the loss of

V-ATPase activity has been shown to reduce both in vitro invasion, and migration and in vivo

metastasis of a various cancer cell lines [85, 89–91]. It has been hypothesized that extracel-

lular microenvironment acidification may promote the activity of pH-dependent proteases that

participate in the digestion of the extracellular matrix.

The ability to sense and react to external and internal pH changes is a survival requirement

for pathological and healthy cells alike. Maintaining homeostasis is of the utmost importance

as pHi regulates a myriad of cell processes. Acidic pHi values favor cell differentiation and

proliferation, and, contrarily, cell death is accelerated by alkalosis. Cytosolic pH homeostasis is

tightly regulated, and it has long been established that even minor disruptions can have a severe

impact on cell metabolism, function, and survival. However, our molecular understanding of

pH-dependent effects in proteins and other biomolecules is still very limited, particularly in big

macromolecular complexes such as protein-protein or membrane protein systems.
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1.2 pKa values in proteins

Out of the 20 canonical amino acids that are genetically encoded, only 7 possess the ability to

exchange protons with water in the usual 0-14 pH range (Table 1.3). Their pKa values in water

Table 1.3: pKa values of ionizable groups in water [92, 93] and protein environments [19, 93, 94]. The

reported experimental pKa minimum, mean, maximum and amplitude of the different amino acids has

been calculated from the PKAD collection [95].

Residue Chemical Type water protein Min Mean Max Range

group pKa pKa

C-terminal α-Carboxyl Anionic 2.33 3.67 2.4 3.2 4.0 1.6

Aspartate γ-Carboxyl Anionic 3.71 3.94 0.5 3.5 9.9 9.4

Glutamate β -Carboxyl Anionic 4.15 4.25 2.1 4.1 7.2 5.1

Histidine Imidazole Cationic 6.04 6.54 2.5 6.6 9.2 6.7

N-terminal Primary amine Cationic 9.71 8.00 6.9 7.6 9.1 2.2

Cysteine Sulfhydryl Anionic 8.14 8.55 2.9 6.1 11.1 8.2

Tyrosine Alcohol Anionic 10.10 9.84 9.7 10.6 12.1 2.4

Lysine Primary amine Cationic 10.67 10.40 6.5 10.7 12.1 5.6

Arginine Guanidine Cationic 13.90* 13.80* — — — —

* Values for Arg have been taken from Fitch et al. [93]. To estimate the contribution of the protein
backbone, a capped glycine-based tripeptide with an Arg residue in the middle was utilized instead of
the alanine-based pentapeptides used for the remaining amino acids.

have long been known, with existing reports dating back to the early 20th century [96–98].

Although the absolute values and the accuracy of the measurements have fluctuated with the

evolution of the methods employed, these quantities are considered elementary biochemistry

knowledge and are taught in introductory classes worldwide. By definition, these pKa values

dictate the relative abundance between the proton-bound and unbound states. Consequently,

the pKa values also determine the charge state preference of the titratable groups. For example,

glutamate, an anionic amino acid, will be mostly deprotonated and thus negatively charged

at pH 7. Conversely, lysine, a cationic amino acid, will be mainly protonated and positively

charged at the same pH value.

In proteins, the protonation preference of a residue has a far-reaching impact on the electro-

statics of the environment and on its availability to participate in hydrogen bonds, salt bridges,

and other electrostatic interactions. Likewise, the environment itself greatly influences the pro-

ton or the charge avidity of a titratable residue. To include the effect of the protein backbone,

Nick Pace’s group has measured the pKa values of alanine-based pentapeptides with capped

termini (Acetyl-A-A-X-A-A-Amide, where X ∈ Asp, Glu, His, Cys, Tyr, Lys) [19, 94]. These
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pentapeptides are a good model for an unfolded and uncharged protein, as they minimize sec-

ondary structure formation and hydrogen bonding interactions that occur in proteins and are

comprised only of neutral groups. Therefore, these values are often used as a reference to de-

termine the pKa shifts induced by the remaining environment. Desolvation is one of the most

significant effects contributing to the perturbation of a residue’s proton affinity. By inserting

the Ala-based pentapeptides into a lipid membrane, it is possible to observe a gradual medium

exchange accompanied by increased desolvation and consequent pKa shifts that can go as high

as 3.5 pH units [99]. As the residue stabilizes its neutral state in a water-deprived environment,

the remaining molecule is required to accommodate the new charge.

The inseverable link between protonation and conformation has been ingeniously taken advan-

tage of by nature. The 7 titratable amino acids make up for ≈31% of all amino acids in the

human proteome (Arg: 5.8% ± 2.3; Asp: 4.7% ± 1.7; Cys: 2.4% ± 2.2; Glu: 7.0% ± 2.9; His:

2.6% ± 1.3; Lys: 5.8% ± 2.8; Tyr: 2.8% ± 1.4), meaning that on average roughly one third of

a protein is sensitive not only to the medium pH but also to alterations in its surroundings. Un-

surprisingly, protonation switches have been associated with a wide array of protein behaviors,

including modulating the binding affinity in protein-protein, protein-ligand, or protein-lipid sys-

tems, modifying enzymatic activity and function, and even altering their stability, and subcellu-

lar location [100]. The (de)protonation events are so important to regulate protein structure and

function that it has been proposed to consider protonation as a post-translational modification,

albeit being an enzyme-free reaction, contrarily to most post-translational modifications [100].

The relevance of chemical groups with labile protons in enzymatic function is well illustrated

by the fact that the top seven most frequent amino acids in catalytic sites are all pH titratable

(Table 1.4). In total, they make up approximately 80% of all catalytic residues. Furthermore,

only these residues are more represented in catalytic sites than in the rest of the protein.

Histidines and cysteines are exceptionally interesting as the most under-represented titratable

residues in the human proteome, yet the most enriched catalytic residues. Also, the two residues

have the closest pKa values to the physiological pH range, making these residues the most

sensitive to subtle pH changes in the acidic or alkaline direction. For these reasons, His and

Cys residues are generally the most important to predict accurately. Histidine is the most fre-

quent catalytic residue and has the largest enrichment in this region of enzymes. Moreover, His

residues are present in key regions of proteins with very different functions [100]: actin regula-

tory protein cofilin [103]; phosphoinositides binding Grp1 [104], the islet amyloid polypeptide,

a hormone produced by pancreatic cells [105]; “mad cow” disease prion protein [106]; influenza

A viruses proton channel M2 [107]; HIV-1 Gag polypeptide [108]. Also, it has been reported

that mutations in different cancer cell lines cause a net gain in His, as well as in Cys residues

[109]. Cysteine is arguably one of the most unique and reactive amino acids. It possesses the

ability to form a disulfide bond (oxidize) by reacting with another Cys, and it can replace an-

other amino acid [110], the Selenocysteine, with a much lower pKa of 5.24 [111]. Under certain
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Table 1.4: Frequency of the canonical amino acids as catalytic residues. The respective enrichment

is calculated as the ratio between the frequency in the catalytic site and the frequency in the protein

sequence. The data set used consists of 684 enzymes from the Mechanism, and Catalytic Site Atlas

[101]. Adapted from reference [102].

Amino Acid Frequency Enrichment

His 19.5% 8.2

Asp 17.4% 3.0

Glu 13.0% 2.0

Lys 9.3% 1.7

Arg 9.2% 1.8

Cys 6.3% 4.6

Tyr 6.2% 1.8

Ser 5.4% 0.9

Asn 3.9% 0.9

Thr 3.1% 0.6

Gln 1.8% 0.5

Phe 1.6% 0.4

Trp 1.5% 1.0

Met 0.6% 0.2

Leu 0.4% < 0.1

Ile 0.2% < 0.1

Val 0.2% < 0.1

Gly 0.2% < 0.1

Ala 0.1% < 0.1

Pro 0.1% < 0.1

conditions like Se deficiency, Sec – known as the 21st amino acid to be discovered as genetically

encoded (by a stop codon) – Cys can occur in the Sec position and partially preserve its function

[112, 113]. Cys is the least exposed protein residue, and unexpectedly, more solvent-exposed

Cys are more pH-sensitive than buried ones [114].

The placement of titratable amino acids in the protein has also been subject to evolutionary

pressure. An evidence of that is the bimodal and trimodal isoelectric point (pI) distribution

of bacterial, archaeal and eukaryotic proteomes [115–119] and its adaptation to environmen-

tal conditions [120–122]. The pI of a protein is the pH at which its net charge is zero, and it

is commonly used to distinguish between proteins in methods for protein separation, such as

electrophoresis. In water and at the pH that corresponds to their pI, proteins are less soluble,

which may result in protein aggregation [123]. Appropriately, the multimodal proteome-wide
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distributions show a low abundance of proteins with a pI close to the physiological pH. The pI

distribution of the human blood proteome is bimodal and exhibits a local minimum at pH 7.4,

where the number of proteins is approximately 20 times lower than that at pH 5.3 [124]. It was

shown that AD patients with fast memory decline had a significantly higher concentration of

proteins with a pI of 7.4±0.1 compared to patients with a slow memory decline. Interestingly,

the major and minor peaks of the whole-proteome pI distribution are associated with subcel-

lular compartments [118, 125]. Furthermore, organelle-specific protein pIs are largely defined

by local pH and membrane charge: basic pI values are correlated with nuclear and mitochon-

drial localization; plasma membrane and extracellular proteins exhibit no preference for either

the acidic or alkaline regions; pI in the acidic regions are more characteristic of cytoplasmic,

cytoskeletal, and lysosomal proteins.

The overall charge of a protein is governed by the individual charge states of its titratable amino

acids, which can be regulated by the respective local environments. The diversity of existing

environments can be noticed by extraordinary dispersion of reported experimental pKa values in

wild-type proteins (Table 1.3). The range of pKa values observed for Asp is particularly impres-

sive (from 0.5 to 9.9). Nonetheless, at pH 7, many other residues (Asp, Cys, His, Lys, Glu) can

also exist primarily in neutral or ionized form. It should be noted that even though Tyr residues

with pKa values inferior to 9.7 have not been reported, environments in which much lower pKa

values can exist are, at least theoretically, possible. Moreover, only 23 experimental values for

Tyr residues have been reported, a very limited amount compared to other residues (Glu: 411,

Asp: 381, His: 224, Lys: 135). The reported amplitudes can nevertheless be interpreted as

representative of the typical environments experienced by the various residue types. Termini

residues are generally exposed to water and thus are less shifted. The same logic can explain

residues with lengthier side chains, such as Glu and Lys, which tend to be more water-exposed.

Contrarily, the shorter Asp, Cys, and His show the broadest range of pKa values. There are no

reported experimental pKa values in the PKAD database for Arginine residues, nor has a neutral

Arg ever been observed near-neutral pH [93]. In part, this is due to its extremely high pKa of

≈14, roughly two log units higher than commonly cited values for the arginine amino acid that

stem from century-old work [126, 127]. Also, the length of its side chain helps Arg to discover

polar groups or water even in internal positions where other residues are forced to shift to their

neutral states [128].

Experimental pKa can be obtained employing a variety of methods [129]. The first one to be

developed was potentiometric titration, with the first setup to determine equilibrium constants

being described in the early 1900s [130]. This method involves a step-wise addition of a known

volume of acid or base to a solution of our molecule of interest, typically a drug or a protein.

By measuring the change in pH solution with a pH electrode, and plotting it as a function of

the volume of the added titrant, the pKa value can be identified as the inflection point in the

curve. Potentiometry is still nowadays a common method for determining pKa values of small
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molecules, however, its usage is not as widespread in proteins [93]. Multiple residues titrating

in the same pH region are common in proteins. Without complementary information, it is

impossible to extract and assign pKa values to specific ionizable groups from a titration curve.

If a chromophore is found near the titration site, one can distinguish his pKa by measuring the

UV absorbance at different pH values [131]. Unfortunately, nearby chromophores are usually

affected by other sites as well, and thus UV spectrophotometry derived titration curves are

also more common for small molecules than for proteins. Isothermal titration microcalorimetry

(ITC) is another method with which it is possible to get titration curves selectively. ITC is a

popular choice for measuring equilibrium constants and related thermodynamic parameters of

binding reactions. By monitoring the pH dependency of the time derivative of heat change of

the reaction between a reagent and an ionizable group, it is possible to obtain titration curves

for a specific group [132]. For example, by following the reaction of iodoacetamide with the

ionized cysteine’s thiol, one can assess the pKa of those residues. Still, if multiple residues have

similar pKa values, the same disentangling difficulties apply (see below).

NMR pH titration is the method of choice for site-specific pKa values in proteins. In fact, 96.2%

of the experimental pKa values collected in PKAD have been determined with this methodol-

ogy. NMR spectroscopy is highly sensitive to protonation events as the chemical shift of a

nucleus close to a titratable site depends on its protonation state. Much like in calculations for

structure determination, a single protein sample uniformly enriched with isotopes is used to

measure chemical shifts of individual amino acid types at once. Alternatively, specific isotopes

can be introduced to a small subset of residues. The titratable protons can be directly monitored

if significantly protected from the fast exchange with water by being buried or performing hy-

drogen bonds [133, 134]. In most cases, the pH-dependent chemical shifts need to be inferred

from nearby nonlabile nuclei. 13C and 15N are usually well suited for these studies since the

ionization of a nearby site triggers a more significant response than changes in the electric field.

Compared to the heavier isotopes, 1H sensor protons are typically further away and experience

irregular chemical shifts [135].

The observed chemical shifts δobs relate to changes in the weighted average of the deprotonated

and protonated populations, p0 and p1, respectively. It can be defined by:

δobs = p0δ0 + p1δ1 (1.13)

where δ0 and δ1 are the chemical shift of the deprotonated and protonated species. After the

careful assignment of the NMR peaks at different pH values to the correct nuclei, it is possible to

track the titration of a site and fit it to a Henderson-Hasselbalch equivalent equation [135]:

δobs =
∆δ

1+10 pH−pKa
+δ0 (1.14)

Here ∆δ refers to the chemical shift change upon proton binding. However, this equation can

only be applied to a single non-interacting titrating site. NMR chemical shifts are extremely
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Figure 1.3: Examples of fits with Equation 1.15 to experimental chemical shift titration curves influenced

by N noninteracting titration sites. Adapted from Hass et al. [135, 136].

sensitive to changes in the environment. As such, several nuclei can report the same titration,

and one nucleus may sense more than one site. Furthermore, many titratable residues are often

close to each other in proteins, resulting in complex titration behaviors and complicating the

tracking and assignment of the shifts. If the monitored nucleus is affected by more than one

non-interacting protonations sites N, their contributions to the chemical shift are additive and

can be generally described as:

δobs =
N

∑
i=1

∆δi

1+10 pH−pKai
+δ0 (1.15)

The number of titratable residues can be determined, and this equation can fit very convoluted

titration curves like nonmonotonous ones (Figure 1.3). In certain conditions, it is possible

to determine all the N pKa values from a single titration curve, however, in some cases it is

necessary to know one of the pKa values to resolve the others. Furthermore, this equation

can not describe titration curves of interacting sites in which there are cooperativity effects.

Cooperative protonation can be approximated with the Hill model:

δobs =
∆δ

1+10n(pH−pKa)
+δ0 (1.16)
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If the Hill coefficient n is 1, no cooperativity is observed, and the equation reverts to the Eq 1.14.

Despite its inability to reproduce multiphasic titration curves, it is still quite a helpful approxi-

mation as it limits the amount of unknown independent parameters to be determined.

Determination of pKa values using NMR pH-titration is not as straightforward as one might

think. A fitting equation is required, and its selection is subjective and accompanied by the

inherent assumptions and limitations of the model chosen. Sometimes it is possible to use sta-

tistical treatments to choose the fitting model [137]. Nevertheless, it is necessary to visually

inspect titration curves and resulting fits, as well as use structural information and knowledge

about titration behavior to check the appropriateness of the fitting model. The error of a pKa

determination with NMR, therefore, has two components, one from the NMR experiment and

another from the fitting procedure, and both are hard to access. Consequently, true accuracy is

hard to determine from a single work, and usually, the experimental errors reported only reflect

the precision of the measurements. In an effort to obtain a realistic accuracy of experimentally

determined pKa values, Webb et al. have remeasured pKa values of HEWL – a common bench-

mark for protein pKa calculations – with NMR spectroscopy and compared the results with

previous works [138]. In this comparison, differences as high as one pH unit can be observed

between the new and old measurements. pKa values have also been reported for distinct nuclei

(13C, 15N, and 1H), and the RMSD values between the more accurate 13C experiments and the

others range from 0.4 to 1.3. Interestingly, the two theoretical methods tested have exhibited a

lower RMSD (0.8 and 0.9) than some of the nuclei used. In conclusion, it is important to ac-

knowledge that not all experimental values have the same validity and that one can not interpret

experimental pKa values as absolute truths without any associated error. Nonetheless, NMR

titration is still one of the most, if not the most accurate, experimental methods available.

Unfortunately, NMR is a quite expensive equipment to acquire, maintain and operate [139, 140].

This explains in part why the number of protein pKa values has not expanded significantly in

recent years. In the same way, the rate of NMR structure releases in the PDB has dropped

substantially since 2007 and is now only a third compared to their maximum. Last year, new

NMR structures were one-tenth of the electron microscopy (EM) ones and ≈ 25 times less than

X-ray releases.

Characterizing a titration curve of a residue by its pKa value leads to an enormous loss of in-

formation regarding the dependency of other sites on its behavior. Furthermore, the interaction

between sites can produce irregular non-sigmoidal titration curves, which can not be described

by a set of pKa values [135, 141–144]. Even if only two sites are interacting, this irregular curve

can be observed (Figure1.5C). To fully characterize the titration of coupled sites, it is necessary

to consider the microscopic model and its relation with the macroscopic observables. In a sys-

tem with two interacting proton binding sites, there are three macroscopic states Figure 1.4A)

and four microscopic states can be adopted (Figure 1.4B). The microscopic equilibrium con-
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A B

Figure 1.4: Macroscopic (A) and microscopic (B) interpretation of a system with two coupled sites s1 in

red and s2 in blue. Adapted from Ullmann et al. [142]

stants can be defined as

K11 =
[(10)][H]

[(11)]

K
′
11 =

[(01)][H]

[(11)]

K10 =
[(00)][H]

[(10)]

K01 =
[(00)][H]

[(01)]

(1.17)

These microscopic dissociation constants are related to the macroscopic ones by

K2P = K11 +K
′
11

K1P =
K10K01

K10 +K01

(1.18)

or in their pK equivalent form as

pK2P =−log10(10−pK11 +10−pK
′
11)

pK1P = pK10 +pK01 + log10(10−pK10 +10−pK
′
01)

(1.19)

A titration curve of a site is no more than its probability of existing in a protonated species.

For site s1 in our system consisting on two interacting sites, its total average protonation (the

observable quantity in a titration) <x1> is equal to the sum of <(11)> and <(10)> and in the case

of s2 is <x2> = <(11)> + <(01)>. Hence, from the two titration curves alone, it is impossible to

infer the microstates’ probabilities. To add to the complexity of experimental determination of

pKa values, as we have seen, an observed experimental titration curve may be reporting multiple

sites, which makes the information unraveling even more complicated.

20



CHAPTER 1. INTRODUCTION & STATE OF THE ART

A
B

C

Figure 1.5: (A) Microscopic pKa values of a system with two interacting titratable sites (s1 in red and s2

in blue) with a interaction strength of 2 pH units that titrate in the same pH range. (B) Titration curves

of the two sites. (C) pH-dependent pKa values of the two sites. Adapted from Ullmann et al. [142]

The strength of the interaction between sites is reflected in the difference between the micro-

scopic proton dissociation constants of the same site (pK11 and pK01), and the stronger the

interaction, the larger the difference in these constants. In the limit case of no interaction be-

tween the sites, the two microscopic pKa values would be equal. Figure 1.5A illustrates a system

where the interaction energy between the two sites is equivalent to 2 pH units in which both sites

titrate in the same pH region. In this strongly interacting system, macroscopic pKa values are

not enough to describe the non-sigmoidal titration curves (Figure 1.5B), as in reality these sites

possess pH-dependent pKa values (Figure 1.5C). Moreover, the macroscopic pKa values (pK2P

= 4.74; pK1P = 7.35) are not coincident with the so-called pKhal f or pK1/2, pH value of the titra-

tion curve point at which the protonation probability is 0.5. The pKhal f is often used to describe

the titration behavior of a site, and if the titration curve can be fitted by an HH equation, it is

not a bad descriptor. However, for irregular titration curves, pKhal f values do not correspond to

any quantity with physical meaning, being good first guesses nonetheless.

If the two sites do not titrate in the same region, the titration curves recover their sigmoidal shape

(Figure 1.6B), even if they are interacting strongly (Figure 1.6A). In this case, the pKhalf values

match the macroscopic pKa values (pK2P = 2.0; pK1P = 7.0), however, thanks to the interaction
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A
B

C

Figure 1.6: (A) Microscopic pKa values of a system with two interacting titratable sites (s1 in red and s2

in blue) with a interaction strength of 2 pH units that titrate in distinct pH ranges. (B) Titration curves of

the two sites. (C) pH-dependent pKa values of the two sites. Adapted from Ullmann et al. [142]
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between the sites, the pKa values of each site are also pH-dependent (Figure 1.6C). At pH 8,

both sites will be predominately deprotonated, thus, the microscopic pKa values related to this

microscopic state will be in effect ((pK10 = 4.0; pK01 = 7.0)). For site s1 this means that at this

pH value its pKa value differs significantly from the macroscopic one, however, its protonated

population is very low. Nevertheless, in non-equilibrium situations that may occur during a

catalytic reaction these microstates could play an important functional role.

As we have seen, complex titration behavior can be interpreted by the microscopic model. With

this framework, a protein with N titratable groups is defined by N2N−1 microscopic equilibrium

constants. Even though only the 2N - 1 independent constants need to be determined, for sys-

tems with more than three sites, it is impossible to derive them all from their titration curves

since only N2 - N + 1 parameters can be resolved [141].

Computational methods for pKa estimation can be used to complement experimental meth-

ods and aid in the interpretation of intricate experimental titration curves by providing suitable

micro-constants. They can also be employed as a replacement for the expensive experimental

measurements of pKa values. Additionally, computational predictors may refine the macro-

scopic pKa values and or microscopic constants for the desired conditions, as often the exper-

imental conditions are not appropriate for the study of a particular system or process. In the

PKAD database, some pKa values have been experimentally determined with an ionic strength

as high as 5M, and the acid dissociation constant is, in fact, dependent on, among others, tem-

perature, ionic strength, and the solvent.

Nowadays, if one wants to predict pKa values in proteins, there is a vast array of options avail-

able with quite distinct characteristics. There are several possible ways to group the existing

methods. It is possible to distinguish them based on the type of model used to describe the

system, the degree of conformational flexibility allowed, or whether the microscopic model is

used. Table 1.5 contains conventional classes of pKa estimators: empirical, Quantum Mechanics

(QM)-based, Continuum-Electrostatics (CE)-based, Molecular Dynamics (MD)-based.

Ab initio QM methods solve the Schrödinger equation for a subatomic characterization of a

system. Due to the high computational cost, it is impossible to solve it for a complete protein.

Thus, in most methods, only part of the system is described by QM, and several types of models

can describe the remaining. In the QM/LPBE method, the titratable group is modeled with

QM, and the bulk solvent with the linear Poisson–Boltzmann equation [145]. A variant of this

method is the QM/MM/LPBE, in which part of the protein is described by Molecular Mechanics

(MM) [146]. SCC-DFTB/MM-GSBP is another QM/MM method developed which has been

used to calculate pKa values using a free energy perturbation (FEP) approach [147]. QM-based

methods are instrumental in dealing with titratable residues near metal atoms [148], which are

poorly described by electrostatics alone.

Empirical models are the most modern and the fastest as they rely on simple system descrip-
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Table 1.5: Examples of pKa predictor methods organized into classes based on the used model to describe

the system and degree of conformational flexibility. The methodologies developed and presented in this

thesis have been underlined.

Class Examples Model Conformational Speed

Flexibility

QM-based QM/LPBE, QM/MM-GSBP QM/MM −− −

Empirical PROPKA, PKA17 Empiral Function −− ++++

pKAI, pKa-ANI Machine Learning −− ++++

CE-based GBneck, GBSW, GBMV GB + +++

PypKa, DelPhiPka, H++ PB − ++

MCCE PB + +

MD-based MM-GBSA GB − −
LRA PB ++ −−
PypKa-MD, GBNeck2-CpHMD CE +++ −−−
pKAI-MD Machine Learning +++ −

tions. A significant part of empirical methods uses simplified energy functions to describe

the protein and the interactions between sites. PROPKA[149] is the most widely used, al-

though several others have been developed such as MM-SCP[150], DEPTH [151], PKAcal

[152], PKA17[153], and even a consensus approach with a combination of different methods

[154]. New empirical predictors based on Machine Learning (ML) have been developed in re-

cent years. Like all empirical methods, the ML-based are trained on experimental pKa values.

However, ML models have many more parameters and require more training data. Chen et. al

[155] and Gokcan et. al [156] have used experimental pKa values as training data. Unfortu-

nately, experimental data is limited in terms of quantity and variety. To overcome these restric-

tions and train on much larger data sets, DeepKa [157], and pKAI [3] have taken advantage of

synthetic data generated by constant-pH MD (MD) and a CE-based method, respectively.

The CE-based class is one of the most popular featuring the vastest amount of methods. They

are not as fast as the empirical, however, they tend to be much faster than QM/MM and MD-

based methodologies. The speed of the method is related to the model used to describe the

interactions and also depends on the inclusion of conformational sampling. The most popu-

lar CE models are generalized Born (GB) and Poisson–Boltzmann (PB). In PB, the solvent is

described by a continuum dielectric, and the protein is modeled as a rigid body with a lower

dielectric constant. GB is an analytical approximation of the linearized PB equation, which al-

lows for a much faster alternative to the numerically solved PB. There are several GB variations

available implemented in different software packages. For example, in AMBER it is possible
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to use GB/HCT[158], GB/OBC[159], GBneck[160] or GBNSR6[161], and in CHARMM the

options include GBMV[162], GBSW[163]. pKa predictors based on PB usually couple a pre-

viously developed PB solvers, like DelPhi [164], APBS [165] or MEAD [166], with a Monte

Carlo routine to sample ionization states [167]. DelPhiPKa [168] can be used as a CLI, others

like H++ [169] provide a web server, and PypKa [1] also offers a python API. Most model

the conformational flexibility of the protein by increasing or modulating its dielectric constant.

Some can sample proton tautomers [170] and others side-chain rotamers [171].

A more thorough conformational sampling can be done by using MD. Conformational aver-

aging can help to improve predictions in residues whose environment is poorly described by a

single average structure, such as an experimental one. However, one should be careful in this

endeavor as in standard MD, only one protonation microstate is being simulated, and for ex-

ample, HEWL can transition between 24 protonation microstates at pH 7 [172]. In MM-GBSA

[173], this is not taken into consideration which means that the ensemble of conformations sam-

pled is biased. The linear response approximation (LRA) approach partially addresses this issue

by using conformations of both the protonated and deprotonated forms of the residue for which

the pKa is to be calculated [174, 175]. A linear dependency between the two extreme cases

can be assumed if the two environments do not change dramatically. However, this method is

not suitable for dealing with multiple or interacting residues since the number of simulations

quickly escalates. To obtain the correct populations of microscopic states and deal with the

inter-dependency between conformations and protonation states, it is necessary to couple their

sampling. CpHMD methodologies periodically reassess the protonation state of the conforma-

tional sampling simulation. For the evaluation of likely ionization states some methods use GB

[176, 177] and others PB [1, 178]. At the expense of higher computational costs, these methods

can be used to study pH-dependent conformational phenomena. In the near future, machine

learning accelerated methods like pKAI-MD will likely reduce the computational penalty of

CpHMD dramatically.

No accuracy considerations have been included in Table 1.5 intentionally because it is extraor-

dinarily hard to evaluate the accuracy of pKa methods. The difficulty of quantitatively char-

acterizing the performance of the different predictors has been highlighted in the ambitious

pKa Cooperative project, the first blind prediction challenge for pKa values in proteins [179,

180]. Regretfully, no additional similar initiatives have occurred. There is a need for more

high-quality experimental data and more blind predictions. Furthermore, comparing rigid body

methodologies is particularly complicated due to their dependence on the representativity of the

input structure, which is almost always unknown.

In essence, the error of each class of methods is system-dependent, and the choice of one over

the other should be examined on a case-by-case basis as each one has its strengths and weak-

nesses. QM-based models should be preferred when dealing with metal atoms or modeling
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chemical reaction mechanisms. Empirical methods provide cheap and competitive predictions

for time- or resource-constrained situations. Albeit more computationally expensive, CE-based

are a cost-effective solution for estimating microscopic equilibrium constants, pKhalf and macro-

scopic pKa. To study pH-dependent conformational transitions, CpHMD is the go-to methodol-

ogy.
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1.3 Protonation equilibria from continuum electrostatics

One of the most popular classes of pKa predictors describes the system with CE. In these mod-

els, a solvated protein may be described as a set of point charges in a low dielectric surrounded

by a high dielectric region (Figure 1.7).

Figure 1.7: Continuum electrostatic model of a protein.

The dielectric constant of the water εout is usually set to 80, and that of the protein εin to a value

between 2 and 20. In a more realistic setting, the dielectric constant of water should reduce in

proximity of the solute; however, the approximated bulk value is commonly used. In contrast, it

has been observed that using for the solute the dielectric value corresponding to electronic po-

larizability, i.e., around 2, leads to worse agreement with experiments since larger εin values can

actually compensate for factors not explicitly considered in a given model [181]. The dielectric

constant is a measure of the ability of a medium to react to an applied electric field. Electronic

polarization alone can generate a dielectric constant of ≈ 2 and reduce the electrostatic poten-

tial by the same factor relative to vacuum [182]. Water also has orientational polarizability and

thus produces a much stronger screening. Its ability to quickly adapt to changes in the local

environment makes water an efficient screener of electrostatic interactions. Parts of a protein

may also reorient in response to an electric field, although not as much as water. To explain the

experimental polarizability of a dry protein, an average dielectric constant of around 3 is needed

[183]. However, this screening ability depends on the conformation. Furthermore, the dielectric

constant is not uniform across all regions of a protein, as the interior of a protein is less flexible

to reorganization and has a much lower dielectric. To account for this, different protein regions

may be assigned specific dielectrics [184] as εin can be modulated based on local properties such

as solvent exposure or atomic density [185, 186]. In these models, the values of εin may range
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around 6–7 in buried regions and 20-30 at the surface of the protein. Some models explicitly

consider the conformational rearrangement of the side chain [171, 187], and thus require lower

dielectric constants (4–8). In methods such as CpHMD, in which full conformational flexibility

is included, an εin of 2 should be used to account for the electronic polarization effect. When

all contributions are accurately and explicitly treated, an εin of 1 should be used [181].

In a way, all CE methods for proteins stem from the Poisson equation for inhomogeneous me-

dia,

∇ · [ε(rrr)∇φ(rrr)] =−4πρ(rrr) (1.20)

where ε , φ and ρ are the dielectric constant, electrostatic potential and charge density at point rrr.

This equation explains the observable relation between polarization and electric field. However,

it does not account for the distribution of ions in a solution with electric potential. To include

this effect, we need to consider that ρ(rrr) depends on the charge density of the molecule ρ(rrr)mol

and mobile ions ρ(rrr)ion,

∇ · [ε(rrr)∇φ(rrr)] =−4π

[
ρ(rrr)mol +ρ(rrr)ion

]
(1.21)

ρ(rrr)ion =
K

∑
i

ezici(rrr) (1.22)

where K is the number of ion types in solution, zi is the charge number of the i ionic species,

and e is the elementary charge (i.e., the charge of a proton). By assuming that the local ionic

concentration ci(rrr) follows a Boltzmann distribution depending only on the electrostatic poten-

tial,

ci(rrr) = c∞
i λi(rrr)exp

(
−zieφ(rrr)

kBT

)
(1.23)

The bulk concentration of the i ion c∞
i represents its concentration at an infinite distance from

the protein, where its electrostatic potential is no longer felt. The Boltzmann constant and the

system’s temperature are represented by kB and T , respectively. The ion-accessibility parameter

λi(rrr) is equal to 0 in the region excluded for mobile ions and 1 elsewhere. The ion exclusion

region, or Stern layer, in which no mobile ions are present, has a thickness corresponding to the

hydrated radius of the ion [188]. Substituting Eqs. 1.22 and 1.23 in 1.21, we get the nonlinear

Poisson-Boltzmann equation,

∇ · [ε(rrr)∇φ(rrr)] =−4π

[
ρ(rrr)mol +∑

i
ezic∞

i λi(rrr)exp
(
−zieφ(rrr)

kBT

)]
(1.24)

When the electrostatic potential is weak, the exponential may be approximated for small ar-

guments. By applying this approximation and assuming a neutral bulk solution, the linearized

Poisson-Boltzmann equation, in the case of a monovalent salt can be obtained,

∇ · [ε(rrr)∇φ(rrr)] =−4πρ(rrr)mol +
8πe2I
kBT

λ (rrr)φ(rrr) (1.25)
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Figure 1.8: Scheme of a grid cell and necessary quantities to solve the PB equation with the finite-

difference method (Equation 1.27). Adapted from reference 191.

I =
1
2 ∑

i
c∞

i z2
i (1.26)

Note that when the ionic strength I is zero, the Poisson–Boltzmann equation reverts to the

original Poisson equation. The linearized PB equation can be used for systems with low local

charge density. While some proteins fit the criterion, particular attention must be paid not to

apply this approximation to more charged systems such as charged membranes and nucleic

acids.

There are several strategies to solve the linear PB equation, including analytical solutions for

simple geometries [189]. However, solving for a protein in 3 dimensions is more complex,

and a numerical approach is required. The finite-difference method is arguably one of the

most popular techniques, and the one implemented by DelPhi [164], MEAD [166] and APBS

[165]. Other strategies are possible, including the boundary element, finite element, or the

adaptive-grid method. Here we will focus solely on the finite-difference method, and a more

in-depth review of the different numerical methods for biophysical applications can be found in

reference 190.

To numerically solve the PB equation, all properties of the system (charge q, dielectric constant

ε and ion accessibility λ , electrostatic potential φ ) need to be mapped onto a grid (Figure 1.8).

The finer the grid (smaller grid spacing h), the better the accuracy of the finite-difference ap-

proximated solution. In order to assign ε and λ values, the surface of the molecule and the

ion exclusion layer need to be calculated. These are usually defined by rolling a ball over the

atoms of the protein. A probe of 1.4 Å representing the water molecule is usually used for the
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molecule surface, and the ion exclusion layer is calculated assuming a width of typically 2.0 Å

representing the Cl− ion [192]. The protein atoms are represented as spheres with given radii

depending on their type. While the charges can be obtained directly from a force field such as

CHARMM, AMBER, or GROMOS, the radii need to be derived. A common procedure is to set

the atomic radius equal to half the distance between the minimum Lennard–Jones (LJ) interac-

tion energy Rmin between two identical atoms [193–195]. Alternative approaches include using

half of σ , the distance corresponding to zero LJ energy R0RT [196], or half the thermal radius

R1RT , the distance corresponding to an RT increase in the LJ energy relative to the minimum

[197], or even, double the thermal radius R2RT of the interaction energy of an atom with water

[198]. Ultimately, the choice of charges and of the corresponding radii is empirical, and opti-

mizing parameters to reproduce solvation energies or pKa values with PB is a regular practice

[198–200].

The molecular surface is then used to map the εin and εout values, and the Stern layer for the

λ function. The point charges of the protein atoms are smeared over the surrounding grid

points by linear interpolation. After calculating an initial guess for the potential for each grid

cell (for example, from an analytical solution), the electrostatic potential at each cell center

can be calculated by imposing that the following equation is satisfied within some accuracy

[201],

φ0 =
∑

6
i εiφi +4π

q0
h

∑
6
i εi +κ2

Dε0λ0h2
(1.27)

κ
2
D =

8πe2I
ε0kBT

(1.28)

This equation states that the electrostatic potential φ in each grid cell depends on the potential

of the 6 neighboring grid cells and the corresponding dielectric constant on the face of the two

cells, as well as its own charge q0, Debye screening constant κD, and dielectric constant ε0.

The finite-difference solution can be seen as a set of equations that can be solved in an iterative

fashion, where each grid node can be defined by Equation 1.27. The exception to the rule is

the treatment of the boundary cells of the lattice whose initial potential is kept fixed. There

are several possibilities for obtaining the boundary potentials. One of the simplest solutions is

to consider the protein as a sphere and use an analytical solution to the linearized PB equation

for a sphere [202]. A more accurate approach involves running a first calculation with a larger

and coarser grid and then using the resulting potential to set up the values for the boundary

cells in a successive calculation. This procedure is called focusing and can be repeated multiple

times until the desired boundary potential for the finer grid is reached. In this way, it is possible

to calculate the potentials for a part of the system, such as one titratable residue, with high

accuracy using a small h (usually 0.25 Å) grid and still consider the remaining protein atoms in

the calculation without the need to compute a large grid with the same level of detail which in

some cases would be impossible due to memory limitations.
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The electrostatic potential φ(r) given by the PB equation can be divided into two parts: the

Coulombic potential and the reaction field potential φ(r)r f ,

φ(r) =
M

∑
i

qi

4πεinε0|r− ri|
+φr f (r) (1.29)

The reaction field potential always contrasts the field generated by the fixed partial charges of

the protein. The reaction field energy is the interaction energy of the set of free charges q with

the polarization charge at the boundary between the different media, and with the mobile ions

in solution, screened by the dielectric of water. This energy is an essential component of the

solvation free energy and is given by,

∆Gr f =
1
2 ∑

i
qiφr f (ri) (1.30)

For a single ion of radius a and charge q, it is possible to find the potentials analytically. Born

described the free energy of transferring a single charged sphere to a water environment de-

scribed as a continuum dielectric εout [203],

∆Gsolv =−q2

2a

(
1− 1

εout

)
(1.31)

The Born formula is an exact solution of the Poisson equation for a spherical solute. One

can generalize this equation to a collection of atoms and define the solvation free energy as the

sum of individual Born terms, and pairwise Coulombic terms [204]. The generalized Born (GB)

equations try to replicate the physics of the Poisson equation for complex molecular geometries,

like those of proteins, as an analytical formula [159],

∆Gsolv ≃−∑
i

q2

2Ri

(
1− 1

εout

)
− 1

2 ∑
i j,i ̸= j

qiq j

f GB
i j (ri j,Ri,R j)

(
1− 1

εout

)
(1.32)

where Ri is the effective Born radii of atoms i, ri j is the distance between atoms i and j, and

the GB kernel f GB
i j is a function that defines, what can be considered as the effective interaction

distance between atoms i and j,

f GB
i j (ri j,Ri,R j) =

√√√√r2
i j +RiR j exp

(
−r2

i j

4RiR j

)
(1.33)

This particularly popular GB kernel [205] has been referred to (in conjunction with Eq.1.32) as

the canonical GB model [206]. The effective Born radii can be estimated or parameterized in a

number of ways [158, 159, 205, 207, 208].

By considering the approximation that is made by GB models that ∆Gr f ≈ ∆GGB, and com-

paring Equations 1.30 and 1.32, this means that the Born radii should have values that would

give the same electrostatic solvation free energy without calculating costly electrostatic poten-

tials.
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AHsol Asol +H+

AHP AP +H+

∆Gsol−→P
AH

∆Gsol
AH→A

∆GP
AH→A

∆Gsol→P
A

Figure 1.9: Thermodynamic cycle of titratable site A in protein P and solvated sol environments.

Over the years, both PB and GB have found success as CE descriptors of solvated macro-

molecules to estimate free energies of solvation, binding energies between protein-protein or

ligand-protein systems, and even pKa values. Bashford and Karplus have laid out the foun-

dation for pKa estimations of ionizable groups in proteins using CE models [209], with the

thermodynamic framework ground in the intrinsic pKa (pKintr, Eq. 1.42) still being valid and

widely used nowadays [1, 171, 187, 210, 211]. According to the thermodynamic cycle seen in

Figure 1.9, the protein site A protonation free energy can be defined as,

∆GP
AH→A = ∆Gsol

AH→A +∆Gsol→P
A −∆Gsol→P

AH (1.34)

Since a free energy of protonation can be converted to pK units by,

pK =
∆G

2.3kBT
(1.35)

one can rewrite Equation 1.34 for the pKa of a site in a protein having all other sites in a fixed

state as,

pKP
a = pKsol

a +
1

2.3kBT

[
∆Gsol→P

A −∆Gsol→P
AH

]
(1.36)

= pKsol
a +

1
2.3kBT

[
∆GP

AH→A −∆Gsol
AH→A

]
(1.37)

The pKsol
a is often called the pKa of the model compound (pKmod), as in reality, Asol does not

correspond exactly to the entire amino acid in water. Also, if we consider that free energy of

protonation can be defined by,

∆GP
AH→A = ∆Gquantum +∆GP

r f +∆GP
back +∆GP

interact (1.38)

∆Gsol
AH→A = ∆Gquantum +∆Gsol

r f +∆Gsol
back (1.39)

where ∆Gquantum is the energy of quantum effects like bond formation and charge transfer that

we assume to be the same in both the model compound and the protein site, ∆Gr f the contribu-

tion of the change in the polarization of the surrounding medium, ∆Gback the contribution of the

interactions with permanent charges, and ∆GP
interaction the energy of the interactions with other
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titratable sites. Substituting these equations into Eq. 1.37 we get,

pKP
a = pKmod +

1
2.3kBT

[
∆∆Gr f +∆∆Gback +∆GP

interact
]

(1.40)

which can be rearranged to contemplate pKintr, the pKa value of a site when all others are in

their reference state,

pKP
a = pKintr +

∆GP
interact

2.3kBT
(1.41)

pKintr = pKmod +
1

2.3kBT

[
∆∆Gr f +∆∆Gback

]
(1.42)

The pH-independent pKintr can be determined by adding a known (or calibrated) pKmod to

∆∆Gr f and ∆∆Gback, both of which attainable from the PB calculations of the reference state r

and protonation state s,

∆∆Gr f = ∆GP
r f −∆Gsol

r f

=
(
GP

r f (r)−GP
r f (s)

)
−
(

Gsol
r f (r)−Gsol

r f (s)
) (1.43)

∆∆Gback = ∆GP
back −∆Gsol

back

= Gback(r)P −Gback(s)P

=
K

∑
i

qi(r)φi(r)−
K

∑
i

qi(s)φi(s)

(1.44)

where K is the number of atoms that do not belong to titratable sites.

So far, we considered only one titrating site at the time, while the others were fixed. While it

might be possible to obtain microscopic pKa values from this approach, probing all possible

microscopic states is unfeasible for most proteins. A possible solution is to sample protonation

states with Monte Carlo simulations [167]. To do that, one needs to define the pH-dependent

energy shift due to a protonation state change in site n of a protein with N titratable sites,

∆∆Gn1→n2 = 2.3kBT [an1γn1 (pH −pKintr(n2))−an2γn2 (pH −pKintr(n1))]+
N

∑
j ̸=n

∆Gn1→n2, jx

(1.45)

where an and γn are the ionization state (0 for neutral; 1 for ionized) and the charge (+1 for

cationic; -1 for anionic) of site n. The effect of the protonation state change from n1 to n2 in

the interaction energy with site j in a fixed state x is given by,

∆Gn1→n2, jx = Gn2, jx −Gn1, jx (1.46)

Gn2, jx =
∑

I(qn(r)−qn(n2))(φ j(r)−φ j( jx))+∑
H(q j(r)−q j( jx))(φn(r)−φn(n2))

2
(1.47)

Gn1, jx =
∑

I(qn(r)−qn(n1))(φ j(r)−φ j( jx))+∑
H(q j(r)−q j( jx))(φn(r)−φn(n1))

2
(1.48)
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where I and H are the atoms of sites n and j, respectively.

Since all terms can be obtained from the PB calculations, Eq.1.45 can be used to sample differ-

ent ionization states for the protein according to the Metropolis criterion [212],

Pacceptance(n2) =

1 if ∆∆Gn1→n2 < 0

e−∆∆Gn1→n2/kBT otherwise.
(1.49)

By randomly evaluating new protonation states for different sites, and after some equilibration

steps, physically relevant protonation states are sampled. Furthermore, it is possible to extend

this approach to include proton isomerism [170] or rotamers [213]. However, this algorithm

is inefficient for strongly interacting sites [167]. Since only one site is allowed to change its

protonation state at each MC step, the MC time-independent trajectory may get trapped in local

minima. To improve the sampling efficiency in these cases, it is necessary to consider new states

for two sites in the same step.

The observed microscopic protonation states observed in equilibrated MC trajectories for a

range of pH values allow for macroscopic titration curves for individual sites to be constructed

and pKhalf values to be estimated. In fact, from these simulations, it is possible to estimate

all microscopic and macroscopic constants. However, in this section, we have neglected the

impact of conformational changes. The MC resulting ionization state populations assume a

rigid structure and may be significantly inaccurate.

34



CHAPTER 1. INTRODUCTION & STATE OF THE ART

1.4 Constant-pH Molecular Dynamics

Constant-pH molecular dynamics (CpHMD) methods have emerged as a better way to describe

pH-dependent phenomena by coupling protonation and conformational sampling. With these

methods, it is possible to provide mechanistic insights about pH-dependent processes such as

conformational transitions induced by a pH change. Over the last two decades, different groups

have developed competing strategies on how to deal with pH effects in MD simulations [214–

217].

The type of protonation state representation is an important characteristic of CpHMD methods,

which can be used to distinguish them between those using discrete protonations and the meth-

ods that use continuous states. One of the earliest CpHMD methods with fractional protonation

states dates back to 1997 when Baptista et al. published the implicit titration method [218].

However, most methods using continuous protonation states are based on the work of Brooks

III and co-workers [219, 220] and use λ -dynamics [221] to sample conformations and proto-

nation states simultaneously. Each titratable site is assigned a λ particle with an artificial mass

(typically between 5 and 10 atomic units) that takes values between 0 (protonated state) and 1

(deprotonated state). These fictitious particles affect the whole system, and as such, the Hamil-

tonian includes their kinetic energy, and the electrostatic and van der Waals energies between

the titratable group and its environment are scaled according to the value of λ . The energy

function applied to a λ particle depends on the solvent pH, the reference pKa value of its site

in water, and the interactions with the environment. On top of that, one can add a tunable bias-

ing potential to avoid sampling non-physical states [222]. By simulating a series of λ values,

the pKa value of each site can be obtained by thermodynamic integration. The original imple-

mentation of this method was done in the CHARMM software package [223] and used a GB

model for both proton titration, and conformational dynamics [219]. Since then, several new

variations and upgrades have been made to the λ -dynamics CpHMD. Some of them have been

implemented in Amber [176, 224] and GROMACS [225] software suites, and extensions have

been made to deal with systems other than proteins like membrane proteins [226] and nucleic

acids [227]. A hybrid-solvent approach was developed in which conformational states were

influenced by explicit solvent while protonation states sampling was done in GB solvent [228].

Explicit solvent treatment for both protonation and conformational dynamics was developed

[229] and even titratable water [230] was introduced.

The strategy of continuous protonation states is strongly affected by convergence problems. To

speed up the sampling convergence of both protonation and conformation, enhanced sampling

methods, such as temperature [231] or pH replica-exchange [232], have been used. Neverthe-

less, these CpHMD methods inherit the fundamental limitations of their predecessors and do

not offer a solution for dealing with biomolecular systems with a large number of titratable

sites. Furthermore, when dealing with a small number of sites, there are alternative ways of
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calculating pKa values and modeling the coupling between the conformational and protonation

spaces. Performing free energy perturbation (FEP) calculations of different protonation con-

figurations is doable for a small number of sites. Likewise, the linear response approximation

(LRA) approach may also be a suitable option. A coarse-grained (CG) MD simulation might

be useful for extremely large systems. To this effect, Marrink’s group has developed a CpHMD

method for the Martini force field with the distinctive feature of using transferable titratable

beads [233]. Others have developed a CpHMD for OPEP6 – an OPEP CG force field – based

on a fast proton titration scheme [234]. Another attempt was made by Reilley et. al, extending

CG MD with empirical (PROPKA) pKa predictions [235]. Unfortunately, by using PROPKA,

which was trained to reproduce experimental pKa values, this method samples from the wrong

ensemble.

Discrete protonation states provide a more scalable scheme by coupling protonation sampling,

using MC, with MD-generated conformations. The stochastic titration model introduced by

Baptista et al. in 2002 [178] is a pivotal work in this field. The workflow of this method is

a loop that can be divided into three steps: (I) a protonation state is chosen based on PB/MC

calculations. It should be noted that the ionization state of the protein that is chosen is not the

most likely, but rather one that is taken randomly from the equilibrated sampled distribution;

(II) a short MD simulation is performed so that the water molecules may accommodate the new

charge state of the protein which remains frozen. This is a pragmatic way of stabilizing the

simulations and minimizing energy spikes at the water/protein interface. Of this trajectory, only

the last conformation is kept as the starting conformation for the next step; (III) an effective

MD trajectory is simulated and concatenated with previous production MD segments. The final

conformation proceeds to the next loop, starting with the determination of a new protonation

state at step I. This method was originally implemented using the GROMOS force field to be

applied to peptides and proteins. In the last 20 years, it has then been adapted by different

groups to suit their needs. Baptista’s lab has applied CpHMD to study dendrimers [236, 237],

protein-membrane processes [238] and has implemented a pH gradient across lipid membranes

[239]. Machuqueiro’s group fork of the stochastic titration has been extended to titrate lipids

[240, 241] and coupled with enhanced sampling methods such as a pH replica exchange (RE)

scheme [4] and umbrella sampling [242]. Antosiewicz and co-workers have implemented it

in CHARMM and accelerated the MD part by using a continuum solvent model [243, 244].

Mongan et. al have used GB in both the conformational and protonation sampling and used the

AMBER force field [177], for which Roitberg’s group has developed a temperature RE [245]

as well as pH RE [246]. It should be noted that the pH RE scheme for the discrete protonation

states used in GROMOS and AMBER had been previously developed for the CHARMM force

field by Itoh et. al [247]. Another interesting approach to discrete CpHMD has been developed

at Roux’s group [248]. In the hybrid non-equilibrium MD/Monte Carlo, a new configuration

is evaluated with the Metropolis criterion after a new protonation state produces a short non-
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equilibrium MD trajectory. This method has been implemented in the NAMD software package

and implemented in CHARMM [249].
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1.5 Machine Learning

In recent years, we have witnessed large transformations in a wide array of scientific fields

thanks to machine learning (ML). From physics, [250] and biology [251, 252] to sociology

[253] and genetics [254], ML has enabled a number of technological leaps. It is nowadays

an integral and irreplaceable tool not only for research but also in our everyday lives. Natural

language processing (NLP) [255], computer vision [256], speech recognition [257] and rec-

ommendation systems [257] are one of the first and more popular technologies that have been

drastically improved by ML. Researchers and engineers are applying ML to tackle virtually

every existing problem. However, not all ML methods are appropriate or applicable to encode

every type of question. Different approaches might be considered depending on the type of

data, complexity of the problem, and objective. Most approaches can be divided into super-

vised learning, unsupervised learning, and reinforcement learning. In supervised learning, the

main goal is to train a function that can map an input into an output. This function is learned

by mimicking examples that are provided, and a successful model is one that can generalize to

examples not available. Unfortunately, sometimes labeled input-output pair examples are hard

or even impossible to obtain. Furthermore, there are questions for which a good answer tells

us about the relationship between the data. Anomaly detection methods like Isolation Forest,

clustering algorithms such as K-means, or dimensionality reduction methods such as principal

component analysis (PCA) are all popular examples of unsupervised ML. In between super-

vised and unsupervised learning, there is semi-supervised learning in which only a small part

of the data is labeled, and also self-supervised learning, where the goal is to predict a hidden

part of the input. Masked language models such as BERT [258], or RoBERTa [259] are quite

successful in NLP and involve predicting a hidden part of a text given the remaining words.

The same training philosophy can be applied to videos by masking frames [260, 261], or even

to protein sequences, predicting hidden amino acids [262]. Finally, in reinforcement learning,

an agent is trained to navigate a complex space using a set of allowed actions while being re-

warded for achieving certain objectives and penalized for bad behavior [263]. Self-driving cars

are a good example of this kind of ML technology. The ML agents are taught to drive by receiv-

ing rewards for staying in the intended lane and penalized for going off the road, crashing into

other cars, and running over pedestrians or cyclists. With an estimated 1030 and 1060 potential

drug-like molecules [264], it is certainly appealing to apply this method to search for viable and

target-specific drugs in this immensely complex and vast chemical space [265].

Here, we will focus on supervised learning as this thesis revolves around predictive methods.

The simplest way to describe an artificial neural network (ANN) is by defining our model as a

function f where ŷ = f (x) that best approximates y given a set of examples x for which there

is a known y target value. In the context of protein pKa predictions, y is usually the pKa value

of a residue described by x. The different existing types of ML models are variations of this

f function. Linear models, such as linear regressions, are a simple form of formulating f that
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is fast to train, though very limited, as they cannot capture the complex nonlinear relations in

high-dimensional data. However, it is possible to extend a linear model to describe nonlinear

phenomena by applying a nonlinear transformation g( f (x)) to it, also known as the activation

function. Commonly used activation functions include sigmoid, softmax, and hyperbolic tan-

gent, although the ReLu function has become the recommended default for most ANNs [266].

By stacking n nonlinear transformations of linear models, one obtains a multilayer perceptron

(MLP) where

y = g(n)
(

W(n)⊤h(n−1)+b(n)
)

(1.50)

in which a hidden layer h of depth i is defined by a weight matrix W and bias b,

h(i) = g(i)
(

W(i)⊤h(i−1)+b(i)
)

(1.51)

In MLPs, also named feedforward neural networks (FNN), the size of a layer is known as the

width, while the number of layers of the network is referred to as its depth. This nomenclature

explains the origin of the classification of networks with many layers as deep learning models.

FNNs are one of the simplest types of ANNs, and unlike other types, such as recurrent neu-

ral networks (RNN), there are no feedback connections, and the information flows in a single

direction during forward propagation to output a prediction value ŷ. In order to obtain a pre-

diction that resembles the true value y, it is necessary first to evaluate its quality. This is the

main purpose of defining a loss function L(ŷ,y). The choice of the loss function is quite im-

portant as it defines the complexity of the problem we want to minimize. The type of problem

one wants to solve with an ANN dictates the available loss functions. The mean square error

(MSE), or L2 loss, is frequently used in regression problems. In contrast, the cross-entropy

function or the negative log-likelihood (NLL) loss are useful to solve classification problems

[267]. The average value of the loss function over all the training examples is often named cost

function J. Training a neural network means finding values of W and b that minimize J, and

ideally, after the last epoch, reach a value close to the global minimum of the high dimensional

surface. Computational chemists and biophysicists may gain some intuition about this process

by thinking of it as analogous to typical energy minimization or geometry optimization pro-

cedures. However, instead of performing a gradient descent optimization to update molecular

coordinates in ML, adjustments are made to model parameters. The most widely used optimiza-

tion algorithms are stochastic gradient descent (SGD) [268], and Adam [269]. Regardless of

the algorithm, it is always necessary to obtain the derivative of J with respect to the parameters

W , which can be obtained by the back-propagation algorithm, which efficiently computes the

gradient by applying the chain rule of calculus.

In many situations, it is possible to successfully train a model to faithfully reproduce the train-

ing examples without the model having any predictive ability on new examples. This quite

common issue is termed overfitting, and there are several possible regularization strategies to

tame it [270]. Arguably, one of the most important and overlooked ways of reducing overfit-
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ting is to choose an appropriate network configuration. For example, if two models display

equivalent performances, the smaller one is less prone to overfit. Using dropout is also an ef-

fective regularization technique used in several domains [271]. Randomly dropping weights

during training breaks up co-adaptations and increases the robustness of the network. Batch

normalization extends the concept of input feature normalization and applies it to hidden lay-

ers [272]. The mean and standard deviation standardization is done per mini-batch and helps

speed up learning, makes the training less sensitive to initialization, and reduces overfitting.

Early stopping is another powerful regularization algorithm that involves stopping training if

the performance on the validation set is no longer improving. An ensemble method employs a

model averaging strategy in which different models (with different architectures or of different

types) are trained separately and used to make predictions. Leaving dropout turned on during

inference is a simple way of creating an ensemble method with FNNs. It is important to note

that regularization techniques can degrade the model’s accuracy on a particular validation set.

One must decide how much performance one is willing to trade for a supposedly more robust

model. A multi-task learning setting can improve the performance on a particular task we are

interested and do not have that much labeled data accessible. Furthermore, even if it does not,

by training a model on distinct tasks, its representation of the input object becomes enriched.

This representation can then be helpful to apply to other problems for which data is scarce, an

exercise called transfer learning.

Encoding the problem in an ML-compatible way is a crucial step to having an effective model.

Traditional ML algorithms require hand-crafted features extracted from the raw input, be it a

picture or a protein structure. However, these features are subject to bias in the knowledge of

their creator and can leave out valuable information. On the other hand, deep learning models

can be applied directly to more detailed representations and automatically learn features during

training. In structural biology, proteins have long been depicted as graphs where nodes represent

atoms, and their covalent bonds are edges. Hence, graph neural networks (GNN) [273] are a

natural choice for molecular tasks. Under the message passing framework notation, it is possible

to describe a graph convolutional layer l as a collection of node embeddings hi that are the result

of aggregating messages mi from connected nodes,

mi j = φe

(
hl

i,h
l
j,ai j

)
(1.52)

mi = ∑
j ̸=i

mi j (1.53)

hl+1
i = φh

(
hl

i,mi

)
(1.54)

where φh and φe are the node and edge operations, respectively, and ai j is an edge attribute

between nodes vi and v j. As seen in the equations, the node and edge information flow to nearby

nodes, and the more layers in the network, the more convoluted is the information in each node

embedding. These embeddings represent the nodes, which can be atoms or protein residues
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and may then be used as input for traditional ML methods like support vector machines (SVM)

or FNNs. However, when working with molecular coordinates and 3D GNNs, it is necessary

to consider that an infinite number of graphs can represent the same molecular conformation.

Fortunately, GNNs are permutation equivariant networks, which means that if the order of our

atoms is different, their output node embedding will be preserved at their new position in the

graph. Unfortunately, not all GNNs are equivariant with respect to other transformations like

translations and rotations. To obtain predictions that are equivariant for rotations, translations,

reflections, and permutations, one can use E(n)-Equivariant Graph Neural Networks (EGNNs)

[274].

Data-related steps such as gathering, preparation, wrangling, and analysis are a quintessential

part of the ML life-cycle. Naturally, data availability is a vital determinant of the success of

an ML project. In many cases, data is unavailable and simply impossible to collect with cur-

rent technology. For example, it would be very informative to have a detailed composition of

different cell types of the human body over time, annotated with external factors of an individ-

ual’s life (i.e., eating, sleeping, and exercising habits). Not to mention the privacy and ethics

of such a data collection endeavor, this kind of data is nowadays unobtainable. Nonetheless,

data collection activities are at all-time highs and are only expected to grow in the coming years

since researchers and companies worldwide are aware of their usefulness. In natural sciences,

this trend is also noticeable, with a number of databases available with ever-growing amounts

of data: PubChem contains information regarding over 100M chemical structures [275]; Gen-

Bank has more than 200M genetic sequences, that number has doubled approximately every

18 months [276]; at UniProtKB/TrEMBL it is possible to get information regarding 200M pro-

tein sequences [277]; Protein Data Bank (PDB) has just surpassed the 190k mark of experi-

mental protein structures deposited [278]. Despite the vast amount of data available, it is not

nearly enough for some applications. For example, while there are almost 200k structures in the

PDB, less than half correspond to non-redundant proteins, only around 5k structures exist for

antibody-antigen complexes [279], and even less (1.5k) of RNA molecules. For some proteins,

it might be possible to reconstruct them with homology modeling, requiring only that there are

known structures with a reasonable degree of sequence similarity. Furthermore, ML models,

such as AlphaFold, have surpassed the accuracy of traditional methods at predicting 3D struc-

tures of proteins [252, 280]. Recently, a database of AlphaFold generated structures for several

proteomes has been released [281, 282]. In the realm of pKa values, there is a grimmer scenario,

with only 1.5k experimental data points collected in the most extensive database [95] and no

significant updates since its publication.

Despite the data shortage, several groups have developed ML models for pKa predictions. Chen

et al. have trained four tree-based machine learning models with experimental pKa values [155].

The eXtreme Gradient Boosting (XGBoost) algorithm yielded a very low RMSE, outperforming

PROPKA by 37% and DelPhiPKa by 15%. The model developed by Gokcan et al. was also
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trained with experimental pKa values. However, instead of using hand-crafted features, it uses

pre-trained embeddings as atomic quantum mechanical representations [156]. This model also

beats PROPKA and DelPhiPKa in addition to the Null model which consists on the set of known

pKa value in water for each residue type. However, considering the severely reduced training

set (e.g. less than 25 examples for Cys and Tyr) and that there are many similar proteins in

the experimental data set, there is a clear risk of overfitting in both models. Hence, it is not

easy to evaluate if the performance reported is an accurate depiction of the model’s predictive

ability. Cai et al. took an arguably more robust approach and trained their convolutional neural

network (CNN) on pKa derived from GB-based CpHMD simulations [157]. Furthermore, they

excluded proteins with similar sequences from their test and validation sets. It was shown that

this model performs better than PROPKA on the selected test set and has an RMSE similar

to that of CpHMD. Still, the correlation between DeepKa and CpHMD is not perfect (R2 =

0.79), and the RMSD between both predictions is also quite high (0.79). All existing ML pKa

predictors are targeting experimental pKa values, and there are currently no models that can

predict titration curves or microscopic pKa values, which are useful for, among other things,

accelerating CpHMD simulations.
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1.6 Scope and Goals

The main goal of this Ph.D. plan is to push the boundaries of pKa predictions by making them

faster and accessible to more users. To achieve our objective, we have designed and imple-

mented multiple methods and tools with different levels of theory. In this thesis, we present six

of those projects grouped into three chapters according to their purpose:

Chapter 2 Extensible and user-friendly Poisson–Boltzmann-based predictors

Objective: Create solid foundations for future developments

• PypKa: an easy to use and extend Poisson–Boltzmann-based pKa predictor

• PypKa-MD: a simple to use CpHMD implementation leveraging PypKa

Chapter 3 Accelerating pKa calculations with Artificial Intelligence

Objective: Obtain speed-ups of several orders of magnitude

• pKAI: a machine learning model that predicts pKa values with comparable accuracy

to that of a physics-based method up to 1000x faster

• pKAI-MD: a graph neural network model for pKa predictions to be integrated into

a constant-pH molecular dynamics framework

Chapter 4 Beyond the command line

Objective: Provide readily available calculations

• pKPDB: a 12M pKa values database for 120k experimental protein structures

• PypKa Server: a web app to run pKa calculations in the cloud

Initially, we focused on developing an easy-to-use and extend Poisson–Boltzmann-based pKa

predictor, PypKa, the cornerstone of all subsequent work. By using PypKa’s API, it is possible

to add parallelizable pKa calculations to existing protocols with the addition of a few extra lines

of code. We then created PypKa-MD, a new stochastic titration constant-pH molecular dynam-

ics (CpHMD), around this extremely flexible tool. In both PypKa and PypKa-MD, described in

Chapter 2, usability and extensibility concerns were highly prioritized, as our objective was to

create easy-to-use tools that could serve as a robust core to power future features and applica-

tions.

After its validation, a large database of 12M pKa values, named pKPDB, was created by running

PypKa over 120k proteins from the Protein Data Bank. pKPDB saves time and resources spent

on repeated calculations by allowing users to instantly retrieve precomputed results. For the

less computer-savvy users, a web application was made available, in which pKPDB can be
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queried, and pKa calculations run in the cloud. In Chapter 4, we present these tools in greater

detail.

The primary motivation for generating the pKPDB database was to facilitate the training of

artificial intelligence models that could mimic pKa predictors rooted in physics at a fraction of

their computational cost. Chapter 3 is devoted to developing physics-informed deep learning

models that can dramatically accelerate pKa calculations. pKAI was the first of such a class

of remarkably efficient pKa predictors. The unrivaled speed-up offered by pKAI was seen as

a solution for the hefty computational penalty of CpHMD methods. Accordingly, we have

adapted pKAI to be a drop-in replacement for PypKa within the CpHMD framework.
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2.1 PypKa: A Flexible Python Module for
Poisson–Boltzmann-Based pKa Calculations

Pedro B.P.S. Reis, Diogo Vila-Viçosa, Walter Rocchia*, and Miguel Machuqueiro*

2.1.1 Context

The first goal of this thesis was to develop a rigid body pKa predictor that could be used as a

standalone application and that could be effortlessly interfaced with other applications. Fur-

thermore, we wanted this program to run the Poisson–Boltzmann and Monte Carlo calculations

without having to write nor parse the input/output files of DelPhi [164], or PETIT [170]. Al-

though the main motivation for this work was to obtain an API that could power an ecosystem

of applications, like a new CpHMD implementation (Chapter 2.2), a significant effort was made

to have a tool that could also handle experimental structures. This work was published in the

Journal of Chemical Information and Modeling (DOI: 10.1021/acs.jcim.0c00718).

Abstract

The protonation of titratable residues has a significant impact on the structure and function of

biomolecules, influencing many physicochemical and ADME properties. Thus, the importance

of the estimation of protonation free energies (pKa values) is paramount in different scientific

communities, including bioinformatics, structural biology, or medicinal chemistry. Here, we

introduce PypKa, a flexible tool to predict Poisson–Boltzmann/Monte Carlo-based pKa values

of titratable sites in proteins. This application was benchmarked using a large data set of ex-

perimental values to show that our single structure-based method is fast and has a competitive

performance. This is a free and open-source tool that provides a simple, reusable and extensible

Python API and CLI for pKa calculations with a valuable trade-off between fast and accurate

predictions. PypKa allows pKa calculations in existing protocols with the addition of a few extra

lines of code. PypKa supports CPU parallel computing on solvated proteins obtained from the

PDB repository, but also from MD simulations using three common naming schemes: GRO-

MOS, AMBER, and CHARMM. The code and documentation to this open-source project is

publicly available at https://github.com/mms-fcul/PypKa
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2.1.2 Introduction

Over the years several structure-based protein pKa predicting tools have been developed. One

of the most popular class of pKa estimation methods relies on solving the Poisson–Boltzmann

(PB) equation.[209, 283, 284] In this model the protein is described as a low dielectric medium

containing fixed charges immersed in a high dielectric solvent. The protein dielectric constant

(εprot) is an empirical parameter that represents the contributions that are not explicitly taken

into account in the model such as electronic polarization. These methods usually rely on the

calculation of the pKhal f value on a single conformation, and assume this is a good estimate

for the macroscopic pKa. In fact, this approximation is reasonable when the protein structure

is representative of both protonation states. When this condition is not met, a bias towards the

preferred state of the structure can be propagated onto the predicted pKa value.

Several methods have been developed to take advantage of the PB calculation coupled with

Monte Carlo (MC) sampling of the protonation states. Some approaches modulate the εprot

depending on amino acid types [285, 286], or the different regions of the protein [164, 194],

and, more recently, the use of a smooth Gaussian function to capture the heterogeneity between

protein and the water phase [185]. The underlying rationale is that increasing the dielectric

response accounts for rearrangements due to the local electric field and increase the screen-

ing of individual interactions between the titrating groups. To improve their overall accuracy,

other methods include explicit protein motions, like side-chain flexibility [187], hydrogen bond

orientation and tautomers [170, 287].

More computational expensive alternatives that average pKhalf values over multiple conforma-

tions have also been proposed. One way to perform conformational averaging is to sample

protein side chain rotamers according to the Boltzmann distribution at a given pH and use the

probability of each conformer to estimate the pKa values. [171, 288] Alternatively, with the lin-

ear response approximation (LRA) method it is possible to estimate the pKa value of a site by

averaging over the pKa values of the protonated and deprotonated states obtained from regular

MD sampling. LRA has been successfully used to estimate pKa values in peptides and proteins

[175, 289, 290], however, it used on single sites and is only useful while there is a signifi-

cant overlap between the conformational ensembles of both states. The so-called constant-pH

molecular dynamics were developed to fulfill the need to capture the coupling between the pro-

tonation and conformational spaces[99, 177, 178, 215, 219, 228, 230, 237, 240, 241, 243, 244,

246–248, 291–300]. By leveraging the complementarity between molecular dynamics and con-

tinuum electrostatics, CpHMD methods have been used to study, among other properties, the

titration curves of proteins [293, 301] at a higher computational cost.

The number of methodologies that nowadays rely on PB/MC calculations is remarkable and

clearly highlights the need for fast and reliable PB solvers that can be easily incorporated in

their workflows. Here, we propose a new wrapper tool, called PypKa, that brings together the
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PB solver DelPhi v.5[164] and MC calculations[170] to predict pKa values of titratable sites in

proteins. PypKa was developed to be a highly scalable and flexible PB-based pKa predictor with

proton tautomers that is easy to integrate into a pipeline and to be used as a Python application

programming interface (API) or command-line interface (CLI). Also, it can be easily extended

to perform LRA calculations, while a CpHMD implementation is in development. The current

version of PypKa can predict pKa values of a protein with 40 sites in about 2 minutes on a single

Intel Xeon E5-2620 type processor. PypKa is written in Python and Cython. Source code is

freely available at https://github.com/mms-fcul/PypKa under the LGPL-3.0 license. The pack-

age can be installed from PyPi (https://pypi.org/project/pypka/). Documentation is available on

Read the Docs (https://pypka.rtfd.io/).

2.1.3 Methods

Basic Usage

PypKa provides a simple Python API for the calculation of pKa values of titratable sites from

a PDB file (See Code 1). The core of PypKa is the Titration class which runs the calculations

upon instantiation and the returned object can then be used to retrieve the results (Supplemen-

tary Figure A.1 and Code A.1). Currently, PypKa supports both the PDB and GROMACS

(.gro) input formats and one can submit structures compliant with the naming scheme of most

popular atomistic force-fields (AMBER, CHARMM & GROMOS) or directly from the Pro-

tein Data Bank. All canonical amino acids and also some lipids are supported (DMPC, POPC,

POPE and cholesterol). In the default configuration, PypKa will calculate the pKa values of all

titratable sites in the PDB file. However, the user can set the site list, the number of parallel

processes, and change most parameters of the calculation, such as the grid size and resolution

or the convergence criterion. A complete list of all available parameters can be found in the

online documentation. A Jupyter notebook with a case study and basic usage is also available

at the GitHub repo.

The DelPhi4py module and the pKa calculations

PypKa is a Python package which calculates pKa values of titratable residues in biomolecules

using a thermodynamic cycle approach and the PB model[209]. The PB equation is numerically

solved by DelPhi [164] which has been integrated as a standalone Python wrapper (DelPhi4py).

DelPhi4Py itself is distributed under a LGPL-3.0, while DelPhi is a proprietary software devel-

oped at Honig’s Lab that is free for academic and research purposes.

PypKa takes full advantage of this python wrapper by keeping all the data structures in memory

and minimizing the number of created files. Without DelPhi4py, PypKa would create 3× n

input files for DelPhi while DelPhi would output 6× n files, where n is the number of states
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1 >>> from pypka import Titration

2 >>>

3 >>> # Set user defined parameters

4 >>> params = {

5 >>> 'structure' : '4lzt.pdb',

6 >>> 'pH' : "0,14",

7 >>> 'ncpus' : 1,

8 >>> 'epsin' : 15,

9 >>> 'ionicstr' : 0.1,

10 >>> 'pbc_dimensions': 0,

11 >>> 'convergence' : 0.1

12 >>> }

13 >>> sites = {

14 >>> 'A': ['1N', '1', '7', '129C']

15 >>> }

16 >>> # Run calculation on a list of titratable sites

17 >>> tit = Titration(params, sites=sites)

18 Start Preprocessing

19 Start PB Calculations

20 PB Runs Ended

21 MC Runs Ended

22 Results

23 Chain Site Name pK

24 A 1 NTR 7.0

25 A 1 LYS 10.45

26 A 7 GLU 3.59

27 A 129 CTR 2.6

28 API exited successfully

Listing 1: Usage example of running a PypKa simulation on the python API. For information on the

parameters and information on the use of the CLI please refer to the online documentation.
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(tautomers+1) of all titratable sites in the protein. For each state, a PB calculation is performed

on the model compound while a calculation using a two-step focusing procedure is applied on

the protein (for example, a Glu residue has 1 charged state + 4 neutral tautomeric states – the

syn/anti conformations in each oxygen relative to the opposing carbonyl – which means that

15 calculations are performed). All operations on the atomic coordinates, charges and radii are

performed in PypKa and passed to Delphi4py as pointers, while parameters and DelPhi outputs

are interchanged by value, removing the need to perform a huge amount of I/O operations.

PypKa uses an established framework for estimating pKa values which couples PB calculations

to MC sampling of protonation states[170, 198, 209, 210, 302]. This approach requires solv-

ing a thermodynamic cycle containing model compounds (typically fragments of amino acid

residues) whose pKa values in solution (pKmod) can be calibrated[293].

Although the PB-derived energies could be used to retrieve the distribution of probabilities for

each ionization state, the analytical solution can only be calculated for a small number of sites.

For most proteins, with many titratable sites, it is necessary to recover it numerically. PypKa

includes a high performance MC algorithm written in Cython to sample protonation states with

explicit inclusion of tautomerism, which is based on PETIT software [170].

There is an ever increasing number of experimental pKa values that can be used to test and refine

pKa predictor methods. In fact, a database containing ∼ 1500 pKa values has been recently

published [95]. However, this opportunity to improve our computational approaches can not

be fully seized if one is not able to automate them over hundreds of proteins. The proteins

used in this work were taken from the PKAD database[95] (Supplementary Table A.1). Besides

experimental pKa values, this database includes experimental conditions and relative solvent

accessible surface areas (SASA), defined as the percentage of SASA in the protein compared

to a free residue in water. For more details on structure preparation and benchmark settings,

please see the Methods section of Supplementary Information (A).

2.1.4 Benchmark

We used PypKa with different settings to calculate pKa values for a dataset with 521 residues[95]

and several specific structures of HEWL, which is a common test case for pKa predictors. We

evaluated the speed performance of PypKa on the 4LZT structure of HEWL. This calculation

comprised 38 titratable residues (including SER and THR), resulting in 158 tautomers and took

∼130 s to calculate in one core using an Intel(R) Xeon(R) E5-2620 v4 @ 2.10GHz CPU (Sup-

plementary Figure A.2). This process could be parallelized by increasing the number of CPU

cores with almost linear scaling, due to the fact that PB calculations on each site and MC cal-

culations at a given pH value were treated as independent embarrassingly parallel tasks.

The dielectric constant of the protein (εprot) is a key parameter in most PB-based pKa calcula-
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tion methods and often needs to be adjusted. Even though a dielectric constant is a well-defined

property in physics, in the context of continuum models and especially when used for pKa cal-

culations, this is no longer the case. Here, the εprot is increased from 2, which accounts for

electronic polarization, by a number of factors, including compensations for the lack of struc-

tural reorganization in rigid protein structures.[283, 303] Consequently, as it is done in many

approaches, we optimize the εprot over the larger dataset (Supplementary Figure A.3A). We

performed this εprot scan on our 521 residues dataset and observed that values higher than 8 are

required to outperform the Null model (0.95), which assumes that the pKa values in the protein

remain the same as in water. Please note that the solution pKa values used were the ones mea-

sured with Ala-based pentapeptides in Nick Pace’s Lab,[19] which already include some effects

from the main-chain. Higher εprot values attenuate the role of the electrostatic interactions, re-

sulting in pKa predictions closer to the Null model. Generally, the less solvated residues are

harder to predict and require a combination of a lower εprot and a favorable conformation of the

amino acid side chain and its environment. Since this requirements are often not met, the RMSE

values obtained for less solvated residues are usually higher (Supplementary Figure A.3B). The

analysis showed that εprot=15 is the one that minimizes the RMSE (0.82 in full set and 1.24 in

the sub set) and it will be adopted for the remaining calculations in this work. The RMSE value

obtained on such a large and heterogeneous data set is encouraging, especially since we ob-

served a lower mean absolute error (MAE: 0.57) and standard deviation (STD: 0.78) compared

to the Null model (MAE: 0.63; STD: 0.95).

We propose that the less solvated residues in the large data set are a real challenge for our

method and probably this holds true also for other methods relying on fixed structures. To

illustrate this effect, we calculated the RMSE values grouped by different SASA values (Sup-

plementary Figure A.4). It is clear that we only obtained RMSE values significantly lower than

the Null model in a few bins with low SASA. This can be explained mainly by two factors:

(1) the Null model RMSE values are already quite low, especially for the more solvent exposed

sites; and (2) the less exposed residues are difficult to predict since not all have a structure with

a balanced electrostatic environment, which allows the correct pKa prediction. In fact, the less

solvent exposed residues are contributing the most to the observed MAE improvement (19% for

SAS < 30% vs. 8% for SAS > 30%), compared to the Null Model. In summary, if the challenge

is too easy (more solvent exposed groups), the Null model also performs well, if the group is

more buried, the difficulty increases, which requires the use of a lower εprot and a protein crystal

structure that captures both the protonated and deprotonated electrostatic environments. This is

probably the main limitation of performing pKa calculations on rigid experimental structures,

since many of them are biased to the solution pH used in the experiment and/or to the force

field used in the electron density fitting procedure. Many authors devised strategies to circum-

vent this problem, by modulating the εprot [164, 185, 194, 285, 286] or by including explicit

protein motions [170, 171, 187, 287, 288]. However, in many cases, these approaches only
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Figure 2.1: Scatter plots of PypKa errors vs Null model errors (A) and Dielectric constant of the protein

(εprot) (B). The plotted errors were obtained by subtracting the predicted to the experimental values. The

data shown in subplot A was obtained with εprot=15. Two data points (blue: Asp26_1TRW and orange:

His46_1STN) were selected to illustrate the role of εprot and the representativeness of the experimental

structure.

attenuate the fundamental problem in which there is no clear single conformation representing

both protonation states.

To illustrate the shortcomings of performing pKa calculations on rigid structures, we have plot-

ted the PypKa errors vs. the Null model errors (Figure 2.1A). The selected cases (blue and

orange data points) illustrate two different cases where our method struggled. In one case

(Asp26_1TRW, blue point), lowering the εprot improves significantly the prediction, while in

the other case (His46_1STN, orange point), the opposite is observed (Figure 2.1B). In the crys-

tal structure (PDBID:1TRW), we observe that Asp26 is significantly buried and interacting

strongly with a neighboring serine (Supplementary Figure A.5A). This environment leads to

a strong desolvation effect, which increases the experimental pKa value of this group by sev-

eral units. An increase in εprot attenuates this desolvation contribution, hindering the methods’

predictive ability. Looking at the structure of His46_1STN (Supplementary Figure A.5B), we

observe that despite the presence of neighboring carboxylic acids, the strong interaction with

the main chain N-H groups of Lys48 and Lys49 is overwhelmingly stabilizing the neutral form.

This results in artificially low pKa values, especially at lower εprot . However, it is easily envis-

aged a scenario where this His residue can have both protonation states stabilized by neighbor-

ing groups. Alternatively to the neutral form, when protonated, a small conformational change

towards the two carboxylic groups (Glu43 and Glu52) will lead to a significant stabilization.

The proper weighting of these two states should result in more balanced pKa values and closer

to the Null model.

We performed a detailed analysis of RMSE and MAE values per residue type from our full data

set (Supplementary Table A.2). Our PypKa method improves the pKa predictions for almost
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Figure 2.2: pKa RMSE value comparison between PypKa and other predictors (PropKA[149], H++[169],

DelPhiPKA[304], and MCCE[213]). The RMSE values were obtained from the original publications

and performed on different data sets (A) or calculated in this work using a HEWL-based data set (2LZT,

3LZT, 4LZT, 2VB1, and 6RT3) (B).

all commonly titratable residue types, with the exception of glutamic acids. In this data set,

the Glu and Lys residues present remarkably low Null model MAE values, which make them

harder to improve. In overall, our method predicts pKa values with very low MAEs (<=0.63)

and a strong performance with Asp and Tyr residue types. The apparent different performance

between Asp and Glu residues in our method is not really noticeable (the obtained MAE values

are very similar) and is probably related with the specific difficulty of this data set and not that

much with our method.

The comparison of the pKa prediction ability between the different methods (PropKA[149],

H++, DelPhiPKA[304], and MCCE[213]) is not trivial. Most authors benchmark their tools

with specific data sets, which differ significantly both in size and difficulty (Figure 2.2A). Fur-

thermore, not all authors use the same set of experimental values to calculate their pKa shifts and

there is some variability among the values obtained for the same residues. This can arise from

different techniques, [138] measurement conditions, and experimental errors due to pH-induced

protein denaturation.[305] It seems that the better performing methods obtained RMSE values

around 0.8 pK units, a commonly observed value in many pKa calculations [170, 171, 187, 210,

293, 301, 306–308]. The H++ tool showed a higher RMSE value, which can be explained by a

more difficult data set containing many sites ( 33%) with a large pKa shift[169]. To normalize

this comparison, we need to define a data set that can be used with all pKa predictors and main-

taining similar settings. An application to our large data set would be hard to automatize and

computationally expensive. Furthermore, it would require several calibration and optimization

steps to allow for a fair comparison between methods. Therefore, we used a simple test set

comprised of several HEWL crystal structures with similar settings and compared all methods

performances (Figure 2.2B). Interestingly, in such a controlled benchmark, it seems that all pKa

predictors perform similarly. Furthermore, the most relevant conclusion from the data is that

no method seems to lower the RMSE below an apparent limiting value. This RMSE limit is
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data set specific (∼0.8 in the large data set and ∼0.6 in the HEWL data set) and its magnitude

is correlated with their overall difficulty. For these methods, which rely on a single structure,

the difficulty to predict pKa values is related to the structure representativeness. In this work,

we showed two amino acid sites (Supplementary Figure A.5) illustrating this problem where a

change in εprot has an opposite effect on the estimation. Therefore, in data sets containing sim-

ilar cases, all pKa predictors, which rely on single conformations and continuum electrostatic

models, are expected to struggle to overcome the above-mentioned RMSE lower limit.

In summary, we showed several examples where our method can successfully estimate the

pKa values from rigid-body pKhalf calculations on single crystal structures. On the other hand,

there are also many cases where we could not accurately predict the experimental pKa values

from those structures. Their lack of representativeness requires the addition of conformational

sampling to the PypKa calculations. Nevertheless, our tool is an excellent option to streamline

pKa calculations and to be incorporated into complementary methodologies which account for

conformational sampling.

2.1.5 Conclusions

We introduce a new tool to calculate pKhalf values on protein structures. PypKa is an object-

oriented API which can easily be used, extended and modified, providing both a high-level

protocol set-up capability and a reliable approach to estimate pKa values. The rapid devel-

opment is supported by a preprocessing module, validated charges, radii, and PB parameter

defaults. Since the settings can be adjusted, the calculations can be optimized either for speed

or accuracy, depending on the user’s needs. Since most tasks are trivially parallelizable, PypKa

shows a high scalability and allows for the calculation of the whole large data set in ∼2 hours

per available CPU core.

We have benchmarked PypKa using a large data set of experimental values to show that the

method has a competitive performance, compared with other approaches that also rely on pKhalf

calculations. The main advantage of using this application is its speed, simplicity, and robust-

ness in the calculation of pKhalf values. Interestingly, these features are key for the implemen-

tation of a new stochastic titration CpHMD method aiming at high computational speed and a

user-friendly interface. Some of them have already been explored in this work, namely: multi-

processing, structure pre-processing, proton tautomers and multiple chains treatment. Addition-

ally, the code also supports other features that will be useful in future applications: inclusion of

DNA bases, explicit ions, and lipid patches with periodic boundary conditions in the PB calcula-

tions. PypKa also supports different naming schemes (compatible with GROMOS, CHARMM,

and AMBER force fields) and a simplified procedure to add extra blocks for new molecules.

This tool is also being developed in the context of a new Constant-pH MD implementation of

the stochastic titration method. [178, 215] The high computational speed, scalability, and sim-
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plicity, makes PypKa an attractive solution to be extended and integrated into more complex

schemes and to target large data sets of proteins. Due to its open-source nature, it provides the

opportunity to constantly upgrade a flexible API that has applicability across a wide range of

fields. The code is publicly available at https://github.com/mms-fcul/PypKa
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2.2 PypKa-MD: future-proofing the stochastic titration
constant-pH molecular dynamics method

Pedro B.P.S. Reis*, Filipe E. P. Rodrigues, Telmo G. D. Silva, João G. N. Sequeira, Miguel

Machuqueiro*

2.2.1 Context

After the development of PypKa (Chapter 2.1), the next milestone was to obtain a new CpHMD

implementation that solved the usability and fragmentation issues plaguing previous versions.

The new implementation needed to have a simple and flexible architecture that could harbor

future extensions. As initially planned, with PypKa, we had a tool that ran Poisson–Boltzmann

and Monte Carlo calculations, a significant part of the stochastic titration CpHMD workflow.

Thus, the majority of the complexity of the new CpHMD implementation was dealt with, which

greatly accelerated the development. We have also overhauled the philosophy of the CpHMD

titratable residue blocks to make them more intuitive and to streamline the creation of new

blocks. We leveraged the simplified process to include the support to the CHARMM36m force

field, which we validated in another work [6]. Although PypKa-MD is available and can be

used, this work has not yet been published as we want to validate it on a more extensive set of

proteins.

2.2.2 Abstract

Constant-pH molecular dynamics (CpHMD) simulations are an effective tool for studying pH-

dependent phenomena. By coupling conformational and protonation sampling, CpHMD meth-

ods confer more realism over traditional MD. However, mostly due to usability issues and

the computational overhead, CpHMD is still not a go-to solution for most research groups.

Here, we present PypKa-MD, an easy-to-use implementation of the stochastic titration CpHMD

method with a simplified modular architecture to accommodate future developments. PypKa-

MD supports GROMOS and CHARMM force fields, as well as modern versions of GROMACS.

The new implementation was validated on alanine-based tetrapeptides with closely interacting

titratable residues and four commonly used benchmark proteins. The pKa values predicted by

PypKa-MD are highly similar and correlated to the ones of a previously validated implementa-

tion. Both versions also showed a comparable performance at reproducing experimental values.

PypKa-MD’s code can be inspected and downloaded at https://github.com/mms-fcul/PypKa-

MD.
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2.2.3 Introduction

The structure, stability, and function of proteins are usually pH-dependent. However, these

pH effects are often ignored in molecular dynamics (MD) simulations due to the difficulty of

sampling correct protonation states. Over the last 28 years, many constant-pH MD (CpHMD)

methods have been developed to address these limitations [4, 99, 176–178, 215, 218–220, 226–

228, 230, 232, 234, 235, 240, 241, 243, 244, 246–248, 291–300, 309–319]. The different

strategies employed can be distinguished mainly by: (i) the type of protonation (continuous vs.

discrete); (ii) the force field (AMBER, CHARMM, GROMOS, OPLS, MARTINI, etc.), and

its level of detail (all-atom, united-atom, and coarse grain); and (iii) the approximations used

to deal with charge fluctuations in the simulation box, often related with the use of counterions

and the long-range electrostatics treatment (reaction-field vs. Ewald summation methods). With

only a few exceptions [176, 293], most methods are implemented in only one software package

and for a single force field, hindering performance comparisons between methods and/or force

fields. Nonetheless, there have been attempts to perform comparative studies of pKa predictors,

such as the pKa Cooperative [179, 180], that included several CpHMD methods. The blind pre-

dictions highlighted many problems with the available methods at the time. Similar initiatives

should be promoted by the community to assess the evolution of the field in recent years.

Originally developed by Baptista et al. [178], the stochastic titration method is a seminal dis-

crete protonation CpHMD. In this methodology, the MD simulation is periodically updated

with protonation states sampled with Monte Carlo (MC) from Poisson–Boltzmann-derived en-

ergies. The stochastic titration CpHMD has been extensively validated in a number of systems

including well-solvated proteins [292, 301, 320], peptides [215, 321–323], membrane proteins

[99, 324–326], membranes [240, 241], and dendrimers [236, 237]. Despite its demonstrated

accuracy, CpHMD is not yet preferred over traditional MD for most studies. We believe the

lack of adoption by the community is related to two issues: usability and computational cost.

Like the one maintained by António Baptista, the implementation developed by our group (L-

CpHMD) only supported the GROMOS force field family, most notably, the 54A7 [327, 328].

There are ongoing efforts to validate CHARMM [6] and AMBER extensions, which would

greatly amplify the force field choice for users. However, the current implementations still face

a fragmentation problem, as there is no single version in which all features are available. Fur-

thermore, to run an L-CpHMD simulation in its current version, a steep learning curve needs

to be overcome. Multiple avenues have been pursued to decrease the computational cost. In

Baptista’s implementation, which uses MEAD [166] for the Poisson-Boltzmann (PB) calcula-

tions, a reduced titration scheme was introduced. By keeping the protonation state of residues

with a very low likelihood of changing its state (i.e., less than 0.1%) fixed for a few cycles, it is

possible to avoid a significant amount of PB runs. We have opted to use the PB solver Delphi

[329] in L-CpHMD, allowing for a less stringent, and thus less computationally demanding,

convergence criterion while maintaining an equivalent accuracy [330]. We have also validated
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the usage of GROMOS with particle mesh Ewald (PME) [5], instead of reaction field (RF) with

which it was parameterized, to be able to leverage GROMACS’s [331, 332] GPU acceleration

for MD simulations (unfortunately, GROMACS GPU code does not support the charge groups

needed for RF).

The stochastic titration CpHMD method derives all parameters required for the PB calculations

from the underlying force field. However, the treatment of model compounds retains some of

the theoretical vagueness present in PB methods concerning their molecular definition and pKa

values [293]. Instead of being a molecule featuring the same chemical group with a known

experimental pKa value, the model compound of a site is a non-physical fragment defined as a

portion of the amino acid residue (usually the complete side chain). The pKa value of a model

compound (pKmod) is then calibrated using experimental data of simple systems [293]. For the

amino acid side chains, we have used the pKa values measured from NMR data on alanine-based

pentapeptides (AAXAA, where X is a titratable residue) [19, 94]. By performing a calibration,

it is possible to offset systematic errors introduced by the PB parameters. Unfortunately, a new

calibration procedure is required whenever important PB-related parameters are changed.

One of the most critical stages of the development cycle of a new computational method is

its validation. In this work, we are not introducing a new CpHMD method but rather a new

implementation of the stochastic titration CpHMD method, which, as previously mentioned,

has already been abundantly validated. Nevertheless, it is still indispensable to validate it, and

to compare it against a previous implementation, L-CpHMD, to determine whether some of

the changes introduced undesired effects. To test how the new implementation performed on

closely interacting residues, we have used alanine-based tetrapeptides with two central adjacent

glutamate and histidine residues. With just three small peptides (AEEA, AHEA, AHHA), it is

possible to test strong interactions between anionic and cationic sites.

The systems used to benchmark new developments in the CpHMD field often include the same

proteins [4, 176, 177, 219, 231, 232, 246, 291, 293, 295, 301, 333]. The hen egg-white

lysozyme (HEWL) is arguably the most widely used test system for pKa predictors [4, 177,

194, 219, 231, 232, 246, 291, 295, 301, 333] due to the large number of residues with available

experimental data [138, 334, 335], many of which with highly shifted pKa values (mainly in the

acidic range). Another important protein is the Staphylococcus aureus nuclease (SNase), which

is very stable and has a significant amount of experimental data [162, 336] with several unex-

pectedly hard-to-predict residues. Unfortunately, both of these proteins lack titratable cysteine

residues. In order to add this important residue to our validation, we have also included two

thioredoxin proteins, the human form (hTrx) and another from Escherichia coli (EcTrx), which

has two reduced cysteine residues.

In this work, we present our new implementation of the stochastic titration CpHMD method –

PypKa-MD – that consolidates several features from different development forks. A significant
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effort was made to simplify its usage so that anyone that knows how to use GROMACS can eas-

ily set up and run CpHMD simulations. In the new Python-based implementation, PB and MC

simulations are abstracted by PypKa’s API [1] which significantly simplifies its architecture.

PypKa-MD is meant to serve as the base upon which future developments will be built. Here,

we performed the pKmod calibration and preliminary validation of the new implementation on

tetrapeptides and a few commonly used proteins.

2.2.4 Methods

CpHMD settings

MD simulations were interrupted at regular time intervals (τ = 20 ps) and new protonation states

were obtained from Monte Carlo (MC) calculations using Poisson-Boltzmann (PB) derived

free-energy terms [4, 178, 215]. After the topology update, and prior to the next production

MD segment, a very short (0.2 ps) solvent relaxation step (with frozen solute) is performed

[178, 215]. All CpHMD simulations were performed using either the G54A7 force field for

25 ns. Three replicates were used to simulate the pH values ranging from 1–12 with a step of

1.0. All MD simulations were performed with an integration step of 2 fs using GROMACS

5.1.5 [331]. The SPC water model was used. The non-bonded interactions were treated with

a single cutoff of 1.4 nm, updated every 5 steps in G54A7 simulations. Beyond the cutoff, all

van der Waals interactions were truncated, and the Coulombic were treated with the generalized

reaction field method [337] with a single cutoff of 1.4 nm.

A minimization procedure was applied to all systems. The steepest descent minimization al-

gorithm was used with no constraints in the first step, while in the second the p-LINCS [338]

and SETTLE [339] were turned on for solute and water molecules, respectively. Each replicate

was initialized for 50 ps in NVT with an integration step of 1 fs, followed by another 50 ps in

NPT with an integration step of 2 fs. In the NVT ensemble, the v-rescale thermostat [340] was

used to keep the temperature at 310 K (coupling constant of 0.05 ps). In the NPT ensemble,

the v-rescale thermostat [340] (coupling constant of 0.1 ps) was used in combination with the

Parrinello-Rahman barostat [341] (coupling constant of 0.5 ps and an isothermal compressibil-

ity of 4.5 × 10−5 bar−1).

PB calculations were performed using DelPhi v5.0 [329] using a two focusing procedure [342].

The dielectric constants were 80 and 2 for solvent and protein, respectively [178, 215]. During

the focusing procedure, a grid space of 0.1 nm was used for the larger grid, which was reduced to

0.025 nm in the smaller grid. Both grids contain 81 grid nodes on each side and are centered in

the titratable group. The convergence threshold was set to 0.01 kbT/e [330]. The MC runs were

performed for 105 cycles. In each cycle, random attempts are made to change the protonation

state of every titratable group and of all pairs of sites with an interaction larger than 2 pK

units.

59



2.2. PYPKA-MD

Table 2.1: Proteins used as test systems in this study, their PDB codes, number of residues, and number

of water molecules in the simulated system

System Name Protein name PDB ID # AAs # waters

HEWL G. gallus Lysozyme 4LZT 129 6.4k

SNase S. aureus Nuclease 1STN 149 8.5k

hTrx H. sapiens Thioredoxin 1TRW 105 3.8k

EcTrx E. coli Thioredoxin 2TRX 108 3.9k

System setup

Four protein systems were prepared to test the C36m implementation (Table 2.1): Lysozyme

(HEWL) [343], Staphylococcus aureus nuclease (SNase) [344], human thioredoxin (hTrx) [345]

and E. coli thioredoxin (EcTrx) [346]. The experimental structure of SNase (PDB: 1STN) is

missing 5 and 8 residues in the N- and C- terminus, respectively, which were completed. In the
EcTrx structure (PDB: 2TRX) the repeated chain was removed. All systems were solvated in a

rhombic dodecahedral box with periodic boundary conditions.

2.2.5 Results and discussion

Table 2.2: Examples of features in different stochastic titration CpHMD implementations. CpHMDITQB

stands for the implementation developed and maintained at Baptista’s group.

CpHMDITQB L-CpHMD PypKa-MD

Poisson–Boltzmann MEAD[166] DelPhi[164] PypKa (DelPhi)

Monte Carlo PETIT[170] PETIT[170] PypKa[1]

GROMACS versions 4.0.7
4.0.7, >5.1.4

>2020

>5.1.4

>2020

Force fields GROMOS
GROMOS

CHARMM

GROMOS

CHARMM

pdb2gmx-independent

topology update
Yes No Yes

Centering procedure fixbox trjconv fixbox

Reduced titration Yes No Yes

Necessary input files
.mdp, .gro, .top

.pHmdp, .sites

.pdb, .mgm, .ogm

.mdp, .gro, .top

.pHmdp, .sites

.pdb, .pbp

.mdp, .gro, .top
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Implementation

PypKa-MD is a novel implementation of the stochastic titration CpHMD (st-CpHMD) method

originally developed by Baptista et al. [178]. In this method, the protonation state of the protein

in a molecular dynamics (MD) simulation is periodically updated. The cyclic workflow of st-

CpHMD is illustrated in Figure 2.3 and can be divided into four stages:

Poisson–Boltzmann A series of PB calculations using a single conformation are run to deter-

mine pH-independent energies like the intrinsic pKa (pKintr) and the interaction between

sites.

Monte Carlo A MC simulation is performed to sample protonation states from the

pH-independent energies. The final state of this simulation is selected.

Solvent Relaxation A short MD simulation is run in which the protein position is kept fixed

with freeze groups, allowing the solvent to adapt to the new charge configuration of the

protein.

Production MD A new segment of production MD is produced. The final conformation is

used in the next PB step, starting a new CpHMD cycle.

The output of a CpHMD simulation is a trajectory of concatenated production MD segments

and the protonation state of the titrating molecule over time.

PypKa-MD is the result of an effort to consolidate the best features of separate implementations

at Baptista’s and Machuqueiro’s labs (Table 2.2). Arguably one of the most distinctive features

of the new version is the abstraction of the PB and MC steps, which is handled by PypKa

[1]. This design decision massively simplifies the complexity of our code. Furthermore, some

desired characteristics of PypKa are automatically inherited, such as the usage of the PB solver

DelPhi [164] and its parallelizable MC routine. Compared to the previous PB/MC procedure

based on I/O intensive file creation and manipulation, PypKa communicates with the PB solver

and the MC routine through memory pointers, increasing both computational efficiency and the

numerical precision of the results. Adding extra residues to PypKa is also much easier thanks

to a helper script that derives radii and charges from force field residue blocks and bonded

Poisson-Boltzmann Monte Carlo

Production MD Solvent Relaxation

Figure 2.3: Workflow of the stochastic titration constant-pH method.
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parameters files (.rtp and ffbonded).

The philosophy of the CpHMD titratable residue blocks was also simplified in PypKa-MD in

order to streamline the creation of new titratable blocks in the force field. Previously, each tau-

tomer had its own uniquely named residue block in the .rtp file. Currently, for each residue,

there are only two residue blocks representing the protonated and deprotonated states, and the

name of these blocks is the same as in the original force field. For example, the 5 tautomeric

blocks (GL0, GL1, GL2, GL3, and GL4) representing the glutamate residue have been replaced

by only two (GLU and GLUH). The difference between a regular GLU residue and a CpHMD

GLU is the inclusion of four tautomeric hydrogens. Like in the older versions, in the deproto-

nated block all tautomeric hydrogens have no charge, and in the protonated residue, only one

of the hydrogens is present (charged). Despite the fewer residue blocks, PypKa-MD supports

all the same tautomers as before. The rules to convert between tautomers are stated in a new

CpHMD-specific file. The format of this file has been inspired by a recently developed version

at Baptista’s group that does not make use of GROMACS’s pdb2gmx to update the topology

after PB/MC. Although implemented differently, this feature has been imported to PypKa-MD

as well. In fact, topology manipulation is one of the most essential operations performed by

PypKa-MD.

Until recently, all available implementations only supported the GROMOS G54A7 force field.

While GROMOS is used by many groups, it is not one of the most popular force fields, which

limits the adoption of the stochastic titration CpHMD method. Furthermore, the GROMOS

force field parameters have been parametrized with the reaction field method using charge

groups and a twin-range cutoff scheme, and from version 2016 onward, GROMACS discon-

tinued the support for charge groups. Luckily, GROMOS is also compatible with an atomistic

single cutoff (verlet), and PME [5]. Nevertheless, we have recently validated the L-CpHMD

implementation on the CHARMM36m force field [6]. Moreover, in the last years, some L-

CpHMD forks were adapted to take advantage of the accelerations provided by recent GRO-

MACS versions, including the ability to run MD in GPUs. As the basis of all future develop-

ments, PypKa-MD already supports GROMOS 54A7 and CHARMM36m, as well as all modern

GROMACS releases. In the near future, we plan on adding support to AMBER.

A key goal of the development of PypKa-MD was to make CpHMD significantly easier to use.

Ideally, it should be as easy to use as traditional MD. Our usability concerns lead us to drasti-

cally reduce the number of CpHMD-specific input files. Actually, using PypKa-MD requires

no additional files compared to running MD in GROMACS. It is now a matter of choosing a

CpHMD-compatible force field during the system setup with pdb2gmx and then running the

PypKa-MD executable with a modified .mdp file (Listing 2). The required .mdp file is still

a valid input for GROMACS as the assignment of each CpHMD parameter is a GROMACS

comment. If the comments start with two semicolons, they are also ignored by PypKa-MD. It
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;;; CpHMD Parameters ;;;

; GROin = ../initial/init2.gro ; input structure file

; TOPin = ../../box_min/topol.top ; input topology file

; sysname = protein_x ; output file name prefix

; ffID = CHARMM36mpH ; CHARMM36mpH or G54A7pH

; sites = all ; titrate all sites or specify

; i.e. 1N 12 33 36C

; nCycles = 50 ; number of CpHMD cycles

; 50 * 20ps (tau_prot) = 1ns

; nCPUs = 8 ; number of CPU cores to use

; GPUID = False ; GPU slot to be used in MD

; i.e 0,1,2,3 for GPU slot, False for no GPU

; GroDIR="/opt/gromacs-2021.5/bin/" ; GROMACS binary folder

; pH = 7.2 ; pH value of the simulation

; ionicstr = 0.1 ; ionic strength (M)

;;; OPTIONAL ;;;

;; DATin = protein_x.dat ; fixbox input file

;; NDXin = protein_x.ndx ; input index file

;; titrating_group = Protein ; titrating index name

;; pypka_ffID = CHARMM36mpH ; set of PB parameters for PypKa

;; pypka_nlit = 100 ; number of PB linear iterations

; reduced_titration = True ; reduced titration state

; rt_cycles = 10 ; reduced titration cycle duration

;;; SLURM SETTINGS ;;;

;SLURM segments = 50 ; number of consecutive CpHMD runs

;SLURM partition = MD24, MD16 ; slurm partitions argument

;SLURM requeue = 1 ; slurm requeue argument

;SLURM pythonEXEC = python3.8 ; python executable with PypKa-MD

Listing 2: Example of PypKa-MD and Slurm parameters in a .mdp file.
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is also possible to provide directives to Slurm, a widely used queue manager, by marking the

line with the special comment ";SLURM". Fixbox is a very robust centering tool developed by

António Baptista used to preprocess the MD output structures before the PB calculations. This

program requires an input file with instructions about the order of assembly of existing chains.

For protein systems, the automatically generated file is sufficient to achieve proper centering.

Unfortunately, in more complex systems such as micelles, it is necessary to provide those in-

structions explicitly in a file defined in the DATin parameter. The reduced titration schema can

also be activated and tuned in the same .mdp file. If turned on (reduced_titration), the pro-

tonation state of all titratable sites specified in sites will only be sampled with PB/MC every

rt_cycles CpHMD cycles. This schema can dramatically increase the computational efficiency

of a CpHMD by keeping fixed all titratable sites whose probability of changing their current

protonation state is found to be less than rt_limit (typically 0.001).

Before running PypKa-MD, one is required to install it. The code can be inspected and down-

loaded from its GitHub repo https://github.com/mms-fcul/PypKa-MD. Alternatively, it can be

installed from PyPI (the Python Package Index) with Pip. There are also two programs and

respective dependencies that need to be installed in the system: PypKa and GROMACS.

pKmod Calibration

A model compound contains the same chemical group as a protonatable site in the protein

whose pKa value is presumably known [293]. In our case, the model compounds are fragments

of titratable amino acid residues, and their pKa values (pKmod) require calibration. We have cal-

ibrated these pKmod values for L-CpHMD and PypKa-MD by employing a previously reported

protocol [99, 293] that uses experimental data of Alanine-based pentapeptides (Ala2-X-Ala2,

where X is a pH titrating residue – i.e. Asp, Cys, Glu, His, Lys or Tyr) [19, 94]. These peptides

are often used to study the effect of the protein environment on the protonation behavior of

titratable residues [99, 293]. All N- and C-termini were capped with an acetyl or amino group,

respectively, except for when these termini were titrating. In these cases, an Ala pentapeptide

was used. The calibration procedure consisted in running CpHMD simulations (3× 50 ns) at

pH values near an initial pKmod guess. After capturing the complete pH titration curve of the

pentapeptide, a pKa shift is obtained, which can be compared to the experimental pKa values

to generate the final pKmod (Table 2.3). The final values show some significant shifts that can

be attributed to the model compound definition. In fact, the most sensitive sites are the termini,

which are defined as quite simple chemical groups connected to the peptide main chain.

We expected minor differences in the pKmod values of the two versions since, as detailed

in 2.2.5, there are several differences between the two. Nevertheless, dramatic differences

in pKmod values would likely mean an error in PypKa-MD. We observed an RMSD of 0.03

between L-CpHMD and PypKa-MD, a similar RMSD between the pKmod values of the two
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Table 2.3: pKmod of all titratable residues for the Null model, L-CpHMD, and PypKa-MD. The Null

model values were obtained from experimental pKa measured with the AAXAA pentapeptides, where X

is a titratable amino acid [19, 94].

Residue Null/Exp. L-CpHMD PypKa-MD

C-ter 3.67 3.64 3.65

ASP 3.94 3.94 3.98

GLU 4.25 4.21 4.24

HIS 6.54 6.49 6.48

N-ter 8.00 7.91 7.97

CYS 8.55 8.60 8.61

TYR 9.84 9.83 9.87

LYS 10.4 10.37 10.36

implementations and the experimental pKa of the residues in water (0.04 for PypKa-MD; 0.05

for L-CpHMD).

Validation

The stochastic titration CpHMD method, and, in particular, the L-CpHMD implementation

have been extensively validated over the years [99, 215, 236, 237, 240, 241, 292, 301, 320–326].

Here, we validate our new implementation, PypKa-MD, by comparing it against the L-CpHMD.

All MD simulations in both implementations were run on the same GROMACS version with the

same parameters. Thus, any discrepancies observed must be explained either by the differences

in the code and consequent choice of protonation states or by random variations in replicates due

to lack of sampling. The latter divergences could be diminished by running long simulations

and by increasing the number of replicates. Nevertheless, any severe errors introduced by the

new implementation should be able to be easily spotted in the analysis performed of the selected

systems.

The pKmod calibration ensures that all highly solvated titratable residues exhibit their pKa value

in water. In this process, it is possible to offset systematic errors of an implementation. How-

ever, the calibration does not consider interactions between titratable residues. Alanine-based

AXXA tetrapeptides in which the two X central residues are glutamate or histidine residues

are a good system to test these close interactions. With only three peptides, AEEA, AHEA,

and AHHA, one can study strong interactions between all combinations of anionic and cationic

residues. As expected, the pKa values obtained from L-CpHMD and PypKa-MD simulations

(Table 2.4) are very similar (RMSD: 0.07; MAE: 0.06; R2: 1.00). Despite some observable

differences in the pKa values, these are always inferior to ∼ 0.1 pH units. Furthermore, for all
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Table 2.4: pKa values and corresponding 95% confidence interval of capped tetrapeptides AXXA – where

X is a glutamate or histidine residue – calculated from simulations of L-CpHMD and PypKa-MD.

System Residue L-CpHMD PypKa-MD Diff

AEEA
Glu-2 4.33 ± 0.12 4.26 ± 0.04 0.06

Glu-3 4.35 ± 0.12 4.29 ± 0.04 0.05

AHEA
His-2 6.70 ± 0.07 6.61 ± 0.07 0.09

Glu-3 4.08 ± 0.06 4.05 ± 0.08 0.03

AHHA
His-2 6.30 ± 0.15 6.42 ± 0.05 0.11

His-3 6.48 ± 0.08 6.51 ± 0.14 0.03

residues, their 95% confidence interval overlap.

We have selected four proteins commonly used to benchmark pKa predictors to further validate

PypKa-MD. Here, the reduced titration scheme (RT) was active to accelerate the simulations.

With RT, new protonation states are not computed for residues in a very likely protonation state

(greater than 99.9%). Thus, the speedup provided by RT is dependent on the pH and protein.

For example, in SNase the average number of titrating residues fluctuates between 1.6 and 22.2

in the pH range of our simulations (Supplementary Table B.1). This translates into a speedup

of the PB/MC stage ranging from 2.7× to 12.5× (using 8 Intel Xeon CPU E5-2620 v4 @

2.10GHz). The acceleration provided by RT to PB/MC is quite impressive, considering that a

similar speedup (13×) is given to MD by moving the simulations from CPU to GPU [6].

Before calculating an equilibrium property such as a pKa value, it is necessary to check the

stability of the systems at all pH values. To this effect, we have calculated for all replicates and

pH values the Cα RMSD (Supplementary Figure B.1), and secondary structure profiles (Sup-

plementary Figure B.2). Even at extreme pH values, most properties converge within 5-15 ns.

Regardless, to better compare the protonation state preferences of each CpHMD implementa-

tion which would naturally drift as the sampled conformational space diverged, we have chosen

not to discard the non-equilibrated section and to use all simulation time to compute the pKa

values for all HEWL, SNase, hTrx, and EcTrx shown in Supplementary Table B.2, Table B,

Table B.4, and Table B.5 respectively.

Overall the pKa values obtained with L-CpHMD are in agreement with those of PypKa-MD

for all proteins tested (Table 2.5). In addition to the low discrepancy (MAD: 0.20; RMSD:

0.30), the predicted pKa values by both versions also display a very high correlation (R2: 0.99).

Moreover, the standard deviation between the replicate averages of the two implementations

(0.23) is inferior to the average standard deviation between the replicates of PypKa-MD (0.32)

and L-CpHMD (0.30). The consistently positive, albeit low, mean deviation value indicates

that, compared to L-CpHMD, PypKa-MD tends to underestimate pKa values. This systematic
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Table 2.5: Coefficient of determination (R2), mean deviation (MD), mean absolute deviation (MAD),

and root mean squared deviation (RMSD) between L-CpHMD and PypKa-MD pKa predictions for each

system.

System # Residues R2 MD MAD RMSD

HEWL 21 1.00 0.05 0.12 0.17

SNase 52 0.99 0.05 0.20 0.28
hTrx 33 0.98 0.07 0.24 0.49

EcTrx 33 0.99 0.05 0.18 0.25

All 139 0.99 0.05 0.20 0.30

Table 2.6: Mean absolute error (MAE) and root mean squared error (RMSE) of L-CpHMD and PypKa-

MD experimental pKa predictions for each system.

System # Residues
L-CpHMD PypKa-MD

MAE RMSE MAE RMSE

HEWL 17 0.65 0.91 0.63 0.90

SNase 20 0.97 1.15 0.98 1.20
hTrx 17 0.60 0.76 0.72 0.98

EcTrx 6 1.07 1.39 1.02 1.37

All 60 0.79 1.03 0.81 1.17

All w/o outliers∗ 57 0.77 1.00 0.73 0.95
∗ Excluding: hTrx Asp-26, and Asp-58; SNase His-46.

deviation warrants further investigation and could be explained by the truncation of an energy

contribution, such as the background interactions in L-CpHMD. The analysis of individual

residue types (Supplementary Table B.6) is less robust due to the scarce amount of examples

of some types and higher sensitivity to outliers. Although it is still possible to observe the

overall trend of good correlation and similarity, upon a closer inspection, a few residues that

exhibit large fluctuations between replicates can be identified as outliers (SNase His-46 and
hTrx Asp-26 and Asp-58). As previously stated, it is likely that for these more difficult to con-

verge cases, it would be necessary to have more replicates and longer simulations. Finally, we

compare the performance of the CpHMD implementation at reproducing experimental values

(Table 2.6). As expected, PypKa-MD and L-CpHMD display a closely matched accuracy, with

one of the implementations outperforming the other in half of the systems. The performance

gap observed when analyzing all residues dissipates when one removes the previously identified

outliers.
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2.2.6 Conclusions

In this work, we have introduced PypKa-MD, a novel implementation of the stochastic titra-

tion CpHMD method, inspired by the best features of all the current forks, which will serve as

the basis for future development. Due to the use of PypKa to handle the PB and MC stages,

PypKa-MD’s architecture is markedly simplified. Besides the future-proofing of CpHMD, this

implementation focused on two key aspects holding back the adoption of previous versions:

ease of use and speed. Running a CpHMD simulation with PypKa-MD is now essentially

equivalent to running traditional MD with GROMACS, requiring only the use of the GROMOS

or CHARMM CpHMD-compatible force field during system setup and a modified .mdp file

with CpHMD-specific parameters. In the future, we will extend the support to the AMBER

force field and provide an automated system neutralization procedure to add the correct num-

ber of counterions to minimize system charge at different pH values as required by PME. The

compatibility with current and upcoming versions of GROMACS ensures that any future ac-

celerations in MD simulations offered by the GROMACS suite can be taken advantage of in

CpHMD. The reduced titration scheme implemented in PypKa can speed up large systems by

more than an order of magnitude. Further performance improvements are expected from re-

placing all PB calculations with pKAI, a machine learning model that predicts pKa values up to

1000× faster than PypKa [3]. Moreover, enhanced sampled methods such as replica exchange

and umbrella sampling implemented in L-CpHMD will also be ported to PypKa-MD.

After performing the calibration of the model compounds’ pKa value with alanine-based pen-

tapeptides, we have validated PypKa-MD by comparing its accuracy against L-CpHMD, a pre-

vious implementation of the method. First, three tetrapeptides were used to verify the com-

parable performance of PypKa-MD in a small system of closely interacting titratable residues.

Then, we selected four commonly used proteins for benchmarking pKa predictors as a prelim-

inary validation. In this set of systems, PypKa-MD was found to output extremely similar and

correlated pKa values to those of L-CpHMD. Furthermore, the results confirmed that both im-

plementations display a comparable accuracy at predicting experimental pKa values. A more

complete benchmark with more proteins will be executed soon, as well as an optimization of

the charges and radii used in the PB calculations.
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3.1 pKAI: A fast and interpretable deep learning approach
for accurate electrostatics-driven pKa predictions

Pedro B.P.S. Reis*, Marco Bertolini, Floriane Montanari, Walter Rocchia, Miguel Machuqueiro*,

and Djork-Arné Clevert*

3.1.1 Context

At the start of this PhD there were no machine learning models to predict pKa values in proteins,

nor did we plan to train one. However, as artificial intelligence became an integral presence in

more scientific fields, we noticed the opportunity to obtain pKa estimations with an associated

error similar to a PB-based method at the computational cost of a faster empirical predictor.

We did not train any model directly on experimental data for several reasons: the sheer number

of examples is limited and it has not grown in the last years; the examples are very skewed

towards well-solvated and with small pKa shifts; macroscopic pKa predictions could not be used

to accelerate CpHMD. Therefore, we set out to create a model that mimics PypKa (Chapter 2.1)

and outputs pKa estimations of a single conformation. To do so, we had first to generate a

database with examples (Chapter 4.1). This work was published in the Journal of Chemical

Theory and Computation (DOI: 10.1021/acs.jctc.2c00308).

Abstract

Existing computational methods to estimate pKa values in proteins rely on theoretical approx-

imations and lengthy computations. In this work, we use a data set of 6 million theoretically

determined pKa shifts to train deep learning models that are shown to rival the physics-based

predictors. These neural networks managed to infer the electrostatic contribution of different

chemical groups, and learned the importance of solvent exposure and close interactions, includ-

ing hydrogen bonds. Although trained only using theoretical data, our pKAI+ model displays

the best accuracy on a test set of ∼750 experimental values. Inference times allow speedups of

more than 1000 times faster than physics-based methods. By combining speed, accuracy and a

reasonable understanding of the underlying physics, our models provide a game-changing so-

lution for fast estimations of macroscopic pKa from ensembles of microscopic values as well

as for many downstream applications such as molecular docking and constant-pH molecular

dynamics simulations.
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3.1.2 Introduction

Many biological processes are triggered by changes in the ionization state of key amino acid

side-chains [283, 347]. Experimentally, the titration behavior of a molecule can be measured

using potentiometry or by tracking free energy changes across a pH range. For individual

sites, titration curves can be derived from infrared or NMR spectroscopy. Detailed microscopic

information can be quickly and inexpensively obtained with computational methods, and several

in silico pKa calculations have become widely used to provide insights about structural and

functional properties of proteins [149, 169, 171].

In Poisson–Boltzmann-based (PB) methods, the solvent is implicitly described while proteins

are represented by point charges in a low dielectric medium [1, 169, 171, 304]. These con-

tinuum electrostatics (CE) methods assume that the pKsingle
a (the proton binding affinity for a

chemical group in a given conformation, often called pKhalf in theoretical calculations) is a

good estimate for the macroscopic pKa value. This assumption holds when the protein structure

is sufficiently representative of the conformational ensembles corresponding to both protona-

tion states. Experimentally determined structures exhibit conformations at a minimum energy

state, which, in turn, is related to a specific protonation state. However, biomolecular systems

can explore different energy basins, which may exhibit alternative protonation states. Energy

minima can be affected by experimental conditions, such as temperature, ionic strength, and

pH. Inaccuracies in pKa predictions due to limited conformational rearrangements can be re-

duced by increasing the protein dielectric constant from its default value (2-4), which only

accounts for electronic polarisation. The dielectric constant can be used as an empirical pa-

rameter mimicking the effect of the response mechanisms to the local electric field that is not

explicitly taken into account in the model [164, 181, 185, 194, 285]. A more computationally

expensive approach is to explicitly include protein motion by sampling conformers via Monte

Carlo (MC) or molecular dynamics (MD) simulations and applying conformational averaging

[170, 171, 187, 287]. Finally, by coupling the sampling of protonation states at given pH and

conformations, constant-pH MD methods [4, 177, 178, 231, 295] provide greater insight into

pH-dependent processes [99, 237, 348–350].

As larger data sets of experimental pKa values have become available, a new class of purely

empirical methods has been developed. These models rely on statistical fits of empirical param-

eters weighting the different energetic contributions into simplified functions. PROPKA [149]

is arguably the most popular of such methods [351] and has been shown to perform compet-

itively even when compared to higher-level theory methods [1, 352]. The empirical methods

are much faster than the physics-based ones, although at the cost of providing less microscopic

insights, and their predictive power is unknown on mutations and/or proteins dissimilar to those

composing the training set.

The accuracy of most predictors is bound to the estimation of the same quantity, the so-called
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∆pKa. This is the free energy of transferring the ionizable residue from the solvent to the protein

compared to its neutral counterpart. Since pKa values for all amino acids in water have been ex-

perimentally determined, the pKsolvent
a term can be fixed, and, in practice, it can also be adjusted

to incorporate systematic errors. The ∆pKa can be regarded as a sum of mostly electrostatic

contributions stemming from the residue microenvironment. Therefore, an accurate prediction

of pKa values for a given conformation requires a correct description of the residue interactions

with the surrounding protein charges and with the solvent.

At their core, deep learning (DL) models are complex non-linear empirical functions fitted to

best map input variables to output properties. Considering chemical properties, such as pKa

values, which are dictated by molecular configurations, and provided that enough examples

are presented, it is possible to train a model to map this relationship without the need to solve

non-linear equations in 3D or to sort through the massive space of possible states.

In this paper, we have developed two DL-based pKa predictors: pKAI and pKAI+, for pKsingle
a

and experimental pKa values, respectively. These models have been trained on a database with

∼6 million pKa values estimated from ∼50 thousand structures using a continuum electrostatics

method, PypKa [1]. pKAI+ displays an unrivaled performance at predicting experimental pKa

values on a ∼750 members data set. Also, pKAI exhibits an accuracy comparable to the PB-

based predictor used to generate the training set while being approximately 10–1000× faster.

By applying explainable artificial intelligence (XAI) analysis, we show that these simple models

are able to implicitly model most of the required energetic contributions, such as Coulomb in-

teractions, desolvation, and hydrogen bonding. Therefore, the presented models feature the best

characteristics of CE-based methods – accuracy and interpretability – with the speed provided

by empirical approaches.

3.1.3 Methods

Data set

To train our DL models, we used a large publicly available data set of estimated pK values – the

pKPDB database [2]. This data set of ∼6M pKa values was created by running the PypKa tool

with default parameters [1] over all the protein structures deposited on the Protein Data Bank.

The PB solver DelPhi [164] was used with a dielectric constant equal to 15 and 0.1M of ionic

strength. A two-step focusing procedure was employed with a coarser grid spacing of 1Å and

the subsequent calculation using a finer grid with 0.25Å between nodes. Monte Carlo sampling

was used to sample protonation microstates and tautomers.

The target values to be fitted by our model are theoretical pKsingle
a values estimated with a

PB-based method. This implies that pKAI will inherit the assumptions and limitations of this

class of predictors. Our approach contrasts with the one usually adopted for training empirical
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predictors, which entails using experimental values to fit the model’s parameters. The main

advantage of this novel approach is that we can train models with significantly more parameters,

such as deep learning ones since there is now a much larger abundance of training data. As a

comparison, in PROPKA3 only 85 experimental values of aspartate and glutamate residues

were used to fit 6 parameters [149]. Recently, traditional ML models have been trained on

∼1k experimental pKa values [155, 156]. However, testing the real-world performance of such

methods is difficult as there is a high degree of similarity among available experimental data.

Our larger data set translates into more diversity in terms of protein and residue types and, more

importantly, a wider variety of residue environments. It also helps our models to steer away

from the undesired overfitting. Furthermore, the relation between a structure and our target

property is deterministic, contrary to that of experimental pKa values, which suffers from the

lack of entropic information.

The ultimate goal of these methods is to accurately predict experimental pKa values, and thus,

we have assessed the model’s performance with ∼750 experimental pKa values taken from

the largest compilation of experimentally determined pKa values of protein residues reported

in the literature – the PKAD database [95]. The 97 proteins in the experimental test set are

reported in the Supplementary Table C.1. We compare our experimental results with a null

model (attributing to each titratable group the corresponding pKa value in water), PypKa (the

method used to generate the training set), and PROPKA with default settings (the empirical

method of reference).

Before training our models on our data set, we applied a curated data split (Table 3.1A) to

ensure that the training, validation, and test sets did not contain proteins with a high degree of

similarity and prevent overfitting. First, we randomly selected 3k proteins from the full data

set of ∼120k proteins as our holdout test set of theoretical pKa values. The program mmseqs

[353] was then used to exclude all proteins containing at least one chain similar to any of the

chains found either in the experimental or in the theoretical test sets. Chains were considered

to be similar if they presented sequence identity over 90%. From the remaining set of proteins,

3.000 more were randomly assigned to the validation set, while the rest became the training set.

Finally, we have excluded similar proteins to those of the validation set from the training set. In

the experimental data set, we have excluded all duplicated proteins, non-exact pKa values (e.g.,

>12.0), and residues for which PypKa or PROPKA failed to produce an estimate.

Model architecture and implementation

pKAI is implemented and trained using PyTorch v1.9.0 [354] and PyTorch Lightning v1.2.10

[355]. The model has a simple architecture comprised of 3 fully-connected hidden layers in

a pyramidal configuration fitted to the pKa shifts of titratable amino acids (Figure 3.1B). The

simplicity of the architecture is intentional. pKAI is meant to serve as a proof-of-concept that
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Figure 3.1: A) Overview of the data split and similarity exclusion performed on the pKPDB, and PKAD

databases [2, 95]. B) pKAI model architecture. C) Illustration of the titratable amino acid environment

encoding. Only Nitrogen, Oxygen, and Sulfur atoms (shown as spheres) within a 15 Å cutoff (green cir-

cle) are included, while all carbon (shown as sticks) and hydrogens (omitted) are ignored. The included

atoms are represented by the inverse of their distance to the titratable residue in an OHE vector featuring

16 categories of atom classes (Supplementary Table C.6). The titratable residue is represented by an

OHE vector comprised of 8 classes. D) Performance of pKAI+ with different regularization weights on

the experimental test set.
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deep learning models can capture the effect of electrostatic interactions in the pKa of titratable

residues. Recent work has shown that it is possible to have an ML model that accurately predicts

electrostatic solvation energies of proteins [356]. However, pKa estimations are even more

complex, requiring at least 2 PB calculations per residue state for the physics-based counterpart

(e.g., in PypKa, each carboxylic acid has 5 states, hence 10 PB calculations are required for

each Asp/Glu residue).

The encoding of the environment of each titratable residue has been simplified to retain only

the most important electrostatic descriptors (Figure 3.1C). Considering the decay rate of the

electrostatic potential, we decided to truncate the contributions to the environment of a residue

by applying a cutoff of 15 Å around the labile atom(s) of the titratable residue. In practice,

this cutoff is slightly smaller for some residue environments as the necessary input layer size

normalization resulted in the truncation of the closest 250 atoms. It is expected that the bigger

the protein, the higher the occurrence of residues with a cutoff less than 15 Å. Nevertheless,

the truncation only excludes quite distant atoms, and 14.85 Å was the minimum cutoff value

observed in the test set. A further approximation was made by considering only highly charged

atoms as they perform the strongest electrostatic interactions with the titratable site and assum-

ing that solvent exposure can be inferred from the titratable residues distances to nearby atoms

(similar to half-sphere exposure [357]). This simplification can be slightly compensated by us-

ing atom classes instead of charges or element names, as they implicitly provide information

about adjacent atoms. The atoms were one-hot encoded (OHE), and in order to reduce the in-

put layer size, chemically similar atoms were assigned to the same category (Supplementary

Table C.6). While carboxylic oxygen atoms (C-termini OXT; aspartates OD1 and OD2; glu-

tamates OE1 and OE2) and primary amine atoms (arginines NH1 and NH2) atoms have been

merged, others with similar names but different chemical properties were separated (glutamines

OE1 and NE2 from glutamates OE1 and histidines NE2, asparagines OD1 from aspartates OD1;

main chain N from N-termini N).

The final 4008-sized input layer consisted of 250 atoms represented by 16 OHE classes con-

catenated to an 8-dimension OHE vector corresponding to the titrating amino acid. Each atom’s

OHE was multiplied by its reciprocal distance to the titrating residues so that this valuable in-

formation could be included without increasing the size of the input layer.

pKAI is freely available as a python module that can be installed via pip. The source code can

be found at https://github.com/bayer-science-for-a-better-life/pKAI.

Training

Training was performed with mini-batches of 256 examples, and the Adam optimizer [358]

with a learning rate of 1e−6 and weight decay of 1e−4. Dropout regularization was applied

to all fully-connected layers with the exception of the last one. Hyper-parameter optimization
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was performed with Optuna [359] using the performance in the validation set. Training these

models takes approximately 10 minutes on an NVIDIA Tesla M40 24GB, using 16bit precision

and an early stopping strategy on the minimization of the cost function with a delta of 1e−3 and

patience of 5 steps.

The pKAI model was trained on an MSE cost function while for the pKAI+ we have added a

regularization parameter α to penalize ∆pKa predictions (y). Thus, the loss function of pKAI+

becomes

J(yi, ŷi,α) = (1−α)(yi − ŷi)
2 +α ŷi

2 (3.1)

where yi is the true value and ŷi the estimation. Different regularization weights were tested to

check for overfitting (Figure 3.1D). While we have selected an α of 50%, any value in the 40–

70% range would lead to a similar improvement. Moreover, the same trend is observed when

dividing the experimental test into 5 folds (Supplementary Figure C.1).

XAI Methods

For each input atom feature â = (a,ra), where a indicates the atom class and ra the corre-

sponding distance to the liable atom(s) of the titrating residue, we compute the corresponding

attribution I(â) with the Integrated Gradients (IG) algorithm,[360] as implemented in the shap

package [361]. I(â) measures the sensitivity of the network output with respect to changes in

the input â. A large absolute value of I(â) indicates that the network assigns high importance to

this feature while the sign of I(â) indicates whether the feature contributes positively or nega-

tively to the output. Given that the most important contributions to the ∆pKa are of electrostatic

nature, one can try to explain the model inferred charges for each atom class a by computing

the distant-independent score C:

C(a) = E
[
r−1

a I−(â)
]
−E

[
r−1

a I+(â)
]
, (3.2)

where I− and I+ are negative and positive I values, respectively. The C score of an atom class

is thus the difference between the distance weighted average of examples with negative and

positive I values over a large subset (10000 samples) of the test set. The sign of C(a) in equa-

tion 3.2 resembles the charge that the network, on average, assigns to a given atom type. For

example, if an atom class is being perceived by the model as contributing negatively to the

∆pKa (E
[
r−1

a I−(â)
]
> E

[
r−1

a I+(â)
]

hence C(a)> 0), this would mean that the network learned

that this particular atom stabilizes the deprotonated state, which is characteristic of positively

charged groups.

The solvent-accessible surface area (SASA) values shown in Supplementary Table C.2 and in

the XAI subsection have been taken from pKPDB [2].
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3.1.4 Results

The main goal of pKAI is to mimic the pKa predictive ability of PB-based methods with a sig-

nificant computational performance improvement. Our training set is comprised of pKa values

calculated using PypKa on a large number of proteins taken from the Protein Data Bank [2].

An elaborate data split was performed to minimize data leakage from the training set to the val-

idation and test sets (see Methods). pKAI was designed to be a simple and interpretable model

using the minimum structural features that still capture the electrostatic environment surround-

ing every titratable residue. The model has been trained on ∆pKa values rather than on absolute

values. The pKa shift is, in fact, a more appropriate quantity to learn, less dependent on the

chemical peculiarities of individual amino acids, and more sensitive to the local electrostatic

environment. For example, residues that share a common side-chain chemical group (such as

glutamate and aspartate sharing a carboxylic acid) are influenced by the same environment in a

similar way.

We wanted our model to capture the electrostatic dependence between the environment of a

residue and its consequent pKa shift while keeping the input layer as small as possible (see

Methods). By ignoring all carbon and hydrogen atoms, we are greatly reducing the dimen-

sionality of our input layer while retaining most of the information regarding charged particles.

There is, of course, a significant loss of topological information, although much can be inferred

from the positions of the included atoms. In fact, there is no performance gain when adding

solvent exposure measurements (e.g., SASA, residue depth) to the environment embedding.

Considering that solvent exposure entails topological information and that the model is not able

to extract additional information from it, we conclude that it was already estimating, to some

degree, these molecular properties (see Model Explainability subsection).

pKAI: predicting theoretical pKa

The performance of the model on the test set is reported in Supplementary Table C.2 and Fig-

ure 3.2A. The null model used for comparison consists of the reference pKa value in water

for each residue type and corresponds to 0 in the ∆pKa scale. Overall, pKAI reproduces the

PB-based ∆pKa values with an MAE value of 0.31, an RMSE of 0.52 and an R2 of 0.93. How-

ever, in this case, we are only predicting theoretical values with a well-defined relation between

structure and pKsingle
a (pK value of a single conformation). Experimental pKa estimation is a

much more complex task since the pKsingle
a values corresponding to the different conforma-

tions spanned by the protein should be weighted according to their occurrence probability at

equilibrium. The performance of pKAI is impressive considering the high complexity of the

dependence between pKa and the site electrostatic environment, illustrated by the high RMSE

value of the Null model (1.89). Some residues are easier to predict (e.g., LYS and termini

residues) while others are more challenging (e.g., CYS and TYR). This can be explained by
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Figure 3.2: A) Comparison between Null model and pKAI RMSE values (values shown in Supplemen-

tary Table C.2). The Null model is defined as the pKa values of the residues in water taken from Thurlkill

et al. [19]. B) Performance at predicting pKsingle
a values dependency on the magnitude of solvent expo-

sure (SASA). The calculations were performed for pKAI and Null model using the PypKa predictions

as reference. C) Execution time comparison between PypKa and pKAI (values shown in Supplementary

Table C.3). This benchmark was executed on a machine with a single Intel Xeon E5-2620 processor. D)

Effect of the size of the training set in the model performance on the validation set.
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their solvent exposure distribution (Figure 3.2B): well-solvated residues exhibit small ∆pKa

values, while more buried ones are more affected by the desolvation effect and establish more

interactions with other residues causing their pKa values to shift. There is a clear dependency

between the solvent exposure of a residue, its ∆pKa value, and the prediction difficulty (Supple-

mentary Figure C.2). The excellent performance of pKAI is also demonstrated by the fact that

most predictions (81.2%) exhibit an error below 0.5 pK units, which is sufficient for most use

cases.

The main advantage of DL models is the potential speedup they can provide. Since continuum

electrostatics (CE) pKa estimations need to sample thermodynamic equilibrium microstates,

several iterative simulations have to be performed on each protonation state and on the environ-

ment of every residue. On the other hand, pKAI merely needs to apply its learned function over

each residue and, as such, is remarkably faster (Figure 3.2C). Moreover, the convergence of the

CE simulations is harder to achieve as the protein size increases. Consequently, in PypKa, as the

protein size increases, so does the time required to estimate each pKa value. In contrast, the run

time of pKAI’s DL model has a different dependence on the protein size. Since the bigger is the

protein, the larger is the amount of calculations that can be performed simultaneously, then the

less significant becomes the model loading cost and the faster the average per-residue execution

time. This results in sublinear scaling performance and in a speedup over its CE counterpart

that can exceed over a thousand times. As such, pKAI is a particularly valuable tool for dealing

with very large systems with thousands of residues where the only added computational cost

stems from the prepossessing of the structure.

Another important factor contributing to the high accuracy obtained is the considerable size of

the training set. Despite using the largest repository of experimental protein structures and the

largest pKa database available [2], we show that there is still a correlation between the number

of examples in the training set and the accuracy of the model (Figure 3.2D). This indicates that

our model can still be improved by providing further examples of pKa values.

pKAI+: Predicting experimental pKa values

The main goal of pKa predictors, such as PypKa, is to estimate the macroscopic pKa value for

the titratable residues using structures (usually experimental ones). Since pKAI aims at re-

producing the pKsingle
a calculated with PypKa at a fraction of the computational cost, it is not

expected to outperform the PB-based method in predicting experimental values. When using

PB to predict experimental pKas, a higher dielectric constant for the solute is often adopted to

compensate for the lack of conformational flexibility in the method and the lack of representa-

tivity of the experimental input structure. A similar approach can be implemented in pKAI by

introducing a regularization weight to the cost function (pKAI+). This regularization penalizes

the magnitude of the ∆pKa prediction. In practice, this procedure biases our estimates towards
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Figure 3.3: A) Experimental pKa benchmark of several methods on a data set of 736 residues from 97

proteins (values shown in Supplementary Table C.5). The null model values are the pKa values of each

amino acid substituted in an alanine pentapeptide (Ace-AA-X-AA-NH2) [19, 94]. B) Comparison be-

tween Null model and pKAI+ performance by residue type. C) Prediction errors of the different models

given the experimental pKa shift (∆pKa). D) Accuracy of several methods at predicting representative

protonation states derived from experimental pKa values. Residues at a pH within 1.5 units of the exper-

imental pKa are considered not to have a representative protonation state.
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the pKa values in water, similarly to what is done by the increased solute dielectric constant in

PB-based approaches. However, the analogous effect is applied evenly to all residues, indepen-

dently of the solvent exposure. Thus, adding the regularization penalty is different from training

pKAI with a data set generated with a higher protein dielectric constant. Furthermore, we have

previously benchmarked PypKa on a range of dielectric constants (4 – 20) and shown that there

is no benefit in increasing the dielectric constant to values greater than 15 [1]. It should be

noted that pKAI+ has not been trained on experimental pKa, but rather on the same training set

as pKAI.

To evaluate the performance of our model, we have benchmarked it using a data set of 736

titratable residues in 97 proteins with experimentally determined pKa values (Figure 3.3A).

Remarkably, pKAI+ (RMSE of 0.98) is able to outperform both PypKa (RMSE of 1.07) and

PROPKA (state-of-the-art empirical pKa predictor, RMSE of 1.11). Furthermore, the improve-

ment over the other methods is significant for most residue types (Figure 3.3B) and can be

quantified using metrics that are more (RMSE, 0.9 quantile) or less (MAE, error percentage

under 0.5) sensitive to the presence of outliers (Supplementary Table C.4). Cysteine residues

are particularly difficult to predict because they naturally occur less frequently and are more

buried than all other titratable residues. This leads to an under-representation of these residues

in the training set while exhibiting the largest pKa shifts. To illustrate the difficulty of this data

set, note that some methodologies are not able to improve on the null model (RMSE of 1.09).

The reported deviations are specific to this data set. Even though our benchmark is one of the

largest ever used to validate a pKa predictor, it is likely still insufficient to quantify the true ac-

curacy of these methods. Furthermore, besides being limited, these test sets used for validating

new pKa predictors tend to always be different. This makes it very hard to compare methods

without rerunning them. In this benchmark, PypKa represents the PB-based methods like Del-

PhiPKa[304] or H++[169]. More computationally expensive methods such as MCCE[213] or

constant-pH MD are not represented here. These methods are expected to outperform PB-based

methods, which rely on a single structure, although the exact improvement on this test set is hard

to predict. DeepKa is a recently published convolutional neural network trained on theoretical

pKa values from constant-pH MD (CpHMD) simulations [157]. As expected, the CpHMD im-

plemented in the Amber suite[176] (RMSE of 1.02) outperformed PROPKA (RMSE of 1.12) in

their test set, which only includes the 4 residues (Asp, Glu, His, and Lys) predicted by DeepKa

(RMSE of 1.05).

The difficulty of estimating pKa values is not the same for all residues. pKa predictors are usually

a valuable tool to predict residues in which the shift is significant. For example, if a residue is

completely exposed to the solvent and performs no other interactions, its pKa will be equal to

its known value in water. To assess our model’s performance while avoiding cherry-picking,

no particular cases were analyzed. Instead, we have classified the residues according to their

solvent exposure level (Supplementary Figure C.3) and the magnitude of the experimental pKa
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shifts. pKAI+ shows comparable RMSE values to PypKa for both the most solvent-exposed and

buried residues. Interestingly, it is also able to surpass the PB-based model for partially exposed

residues. Notably, pKAI+ only improves the PypKa predictions for pKa shifts smaller than

1 pK unit (Figure 3.3C). This indicates that pKAI+ corrects the pKa values of partially exposed

residues which are establishing non-representative interactions in the experimental structure.

Since there is a large number of residues with these characteristics in the test set [2], the overall

performance improvement is significant (Supplementary Table C.5).

From the pKa value of a residue, it is possible to derive its most likely protonation state at a

given pH. To perform this conversion, one must assume that the Henderson–Hasselbalch (HH)

equation can describe its protonation behavior, implying that no other titratable residues influ-

ence its titration. According to the HH equation, at a pH equal to the pKa value, the protonated

and deprotonated species exist in the same proportion. Hence, at this pH value, there is no most

probable protonation state. At a pH value that is 1.0 unit away from the pKa value, the least

likely protonation state still occurs 30% of the time. To account for this fact and to alleviate

the aforementioned approximation, when calculating the most representative protonation state

of a residue from pH 0 to 12, at each pH value, only residues with an experimental pKa at a

minimum distance of 1.5 units were considered. The 1.5 pH cutoff is arbitrary, but the same

trend was observed when slightly different values (0.5 – 2) were used. The most abundant

protonation states obtained from pKAI predictions are in good agreement with those derived

from experiments and outperform those of PROPKA in a wide range of pH values (Supplemen-

tary Figure C.4). Moreover, pKAI is the best model at assigning a fixed protonation state to a

protein at biologically-relevant pH values (Figure 3.3D), arguably the most common task pKa

predictors are used for. In contrast to the poor performance of the Null model and PROPKA

at the physiological pH range, both models outperform pKAI and PypKa in pH values inferior

to 4.0. In the acidic region, most of the Glu and Asp residues, which make up for around 60%

of the experimental test set, are titrating. PROPKA was trained on some of these Glu and Asp

residues [149], which may have resulted in an over-optimistic evaluation of its performance at

lower pH values. pKAI+ is biased to predict pKa values between those of pKAI and the Null

model. This bias has granted the model an edge on experimental pKa estimations. However, in

tasks in which the Null model does not perform well, pKAI+’s ability is also affected. This can

be seen in the biological range at the more basic pH values.

Model Explainability

The main driving force for pKa shifts in proteins is electrostatic in nature. In our model, each

atom of the environment represents the contribution of a chemical group or part of a residue.

This individual contribution towards the final ∆pKa prediction can be estimated (see XAI in the

Methods section for further details), and it is shown in Figure 3.4A. Remarkably, although our

model has been given no information about atomic charges, it assigns contributions that are in
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Figure 3.4: Charge scores attributed by pKAI to all considered input atoms classes (Supplementary Ta-

ble C.6) of all atoms (A) and atoms closer than 6 Å (B). C) Closest atom influence on pKAI performance.

D) Impact of changing the distance of the closest atom on pKAI predictions of residue TYR-315 from

structure 2BJU. For reference, we have included PypKa predictions of the same residue in the state pre-

sented in the experimental structure (closest distance 2.8 Å) and in a modified structure in which the

closest atom is absent.
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agreement with the expected overall charge of the atom class. Cationic amine groups (NZ_LYS;

NH_ARG; NE_ARG; NE2_HIS) are clearly assigned positive scores (i.e., destabilize the proto-

nation of the titratable residue) and are easily distinguishable from the anionic carbonyl groups

(O_COOH from Glu, Asp, and C-termini residues). These scores provide a general insight into

the network’s interpretation of each atom and should not be used for more quantitative analy-

sis. Since the atom score is an averaged measure across the test set, an imbalance of closely

interacting atoms of a specific class can dramatically skew its median contribution.

Hydrogen bonds are one of the strongest interactions found in proteins, and, as such, their proper

description is crucial to obtain accurate pKa predictions. By comparing Figures 3.4 A and B we

can observe marked differences between the atom scores at close proximity and those farther

away from the titrating residue. For example, the average score of the very abundant classes

of primary amines (N; N_AMIDE) and carbonyl groups (O; O_AMIDE) is greatly diminished

when compared to their short-range contributions, where these become hydrogen donors and

acceptors, respectively. The anionic Tyr residue is perceived to have an overall negative contri-

bution, except when it is close to another titratable residue; in this case, there seems to be no

preferred state as it can act both as a donor and as an acceptor – like any titratable residue. On

the other hand, the contribution of neutral non-titrating alcohol groups (OG_SER; OG1_THR)

is almost exclusively attributed to their potential to form hydrogen bonds at short range.

Beyond the general understanding shown before, hydrogen bond contributions are hard to ac-

count for compared to other interactions. As shown in Figure 3.4C, the closer another residue

(blue curve) is to the titrating one, the harder for the model is to correctly describe their interac-

tion. The difficulty of the prediction increases dramatically at the typical distance of hydrogen

bonds (2.5-3.2Å). This is even more marked if one considers interactions established between

two titratable residues (red curve). In this case, the network has to solve for the pKa of both

residues simultaneously, and in many instances, it is unable to do so. Hence, predicting the

contribution of the remaining environment is easier than that of a single hydrogen bond. This

is illustrated in Figure 3.4D, in which the agreement with the physics-based method is much

higher when the closest atom is removed from the structure rather than when it is kept in its

original position. Although many other profiles can be observed (Supplementary Figure C.6),

this trend is generally conserved. Considering that the model did not receive explicit infor-

mation about hydrogen bonds, it is quite remarkable that it was able to correlate this type of

interaction with larger pKa shifts.

Solvent exposure is another property that is usually a key contributor to pKa shifts. The models

are trained without explicit knowledge of the 3D structure of the protein and deprived of infor-

mation regarding carbon atoms. Nevertheless, they seem to learn about the solvent exposure

contribution. We compared the correlations (Pearson correlation coefficient r and Spearman’s

rank correlation coefficient ρ) between the calculated SASA and the pKa shifts over the entire
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test data set. Using the known ∆pKa, we obtained r∆pka = −0.68; ρ∆pka = −0.60, while using

the predicted ∆pKa, we got rpred =−0.66; ρpred =−0.62. The similarity between these values

indicates that the model has learned the correct correlation between SASA and the pKa shift.

Additionally, we tested different solvent exposure metrics as an additional input and observed

virtually no performance improvement (Supplementary Table C.7).

Finally, it is worth mentioning that the XAI analysis was a driving factor in the development of

pKAI. In fact, the importance that the model assigns to each atom class (similar to Figure 3.4)

was pivotal in selecting the final set of atom classes aimed at describing the surrounding envi-

ronment residues.

3.1.5 Discussion

We have introduced pKAI and pKAI+, two deep learning models to predict theoretical and

experimental ∆pKa values, respectively. pKAI offers unprecedented efficiency, exhibiting a

remarkable trade-off between accuracy and computational speed, its performance rivaling that

of CE-based methods, such as PypKa. pKAI could be used as a replacement for such methods,

especially when dealing with large proteins or applications requiring multiple CE calculations,

like constant-pH MD simulations [4, 177, 178, 231, 295]. Considering the latest advances in

sequence to structure predictions [252], faster methods, such as pKAI, will likely be of use as

exponentially more structures become available. Furthermore, when optimizing new structures

for binding to specific targets (e.g., design of enzymes and/or antibodies), it is vital to have an

accurate prediction of the protonation states.

While we strive for optimal accuracy, we are aware that many applications will only require a

binary decision (hence a qualitative prediction of pKa shifts would be sufficient). For example,

when selecting the most likely protonation state of a protein for running MD simulations, one

only needs to predict whether each pKa is larger or smaller than the pH value of interest. As

intended, pKAI shows a performance similar to that of a PB-based model. Furthermore, it

significantly surpasses PROPKA and the Null model in the physiological pH range.

Several other applications only require an estimation of the proton binding affinity using a fixed

conformation. This quantity, termed pKsingle
a , renders a good prediction of the macroscopic

pKa when averaged over a representative ensemble of conformations. From pKsingle
a values, the

most abundant/representative protonation states for a particular conformation can be calculated,

improving the realism of methods such as molecular dynamics [4, 177, 178, 231, 295] and

molecular docking [362]. pKAI is nearly perfect at mimicking representative protonation states

given by PypKa, being particularly effective at physiological pH, achieving an astounding ac-

curacy of 99.4% (Supplementary Figure C.5). In a conformational ensemble, there are always

many representative protonation states which differ significantly from the one calculated us-

ing the macroscopic pKa values. Therefore, coupling pKsingle
a calculations with conformational
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sampling techniques is very appealing in theory but difficult in practice due to their compu-

tational cost. By using pKAI instead of PypKa (or any other PB-based method), one would

drastically decrease the computational overhead (up to 1000×).

pKAI does not handle all residues with the same performance. Difficult cases are caused by

low representation in the training set, low solvent exposure, and/or close-by residues providing

H bond interactions. These peculiar environments usually present a high ∆pKa which is not

handled very well by the method. One clear way to improve our models would therefore be

to introduce more training examples. Furthermore, the inclusion of more training data with

rare environments would definitely enhance performance. To avoid limiting the scaling rate by

the availability of new experimental protein structures, we plan to generate new uncorrelated

protein structures using conformational sampling methods, such as MD and MC. Another ad-

vantage of using computational methodologies is guiding the protein conformational sampling

to achieve electrostatic environments that are underrepresented in the training set. To better han-

dle interactions with neighboring titratable groups, a change of environment encoding would be

needed. One approach to be explored in future work would be to represent the whole protein as

a graph and use graph neural network algorithms to learn the ∆pKa values.

Although pKAI excels at predicting pKsingle
a values, its performance is modest when estimating

experimental pKa values. Inspired by the observation that increasing the dielectric constant in

PB-based methods improves their agreement with experimental results, we have introduced a

regularization parameter into the cost function. Similar to the dielectric constant, this regular-

ization weight biases all predictions towards the residue’s pKa values in water. The new model,

pKAI+, outperforms all methods tested in this work, including PypKa, which was used to cre-

ate the training set. However, this improvement, while significant for partially exposed residues

that would otherwise exhibit overestimated pKa shifts, penalizes the accuracy of more shifted

residues.

In this work we made the conscious decision of training our models solely on theoretical pKa

values, and to use all the available experimental data as a test set. The reason for this choice

is twofold. First, there are not enough experimental data points to successfully train large

models like deep learning ones. This issue could be circumvented with pretrained embeddings,

assuming these representations hold the necessary information for the new task. Gokcan et

al. have used molecular representations encoding quantum mechanical information to obtain

a neural network model with an RMSE of 0.5 – 0.75 for most titratable residues [156]. The

second problem with this approach is that the available data is quite limited in variability. Since

a model trained on experimental data will not be exposed to a wide variety of environments,

in real-world applications it will likely need to extrapolate in many cases. Both these issues

contribute to the risk of model overfitting, and poor generalizability. Chen et al. trained tree-

based machine learning models, such as XGBoost or LightGBM, on experimental data and
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their best model exhibited an RMSE of 0.69 [155]. To compare pKAI with these models, and

illustrate the data leakage problem at hand, we have refined our pKAI model by training it on

same data split reported in reference [155]. This new model seems to have an unparalleled

performance (RMSE of 0.32; MAE of 0.21). However, this level of accuracy is unlikely to be

expected for a rigid body calculation due to the missing entropic information. Furthermore, at

the moment there are only 18 and 23 experimental pKa values reported for Cys and Tyr residues,

respectively. Even considering some degree of information transfer from other residue types,

it is extremely unlikely that a few dozens of residues are able to convey enough information

to create a model with a robust predictive ability at inference. Contrarily, pKAI was trained

on millions of environments, and as such, we believe that the reported performance estimates

are a much better reflection of its predictive ability. Finally, it must be noted that experimental

data (both structures and pKa values) should not be taken as absolute truths with no associated

errors. In fact, old measurements of a popular benchmark protein (hen egg-white lysozyme)

have been evaluated with modern NMR spectroscopy, and discrepancies of more than one pH

unit have been found [138]. It is reasonable to assume that at least some of the ≈1k available

experimental values have comparable errors, which only reinforces the importance of blind

prediction exercises such as the pKa Cooperative [179].

With pKAI and pKAI+, we are introducing the first deep learning-based predictor of pKa shifts

in proteins trained on continuum electrostatics data. The unique combination of speed and

accuracy afforded by our models represents a paradigm shift in pKa predictions. pKAI paves

the way for accurate estimations of macroscopic pKa values from ensemble calculations of

pKsingle
a values, overcoming previous computational limits. By design, the models were trained

using a very simplified view of the surroundings of the titratable group, accounting only for

residues within a 15 Å cutoff and ignoring all carbon and hydrogen atoms. This informed design

choice allowed for the models to stay small and fast. Explainability methods confirmed that this

input information was enough for the model to capture crucial features such as electrostatics,

solvent exposure, and environment contributions. The models’ initial success introduces several

opportunities for further research, including problem encoding, accounting for conformational

flexibility, interactions with other molecule types (i.e., small molecules, nucleic acids, lipids),

and adding further target properties that could be of interest for other applications.
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3.2 pKAI-MD: Towards AI-accelerated
Constant-pH Molecular Dynamics

Pedro B.P.S. Reis*, Tuan Le, Floriane Montanari, Djork-Arne Clevert, and Miguel Machuqueiro*

3.2.1 Context

Even though our first machine learning pKa predictor, pKAI (Chapter 3.1), proved to be quite

successful, we knew from the beginning that it would not be suitable for integration into a

CpHMD implementation (Chapter 2.2). Nevertheless, our simple proof-of-concept model demon-

strated that the opportunity to accelerate CpHMD with machine learning was valid. Then, we

set out to address two of the most severe limitations of pKAI, hindering its usage in CpHMD:

pKa values as the target property, which would lead to incorrect protonation state sampling; the

inability to deal with closely interacting titratable residues. This work is not yet published as

the integration with the CpHMD’s MC routine is not yet finished.

3.2.2 Abstract

In classic molecular dynamics simulations, the protonation state of the system is fixed. Hence,

conformational sampling is performed at an undefined pH value. Constant-pH molecular dy-

namics (CpHMD) methods solve this problem by coupling conformational and protonation

sampling. Unfortunately, this method can be considerably more computationally expensive.

Here, we propose a new GNN-based protein pKa predictor suitable for faster CpHMD simu-

lations. This model estimates pH-independent energies to be used in a Monte Carlo routine

to sample representative microscopic protonation states. While developing the new model, we

explored different graph representations of proteins using multiple electrostatics-driven proper-

ties. We also illustrate the benefits of using GNNs over feedforward neural networks.
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3.2.3 Introduction

Constant-pH molecular dynamics (CpHMD) methods are powerful tools for studying pH-dependent

systems [178, 214–217]. Several of these methods combine molecular dynamics (MD) and

continuum-electrostatics (CE) to couple the sampling of conformations and protonations and

bind them to a specific pH value. This approach has been used extensively to provide molecular

insights about many biologically-relevant pH-dependent systems such as virus fusion peptides

[326], neurodegenerative target proteins [363], transmembrane proton channels [364], and ther-

apeutic antibodies [365].

In classic MD simulations, a protein is constrained to a single protonation state. However, at

the physiological pH range, a protein transitions between dozens to hundreds of states. For

example, at pH 7, a small protein like lysozyme, with only 29 titratable residues, can dis-

play 24 unique protonation states, and at pH 4, as many as 222 microstates can be observed

[172]. Thus, in many MD simulations, the protein is simulated at undefined pH values with

its conformational sampling not representative of any meaningful physical condition. Hence,

the importance of CpHMD methods is not limited to the so-called pH-dependent phenomena.

Instead, it should be regarded as a revised or more realistic MD. Unfortunately, CpHMD has not

yet reached mass adoption by researchers, as for most, the better accuracy does not compensate

for the higher computational cost.

Recently, machine learning models have been trained to speed up pKa calculations. Further-

more, two models have been developed to mimic theoretical predictors and used physics-based

models’ predictions as training data. DeepKa was developed to reproduce CpHMD-derived

pKa values [156]. However, this model was trained to predict macroscopic pKa values from a

single conformation. Therefore, it can not be used to differentiate between individual states.

pKAI is another deep learning model trained on CE-derived pKa values [3]. Like the original

method, pKAI can predict the pKa value of different conformations. In fact, the physics-based

method (PypKa [1]) used to train pKAI is the same one powering a CpHMD implementation

(PypKa-MD). pKAI replicates theoretical pKa values at a fraction of the computational time,

with speedups up to 3 orders of magnitude. It was shown that pKAI has a reasonable under-

standing of the underlying physics and extrapolation ability. However, this model struggles

with closely interacting residues, as it treats the environment of one residue at a time. Fur-

thermore, it is not possible to use pKa values alone to accurately derive protonation states of

coupled residues. In several CpHMD methodologies, the protonation states are sampled with

Monte Carlo (MC) simulations from the PB-derived energies: the intrinsic pKa value (pKintr), a

pH-independent quantity representing the pKa of a residue when all others are at their reference

state; and, the interaction energies between titratable residues.

Some of the limitations exhibited by pKAI could be solved, at least partially, by using graph

neural networks (GNN). Proteins have long been depicted as graphs in which nodes represent
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atoms and edges describe covalent bonds. Instead of covalent bonds as a criterion for edge

attribution, one could use the closest atoms for better information passing from and with the

surrounding environment. Furthermore, during training, the model considers nearby titrating

residues at once. Also, labile hydrogen atoms can be included in the graph, which along with

the 3-dimensional information unavailable to pKAI, should improve the model’s internal repre-

sentation of residues involved in hydrogen bonding. Recently, there has been a growing number

of work applying GNN to proteins [366–370]. However, in most cases the side chain is not ac-

curately described, which may be beneficial when dealing with macroscopic properties.

In this work, we developed a new GNN-based protein pKa predictor suitable for CpHMD inte-

gration. This model estimates pKintr and interaction energies and will be coupled with an MC

algorithm to provide the representative microscopic protonation states required by CpHMD.

Before training this model, we explored how to best encode a protein for a GNN using mul-

tiple electrostatics-driven properties, and show the performance benefits of using GNNs over

feedforward neural networks (FNN) for pKa predictions.

3.2.4 Methods

In this work, all models are based on the same E(n) equivariant graph neural network (EGNN)

core architecture [274]. The inputs of the EGNN are the 3D coordinates and labels of the

protein atoms. We explored which atoms to include, as well as the labeling strategy. The default

input atoms and labels are taken from previous models that predict pKa values in proteins, the

pKAI 1.0 model [3]. In these models, only charged atoms like nitrogen, oxygen, and sulfur are

included, and the labels are set according to the chemical group. To these, we have added the

labile hydrogens in different tautomeric positions. The EGNN’s output atomic embeddings are

then used directly or with pooling to train FNN for different tasks.

In the "Protein encoding for GNNs" section, the model is trained end-to-end on multiple tasks

spanning different resolutions: at the atomic level, the titration curve of individual tautomeric

hydrogens (P(H)); at the residue level, the pKa value of titratable residues; at the protein level,

the isoelectric point (pI). The details of each task are reported in Supplementary Table D.1.

For the isoelectric point FNN, the input is the average of all node embeddings. To predict pKa

values, we tried pooling different combinations of residue-belonging atoms, such as the charged

atoms (N, O, and S), the hydrogen atoms (H), and the carbon atoms (Cα , Cβ ) (Figure 3.5).

Like the pKAI models, the NN was trained on ∆pKa values instead of the absolute pKa values.

∆pKa can be obtained by subtracting the pKa value of a residue in water from its value in a

particular protein environment. The predictions of the hydrogen atom’s occupancy at different

pH values (ranging from -6 to 20 with a 0.5 step) were performed using the embedding of the

corresponding H atom. All tasks were trained simultaneously, and to evaluate the performance

of the multi-task model at training time, we have defined the loss function as the average of the
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Figure 3.5: Illustration of a protein structure as sticks with atom included in the graph representations

highlighted as spheres: hydrogen nodes in white, charged atom nodes in red and blue, Cα nodes in green,

and Cβ nodes in orange.

individual task losses. For the pI and pKa tasks, the L2 loss was selected, and the P(H) task used

the binary cross-entropy loss.

In the "GNN-based pKa predictions" section, three models are trained for separate tasks: pKa

values, the intrinsic pKa (pKintr), and interaction energies between titratable sites. The model

trained on pKa values is referred to in this work as pKAI 2.0. The intrinsic pKa value is the

pKa of residue with all other residues in a reference state. As a pH-independent quantity, it is a

useful quantity to combine with the interactions between titratable residues to define the energy

shift of a protonation change in site n of a protein with N titratable sites,

∆∆Gn1→n2 = 2.3kBT [an1γn1 (pH −pKintr(n2))−an2γn2 (pH −pKintr(n1))]+
N

∑
j ̸=n

∆Gn1→n2, jx

(3.3)

where an is the ionization state (0 for neutral; 1 for ionized), and γn is the charge (+1 for cationic;

-1 for anionic) of site n. The difference in the interaction energy of site n with site j in fixed

protonation state x due to the protonation change of n from n1 to n2 is given by,

∆Gn1→n2, jx = Gn2, jx −Gn1, jx (3.4)

Having pKintr for all titratable residues and all possible interaction energies, it is possible to

sample different protonation states with Monte Carlo (MC) using the Metropolis criterion [167,

212], analogously to that is already done in the stochastic titration CpHMD method to periodi-

cally update the MD simulation. All models were trained using an L2 loss.

The DL models presented in this work have been implemented with PyTorch v1.9.0 [354],

PyTorch Lightning v1.3.8 [355] and PyTorch Geometric v2.0.3 [371]. The node embeddings
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of the EGNN had a size of 256, and 3 graph convolutional layers were used. Each node was

connected to the 32 nearest nodes. All FNNs were comprised of two fully connected linear

layers of input sizes 256 and 64, using a SiLU activation function [372]. During training, we

used a batch size of 16 and an Adam optimizer with a learning rate equal to 10−4.

The pKPDB database contains around 12M theoretical pKa values and 120k isoelectric points

[2]. These values were estimated from experimental data structures deposited in the Protein

Data Bank with PypKa [1] – a Poisson–Boltzmann-based method – using default values, as

described elsewhere [3]. To easily compare our results with pKAI 1.0 while ensuring that

proteins with a high degree of similarity did not appear in the training and validation sets, the

data split adopted to train pKAI 2.0 is the same used for the previous model [3] (Supplementary

Table D.2). The multi-task models were trained on a subset of proteins with one chain to

expedite the data preprocessing and training processes (Supplementary Table D.3). Part of the

data necessary to develop the models presented in this work was not available in the pKPDB.

The original database was extended with the titration curves of individual tautomeric hydrogens.

These calculations were performed by PypKa using the same default parameters used for the

other properties. An extra data set comprised of pKintr values and interaction energies was

created. In these calculations, instead of the default protein dielectric constant 15 used thus far

to calculate all other properties, a dielectric of 2 was set, as required for usage in CpHMD. This

data set of pKintr and interacting energies is not yet finished (Supplementary Table D.4), thus

the results presented here are only preliminary.

3.2.5 Results & Discussion

Protein encoding for GNNs

Protein structures can easily be represented as graphs, and in recent years there has been a grow-

ing number of work applying graph neural networks (GNN) to protein-related tasks [366–370].

However, virtually all GNN applications encoding protein structures aim at predicting macro-

scopic properties, such as binding affinities, from a single conformation. In these models, it is

common to depict the protein as a collection of residues represented by the Cα , analogously to

the 2D residue distance matrix traditionally used in convolutional neural networks (CNN). One

can argue that for macroscopic properties, providing only information regarding the backbone

position and modeling the side chain implicitly might be enough since the property depends

on a number of side chain positions. Nevertheless, if the objective is to obtain energies with

which to perform the ensemble averaging, or if the property to be predicted depends solely (or

significantly) on a single conformation, considering the side chain positions explicitly becomes

essential.

To compare different approaches to encoding a protein for a GNN, we trained several models

in which the atoms chosen to represent the protein were changed and tested their average per-
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formance at predicting three electrostatics-driven properties. Even though the tasks are related,

they are predicted using embeddings of distinct resolutions. The network uses the embeddings

of individual atoms to predict the probability of a hydrogen atom occurring at different pH val-

ues (P(H)). pKa predictions require a residue embedding, and an embedding representing the

entire protein is needed for isoelectric point (pI) estimations. The baseline graph features nodes

of all nitrogen, oxygen, and sulfur atoms, as well as all labile hydrogen atoms. This represen-

tation is inspired by the pKAI model that obtained a good accuracy at predicting pKa values,

despite the relatively simple residue environment characterization of only nearby charged atoms

[3]. The performance of our baseline model is shown in Figure 3.6A. Despite target pI values

having a broader range compared to ∆pKa values, the former task is easier since pI predictions

benefit from error cancellation effects. Furthermore, by definition, probabilities can only take

values between 0 and 1, resulting in a considerably lower RMSE for the P(H) task. Thus, the

average cost value of all tasks used for training is less sensitive to variations in the performance

of P(H). In order to compare the performance of the different models, it is helpful to check the

cumulative improvement of the individual tasks shown in Figures 3.6B-D.

In our protein graph, each node represents an atom, and it is connected to the 32 nearest nodes.

Although no edge attributes are required to distinguish between nodes, defining at least one

node feature is necessary. In the baseline model, atoms were labeled according to their chem-

ical groups, following the same nomenclature as that of the pKAI model. The proposed atom

classes perform better than the more common approaches of using the atom or element name

(Figure 3.6B). By classifying atoms according to their element name, a considerable amount of

information is lost. It becomes extremely hard for the network to differentiate between certain

atoms, such as a nitrogen in the main chain and one in the side chain of a lysine. Contrar-

ily, when labeling atoms by their atom name, the network cannot transfer information between

chemically identical atoms as easily. For example, in the baseline model, any oxygen belong-

ing to a carboxylic acid has the same atom class instead of the multiple atom names found

for oxygens in aspartates (OD1, OD2), glutamates (OE1, OE2), and C-terminal (O, OXT)

residues.

Which atoms to include as nodes is arguably one of the most important decisions when con-

structing the molecular graph. The overall shape of a protein is given by its backbone, com-

monly depicted by Cα atoms. However, using a protein graph composed solely of Cα atoms

for electrostatics-related properties yields subpar performance (276.2% and 772.4% worse at

pKa and pI tasks, respectively). Moreover, complementing our graph of charged atoms with

either Cα or Cβ atoms results in a minor performance improvement (Figure 3.6C). Cβ atoms

contain more information regarding side chain position compared to Cα , which might explain

the discrepancy in performance. Furthermore, the aliphatic residues, which would otherwise

contain no side chain nodes, seem to contribute the most to the performance gain of the Cβ

addition (Figure 3.6D). Since all amino acids contain a Cα , it can be interesting to have it in
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Figure 3.6: A) Multi-task GNN cost and individual tasks RMSE. B) Multi-task performance improve-

ment of classifying nodes by atom names or element, over custom atom classes (Supplementary Ta-

ble D.5). C) Multi-task performance improvement of including different atoms (Cα , Cβ ) over the default

of having a graph comprised only of polar heavy atoms (Pl). BB stands for backbone polar atoms (N, P),

omitted in Pl + Cα - BB. Individual task performance shown in Supplementary Table D.6. D) Multi-task

performance improvement of including all Cβ atoms, only Cβ of alifatic residues, only Cβ of titratable

residues, and only Cβ of non-alifatic nor titratable residues (Other). Individual task performance shown

in Supplementary Table D.7.
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Table 3.1: Performance of different residue embeddings for the prediction of multiple electrostatics-

related tasks.

Avg P(H) pKa pI

Charged 0.362 8.36 ×10−2 0.469 0.407

CB 0.402 7.58 ×10−2 0.580 0.377

Hydrogen (H) 0.419 9.38 ×10−2 0.542 0.472

Charged + CB 0.370 8.59 ×10−2 0.479 0.417

Charged + H 0.354 8.12 ×10−2 0.457 0.401

CB + H 0.367 8.18 ×10−2 0.464 0.427

Charged + CB + H 0.366 8.63 ×10−2 0.472 0.416

the graph as a single node representing the whole residue. Alternatively, a virtual node that

connects only to other atoms from the same residue could be added. Interestingly, adding both

Cα and Cβ nodes results in poorer performance. A possible interpretation is that both atoms

describe roughly the same information and consequently dilute the more relevant message from

charged atoms. To test whether the backbone could be approximated by the Cα , we trained a

model without the main chain oxygen nor nitrogen atoms. Its performance was significantly

worse (33.8%) than the model with the charged atoms of the main chain. This result shows

that for electrostatics-related tasks, the often overlooked main chain oxygen and nitrogen atoms

should not be replaced by Cα nodes.

To predict a property of an atom, it is straightforward to take its corresponding node embedding

of the GNN last layer as the input feature. However, dealing with residue properties is slightly

more complicated since there are multiple nodes associated with each residue. The two most

obvious solutions are to use the only single node in all residues, the Cα , or to create a residue

embedding by averaging all its atom embeddings. Instead of the Cα , we have used the Cβ

since it was deemed to contain more relevant information. Interestingly, neither of the two

approaches leads to the best performance (Table 3.1). A residue embedding comprised of only

the charged and hydrogen atoms seems to be the most informative. Furthermore, using such

an embedding for the residue task positively impacts the atomic and protein predictions. In

other words, the other tasks benefit from improving the internal learned representation of the

charged and hydrogen atoms. It should be stated that residue embeddings combining two or

more types of nodes display comparable performances (4% difference between the best and the

worse). However, there is a significant 12% improvement to be gained from using charged and

hydrogen atoms rather than the Cβ alone. Also, these results might be dependent on the tasks,

even though similar relative performances are expected for estimations of other electrostatics-

driven properties.

There is an abundance of protein and electrostatics-related tasks with limited available data.
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Figure 3.7: Null model, pKAI 1.0, and pKAI 2.0 performance. For more details, see Supplementary

Table D.8.

The internal representation of the protein learned by the models trained in this work may

be a valuable embedding for such tasks. We are currently investigating the applicability of

these pre-trained embeddings and trying to deconvolute the information contained. Meanwhile,

it is possible to try these protein graph-based embeddings as a python package available at

github.com/bayer-science-for-a-better-life/pege.

GNN-based pKa predictions

In the previous section, we tested several strategies to encode a protein for GNNs. We found

that the model trained on a graph that included Cβ atoms and all charged atoms yielded the best

performance on several electrostatics-driven properties. We have also shown that by combin-

ing the node embeddings of the charged atoms and hydrogens into a residue embedding, the

model could improve its internal representation of the protein. In this section, we used these

approaches to predict only one property: pKa values. The new model, pKAI 2.0, is an upgraded

version of our previous FNN-based pKa predictor pKAI [3]. In pKAI 1.0, each residue envi-

ronment was described by the distances, and chemical group of atoms within a 15 Å cutoff.

Conversely, in the graph representation it is possible to keep the 3D information of each config-

uration. Moreover, instead of training the model one residue at the time, all titratable sites are

considered in the GNN backward pass.

The novel graph-based model achieved an impressive accuracy at predicting pKa values, with

an RMSE of 0.35, an MSE of 0.19, and, an R2 of 0.97 (Figure 3.7). To evidence the degree

of difficulty of the data set, the null model – the pKa of a residue in water – is also shown

(RMSE: 1.89; MAE: 1.24; R2: 0.00). As expected, the pKAI 2.0 model outperforms the already
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Figure 3.8: pKAI 1.0 and pKAI 2.0 performance dependence on the solvent accessible surface area

(SASA) (A) or the closest interacting titratable residue (B).

quite competitive predecessor. Furthermore, the performance gain occurs in all amino acid

types, with the single exception of the N-terminal (Supplementary Table D.9). Considering

the predicting ability in the similar Lys and C-terminal residues, the N-terminal discrepancy is

surprising and warrants further investigation. Unfortunately, the higher accuracy of pKAI 2.0 is

likely the result of a more computationally costly calculation. An extensive speed benchmark

will also be performed once pKAI 2.0 is integrated into the available pKAI module.

From the user point of view, the most valuable predictions are usually of buried residues sig-

nificantly deviated from their pKa values in water. In contrast, solvent-exposed sites tend to

interact mostly with water and, thus, exhibit small shifts. As such, it is important to investi-

gate the solvent exposure influence on the performance of a pKa predictor. Figure 3.8A shows

that the improvements introduced by the graph-based model are useful for the end user since

pKAI 2.0 is consistently better in all degrees of solvent exposure, and the difference between

the two models is more marked for highly shifted residues (Supplementary Figure D.1). Strong

pKa shifts are usually caused by desolvated environments and by the presence of closely in-

teracting residues. So, naturally, the same trend observed for the performance dependence on

solvent exposure can be seen for the proximity of the nearest atom (Supplementary Figure D.2).

In addition, residues with neighboring titratable residues that were particularly challenging for

the original model have been greatly improved in pKAI 2.0 (Figure 3.8B). This impressive ac-

curacy increase is likely due to the GNN’s ability to be trained on all protein titratable residues

simultaneously.

Unfortunately, the limitations when dealing with coupled titratable residues have only been par-
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tially addressed in pKAI 2.0, which restricts its use in a CpHMD framework. In each CpHMD

cycle, it is necessary to sample a protonation state from the correct ensemble. So far, our models

have only been trained to predict pKa values. Calculating protonation states from pKa values

implies large approximations. A major one is that sites do not influence each other’s titration.

Hence, this approach, which has already been pursued by other groups [235], is not suitable

for a proper CpHMD method. In a typical CpHMD with discrete protonation states, several

Poisson–Boltzmann calculations are performed to derive the pKintr values of each site and the

interaction energies between them. These quantities are then used in a Monte Carlo (MC) cal-

culation to sample the required protonation states. Currently, we are exploring the possibility of

training a GNN to predict these energies and later integrating it in an MC routine. The prelim-

inary results are very encouraging as it was possible to train models that presented low RMSE

values of 2.17 (MAE: 0.88), and 0.17 (MAE: 0.03), for the pKintr values, and the interaction

energies, respectively. Once more training data is available, the performance of these models

is expected to improve further. In this data set, a protein dielectric constant of 2 is used in-

stead of the usual 15 for pKa calculations. The higher value of the internal dielectric constant

accounts for the conformational flexibility absent in rigid body pKa calculations. In a CpHMD

simulation, this effect is explicitly modeled, and thus, a dielectric of 2 is used to account for

the missing contribution of electronic polarization [178]. The lower dielectric constant leads to

higher magnitude pKa shifts and, consequently, to a more challenging data set for an ML model.

There is an ongoing effort to integrate our model into a CpHMD framework (PypKa-MD) and

test its performance and accuracy. In the future, this model may be employed to accelerate other

applications, such as MMPBSA.

3.2.6 Conclusions

In the first part of the work, we explored different approaches to encode protein structures

for GNN. To evaluate the success of the strategies, we trained the models to predict three

electrostatics-driven properties and assessed their performance. Several graphs were tested by

changing the atoms included as nodes and their classification. The combination of atomic nodes

into residue embeddings was also investigated. The overall best approach was the inclusion

of all charged, labile hydrogen, and Cβ atoms in the graph, using as residue embedding the

average of corresponding charged and hydrogen nodes. In the future, we will apply the inter-

nal representation learned by the model to other electrostatics-related tasks with less available

data.

With the best protein graph, we trained a GNN on theoretical pKa values. This model (pKAI 2.0)

exhibited a remarkable performance, beating our previous FNN-based model (pKAI 1.0). The

accuracy increase of the GNN-based pKa predictor can be explained by the extra 3D information

of the input and by the possibility of training the model on all titratable residues of a protein

simultaneously. This hypothesis is supported by the substantial improvement of the predictions
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in residues that strongly interact with other surrounding titratable sites.

Finally, we have reported preliminary results of a GNN trained on pKintr values and interaction

energies between all titratable sites. Predicting these energies instead of pKa values is required

for accurate sampling of protonation states for CpHMD. We are currently working on integrat-

ing this model into a CpHMD package. The ML-accelerated CpHMD method will then be

subject to extensive testing and validation.
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4.1 pKPDB: a Protein Data Bank extension database of pKa

and pI theoretical values

Pedro B.P.S. Reis*, Djork-Arné Clevert, and Miguel Machuqueiro*

4.1.1 Context

In order to train machine learning models, like the ones presented in chapters 3.1 and 3.2, we

needed to generate a large amount of training examples. Since we wanted to map the relation

between a conformation and its pKa value, we used PypKa (Chapter 2.1) to create the necessary

examples. We ran it over thousands of structures from the Protein Data Bank so that the final

database contained a diverse set of proteins. The precomputed values have been made available

to download as a csv file or to query in the PypKa Server (Chapter 4.2). This work was published

in Bioinformatics (DOI: 10.1093/bioinformatics/btab518).

Abstract

pKa values of ionizable residues and isoelectric points of proteins provide valuable local and

global insights about their structure and function. These properties can be estimated with rea-

sonably good accuracy using Poisson–Boltzmann and Monte Carlo calculations at a consider-

able computational cost (from some minutes to several hours). pKPDB is a database of over

12M theoretical pKa values calculated over 120k protein structures deposited in the Protein

Data Bank. By providing precomputed pKa and pI values, users can retrieve results instan-

taneously for their protein(s) of interest while also saving countless hours and resources that

would be spent on repeated calculations. Furthermore, there is an ever-growing imbalance be-

tween experimental pKa and pI values and the number of resolved structures. This database

will complement the experimental and computational data already available and can also pro-

vide crucial information regarding buried residues that are underrepresented in experimental

measurements. Gzipped csv files containing pKa and isoelectric point values can be down-

loaded from https://pypka.org/pKPDB. To query a single PDB code please use the PypKa free

server at https://pypka.org. The pKPDB source code can be found at https://github.com/mms-

fcul/pKPDB.
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4.1.2 Introduction

Ionizable residues play a central part in defining the structure and function of proteins. Changes

in their preferred protonation state are usually associated with folding events, variations in en-

zymatic activity, and activation state transitions [283, 347]. The local environment of residues

can be characterized by their pKa values, while the global pH-dependence of the protein can

also be inferred from its isoelectric point (pI) – the pH value at which the overall net charge of

the protein is zero. These electrostatic properties, among others, provide helpful information to

design experiments and create models of complex phenomena. As such, they are widely studied

with both experimental and computational methods.

Recently, there have been growing efforts to compile experimental data, most notably the PKAD

database [95] with ∼1500 pKa values and the PIP-DB [373] with ∼5000 pIs. Experimental

databases provide attractive benchmarking opportunities for computational methods. However,

their size is modest in comparison with the number of available experimentally determined

structures deposited at the Protein Data Bank (PDB) – ∼150 thousand as of 2020 [374]. This

difference has been steadily increasing with time and could grow even faster with the devel-

opment of novel AI structure predictors like AlphaFold2 [375]. pKPDB aims at bridging this

gap by proving Poisson–Boltzmann-based theoretical pKa and pI values for all structures in the

PDB. A similar rationale has been used in the Proteome-pI database, which contains theoretical

pIs of over 21 million protein sequences [376]. Nevertheless, the isoelectric points reported in

Proteome-pI have been estimated using the Henderson–Hasselbalch equation with generic pKa

values for each residue type, which were fitted against experimental data. Unlike this approach,

in pKPDB each isoelectric point is calculated from a theoretical titration curve where individual

pKa values are determined for all titratable residues of that protein.

4.1.3 Methods

pKPDB is a database of theoretical pKa values calculated over the structures found in the PDB.

At the moment, it is comprised of about 12.5 million pKa values estimated from 120k protein

structures. These correspond to the deposited proteins with less than 1000 residues; however,

the database is currently being extended to include bigger proteins, and it will be updated as the

PDB releases new structures. All information related to structures and proteins was retrieved

using the PDB web services [377]. In order to calculate pKa and pI values PypKa was used with

default parameters [1]. This choice was motivated by the need for a pKa predictor that could be

easily automatized and with a balanced execution speed and accuracy ratio. PypKa exhibited an

mean absolute error of 0.57 on a large benchmark [1], thus, the predictions featured in pKPDB

should have a comparable accuracy. Sequence alignment clusters were also included in the

database to easily identify structures of highly similar proteins. For each PDB structure, the

corresponding cluster features all proteins with at least one similar chain. We considered chains
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Table 4.1: Distribution of pKa values by residue type and their relative solvent accessible surface area

(SASAr).

Residue
pKavalues

(103)

pKa values

(%)

Average

pKa
σpKa

Average

SASAr

GLU 3.1 24.83 5.52 0.94 0.43

LYS 2.8 22.44 9.93 0.54 0.47

ASP 2.8 22.00 5.46 1.06 0.40

TYR 1.8 13.92 10.55 0.83 0.19

HIS 1.2 9.34 6.67 0.64 0.29

CYS 0.5 3.92 10.54 0.87 0.11

CTR 0.2 1.82 3.99 0.81 0.73

NTR 0.2 1.73 7.68 0.49 0.75

as similar if they present a sequence identity greater than 0.9 (calculated with mmseqs2 [378]).

Different solvent exposure metrics were determined with several biopython modules [379]:

residue depth using msms [380]; relative SASA using DSSP [381]; half-sphere exposure with

HSE [357]. pKPDB is a PostgreSQL database managed by Python3 and bash scripts.

4.1.4 Results and Discussion

pKPDB provides precomputed pKa and pI values for all structures found in the PDB. It provides

users with instantaneous results for their protein(s) of interest while saving countless hours

and resources which would be spent on repeated simulations. Currently, the database contains

results for just over 120 thousand structures (Supplementary Table E.1), which account for

∼67% of all protein structures available. The database does not yet include structures with

complexes of protein and nucleic acids, although these will be added after simulating all protein-

only structures. Unfortunately, there are also some protein structures too incomplete for PypKa

to compute (about 2.5% of all attempts).

The distribution of the ∼8.5 million pKa values shown in Table 4.1 follows the trend reported

in [376] with the three most abundant titratable residues (glutamate, lysine, and aspartate) ac-

counting for nearly 70% of all pKa values in the database. Likewise, the 120 thousand isoelectric

points distribution is compatible with those already reported [376] (Figure 4.1). In general, the

average pKa values of each amino acid are close to their values in water [19]), although some

residues such as glutamates, aspartates, and cysteines show average shifts between 1 and 2 pH

units. Not surprisingly, these are also the residues that exhibit the largest dispersion of pKa

values (σpKa) which is probably related to them being exposed to the most heterogeneous en-

vironments. Water exposure is an environment property known to affect the magnitude of pKa

shifts. More buried residues lead to larger shifts (Supplementary Figure E.1), usually promoted
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Figure 4.1: Probability density distribution of all isoelectric points in the pKPDB database.

by desolvation effects which favor the neutral states. The analysis of the residues solvent ex-

posure yielded an intuitive correlation with hydrophobicity and natural distribution within the

protein. The termini residues exhibit a high water exposure since they are located in the most

flexible region of the protein. Contrarily, cysteine residues are often located in functional sites,

and buried regions of the protein [114]. These are particularly underrepresented in experimental

data, with only 20 pKa values reported in wild-type proteins [95]. In fact, most environments

and residues are underrepresented in experimental measurements, as evidenced by the differ-

ent distribution profiles between the solvent exposure of the residues in pKPDB and the 1350

residues compiled in PKAD (Figure 4.2). Interestingly, there seems to be a shortage of highly

buried and well-solvated residues. Since well-solvated residues display little to no pKa shift,

there is little motivation to spend resources on these measurements. On the other hand, the

under-representation of buried residues can be explained by increased methodological difficul-

ties. Hopefully, the release of this pKPDB database will contribute to expanding the knowledge

regarding titratable residues, particularly these experimentally underrepresented ones, as well

as to complement experimental and computational data already available for pKa values and

isoelectric points.

Figure 4.2: Probability of half-sphere solvent exposure (HSECN) and relative SASA (SASAr) of all

residues in pKPDB, compared with those found in the PKAD database [95].
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4.2 Online pKa predictions and biomolecular structure
preparation with precomputed results for the PDB

Pedro B.P.S. Reis*, Djork-Arné Clevert, and Miguel Machuqueiro*

4.2.1 Context

While CLI and API are useful types of interfaces for most researchers in computational fields,

having an web application provides a graphical interface available for the already developed

tools – PypKa (Chapter 2.1), pKAI (Chapter 3.1), pKPBD (Chapter 4.1) – that can be used

by more users in any operating system (including mobile). This work is not yet published as

there are key features currently being implemented such as the extension of the precomputed

database with all the structures from AlphaFold, and the support to prepare structures for the

CHARMM force field and CpHMD.

4.2.2 Abstract

When preparing biomolecular structures for molecular dynamics simulations, pKa calculations

are required to provide at least a representative protonation state at a given pH value. Neglect-

ing this step and adopting the reference protonation states of the amino acid residues in water,

often leads to wrong electrostatics and nonphysical simulations. Fortunately, several methods

have been developed to prepare structures considering the protonation preference of residues

in their specific environments (pKa values), and some are even available for online usage. In

this work, we present the PypKa server, which allows users to run physics-based, as well as

ML-accelerated methods suitable for larger systems, to obtain pKa values, isoelectric points,

titration curves, and structures with representative pH-dependent protonation states compatible

with commonly used force fields (AMBER, GROMOS). The user may upload a custom struc-

ture or submit an identifier code from PBD or UniProtKB. The results for ∼ 100k structures

taken from the Protein Data Bank have been precomputed and their data can be retrieved with-

out the need for extra calculations. We are currently working on adding data relative to all the

proteins in AlphaFold DB. All this information can also be obtained from a REST API facili-

tating its usage and integration into existing pipelines as well as other web services. The web

server is available at pypka.org.
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4.2.3 Introduction

Before running popular molecular modelling methods like molecular dynamics (MD; e.g. GRO-

MACS [331], NAMD [249], etc.), molecular docking (e.g. HADDOCK [382], AutoDock [383],

etc.) or continuum electrostatics (e.g. APBS [165], DelPhi [164], etc.) it is necessary to prepare

protein starting structures (experimental or models). It is often necessary to rebuild partially

solved side-chain atoms in protein X-ray structures and add missing hydrogens, which are fre-

quently absent. Furthermore, the conditions (like pH and ionic strength) at which the experi-

mental structure was determined rarely coincide with the desired ones, which can affect signifi-

cantly the ionization state of a protein [95, 209]. Thus, pKa calculations are required to correctly

place polar hydrogen atoms and to attain a representative protonation state at the user-defined

conditions. pKa estimations are useful not only to assign representative protonation states but

also to provide molecular insights about the electrostatic environment of residues.

There are already several tools available that allow users to prepare their structures and/or obtain

pKa estimations. In the PDB2PQR web server [384] it is possible to process pdb files into

clean pqr files with direct integration with APBS to easily run electrostatics calculations. To

determine the most abundant protonation states of titratable sites, an empirical pKa predictor

(PROPKA [149]) is used, and in this server it possible to inspect the log files produced to

find the pKa predictions. Other pKa calculator web servers, like H++ [169] and DelPhiPKa

[186], rely on the use of continuum electrostatics instead of statistical method. Compared to

PROPKA, these Poisson–Boltzmann-based predictors grant a more detailed description of the

interatomic interactions at the cost of higher computational time. In H++, the pKa and isoelectric

point information is complemented with the generation of AMBER-compatible structures and

topologies (with both implicit and explicit solvent) and there is even the option to neutralize

the system with counterions. Also noteworthy are the IPC 2.0 and Proteome-pI 2.0 releases. In

these online servers, users can input protein sequences and get pKa values and isolectric points

based on several different models as well as query isolectric points of 20k proteomes [385,

386].

The initial (and often rate-limiting) step to study biological systems with atomistic detail is to

acquire a molecular structure. A common source is the Protein Data Bank (PDB) which at

the present contains almost 200k experimentally determined structures [387]. However, many

of these structures correspond to the same protein and there is no structure available for most

biologically occurring proteins. In the case of the human proteome, the most represented in the

PDB, just 35% of proteins have a PDB entry and many of these are only partially solved [281,

388]. Homology modelling is often employed when a specific protein structure is not available,

but there is a good degree of sequence similarity with other known structures. In recent years

machine learning (ML) alternative models have been proposed to predict 3D structures from

sequences of amino acids with remarkable accuracy [252, 280]. Most notably, AlphaFold was
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applied to several proteomes and the predicted structures have been made available [281, 282].

These structures, similar to experimental ones, lack hydrogen atoms and require preprocessing

before they can be used in a molecular modeling pipeline.

It is clear that the same PDB structures have likely been repeatedly prepared countless times by

different research groups. To save computational resources and streamline structure preparation

from the PDB, we have calculated the pKa values on these structures using our continuum

electrostatics-based pKa predictor (PypKa [1]). With these pKa values collected in the pKPDB

database [2], it became possible to efficiently retrieve structures with representative protonation

states. We are currently extending the pKPDB database to the complete AlphaFold DB. For

very large proteins (more than 1400 residues), which are quite computationally demanding, we

have alternatively used pKAI [3] which can mimic PypKa’s results with a mean average error

of 0.3 pH units (see Methods).

In this work, we present the PypKa server, an online web service to calculate pKa values of

proteins and prepare biomolecular structures for usage in downstream applications. The user

may select a structure by its PBD identification code or UniProtKB accession number. In the

query, if a previous result of the selected structure is found in the pKPDB, no calculation is

required/performed, and the cleaned pdb file can be instantly accessed. The user can also up-

load a custom pdb file which will trigger a new pKa calculation. Ultra-large structures, which

would be very time and resource-consuming for PypKa, can now be easily handled by pKAI.

In this server, it is also possible to obtain input structures compatible with the most popular MD

force fields, like AMBER, and GROMOS. In the future, we will also support CHARMM, and

constant-pH MD force fields. Furthermore, these structures, the pKa values, and the isoelectric

points, can be obtained from a REST API, making them easily incorporated into our user’s own

pipelines and other services.

4.2.4 Materials and Methods

Implementation

Front end The PypKa server is a progressive web app powered by the React-based GatsbyJS

framework. The standard web technologies HTML5, CSS3, and JavaScript were used, and

most modern web browsers support the web app. The Protein Data Bank Web Services is used

to fetch information about the user-selected accession codes. The AlphaFold Protein Structure

Database developed by DeepMind and EMBL-EBI is accessed to download the AlphaFold gen-

erated structures by their UniProtKB identifier. The communication with the back end is done

mainly via a REST API, except for the submission results retrieval, which is done with a Web-

Socket to facilitate the real-time data transfer from the server. The titration plots shown on the

results page are rendered by the plotly.js graphing library.
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Front-end
www.pypka.org

Input: PDB file

Input: PDB code 
or UniprotKB

Back-end
api.pypka.org

submit  to 
SLURM cluster

query pKPDBin pKPDB Yes
Download from 

PDB or 
AlphaFold DB

save results

Output: PDB w/ 
Hs, titration plot 
and pKa table

PypKa 
job

No

run pKAI

Yes

No

Figure 4.3: Overview of the PypKa web server workflow.

Back end The back end is hosted in a Ubuntu 18.04 instance and can be divided into sev-

eral components: a REST API and WebSocket services, an HTTP server, resources and jobs

manager, and a relational database. The REST API and the WebSocket services are Python3.8-

based and run on top of an Nginx v1.14.0 server that handles the requests. We use Flask v2.0.1

for the API implementation and Tornado v6.1 for the WebSocket. Slurm v20.02.7 is used to

manage the resources and PypKa jobs allocation efficiently. PypKa v2.7.2 [1] is pKa predictor

being used with default settings unless otherwise specified by the user. pKAI [3] is the ML

model used to accelerate the pKa calculations in large systems. The pdbmender library v0.4.1,

which uses the PDB2PQR [384] to reconstruct missing atoms and deal with different naming

nomenclatures, handles the input structures preprocessing and also creates the output struc-

tures with the correct protonation states, estimated by the pKa predictors. The pKPDB [2] with

precomputed pKa values, isoelectric points and titration curves is implemented in PostgreSQL

v12.9.

Workflow The PypKa server workflow is illustrated in Figure 4.3. At the front end, the user

may submit a job using a pdb file, a PDB code, or a UniProtKB identifier. If a custom pdb file

is uploaded, the user may select which pKa predictor to use. By default, PypKa will be selected

for structures with less than 1400 residues, and pKAI will be used for the remaining larger

systems. While PypKa has shown to be highly scalable [1], it is still quite computationally

expensive to run on these larger systems. Furthermore, a double-focusing procedure would

need to be implemented to efficiently and accurately tackle such systems. The effectiveness

of pKAI at replicating PypKa results and its remarkable efficiency [3] positions this method

as an attractive alternative. If a PypKa prediction is selected, the job will be submitted to the
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Table 4.2: REST API endpoints and parameters. The protein_id parameter can be any PBD identification

code or UniProtKB accession number. The force field parameter ff must be one of the allowed options

(amber, charmm, gromos, ambercphmd, charmmcphmd, gromoscphmd). For example, to obtain the

structure of the PDB code 4LZT at pH 7.2 with the CHARMM nomenclature access: api.pkpdb.

org/pdb?protein_id=4lzt&ph=7.2&ff=charmm

Method Endpoind Parameters Description

GET /pkas protein_id Gets pKa values, titration curve and isoelectric point

GET /pdb protein_id, ph, ff Gets the structure with a representative protonation

state at a given pH value

Slurm cluster. After running the pKa calculation, the results will be stored, returned to the front

end, and presented to the user. If the user submits a job using a PDB or UniProtKB code,

the pKPDB will be queried to check if it contains the corresponding results (true if default

settings were used). If the query is successful, the results will be immediately returned to the

user as there is no need to proceed with further calculations. In the opposite scenario, a new

pKa prediction will be performed using a structure downloaded from the PDB or, in the future,

AlphaFold DB.

REST API It is possible to use the PypKa server without interacting with the web UI. The

REST API allows users and other services to easily integrate pKa calculations and structure

preparation into their existing pipelines. At the moment, two endpoints are available to the gen-

eral public (Table 4.2). In the /pkas endpoint, users can retrieve pKa values, the isoelectric point,

and the titration curve of a protein. In addition, with the /pdb, a structure with a representative

protonation state will be returned in a user-specified nomenclature and pH. In both cases, the

pKPDB will be queried for results. In the event of a submission made with a protein code that

has not been previously computed and stored in the pKPDB, a very fast pKAI calculation will

take place and its results will be returned to the user request.

4.2.5 Results

The PypKa server allows users to effortlessly run pKa predictions and use them to prepare

biomolecular structures for other molecular modeling methods. Although only proteins are

titrated, nucleic acids, lipids, and ions can be included in the calculations and contribute as

background charges. Three methods are offered to the user (PypKa, pKAI, and pKAI+), each

with its own set of pros and cons. PypKa is the only physics-based method and the only one

that can include other molecules in the calculations. It is thus the most reliable but also the most

time-consuming (see Table 4.3). As expected, the computational cost increases with the size of

the protein and its number of titratable residues. pKAI is an ML model trained to reproduce
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Table 4.3: Typical user waiting times from job submission to final results. The reported times assume

there is no latency in the communication with the server and thus do not consider the user’s internet

connection speed. PypKa runs are performed in parallel on 16 cores.

PDB Code # Residues
# titratable

Residues

Time to Results (s)

PypKa pKAI pKPDB

1A1W 83 23 12s 1s <1s

102L 163 39 18s 1s <1s

16VP 311 65 43s 1s <1s

15C8 430 101 1m07s 1s <1s

1A01 574 162 2m02s 2s <1s

1ACO 753 199 5m27s 2s <1s

1A6D 1005 280 10m44s 3s <1s

1A4Y 1166 308 16m08s 3s <1s

1CB5 1359 405 24m06s 4s <1s

PypKa predictions at a much lower computational cost. Therefore, it will be adopted when

dealing with very large systems. pKAI+ is a variant of the pKAI that penalizes predictions with

big pKa shifts in an attempt to attenuate the effect of using a single (possibly unrepresentative)

structure to describe the conformational ensemble of a protein. However, while pKAI+ yields

a smaller error compared to pKAI or PypKa at predicting experimental pKa values, the latter

methods perform better at choosing the most representative protonation state at the physiologi-

cal pH range [3]. The input pdb file for the calculations may have been experimentally solved

or obtained from computational methods, such as MD or homology modeling, and the nomen-

clature of several popular force fields (AMBER, CHARMM, and GROMOS) is supported. The

user may select a custom pdb file or an accession code from PDB or UniProtKB. In this case,

and if the default parameters are used, a database with pKa values and related quantities for

100k structures taken from the PDB will be queried and immediately returned with no extra

calculations performed. If no results are found or if custom parameters are selected, a new pKa

prediction is submitted with the chosen method.

Once the results are returned to the front end, the user may visualize and download them.

An example of the output page shown in the server is illustrated in Figure 4.4. The protein’s

isoelectric point value is shown and can also be inferred by observing the total titration curve

plot. This titration curve can be downloaded as a csv file, while a similar feature is available

for the table with the pKa estimations. In this table a color code has been used to help identify

residues that are markedly shifted compared to their reference pKa values in water. A table

displaying the coupled site network highlights the physical proximity and cooperativity between

sites. As for downloadable output structures, the user can select between pdb and pqr file

112



CHAPTER 4. BEYOND THE COMMAND LINE

Figure 4.4: Example of a PypKa server output. On the top left a small informative card displays details

about the system and calculation parameters. In this card there is also a link to download the pdb file

with a representative protonation state. A titration plot is shown below in which the isolectric point is

highlighted. A table with the calculated pKa values is shown on the left side. A user may download both

the titration curve as well as the pKa values as csv files.
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formats with the titratable protons placed in the most likely configuration according to the pKa

calculations which include proton tautomerism. The nomenclature for the output file includes

the same force field input options (AMBER, and GROMOS)

Unfortunately, there are PypKa jobs that fail, usually due to missing atoms that PDB2PQR

cannot reconstruct nor repair. While pKAI jobs are able to handle most of these structures,

users are strongly suggested to inspect these failed structures and fix them manually or using

third-party software. Another known issue is related to the size of the input structure. The

current settings of PypKa delimits its application to structures with less than ∼1400 residues,

and users are recommended to use pKAI for larger systems.

4.2.6 Conclusion

Nowadays, there are several computational methods to predict pKa values in proteins and/or

to prepare biomolecular structures for molecular modeling pipelines. Some are even available

as web servers for users to run these tools online. Our PypKa server stands out from these

methods by providing the ability to quickly retrieve results for structures from commonly used

repositories and to run extremely large systems with ML-accelerated models. Another valuable

feature of this service is the REST API that allows users to integrate it into their existing scripts,

protocols, as well as other web services to quickly have access to pKa values, isoelectric points,

titration curves, and pH-dependent structures.

4.2.7 Data Availability

The web server is freely available at pypka.org and does not require user registration or login.

The REST API can be accessed at api.pypka.org. The code for both the front end and the

back end is hosted in GitHub and can be inspected at mms-fcul/PypKa-Server-Front and mms-

fcul/PypKa-Server-Back, respectively.
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Chapter 5

Conclusion and Future Perspectives

The main goal of this Ph.D. was to develop faster and more accessible protein pKa predictors.

This thesis presented six tools and methods that contributed to that objective. Although there is

still a vast amount of features to be implemented in the current methods, the projects developed

during this Ph.D. represent a significant leap in the state-of-the-art of the field. Thus, we believe

the proposed goal to have been achieved successfully.

First, we released a Poisson–Boltzmann-based rigid body pKa predictor, PypKa (Chapter 2.1).

Despite the efficient trade-off between accuracy and speed exhibited, the highlight of this tool

was its API that enables other applications to easily run pKa calculations. In fact, this unique

feature of PypKa has been exploited, directly or indirectly, by all of the subsequent projects

developed in the context of this thesis. Besides the protein pKa estimations, there are other

useful modules within PypKa that can also be used independently by external programs, such as

its preprocessing module of experimental structures and the Monte Carlo routine. As a central

part of several other projects, PypKa is actively maintained, and new features are regularly

added to fix reported bugs and support more use cases. In the future, we plan to, among others,

have PypKa report an error estimation as well as the influence of surrounding residues on the

predictions and replace DelPhi with a more portable and asymmetric grid-backed PB solver

currently being developed at Walter Rocchia’s lab.

One of the applications we originally envisioned to leverage Pypka was our new user-friendly

CpHMD implementation, PypKa-MD (Chapter 2.2). Using PypKa to abstract the PB and MC

calculations, it allowed PypKa-MD to stay lean, centered around a pdb2gmx-free topology up-

date and focus on a better usability experience for the user. The new implementation already

includes a selection of the best features from multiple forks and will serve as the base for future

developments, preventing the fragmentation plaguing current versions. Currently, the top pri-

ority is attributed to implementing enhanced sampling methods such as replica exchange, um-

brella sampling, and metadynamics. There is also an ongoing initiative to benchmark PypKa-
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MD on a large set of proteins with experimental data while at the same time optimizing the

radii of the PB calculations. Also in the works is the extension to the AMBER force field and a

helpful script that automates the PME-required system neutralization with counterions.

In order to seize the opportunity to train machine learning models that could replicate our pKa

predictors and consequently gain otherwise unattainable speed ups, it was necessary to gener-

ate a substantial amount of examples. Thus, we create pKPDB (Chapter 4.1), a database of

theoretical pKa values estimated by running PypKa over thousands of experimentally resolved

structures deposited in the Protein Data Bank. Even though the database contains millions of

pKa values, orders of magnitude more will be added in the future as we run PypKa on the Al-

phaFold DB structures. pKPDB can be downloaded as a single file, suitable for training ML

models, or it can be queried in the PypKa Server (Chapter 4.2). The web app can be used

to supply precomputed results virtually instantaneously or to submit PypKa jobs to the cloud.

In the future, we aim to support calculations with charges and radii derived from AMBER,

CHARMM, and GROMOS and also to output structures in representative protonation states

with a nomenclature compatible with the same force fields.

The development of the pKPBD database facilitated the training of pKAI (Chapter 3.1), the

first machine learning model trained to output pKa values of a single conformation. While

pKAI started out as a baseline model, it became quite successful at mirroring PypKa’s predic-

tions for a fraction of the computational cost (up to 1000× faster). Furthermore, a significant

effort was made to ensure the accurate predictions resulted from a good understanding of the

underlying physics. Considering that pKAI captures a considerable amount of information re-

garding the environment of a residue, we are currently exploring the latent space of its internal

representation and its application to protein-related tasks with limited available experimental

data like cryptic pockets and binding affinity predictions.

Much like with PypKa, the primary motivation to develop pKAI was the prospective integration

into a CpHMD framework. However, the original form of pKAI was not suited for CpHMD as it

struggled with nearby titratable residues, and it only predicted pKa values from which sampling

protonation states are inadequate. Hence, we generated a new data set and trained an equiv-

ariant graph neural network to solve the main issues of the previous model. Nevertheless, two

milestones still need to be accomplished before the release of the new AI-accelerated CpHMD

implementation, pKAI-MD (Chapter 3.2). First, the integration between the ML model and

PypKa’s MC module needs to be finished. Finally, it will be necessary to validate and bench-

mark pKAI-MD by comparing its performance against PypKa-MD.
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Additional Methods

Structure preparation

In order for PypKa to be able to accept as input most protein PDB files, an input file pre-

processing module has been included. This module addresses three main issues: correction of

extra/missing atoms in PDB files; addition of proton tautomeric positions; conversion of atom

and residue names to the PypKa internal naming scheme. This routine allows the use of GRO

and PDB file formats with GROMOS, CHARMM and AMBER naming schemes featuring mul-

tiple chains of canonical amino acids, DNA bases, ions (chloride and sodium) and membrane

(DMPC, POPC, and cholesterol) molecules. At moment, PypKa can only titrate amino acid

residues, while the remaining molecules can be included to shape the electrostatic environment

of the protein. To generate proton tautomeric positions, we adapted the addHtaut script included

in meadTools[170, 389].

PDB2PQR [390] has been developed at Baker’s Lab to automate many common tasks of prepar-

ing structures for continuum electrostatics calculations. Therefore, we have incorporated

PDB2PQR to help PypKa handle the addition of missing atoms and removal solvent and cofac-

tor atoms. It has also been extended to be able to translate the input file into the correct internal

naming scheme and convert all titratable residues to their protonated states. The removal of ex-

plicit waters, cofactors and small molecules may be sometimes undesired by the user, however,

there is no support for these type of molecules for the time being.

Benchmark Settings

In this work, we have used PypKa default parameters except where otherwise mentioned.

PypKa uses validated partial charges and atomic radii derived from the GROMOS 54A7 force

field[198] as well as proton tautomerism for all titratable groups[170]. The proteins used in

this benchmark were taken from the PKAD database[95]. The subset of the full data set was

created according to the following criteria: only residues in chain "A", experimental temper-

ature between 298 K and 300 K and experimental pKa errors below 0.1. In the benchmark

against popular pKa predictors (PropKA[149], H++[169], DelPhiPKA[304], MCCE[213]) the

data set is comprised of 5 crystal structures (2LZT, 3LZT, 4LZT, 2VB1, 6RT3) of hen egg-white

lysozyme (HEWL). The ionic strength was always set to match the experimental conditions and

it was set to 0.1 M when this information was not disclosed. A probe with a 1.4 Å radius was

used to characterize the molecular surface of proteins with an ion exclusion layer of 2.0 Å. The

dielectric constant of the solvent was set to 80. To speed up the calculations the convergence

threshold was set to 0.01 kT/e [99]. To solve the PB equation a two step focusing procedure

is used on a grid with 91 points where the coarser grid exhibits a spacing of ∼ 1 Å while the

distance between nodes in the finer grid is ∼ 0.25 Å. The relaxation parameters for the linear

and nonlinear iterations were set to 0.20 and 0.75, respectively. MC runs ranged from pH 0 to
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14 in 0.25 increments. For each pH value, 105 MC steps were performed in all titratable sites

and pairs of sites with an interaction energy larger than 2 kT.

1 >>> # Iterate all sites

2 >>> pH = 7.0

3 >>> for site in tit:

4 >>> resname = site.getName()

5 >>> resnumb = site.getResNumber()

6 >>> pK = round(site.pK, 1)

7 >>> state = site.getProtState(pH)[0]

8 >>> print(f'{resname:5} {resnumb:10} {pK:5.1f} {state}')

9 NTR 1 7.0 undefined

10 LYS 1 10.4 protonated

11 GLU 7 3.6 deprotonated

12 CTR 129 2.3 deprotonated

13

14 >>> import matplotlib.pyplot as plt

15 >>> tit_curve = tit.getTitrationCurve()

16 >>> n_sites = len([site for site in tit])

17 >>> x = sorted(list(tit_curve.keys()))

18 >>> y = [tit_curve[pH] * n_sites for pH in x]

19 >>> plt.title('Total Titration Curve')

20 >>> plt.xlabel('pH')

21 >>> plt.ylabel('Protonation')

22 >>> plt.plot(x, y)

23 >>> plt.show()

24 >>> plt.savefig('titration_curve.png')

Listing A.1: Usage example of a PypKa simulation output. The output file titration_curve.png is shown

in Supplementary Figure A.1.

Figure A.1: Output titration curve generated with the code shown in Listing A.1

121



Figure A.2: PypKa runs performed on a machine with 2x octa-core Intel(R) Xeon(R) CPU E5-2620 v4

@ 2.10GHz. The calculations were performed using 38 titrable sites (158 tautomers) of a 4LZT HEWL

structure with a pH range from 0 to 15 and a pH interval of 0.25.

Figure A.3: RMSE of predicted pKa values using different εprot . These values were computed using

either the full set (521 residues) (A) or a subset (149 residues) with a relative SASA smaller than 50%

(B). In these calculations, only the first chain of the PDB files was used for simplicity.
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Figure A.4: RMSE values for the pKa calculations on all 521 residues using PypKa (ε=15) grouped by

SASA. The SASA values used were the ones provided by the PKAD database.[95] All values with SASA

higher than 100% were collapsed into the last bin (105). The error bars show the SE of the mean of all

pKa shifts to the experimental values.

Figure A.5: Experimental structures illustrating two distinct cases identified in Figure 2.1. The electro-

static interaction maps of ASP26 in PDBID:1TRW (A) and of HIS46 of PDBID:1STN (B) are depicted.

The two key residues are colored in camo green sticks.
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Table A.1: Protein PDB ID codes of the full data set.

1B2X 1XNB 2BCA 1FW7 4ICB 1EX3

1BNJ 2GB1 1EPI 1GB1 4LZT 1DUK

1BNR 2IGD 1STN 1IG5 1QLP 1HV1

1DE3 2IGH 1ERU 1IGC 1PPO 1HV0

1DG9 2LZT 1PNT 1IGD 2OVO 1BCX

1DWR 2QMT 1MEK 1IGV 1YMB 1A93

1EGF 3EGF 1HNG 1EPH 3ICB 4MBN

1EPG 3GB1 2ZTA

Table A.2: RMSE of the PypKa calculated pKa values separated by residue type. The full data set (463

residues) was used with a dielectric constant of 15. The Null Model values were obtained from Ref. [19]

Residue # residues RMSE
RMSE

null
MAE

MAE

null
null Model pKa

ASP 175 0.89 1.20 0.57 0.71 3.67

GLU 172 0.79 0.77 0.59 0.53 4.25

LYS 94 0.56 0.70 0.46 0.58 10.40

HIS 68 0.86 0.92 0.63 0.70 6.54

TYR 8 0.86 1.10 0.59 0.83 9.84
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Table B.1: Fraction of Snase residues titrating at a given pH value.

pH Titrating Residues Fraction

1.0 1.6 0.03

2.0 7.1 0.13

3.0 7.8 0.14

4.0 12.6 0.23

5.0 11.3 0.20

6.0 8.4 0.15

7.0 3.6 0.06

8.0 2.4 0.04

9.0 19.3 0.34

10.0 22.0 0.39

11.0 22.2 0.40

12.0 17.2 0.31
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Table B.2: HEWL experimental, and theoretical (L-CpHMD and PypKa-MD) pKa values.

Residue Type Residue Number Experimental L-CpHMD PypKa-MD

N-ter 1 —– 6.51 ± 0.54 6.61 ± 0.41

LYS 1 10.9 10.52 ± 0.05 10.52 ± 0.13

GLU 7 2.85 3.56 ± 0.08 3.58 ± 0.25

LYS 13 10.6 10.31 ± 0.48 10.26 ± 0.55

HIS 15 5.36 5.57 ± 0.14 5.46 ± 0.44

ASP 18 2.66 3.72 ± 0.14 3.67 ± 0.04

TYR 20 —– 10.37 ± 0.18 10.51 ± 0.43

TYR 23 —– 11.21 ± 0.33 11.21 ± 0.21

LYS 33 10.6 9.26 ± 0.24 8.79 ± 0.46

GLU 35 6.2 5.28 ± 0.69 5.61 ± 0.41

ASP 48 1.6 2.01 ± 0.30 1.82 ± 0.40

ASP 52 3.68 4.52 ± 0.36 4.36 ± 0.50

TYR 53 —– 11.61 ± 0.08 11.70 ± 0.85

ASP 66 0.9 3.68 ± 0.24 3.53 ± 0.37

ASP 87 2.07 2.68 ± 0.45 2.42 ± 0.53

LYS 96 10.8 10.40 ± 0.50 10.36 ± 0.54

LYS 97 10.3 10.13 ± 0.13 10.13 ± 0.15

ASP 101 4.09 4.02 ± 0.51 3.95 ± 0.48

LYS 116 10.4 10.35 ± 0.30 10.36 ± 0.08

ASP 119 3.2 3.05 ± 0.30 2.78 ± 0.08

C-ter 129 2.75 3.39 ± 0.30 3.42 ± 0.64
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Table B.3: Snase experimental, and theoretical (L-CpHMD and PypKa-MD) pKa values.

Residue Type Residue Number Experimental L-CpHMD PypKa-MD

N-ter 1 —– 7.06 ± 0.23 6.91 ± 0.46

LYS 5 —– 10.42 ± 0.32 10.16 ± 0.15

LYS 6 —– 10.30 ± 0.32 10.54 ± 0.32

HIS 8 6.52 5.57 ± 0.74 5.37 ± 0.57

LYS 9 —– 11.41 ± 0.89 10.97 ± 0.79

GLU 10 2.82 4.29 ± 0.07 3.99 ± 0.32

LYS 16 —– 10.59 ± 0.22 10.47 ± 0.15

ASP 19 —– 2.68 ± 0.52 2.46 ± 1.16

ASP 21 —– 4.00 ± 0.72 3.78 ± 0.74

LYS 24 —– 9.76 ± 0.19 9.71 ± 0.16

LYS 28 —– 10.79 ± 0.20 10.72 ± 0.12

ASP 40 3.87 4.10 ± 0.34 3.66 ± 0.46

GLU 43 4.32 4.02 ± 1.04 3.48 ± 1.12

LYS 45 —– 10.91 ± 0.39 10.77 ± 0.34

HIS 46 5.86 3.61 ± 3.30 4.63 ± 2.14

LYS 48 —– 10.66 ± 0.29 10.64 ± 0.24

LYS 49 —– 10.63 ± 0.22 10.71 ± 0.06

GLU 52 3.93 4.98 ± 0.12 4.61 ± 1.20

LYS 53 —– 10.95 ± 0.46 10.94 ± 0.25

TYR 54 —– 11.03 ± 0.85 10.81 ± 0.36

GLU 57 3.49 4.27 ± 0.20 4.28 ± 0.90

LYS 63 —– 10.27 ± 0.85 10.52 ± 0.20

LYS 64 —– 10.76 ± 0.19 10.72 ± 0.27

GLU 67 3.76 4.66 ± 0.26 4.60 ± 0.10

LYS 70 —– 10.78 ± 0.04 10.84 ± 0.07

LYS 71 —– 10.82 ± 0.17 10.77 ± 0.12

GLU 73 3.31 4.81 ± 0.78 4.87 ± 0.52

GLU 75 3.26 5.49 ± 1.13 6.14 ± 0.98

LYS 78 —– 10.26 ± 0.23 10.26 ± 0.05

ASP 83 —– 2.88 ± 0.71 2.68 ± 0.36

LYS 84 —– 10.63 ± 0.37 10.62 ± 0.20

TYR 85 —– 9.60 ± 0.14 9.50 ± 0.21

ASP 95 2.16 3.38 ± 0.40 3.02 ± 0.53

LYS 97 —– 10.21 ± 0.46 10.01 ± 0.35

GLU 101 3.81 3.53 ± 0.88 3.71 ± 0.08
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LYS 110 —– 11.07 ± 0.15 10.84 ± 0.37

TYR 113 —– 9.90 ± 0.21 10.02 ± 0.34

TYR 115 —– 10.71 ± 0.85 10.54 ± 0.43

LYS 116 —– 10.45 ± 0.06 10.43 ± 0.28

HIS 121 5.3 3.43 ± 0.50 2.70 ± 0.83

GLU 122 3.89 4.73 ± 0.67 4.83 ± 0.70

HIS 124 5.73 5.16 ± 0.12 4.94 ± 0.33

LYS 127 —– 10.38 ± 0.05 10.30 ± 0.22

GLU 129 3.75 4.65 ± 0.08 4.96 ± 1.08

LYS 133 —– 10.81 ± 0.50 11.01 ± 0.51

LYS 134 —– 10.62 ± 0.07 10.51 ± 0.16

GLU 135 3.76 4.64 ± 0.13 4.55 ± 0.10

LYS 136 —– 10.91 ± 0.25 11.00 ± 0.07

GLU 142 4.49 4.50 ± 0.17 4.44 ± 0.57

ASP 143 3.8 3.22 ± 0.44 3.43 ± 0.20

ASP 146 3.86 3.20 ± 0.74 3.61 ± 0.31

C-ter 149 —– 3.45 ± 0.35 3.52 ± 0.43
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Table B.4: hTrx experimental, and theoretical (L-CpHMD and PypKa-MD) pKa values.

Residue Type Residue Number Experimental L-CpHMD PypKa-MD

NTR 1 —– 5.28 ± 0.14 5.98 ± 0.64

LYS 3 —– 10.85 ± 0.03 11.02 ± 0.13

GLU 6 4.8 4.46 ± 0.05 4.49 ± 0.16

LYS 8 —– 11.09 ± 0.15 11.03 ± 0.18

GLU 13 4.4 4.45 ± 0.23 4.42 ± 0.07

ASP 16 4 4.22 ± 0.05 4.11 ± 0.03

ASP 20 3.8 3.34 ± 0.10 3.34 ± 0.16

LYS 21 —– 10.88 ± 0.01 11.01 ± 0.07

ASP 26 9.9 9.52 ± 0.64 7.94 ± 1.02

LYS 36 —– 10.84 ± 0.06 10.87 ± 0.19

LYS 39 —– 11.40 ± 0.67 11.63 ± 0.19

HIS 43 —– 5.76 ± 0.47 5.74 ± 0.07

GLU 47 4.1 4.38 ± 0.09 4.28 ± 0.06

LYS 48 —– 10.91 ± 0.07 10.99 ± 0.04

TYR 49 —– 10.79 ± 0.43 10.72 ± 0.14

GLU 56 3.1 5.10 ± 0.64 4.21 ± 0.12

ASP 58 2.8 3.99 ± 0.52 5.18 ± 0.42

ASP 60 4.2 3.05 ± 0.36 2.58 ± 0.07

ASP 61 5.3 4.60 ± 0.14 4.41 ± 0.29

ASP 64 3.2 3.61 ± 0.16 3.43 ± 0.10

GLU 68 4.9 5.10 ± 0.17 5.20 ± 0.05

GLU 70 4.6 4.12 ± 0.13 4.09 ± 0.07

LYS 72 —– 10.83 ± 0.13 10.66 ± 0.09

LYS 81 —– 11.06 ± 0.12 11.02 ± 0.00

LYS 82 —– 11.00 ± 0.11 10.87 ± 0.08

LYS 85 —– 11.17 ± 0.11 11.34 ± 0.27

GLU 88 3.7 4.22 ± 0.28 3.88 ± 0.09

LYS 94 —– 10.67 ± 0.10 10.55 ± 0.06

GLU 95 4.1 3.40 ± 0.07 3.18 ± 0.13

LYS 96 —– 10.65 ± 0.03 10.57 ± 0.12

GLU 98 3.9 4.75 ± 0.05 4.68 ± 0.05

GLU 103 4.4 4.69 ± 0.03 4.64 ± 0.03

CTR 105 —– 4.43 ± 0.08 4.24 ± 0.03
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Table B.5: EcTrx experimental, and theoretical (L-CpHMD and PypKa-MD) pKa values.

Residue Type Residue Number Experimental L-CpHMD PypKa-MD

NTR 1 7.4 6.23 ± 0.19 6.45 ± 0.08

ASP 2 —– 2.99 ± 0.27 2.95 ± 0.47

LYS 3 —– 11.07 ± 0.04 11.27 ± 0.12

HIS 6 6.2 6.20 ± 0.34 5.78 ± 0.25

ASP 9 —– 3.63 ± 0.67 3.58 ± 1.03

ASP 10 —– 2.91 ± 0.11 2.74 ± 0.11

ASP 13 —– 3.97 ± 0.37 4.32 ± 0.07

ASP 15 —– 5.15 ± 0.12 5.15 ± 0.14

LYS 18 —– 11.05 ± 0.13 11.02 ± 0.08

ASP 20 3.8 3.97 ± 0.02 3.93 ± 0.06

ASP 26 7.5 9.26 ± 0.27 8.68 ± 0.65

GLU 30 —– 3.39 ± 0.24 3.51 ± 0.17

CYS 32 7.1 9.66 ± 0.24 10.01 ± 0.44

CYS 35 9.9 10.64 ± 0.83 10.41 ± 0.51

LYS 36 —– 11.18 ± 0.20 11.02 ± 0.17

ASP 43 —– 4.41 ± 0.58 4.23 ± 0.97

GLU 44 —– 4.35 ± 0.06 4.28 ± 0.09

ASP 47 —– 4.30 ± 0.08 4.42 ± 0.25

GLU 48 —– 4.39 ± 0.03 4.31 ± 0.03

TYR 49 —– 11.44 ± 0.47 11.92 ± 0.93

LYS 52 —– 11.18 ± 0.17 10.95 ± 0.06

LYS 57 —– 10.77 ± 0.03 10.00 ± 0.98

ASP 61 —– 3.52 ± 0.17 3.80 ± 0.28

LYS 69 —– 10.89 ± 0.10 10.76 ± 0.26

TYR 70 —– 11.25 ± 0.58 10.93 ± 0.73

LYS 82 —– 10.91 ± 0.05 10.83 ± 0.04

GLU 85 —– 4.44 ± 0.03 4.39 ± 0.03

LYS 90 —– 10.20 ± 0.16 10.20 ± 0.08

LYS 96 —– 11.27 ± 0.20 11.37 ± 0.29

LYS 100 —– 11.14 ± 0.09 11.05 ± 0.09

GLU 101 —– 4.33 ± 0.02 4.26 ± 0.02

ASP 104 —– 4.46 ± 0.06 4.26 ± 0.06

C-ter 108 —– 3.62 ± 0.03 3.58 ± 0.13
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Table B.6: Coefficient of determination (R2), mean deviation (MD), mean average deviation (MAD),

and root mean squared deviation (RMSD) between L-CpHMD and PypKa-MD pKa predictions for each

residue type.

Residue Type # Residues R2 MD MAD RMSD

C-ter 4 0.99 0.03 0.08 0.10

ASP 32 0.94 0.12 0.28 0.42

GLU 29 0.81 0.05 0.18 0.28

HIS 7 0.76 0.10 0.39 0.51

N-ter 4 1.00 -0.22 0.29 0.38

LYS 51 0.85 0.05 0.13 0.19

CYS 2 1.00 -0.06 0.29 0.29

TYR 10 0.90 0.01 0.17 0.22

HIS∗ 6 0.98 0.28 0.28 0.36

ASP† 30 0.97 0.11 0.21 0.25
∗ Excluding Snase His-46.

† Excluding hTrx Asp-26 and Asp-58.
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Figure B.1: Cα RMSD values over time of HEWL (A, B), Snase (C, D), hTrx (E, F), and EcTrx (G, H)

using L-CpHMD (left) and PypKa-MD (right). Triplicates of acidic (4), neutral and alkaline pH (10)

simulations are represented. A sliding window average (5 ns) was applied to remove the undesired fast

fluctuations.
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Figure B.2: Secondary structure percentage over time of HEWL (A, B), Snase (C, D), hTrx (E, F),

and EcTrx (G, H) using L-CpHMD (left) and PypKa-MD (right). Triplicates of acidic (4), neutral and

alkaline pH (10) simulations are represented. A sliding window average (5 ns) was applied to remove

the undesired fast fluctuations.
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Table C.1: PDB identification codes of the proteins in experimental test set.

135l 1a2p 1a6m 1a91 1a93 1ans 1b2v 1bcx

1beo 1bhc 1bi6 1bni 1bpi 1bus 1bvi 1cdc

1d0d 1div 1duk 1dwr 1eh6 1epg 1era 1ert

1eru 1ex3 1ey0 1fks 1fna 1goa 1gs9 1h4g

1hho 1hng 1hpx 1hrc 1i0v 1igd 1igv 1jbb

1kxi 1l54 1lni 1lys 1lz1 1mbc 1nfn 1nzp

1p5f 1pnt 1poh 1ppf 1ppo 1ptd 1qh7 1qlp

1rga 1rgg 1sap 1stg 1stn 1trs 1trw 1ubq

1wla 1xnb 1ymb 1yph 1ypi 1ypt 2bca 2bus

2cpl 2hnp 2igd 2lzm 2lzt 2ovo 2sni 2tga

2trx 2zta 3ebx 3egf 3fx5 3icb 3nbs 3rn3

3srn 3ssi 4icb 4lzt 4ma9 4mbn 4pti 6gst

6lyz

Table C.2: Performance comparison between the Null model (RMSE) and pKAI (RMSE; percentage of

errors below 0.5 pH units). Information about the distribution of residue pKa shifts (∆pKa) and relative

solvent accessible surface area (SASAr) in the test data is also shown. The Null model was calculated

with ∆pKa equal to zero.

Residue
Abundance

(%)

Null pKAI Error

< 0.5 (%)

∆pKa SASAr

RMSE RMSE Avg Stdev Avg Stdev

GLU 24.9 1.42 0.44 84.7 -0.7 1.2 0.43 0.24

LYS 22.5 1.04 0.32 92.1 0.6 0.9 0.47 0.23

ASP 21.9 1.74 0.50 80.5 -1.0 1.4 0.40 0.26

TYR 13.9 3.14 0.69 67.5 2.4 2.1 0.19 0.20

HIS 9.4 1.92 0.67 73.1 -1.0 1.6 0.29 0.25

CYS 3.9 3.30 0.82 56.6 2.8 1.8 0.11 0.17

NTR 1.7 0.74 0.28 94.2 -0.3 0.7 0.75 0.27

CTR 1.8 0.88 0.35 92.5 -0.2 0.9 0.74 0.27

All 100.0 1.89 (1.24a) 0.52 (0.31a) 81.2 0.0 1.9 0.38 0.27
a Mean Absolute Error (MAE)
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Table C.3: Execution time comparison between PypKa and pKAI. This benchmark was executed on a

machine with a single Intel Xeon E5-2620 processor.

Protein
Number of

residues / titratable

Execution Time (s) Speedup

Factor

Time per

residue / titratable (s)

PypKa pKAI PypKa pKAI

4LZT 129/21 26.5 0.8 33× 0.21/ 1.26 0.006/0.038

4K5C 341/100 92.0 1.2 76× 0.27/ 0.92 0.004/0.012

7C8J 902/249 2898.2 2.3 1260× 3.21/11.64 0.003/0.009

Table C.4: Experimental pKa benchmark of several methods on a data set of 736 residues from 97 pro-

teins. For each method, we report their RMSE, the mean absolute error (MAE), the 0.9 quantile, the

error percentage below 0.5 pK units, and the coefficient of determination (R2). The null model values

have been taken from [19, 94].

RMSE MAE
Quantile

0.9

Error

< 0.5 (%)
R2

Null 1.09 0.72 1.51 52.3 0.84

PypKA 1.07 0.71 1.48 52.6 0.85

PROPKA 1.11 0.73 1.58 51.1 0.84

pKAI 1.15 0.75 1.66 49.3 0.82

pKAI+ 0.98 0.64 1.37 55.0 0.87

Table C.5: Comparison between Null model and pKAI+ RMSE values. The Null model is defined as the

pKa values of the residues in water taken from Reference [19].

Residue
Abundance

(%)

Null

RMSE

pKAI+

RMSE

Error

< 0.5 (%)

∆pKa SASAr

Avg Stdev Avg Stdev

GLU 29.6 0.77 0.81 58.3 -0.5 0.9 0.45 0.24

LYS 14.4 0.74 0.68 60.4 0.3 0.6 0.55 0.21

ASP 29.2 1.30 1.08 59.5 -0.6 0.9 0.45 0.25

TYR 2.4 1.23 0.95 38.9 0.5 0.7 0.33 0.25

HIS 19.4 1.14 0.97 42.0 -0.5 1.1 0.39 0.22

CYS 1.2 3.39 3.43 0.0 -0.1 1.5 0.11 0.09

NTR 1.5 0.59 0.47 63.6 -0.3 0.8 0.74 0.20

CTR 2.2 0.41 0.56 75.0 -0.1 0.7 0.77 0.23

TOTAL 100.0 1.09 0.98 55.0 -0.4 1.0 0.46 0.25
a Mean Absolute Error (MAE)
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Table C.6: One hot encoding classes of all atoms used.

Atom Name Residue Atom Classes

N Main Chain N

O Main Chain O

NE2 GLN N_AMIDE

ND2 ASN N_AMIDE

OE1 GLN O_AMIDE

OD1 ASN O_AMIDE

NE ARG NE_ARG

NH1/NH2 ARG NH_ARG

NZ LYS NZ_LYS

N NTR NZ_LYS

OXT CTR O_COOH

OD1/OD2 ASP O_COOH

OE1/OE2 GLU O_COOH

OG SER OG_SER

OG1 THR OG1_THR

ND1 HIS ND1_HIS

NE2 HIS NE2_HIS

NE1 TRP NE1_TRP

OH TYR OH_TYR

SG CYS SG_CYS

SD Methionine SD_MET
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Table C.7: RMSE improvement by adding a solvent exposure-related extra feature to the input layer.

Different ways of measuring solvent exposure were tested: Half-sphere exposure (HSE), Coordination

Number, Residue Depth, and relative solvent accessible surface area (SASAr). HSE is a 2D measure and

be subdivided into an upper (side chain facing, HSEup) and lower sphere (backbone facing, HSEdown)

half-spheres. Furthermore, two residues can be used as reference Cα (HSEα ) and Cβ (HSEβ ). Residue

depth is the average distance of all residue’s atoms to the molecular surface, and Residue DepthCα is the

atom depth of Cα .

Feature RMSE Improvement

HSEup
α 0.01

HSEdown
α 0.01

HSEup
β

0.01

HSEdown
β

0.02

Coordination Number 0.02

Residue Depth 0.01

Residue DepthCα 0.01

SASAr 0.02
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Figure C.1: Performance of pKAI+ with different regularization weights on 5 folds of the experimental

test set.
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Figure C.2: RMSE variation versus the magnitude of the pKa shift (∆pKa). The calculations were per-

formed for pKAI and Null model using the PypKa predictions as reference.
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Figure C.3: pKAI+ performance at predicting experimental pKa values dependency on the magnitude of

solvent exposure (SASA) of the residues.
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Figure C.4: Accuracy of several methods at predicting the most representative protonation states derived

from experimental pKa values.
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Figure C.5: pKAI accuracy at predicting PypKa-derived protonation states.
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Figure C.6: Impact of changing the distance of the closest atom on pKAI’s predictions for: residue

GLU-154 from structure 6FT4 (A); residue LYS-118 from structure 2HRK (C); residue TYR-98 from

structure 6FT4 (C); residue LYS-55 from structure 2BJU (D). For reference, we have included PypKa’s

predictions of the same residue in the state presented in the experimental structure and in an modified

structure in which the closest atom is absent.

142



Appendix D

Supporting Information for Chapter 3.2

143



Table D.1: Summary of the individual tasks, respective resolution level and abbreviation used to train

the multi-task models. The dimensionality of the output vector is also shown.

Task Abbrev. Level Dim

Hydrogen probabilities P(H) Atom 53

∆pKa values pKa Residue 1

Isolectric point pI Protein 1

Table D.2: Number of proteins and pKa values used to train and test the GNN-based pKa predictor.

Split Proteins pKa

Train 56.8k 6.3M

Test 3.0k 322.4k

Table D.3: Number of examples of the different tasks used to train and test the multi-task GNN model.

Split P(H) pKa pI

Train 6.0M 1.8M 24.2k

Test 329.8k 101.7k 1.3k

Table D.4: Number of examples used to train and test the GNNs to predict pKintr and titratable site

interactions.

Split Proteins pKintr Interactions

Train 23.9k 5.9M 1.6B

Test 1.2k 317.9k 87.3M

Table D.5: Performance of different node features for the prediction of multiple electrostatics-related

tasks. Multi-task cost and individual RMSE values shown, as well as the number of distinct node features.

Dims Avg P(H) pKa pI

Custom Classes 18 0.364 8.16 ×10−2 0.481 0.400

Atom Name 25 0.374 8.34 ×10−2 0.498 0.407

Element 5 0.434 8.98 ×10−2 0.569 0.482
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Table D.6: Impact of the inclusion of different atoms on the performance of multiple electrostatics-

related tasks.

Avg P(H) pKa pI

w/ Cα 0.364 8.16 ×10−2 0.481 0.400

w/ Cβ 0.354 8.12 ×10−2 0.457 0.401

w/ Cα & Cβ 0.367 8.48 ×10−2 0.487 0.401

w/ Cα w/o backbone 0.414 8.83 ×10−2 0.566 0.430

Table D.7: Impact of the inclusion of different Cβ atoms on the performance of multiple electrostatics-

related tasks.

Avg P(H) pKa pI

All Cβ 0.354 8.12 ×10−2 0.457 0.401

Alifatic 0.363 8.42 ×10−2 0.458 0.422

Titrating 0.377 8.62 ×10−2 0.478 0.437

Other 0.376 8.38 ×10−2 0.480 0.431

Table D.8: Performance comparison between pKAI 1.0 and pKAI 2.0 at predicting pKa values.

RMSE MAE R2

Null 1.89 1.24 0.00

pKAI 1.0 0.52 0.31 0.93

pKAI 2.0 0.35 0.19 0.97

Table D.9: Residue RMSE comparison between pKAI 2.0, and pKAI 1.0.

Null pKAI 2.0 pKAI 1.0

GLU 1.42 0.25 0.44

LYS 1.04 0.22 0.32

ASP 1.74 0.28 0.50

TYR 3.14 0.52 0.69

HIS 1.92 0.47 0.67

CYS 3.30 0.68 0.82

NTR 0.74 0.46 0.28

CTR 0.88 0.26 0.35
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Figure D.1: pKAI 1.0 and pKAI 2.0 performance dependence on the ∆pKa.
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Figure D.2: pKAI 1.0 and pKAI 2.0 performance dependence on the closest interacting atom.
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Table E.1: Summary table of the pKPDB database containing 120k structures of ∼33k distinct proteins.

SASAr stands for relative solvent accessible surface area.

Proteins Structures Isoelectric Points pKa values SASAr

32.8 k 120.0 k 119.0 k 12.6 M 12.5 M

Figure E.1: Scatter plot of the relative SASA (SASAr) versus absolute pKa shifts (∆pKa). For visual

clarity, only 100k points were randomly selected from the pKPDB database.
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