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A combined vector and direct power control (CVDPC) is carried out for the rotor side
converter (RSC) of doubly fed induction generator (DFIGs). This control method is
concentrating on a control of direct current by using a switching table to determine and
choose suitable voltage. Actually, the performed CVDPC attains the advantages of direct
power control (DPC) and vector control (VC) in a combined control system. Its advantage
comparing with DPC, include power ripple in lower level and lower harmonic distortion.
Likewise, it has advantages comparing with VC including rapid dynamic responses,
robustness against parameters variation of the machine, simple implementation and lower
computation. On other hand, the use of conventional (PI) controller in VC is necessary in
order to guarantee the stability of system even though it will affect the quality of
performance of the system. So, in this work, a conventional and adaptive (PID) controllers
are applied instead of the performed PI controller to enhance the system performance. The

simulation part has been achieved on MATLAB/Simulink and it is done using a 9-MW
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wind system (six 1.5-MW wind turbines DFIG-based). The performance of the CVDPC
system with conventional Pl and PID controller is compared with the proposed modified
CVDPC system with adaptive PID controller under steady-state and robustness conditions

against parameters variation.

Keywords: Direct power control DPC, doubly fed induction generator DFIG, vector

control VC, wind turbine WT, combined vector and direct power control CVDPC.
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CHAPTER 1

INTRODUCTION

A long time ago, the demand of electrical power has been increasing enormously and
depletion of resources in nature has increased energy and environmental crises. Wherefore,
the need of using renewable resources to produce energy has been arising so, the energy
production of world wind has expanded rapidly because of renewability and cleanness. The
generation of wind power is expected to be around 10% of the total electricity all over the
world by the end of 2020 and it is predicted to be more than the double by the year 2040.
The wind energy main role is wind turbines WTs. These WTs are essentially classified into
variable and fixed speed strategies. Variable speed wind turbines have been rapidly utilized
lately due to some benefits compared to the fixed-speed turbines, such as maximizing
power generation, minimized mechanical stress imposed on the turbines, enhanced the

quality of power generated, and minimized acoustical noise [1].

The technologies of variable speed-based wind turbines are also divided into two sorts:
full-scale converter synchronous generators and partial-scale converter DFIGs. DFIGs are
specially applied for high scale systems, because of the minimum power losses and
converters cost. The DFIGs control includes grid side converter (GSC) and rotor side
converter (RSC) controllers, hence, RSC controls both stator active power and reactive

power, and the GSC produces an independent reactive power and in same time regulates



dc-link voltage that is forwarded into the grid [2]. VC is the widespread technique applied

on the DFIG wind turbines WTs [3], [4].

Its features include minimum converter switching frequency, an accurate performance of
steady-state, and lower power ripple. Nevertheless, VC has some demerits, like its reliance
on variation of machine parameters because of the decoupling conditions and high on-line
computations owing to the pulse width modulation (PWM) method. Furthermore, the Pl
controller coefficients, in the classical vector control VC, must be tuned optimally to ensure
the stability of the system within the entire operating domain and to get appropriate

dynamic responses through the transient conditions [5].

These disadvantages may affect the transient performances of VC and deteriorate the
stability of the system during changing operation conditions. So, to avoid the
aforementioned issues, various nonlinear control techniques like direct power

control/direct torque control (DPC/DTC) have been suggested [6], [7].

The main benefits of DPC/DTC techniques including rapid dynamic responses, robustness
against the variation of machine parameters, simple implementation and lower
computation. On the other hand, these methods have some disadvantages such as large
power/torque ripples because of the hysteresis controllers' bandwidth is high, converters'
variable switching frequency, and decadence of the performance of controller within the
starting of the machine and low-speed operations. Hence, many modified techniques have

been proposed to fix these issues [8]- [10].

To gain the advantages of both VC and DPC, the combined of both methods results

CVDPC technique which has been introduced successfully in permanent magnet



synchronous motor [11], [12] and induction motors [13]-[15]. However, the CVDPC
technique has been investigated recently for the DFIGs. The CVDPC technique is applied
for the RSC of DFIGs. This technique has many merits comparing to vector control VC,
such as rapid dynamic responses, robustness against the variation of machine parameters,
simple implementation and lower computations. Also, it has merits comparing to direct

power control DPC, such as, power ripple in lower level and lower harmonic distortion.

1.1 Problem Statement

The DFIG wind turbines are the most popular generation used in wind power production
due to several merits including providing simple pitch control, cost effective, enhancing
system efficiency, and maximizing the output power. So, the need for simple and effective

control strategies has been raised.

The CVDPC system is applied for the RSC of DFIG. The system consists of two different
control techniques, VC and DPC controllers combined together. The performed CVDPC
attains the advantages of both DPC and VC such as, rapid dynamic responses, robustness
against the variation of machine parameters, simple implementation, lower computation

and lower harmonic distortion.

However, the PI controller coefficients, in the conventional vector control VC, should be
tuned in optimal fashion to guarantee the stability of system during the entire range of
operation and to achieve appropriate dynamic responses within the transient conditions [5].
This will affect the transient performances of vector control VC and will impact the

performance quality of system during operation condition variations.



1.2  Thesis Objectives

e Design and development of conventional and adaptive PID controller on
CVDPC DFIG- based.

e Investigate the performance of CVDPC DFIG- based using conventional
PID controller.

e Investigate the performance of CVDPC DFIG- based using adaptive PID
controller.

e Compare the performances of the system according to CVDPC conventional

PI, conventional PID and adaptive PID controller based.

1.3 The Work Contribution
e Enhancing the power fluctuating under steady state condition.
e Enhancing the behavior of the system in presence of disturbances and
parameter changing.

e (Guarantee the robustness of the system during disturbances.



1.4 Thesis Outlines

The work is divided into five parts as following:

Chapter 1: INTRODUCTION

Introduces the problem of steady state and transient stability as a major issue in the control
of wind turbines DFIG-based systems. Additionally, the problem formulation, basic

objectives of the study and thesis outlines are briefly discussed.

Chapter 2: LITERATURE REVIEW

Indicates the related work that has been done in the literature to address this problem.

Chapter 3: METHODOLOGY

Represents the methodology of the thesis by showing the thesis steps and modulation.

Chapter 4: SIMULATION RESULTS AND DISSCUSION

The control design has been developed to achieve the objectives of this study and satisfy

the constraints of the system.

Chapter 5: CONCOLUSION

The work is concluded, and the results are summarized.



CHAPTER 2

LITERATURE REVIEW

Linear induction motors (LIMs) control system is proposed to attain very fast and smooth
machine dynamics operation through large operating conditions and the end effects are
considering. In addition, it is targeted at a control system similar to the conventional direct
torque control DTC or vector control VC in terms of complexity of the system such as

requirement of the signal measurement and online computational load.

Moreover, this control system is used in induction motors to minimize loss and torque
pulsation minimization control. Also, this technique is used in permanent magnet

synchronous machines and then, lately used in (DFIMs) [16].

The wind energy conversion system (WECS) based on a DFIG technology is introduced in
[17]. Back to back based power converters are used to control the system. This converter
is constructed using a neutral point clamped (NPC) bridges at two three-levels related to a

DC bus.

On the other hand, the converter of machine side is controlled using the introduced DTC

strategy, and the converter of grid side is controlled using the DPC technique.

Both aforementioned controllers reduce cost function based upon the errors of control
variables at every control cycle. The direct power control DPC sources are utilized to

handle the DC buses voltage constant, while the direct torque control DTC sources are used



to attain maximum power extracted from the wind, control the stator power factor and

ensure the stability of capacitors of the DC bus.

The maximum power point tracking (MPPT) method is applied to establish a torque source
by taking in consideration the pitch angle of blade. The proposed wind energy conversion
system WECS leads to investigate the rotor dynamic models, power quality behaviors, and

control techniques for wide range of wind turbine models.

A new improved mechanism has been introduced in [18] for developing control of a DFIG
wind turbine through a direct-current vector control configuration. According to the
introduced control mechanism, the unified DFIG control system is constructed, includes
reactive power control, maximum wind power extraction control, and grid voltage support
control. i.e. a wind turbine DFIG-based control has been studied using a direct-current
vector control strategy. The author investigates the introduced control diagram with the
conventional DFIG control strategy. Then, he illustrates, according to the proposed above-
mentioned control, how the integrated GSC and RSC control is constructed to achieve the
dc-link voltage, reactive power, grid voltage support control function, and maximum power

extraction.

Another work introduces applications of a reactive power and DTC for DFIG grid-
connected-based in wind power generation. The suggested direct torque control DTC
technique utilizes a variable structure control (VSC) design to determine the desired rotor
control voltage instantly and to vanish the instantaneous error of both active power and
reactive power without including a synchronous coordinate transformation, which

basically improves the transient performances [19].



Furthermore, space vector modulation (SVM) is employed to accomplish the fixed
switching frequency, which smooths the design of ac harmonic filter and power converters.
This strategy was simulated on a 2MW DFIG grid-connected-based model and was
designed and compared with designs of the classic voltage-oriented VC and traditional

look-up-table (LUT) DPC.

The suggested variable structure control VSC direct torque control DTC keeps improving
transient performances similar to LUT DPC and maintains the harmonic spectra of steady-
state at the similar level as the vector control VC technique when the network is precisely

balanced.

For doubly fed induction generator DFIG, a robust continuous-time model predictive
control (RCTMPC) has been proposed. The presented scheme determines directly the
commands of rotor voltage over the synchronous reference frame's predictive stator current

[20].

So, depending upon quadratic cost minimization function, the base line controller has been
designed and consists of the errors between the stator current references and their

components.

A disturbance observer has been combined to RCTMPC to improve the performance of

steady-state in the existence of the uncertainties of the model and external disturbances.

The closed-loop model’s performances based on the introduced controller are validated
experimentally using a DFIG grid-connected-based. The suggested controller supplies
precise behavior under synchronous, sub-synchronous, and super-synchronous fashions
and, also, works very smoothly under uncertainty of the system.

8



Furthermore, naturally, an integral action appears in a composite controller instead of being
directly applied on the control loop. According to appropriate design factors, as that for the
vector control VC technique, a good steady-state and transient performance can be

achieved without the presence of an additional current control loop.

A high performance enhanced direct power control DPC based on neuro fuzzy control
(NFC) and model reference adaptive control (MRAC) for grid-connected DFIGs, to
vanquish the DPC drawbacks that was based only on PID controller, namely the divergence

and efficiency/speed trade-off from peak power during wind speed fast variation [21].

A DFIG mathematical model is derived on d-q reference frames. After that, the DPC
strategy is used to control the DFIGs' rotor currents employing PID controllers, and to

calculate the space-vector modulation SVM, a fixed switching frequency is handled.

Also, the power factor of the stator side condition has been controlled via maximum power
point tracking MPPT technique at unity level. The model reference adaptive control MRAC
that is based on direct power control DPC is examined rather than PID regulators.
Moreover, the performance of neuro fuzzy control NFC based on direct power control DPC

are investigated.

Another strategy is introduced in [22], where the goal was to apply a robust control
technique for exchanging power between the DFIG rotor and the grid. A voltage source

converter is feeding the rotor while the stator is linked immediately to grid-side.

Depending on the conventional vector control strategy, a robust control called Hinfinty
(Hoo) approach is designed and the problem of minimization has been derived by the
standard minimization problem of mixed sensitivity.

9



Also, here, the mathematical representation of DFIG has been derived in suitable d-g
reference frames. Th proposed method is utilized to control the active and reactive powers

with the help of a conventional PI controller based on a VVC strategy.

The work in [23] is to investigate the performance evaluations of DFIG based on CVDPC
strategy. This control is applied for the RSC of DFIG. The analysis of symmetrical 3-phase
ground fault and a single line-to-ground fault is presented. The results illustrate that the

wind power conversion model can ordinarily work in the conditions of fault.

In other hand, numerous researches have been applied to achieve the wind turbine control
processes in a wide range, such as fuzzy logic [25], [26], robust [27], optimal [28], [29]
and adaptive controls [30], [31]. Although many advanced control techniques have been
introduced for wind turbine controls, the PID mechanism is classified as the most suitable
method in practices of engineering with some developments, e.g. [32], [33], [34]. The main

reasons are the concept simplicity and easiness in design of structure of PID control.

Various methods have been applied due to pitch actuator fault accommodation, like,
Kalman filtering [35], proportional multi-integral (PMI) observers [36], fuzzy Takagi-

Sugeno control [37], and adaptive sliding mode fault tolerant control [32], [38].

Within these related researches [35], [39], [40], the control of fault-tolerant approach has
divided into two essential points, detection of fault and accommodation of fault. In the
detection of fault point, to estimate the fault accurately, the need of the size, type, location,
and moment of the fault are presented. These data are then utilized in accommodation of
fault part to overcome effects of fault. Furthermore, recently, a new mechanism has been

introduced, where, as a part of the designed controller, the fault is estimated adaptively

10



[32], [38], [41]-[43]. The performance of this controller is critical to parameters of the
design due to the accommodation and estimation of the fault being conducted
simultaneously [32]. Although PID controller has a huge interest in designing the control
of wind turbines, there are some considerable limitation points for PID controllers of such
systems. First, a painstaking and ad-hoc process is needed in order to estimate the gains of
PID. In order to determine PID gains, an ad-hoc and painstaking process is required. But,
regardless of the existence of several techniques for tuning gains of PID [26], [34], [44],
there exist no systematical method for the control process of wind turbine that estimates

such gains which guarantees the performance and stability of the system.

Second, the effectiveness of PID controllers mostly appears on linearized wind turbines,
and not for the whole behavior of nonlinear wind turbines. This point leads to design
controllers depending upon the linearized models, assuming that the wind turbines are
working at their optimal operational points. Hence, the obtained controller which has been
constructed for the linearized model of wind turbine, would most likely not yield the

desired performances on the nonlinear models [45].

Wherefore, the problem of long-lasting of PID control designing for wind turbine nonlinear
approaches has been solved [46]. This work includes gains determination automatically
and analytically while reaching the stability. As, the proposed controller has uses the

common PID design, it needs lower computational cost, in addition to its simple structure.

By the way, unlike methods mentioned previously like parameter varying controller [33]
and scheduling of the gain [47] that need linearizing process around many operational

points, the proposed controller is capable of managing the entire behavior of nonlinear

11



dynamic of wind turbine systems. Additionally, the Lyapunov-based algorithm is used to
design and determine the PID controller gains properly to produce acceptable performance
for applications of industrial processes. likewise, compared to the previous researches such
as fuzzy-logic that depends mostly on skills of designer, e.g., in defining rules of fuzzy
[26], [34], the work introduces an analytically systematic concept for self-tuning the gains

of PID control.

Recently, a huge attention has been directed to an optimization algorithm called artificial
bee colony (ABC) for solving problems of optimization because of its search capability of
population, robustness, implementation simplicity, and speed of convergence, [48]-[51].
Due to the aforementioned merits, the ABC is used in the optimization process of microgrid
MG operations in terms of scheduling of resource generation, economic power dispatch,
and performance [52] and several publications that applied ABC recently are [53]-[59].
Moreover, the ABC technique is characterized by its simplicity, robustness, and
population-based stochastic optimization algorithm. Also, for tuning operation, it needs

lower control parameters [63]-[66].

The work in [60] uses the artificial bee colony ABC algorithm in order to reduce the overall
annual system cost. Whereas [61] models and manages a microgrid connected system using
improved ABC technique. The object of this optimization was to minimize factors of
emission, fuel cost, maintenance and operating cost. A multi-period ABC algorithm is
proposed in [62] to provide economic dispatch, taking into account, storages, generations,

and responsive load offers.

12



CHAPTER 3

METHODOLOGY

3.1 Similarities Between DPC and VC
This part shows the similarities between the DPC and VC mathematically to illustrate that

these two strategies have some common basis [24].

3.1.1 Vector Control VC

Vector control VC is the widespread technique handled in DFIG based wind turbines. The
control process of the stator active and reactive power is handled via the rotor current
vector. This vector is decoupled into the stator power components through a synchronous
reference frame. This process provides decoupling of the control process of active power
from the reactive power.

The MPPT method is applied to determine the references of the stator active and reactive
power and the requirements of the grid, respectively. Also, the stator flux-oriented frames
(SFOF) are applied to provide the controller synchronization via the phase angle of the
stator flux space vector. Hence, VC performance is extremely dependent on the stator flux
position estimation. This could be a serious issue under the varying parameters of the
machine or disfigured conditions of the voltage supplying. Wherefore, the stator voltage-
oriented frame (SVOF) is applied to overcome this issue for the synchronization of the
controller.

A phase locked- loop (PLL) design is applied to get the signal of controller synchronization

from the stator voltage signal, see figure 3.1.
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The active and reactive power of the stator are formulated as [2]

3 3 | 1)
Ps - ERe(Vsls *) - E(Vdslds + Vqslqs)

3 . 3 . . (2)
Qs = Elm(vsls *) = E (Vqslds - Vdslqs)

Vzs is vanished as the stator voltage-oriented frame (SVOF) is utilized for the
synchronizations of the controller and the simplified equations of stator power will be

expressed as

3 ) 3
P = EVdslds ()
-3 4
Qs = TVdslqs )

Depending on the stator flux equations through a synchronous frame [6], the stator currents

are expressed as

_Lm . (5)

Vas ) (6)

Substituting equations (5) and (6) into equations (3) and (4) gives
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_ -3l (7)

3L ) V 8
Qs:_des<lqr+WdS ) ®)

SLTI’I.

Therefore, the ig4- and i, currents are used, respectively, to control the stator powers.

Figure 3.1 shows the scheme of VC RSC-based.

V,

&

§Wg.0Lyp.igr = 5. Lyy/Lg.V s

2

pPwM 2 RSC

abc

Py idr
- - +
O iqr v

sWg.0Lp.ig, idq,— -

Pg « Equation [¢— idgr
QO+ (3) & (4) eV

vdqs <

Grid

Figure 3.1 Vector control VVC block diagram [24]

3.1.2 Direct Power Control DPC
The principle of this strategy is to control the active and reactive power of stator and
eliminate the current control loops. The DPC principles can be represented by the next two

equations of the stator power [6]
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—3 L, ws (9)
p=—2"° '
5= 2oLl los|l@y|siné

3w

L 10
zaLsSk”s' |‘Ps|—L—T:I<pr|cos5 (10)

Qs =

By assuming that the stator and rotor flux have a constant magnitude, the next equation

represents the derivative of equation (9) approximately,

dP, —3L,w, ds (11)

= —cos §
it - 2oL.L. |9sll¢y| = cos

The equation (11) illustrates that the dynamics of stator active power are depending on the
angle between rotor and stator fluxes (9) variation. Thus, a rapid change in  supplies a fast
control for active power.
In the same vein, assuming that the stator flux and 6 have a constant magnitude, the
following equation represents the derivative of equation (10) approximately,

dQs  —3Lmws — dle;| (12)

= 5
at - 2oL.L Pl =g cos

The equation (12) illustrates that the dynamics of stator active power are depending on the
variations of the rotor flux magnitude. So, a rapid change in rotor flux magnitude provides

a fast-reactive power control. Figure 3.2 shows the scheme of DPC RSC-based.
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Figure 3.2 Direct power control DPC block diagram [24]

3.1.3 Mathematical Similarity Between VC and DPC
This sub-section shows the similarity between direct power control DPC and vector control

VC mathematically to illustrate that these two strategies have some common basis.

In the vector control VC, by assuming a constant voltage for stator, the equations (7) and

(8) show that

—3L

_ m .
PS - ZLS Vdsldr APS a _ Ald‘r
_3Lm,, ( N Vds)" { 40 a b, B
st - ZLS ds lqr wsLm

Furthermore, taking into account the direct power control DPC principles, figure 3.3
represents the flux vector rotation of the rotor ¢, to ¢, in a switching period of inverter.
Here, ¢, is separated into its tangential components A¢ and its radial components 4.
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Depending on figure 3.3 and equations (9) and (10), the variations of the stator powers are

written as

AP = _Kllgosl[lgorll sin(6 + 46) — |(pr| sin 5]

AQ, = _K2K3|(ps| Ccos 5[|(pr1| - |(pr|]

(14)

(15)

Where K1, K2, and K3 are constant values and presented in [24]. Considering the small

value of 46, with a suitable cos 46 = 1 approximation

sin(é + 46) = sind + cosd.sin4d

and

Aoy

sindé =
|y |

lor1] = lop| + App

Substituting equations (16) — (18) into equations (14) and (15) gives

A
AP, = —K; |l [AgoT cosd + Appsinéd + o]
T

4Qs = —K;K3lp5| Appcos &

A
A 0s &

(16)

(17)

(18)

(19)

(20)

The second term in equation (19) inside brackets has appeared because of the limited

voltage vectors of inverter and failure of the inverter to decompose the tangential and radial

flux components. The aforementioned term becomes highly small and virtually negligible

by reducing the hysteresis controller bandwidth.
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Figure 3.3 Variation of Flux linkage vector within a switching period in DPC [24]

Moreover, the third term inside the brackets consists of small terms multiplication, so, an

appropriate approximation of the stator active powers variation is given as

APy = —Kilos| Aprcosé (21)

So,
AP; a — AQr (22)
AQS a - AQDF (23)

The equations (22) and (23) show that, the variation of the stator powers is negatively
proportional to the radial and tangential component variations in the rotor flux. Comparing

equation (13) with equations (22) and (23), the next results are gained

A‘ﬁT a idr (24)
Apg a — lgr (25)

i.e. The tangential and radial component variations of the rotor flux in direct power control

DPC are act proportionally to the dg-axis components variation of the current vector of the
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rotor in VVC, respectively. Thus, there is a clear relationship between direct power control
DPC and vector control VVC strategies. Therefore, the CVDPC system can be modelled by,

Ps = —BVysiqar (26)
Where (4P, a —Aig) & (dor a  igr)

. Va 27
Qs = BV <lqr + TS> 7)
Where (40 a Adigy) & (dor a —ligr)

and,

_ 3Ly
2L

and C = wsLy,

3.2 Artificial Bee Colony Optimization Algorithm ABC
In the proposed work of thesis, the ABC optimization algorithm is utilized to estimate the

optimum value of the conventional PID controller coefficients used in CVDPC.

In (2005) Karaboga has discovered the Artificial Bee Colony ABC Optimization algorithm
[41]. The mechanism depends on a search algorithm called swarm-based technique which

is inspired by the behavior of a honey bee swarm foraging operation.

The goal of the process is to achieve the balance between optimal solutions during both
local and global cases for a short computational time. Therefore, ABC is a highly efficient
optimization mechanism and strong in dealing with huge and complicate stability
conditions, such as the power systems stability that have high complexity and changing

designs.

Furthermore, ABC algorithm enjoys several benefits, like structure flexibility, lower

20



computational time, robustness, simple tuning and implementation; these advantages make

it appropriate for practical complicated power systems [67].

The forage selection of ABC algorithm has three main components:

1. Food Sources: the probable solutions for the optimized process. Their quality
values depend on several branches, such as energy richness of the food source,
the nest distance from the food source to the nest and the simplicity rate of
energy extracting.

2. Employed bees: it is the group of bees that are related with a certain food source
which is presently exploiting. This group shares the information related to the
source with onlooker bees with a specific probability, which contains the
source profitability, the nest distance and direction from the source.

3. Unemployed bees: this group of bees has to wait for the information from the
employed bees. This type of bees is classified into two sorts of unemployed
bees: scouts, whose task is to search for new food sources around the nest, and
onlooker bees, which have to wait in the nest to take choice for the source

depending on the information received from the employed bees.

3.2.1 Initial Population

In the initial stage, ABC algorithm randomly produces SN number of D-dimensional
vectors, where SN refers to the number of food sources. The following vector is considered
as the i" food source inside the population X; = (x; 1, X; 2, ---, X; n)- S0, initial food source

is produced by:

21



x;j = ™" + rand(0,1) (x™* — x;™"

i=123,..,n j=123,..,D

Where D is the parameter number of optimizations. xjmi” and x;™** are lower bound and

upper bound for parameter j. After the population has been initialized, the iterative search

operations are applied over the employed, onlooker and scout bees as below:

3.2.2 Employed Bee Phase
A new candidate solution V; is generated by every employed bee X; around its present

position. The new solution position is presented as:
vij = X5+ 05 (xi; — % 5)

Where k = 1,2,3,...,SN and j = 1,2,3, ..., D are random indexes, k must be different from

i. @; ; is a random number in the period [-1, 1].

If the values of parameter generated by equation (29) exceed the limits, the value will be
replaced by the value's limit of the parameter. Therefore, fitness values are determined for
the candidate solution V;. But, if this fitness value of V; is greater or equal then the fitness
value of X;,the value of X; will be updated by the new candidate solution (V;), otherwise

X; is kept the same.

3.2.3 Probability of Onlooker Bee
As the employed bee group completes the search task; all onlooker bees choose one food

source depending on the probability of food source determined by the next formula:
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fitness;

Py = (30)

SN fitness;

The probability of choosing a certain food source by the onlooker bees is bigger as the food

source's fitness is bigger.

3.2.4 Unemployed Bee Phase
After the onlooker bees select the appropriate food source X;, onlooker bees apply some
adjustments on X; utilizing equation (29). If the adjusted food source quality is better or at

least equal then the old one, X; will be substituted by the adjusted food source.

If a food source X; does not develop over a certain generation number called limit L, a new
food source is replaced over the current food source. This new food source is founded by

the scout bee. The new source is generated by scout by handling the following formula:

xi,j = xjmax + rand(O,l)(xjmax _ xjmin (31)

3.2.5 Objective Function
In the proposed work, the ABC optimization algorithm is used to determine the optimum

value of the coefficients of PID controller.

The integral of the squared error (ISE) of the stator output power is formulated as an

objective function to optimize the conventional PID controller coefficients.

The ISE based cost function for the test power system is represented by:
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Tsim

1= | o2 a (32)

0

And the parameters are subjected to these constraints:

Kpml.n S Kp S Kpmax
Kimln < Ki < Kimax (33)
Kdmin <K, < Kdmax

Where i is the i;;, generator and Ty;,, is the simulation time.

The scheme of the coefficients of the conventional PID controller is shown in Figure 3.4
where the ABC algorithm is used to minimize the error between the rotor output current

and its reference to obtain the optimal set of conventional PID controller coefficients.

—p| Objective ABC algorithm
function (;
> Kp e(t)
I+ R Ki (Fo(mrd Wind power -
N 1y e(de system
| > Kd d <2
! ” dt

Figure 3. 4 Conventional PID controller coefficients tuning scheme using ABC Algorithm
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Figure 3.5 ABC Algorithm Flowchart

The scaling factors scheme of the CVDPC-conventional PID based is shown in figure 3.5
where the ABC algorithm is handled to estimate the gains of PID controller coefficients

and then used to run the system to get best results as possible.
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3.3 The Proposed PID Adaptive Controller

3.3.1 Conventional PID

The main advantage of conventional PID controller is its ability to handle the three control
terms of proportional, integral and derivative effect on the output of controller to get
suitable and optimal control. Figure 3.6 illustrates how the controller is connected and
applied to the system in the case of conventional Pl-based and conventional PID-based
controllers. It shows that the input of the PID controller is the error between the actual rotor
current (lar, lgr) and its reference (lar*, 14*), while its output is the controlled signal (Uco)
that controls the stator power of the system. In the proposed approach, the PID controller

coefficients are fixed.

lar* |qr* Uco
’ >+ PID

v

|dr, |qr

Figure 3.6 Conventional PID connection

This conventional PID strategy is applied in the first two objectives of the work, which are

CVDPC conventional Pl-based and CVDPC conventional PID-based.

3.3.2 Adaptive PID Controller
In order to achieve the proposed CVDPC adaptive PID-based controller, two techniques
are used to estimate the PID controller coefficients adaptively, model reference adaptive

control MRAC and least square method LSM.
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The model-reference adaptive control MRAC is used to enhance the performance of the
system control signal and estimate the values of the PID controller coefficients adaptively.
The MRAC model consists of three essential components, reference model signal, control

signal and adaptive part.

The proposed controller has a simple feedback loop known as inner loop composed of the
PID controller signal up;, and the process of MRAC and another feedback loop called
outer loop attached to the adaptive mechanism that estimates and updates the PID controller

coefficients adaptively as shown in figure 3.7.

Jldr, |qr

Idr*, Iqr* __._._._._._._._._._._._._._._._._.I_r!r_]e.r_!c_)c.)g ................... _.I-I-O
1
i PID PID Ue ! system
! X >
1 1
: B i
: -gamma I: i
! 1 .
i Ue X 1
i !
e e et e e e 1
ST L TLTToTIToToToToTIToToTIToToTITIN |
i i
I covariance U i Ue
i Reference model ref ;
I I
Adaptive PID i jouter loop
coefficients ! i
Kp [¢— : Uref !
1
| !
Ki l« P parameters Ue :
Kd ! Recursive least square estimator !
¢ 1 1

Figure 3. 7 The proposed adaptive PID controller diagram using MRAC technique

The mechanism for estimating the PID coefficients in a model reference adaptive system

can be achieved by using a least square method LSM. This process uses reference model
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signal Urer and controller output signal Uc to estimate the PID controller coefficients (Kp,

Ki, and Kd).

As can be seen, the adaptive part represented by the least square method which depends on
the controller output signal U. and the reference model transfer function output, Whereas

the output is the new estimated values of the PID coefficients.

The reference model signal tells about how the system output must respond optimally to
the optimal reference signal. The reference model transfer function that used in this work
gives approximately no overshoot and its settling time is nearly similar to that of the

proposed system, as shown in figures 3.8.

Amplitude

Time (seconds)

Figure 3.8 Ideal reference model signal of MRAC controller

Figure 3.8 shows the ideal case of the reference model transfer function output Uret.
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The controller uses a fixed adaption gain called gamma, where gamma is a positive
quantity that indicates the controller adaptation gain. Gamma is a scaling factor which is
used to scale the output signal of the proposed adaptive controller.

For larger values of gamma, system responses quickly with high overshoots, and for
smaller values of gamma system responses slowly with small overshoots. So, usually
gamma is chosen as small as possible and in this work, gamma chosen to be 0.2 by trial

and error, see figure 3.10.

Figure 3.9 shows two different types of transfer function,

(a)

LS covarianc 225 Uref
2+305+235

k)

1))

LS covarianc a0 Uref
2+ 155450

L)

Figure 3.9 Two different types of transfer function
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Figure 3.10 Rotor current lg in p.u. with gamma = 0.2, 5, and 10 during transfer function in figure
3.8 (a)

The reference signal part of the MRAC model is referred to the optimal magnitude of the

closed loop system. i.e. how the system is desired to behave.

Selection of the reference model transfer function should be highly considered in order to
have a matched raising time response between the transfer function and the desired output

of the system and the amount of overshooting as well.

Figure 3.10 shows the system response for the transfer function in figure 3.9 (a), while
figure 3.11 represents the response of the system when the transfer function in figure 3.9

(b) is applied.
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Figure 3.11 Rotor current Idr in p.u. with gamma = 0.2, 5, and 10 during transfer function in figure
3.8 (b)

Since, the raising time of the transfer function in figure 3.9 (a) and its overshoot is better
than that of the transfer function in figure 3.9 (b), the transfer function in figure 3.9 (a) is

chosen to be the model reference of the proposed adaptive controller.

The main goal of the reference model signal is to guide LSM to estimate the PID controller
coefficients adaptively in order to make the output signal of the proposed controller

controls the system as close as possible to the desired output Urer.

The MRAC controller generates a signal B which used to scale and enhance the behavior
of the PID controller output signal up;, and make it appropriate and optimal to control the

system.

Uc= Uco* B (34)
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Where Uc is the new controlled signal regarding to the new estimated PID coefficients
(Kp, Kiand Kd).

t
fipp(t) = Kpe(t) + Ki f e(t)dr + Kd dite(t) (35)
0

t
B = —gamma f]dr Uc(t)dt (36)
0

Moreover, the LSM approach is applied to estimate and update the PID controller

coefficients (Kp, Ki and Kd) adaptively.

Figure 3.12 shows the block diagram of the recursive least square estimator, where, the
reference model signal (Urr) and (Uc) are considered as the input of the least square
regressor while the output is the new estimated values of the PID controller coefficients

(Kp, Ki and Kd).

Uref .
Kp, Ki and Kd
)
> Parameters P >
Regressors
Error »
Uc

Output Covariance >

Recursive least square estimator

Figure 3.12 Recursive least square estimator diagram
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The proposed adaptive controller block diagram is shown in figure 3.7. The diagram
represents the components of the MRAC model and their connection. The input signal to
the adaptive controller is the difference between the actual rotor current (lar) and its
reference current (la*) whereas the output signal is the control signal (Uc) that is used to

control the stator power Ps of the wind farm.

As mentioned before, the equation of conventional PID controller can be written as,

t

d
upp(t) = Kpe(t) + Kif e(t)dr + Ky Ee(t)
0

Considering Up;p (0) is the PID controller transfer function and 6 indicates the parameter
vector (Kp, Ki, Kd) to be tuned [68], [69].

Upip(s) = [Kp Ki Kq]

S NN UGN

e —|

Where the derivative % transfer function is written approximately as, TSST

Then,

nun | R e

s+ 1

Hence, equation (38) can be formed as,

Upip(s) = 9Tﬂ1

Mainly, the main objective of the proposed controller is to estimate and update the PID
controller coefficients adaptively such that the transfer function of the closed loop is as
close as possible to the reference model transfer function signal.
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Now, we denote a discretize model of @, (s) by @, (z) and the PID controller will be,
Upip(z,0) = GTQ1(Z) (41)

According to the method of fictitious reference iterative tuning FRIT [69][70], a closed

loop experiment is performed to get the data of input w,;p, (k) and output U, (k), k =

1, ..., N for the initial controller coefficients 8, and the reference signal U,..r (k). So, the
following equation calculates the fictitious reference signal,

Uref (6,k) = Up1p(z,0)tupp, (k) + U, (k) (42)
Using this signal, the controller coefficients © are tuning and the following J is

minimized,

N

J©) = ) [Ue, (1) = M2)Tiyer (6,007 (43)

k=1

Where M(s) is the given reference model transfer function.
To apply LSM, first, by assuming the ideal case of error [68],[69],

Uco (k) — M(2) Uref(e' k) =0 (44)
By substituting equation (42) into equation (44) and then multiplying both sides by
Upp(z,0), we get,

Upip(z,0) U, (k) = M(Z)uplno(k) + Upip(z,0)M(2) U, (k) (45)

In order to achieve the tuning process, the next relation is minimized,

N
j©® =) Ew? (46)
k=1
Where,
B0 = Upin (2, 0)(1 = M(2))Ue, () = M(2)ttping (K) (@)
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Although the controller coefficients tuning method is carried out online, sometimes the
values of these coefficients are abruptly updated within a certain period of time, this may
deteriorate the performance of the controller [69].

To solve this problem, the initial data up,p ,(k), U, (k) are replaced by up;p (k), U, (k) for
equation (47), [69].

B(k) = B31(2)(1 — M(2)U.(k) (48)
d(k) = M(z)up;p(k) (49)

So, the error will be,
E(k) =0T@(k) — d(k) (50)

As the standard LSM uses all input, output data up,, (k), U.(k) from the initial time to the
current time, sometimes the standard LSM cannot manage the plant characteristic
variations. Therefore to overcome this issue, a forgetting factor (0 < A < 1) is used with
the LSM [69]. when A = 1, the standard LSM is obtained.
The new performance index of LSM can be expressed as,

N

J©) = ) Avke(y’ (52)

k=1

Least square algorithm is a method which estimates the optimal values of 8(k) of the PID
controller coefficients by using 8(k — 1). So, using equation (51), the new LSM equations
will be as follows,

010 = 8(k — 1) + K@) [upp() — B(k)"8(k — 1] (52a)

K(K) = P(k — D@(k) X [A + 8(k)"P(k — DBk)] ! (52b)
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P(k) = [P(k — 1) — K(k) B(k)T P(k — 1)]/A (52¢)

Where P is the correlation matrix and K is adaptation gain. As a result, the PID controller
coefficients 8(k) will be updated recursively by using the above equations of LSM.

36



CHAPTER 4

SIMULATION RESULTS and DISCUSSION

Here, the MATLAB Simulink is used to simulate the system. The simulation is handled
using a 9-MW wind energy system. It consists of six wind turbines DFIG-based and every
one of them provides 1.5-MW. This model is used to study the performance of CVDPC
strategy by using conventional PI, conventional PID and adaptive PID controllers based.

Figure 4.1 demonstrates the graph of the model used in simulation and the parameters are
givenin Table 4.1. Ordinarily, to achieve the proposed techniques, the simulation is divided
into two sections: first section concentrates on the steady-state condition and the second is

related to the robustness issue against parameters variation.

DFIG wind turbine Voo

585V T 25 kV 2 120 kV s
is Vs I R, * X,
- | !
ig 585 V/25 kV o km 25 kV/120 kV
o - Infinitive
Gl;l:-‘:do Ry +jXg| 1 <10.9 Mvar Bus
i1io-%
= _J_ ~ 500 ET'
KW
Vel — lg
Rotor-side Grid-side

converter converter

Figure 4.1 The simulated system schematic diagram [24]
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Table 4.1 Simulation parameters

Parameter Value
Viase 575 V
R, 0.023 p.u.
R, 0.016 p.u.
Lg 0.18 p.u.
L, 0.16 p.u.
L 2.9 p.u.
Nominal stator active power 7.58 MW
Nominal stator active power 1.42 MW
Wy 1.2 p.u.
Conventional PI  Kp, Ki 0.6, 8
Conventional PID  Kp, Ki, Kd 95,901

4.1 Adaptive PID Controller Using Model Reference Adaptive Control MRAC

As mentioned before, the proposed adaptive controller is modeled and designed using a
direct adaptive mechanism called model reference adaptive controller MRAC. The PID
controller that is used in CVDPC controller of the wind farm system uses the MRAC to
tune its values (Kp, Ki and Kd) adaptively, see figure 4.2. The MRAC model consists of

three essential components, reference signal, control signal and adaptive part.
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Figure 4.2 Adaptive PID controller structure

As seen, the input signal to the adaptive controller is the difference between the actual rotor
current (ir) and its reference current (i*) and the output signal is the control signal (eir) that

is used to control stator power Ps of the wind farm.
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4.2 Steady-State Condition

The next two sections illustrate the steady-state condition results of the system for 0
<t < 0.3 seconds. The wind speed is assumed to be 15 m/s when the generator rotates at
w, = 1.2 pu. As a result, 9 MW is produced from the wind system. As the DFIG rotates
at synchronous speed with slip s = —0.2, the system generates active powers ( P, =
7.58 MW and P. = 1.42 MW) which is supplied via both rotor and stator windings to the

grid.

4.2.1 Steady-State Condition of CVDPC Conventional Pl-based and Conventional
PID-based with Identical Pl coefficients

In this part, the values PI coefficients (Kp and Ki) in both methods have assumed to be
similar and then, the comparison has been achieved.
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Figure 4.3 Stator active power with identical Pl coefficients
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Table 4.2 Comparison of CVDPC- conventional Pl-based and PID-based with identical Pl coefficients

Stator side Rotor side
CVDPC MW % MW %
Pl-based 0.028 0.37% 0.015 1.01%
PID-based with 0.0135 0.16% 0.008 0.57%
identical PI
coefficients

As seen from figures 4.3 and 4.4, the maximum value that the stator has reached above the
nominal value for the CVDPC- conventional Pl controller-based is (0.028MW) which
represents (0.37%) of the nominal value of the stator active power. On the other hand, the
maximum value of stator active power for the CVDPC- conventional PID controller-based
with similar values of Kp and Ki is (0.0135MW) which represents (0.16%) of the nominal

value, see table 4.2.

Hence, the CVDPC- conventional PID controller-based gives a smaller fluctuation

compared with that of CVDPC- conventional PI controller-based by (56.75%).
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In the same manner, figures 4.6 and 4.7 show that the rotor active power reached
(0.015MW) above the nominal value for CVDPC- conventional PI controller-based which
represents (1.01%), and for CVDPC- conventional PID controller-based, it reached
(0.008MW) of the nominal value which is (0.57%), see table 4.2 as well. So, in case of
using identical values of Kp and Ki, the CVDPC- conventional PID controller-based gives
a smaller fluctuation compared to that of CVDPC- conventional Pl controller-based by

(43.56%).

Figures 4.5 and 4.8 show the location of each active power points for the CVDPC-
conventional Pl controller-based and CVDPC- conventional PID controller-based with
similar Kp and Ki values and their distance from the nominal value, respectively. The
system with conventional PID-based controller has more active power points located

around the nominal value than that of the system with conventional Pl-based controller,
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hence, the use of conventional PID-based controller is better than the use of conventional

Pl-based when the values of Kp and Ki are assumed to be equal.

4.2.2 Steady-State Condition of CVDPC Conventional Pl-based and Conventional
PID-based with different values of P coefficients

Here, the values of Kp and Ki of CVDPC- conventional PID controller-based are assumed
to be different than those of CVDPC- conventional Pl controller-based and chosen

carefully using an optimization method called the Artificial Bee Colony (ABC).
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Figure 4.9 Stator active power with different values of Kp and Ki
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Table 4.3 Comparison of CVDPC- conventional Pl-based and PID-based

Stator side Rotor side
CVDPC MW % MW %
Pl-based 0.028 0.37% 0.015 1.01%
PID-based with
fixed PI
coefficients 0.0135 0.16% 0.008 0.57%
PID-based with
different values of
Pl coefficients 0.016 0.22% 0.011 0.78%

As seen from figures 4.9 and 4.10, the maximum value of stator active power for the
CVDPC- conventional PID controller-based is (0.016MW) which represents (0.22%) of

the nominal value, see table 4.3.

Hence, the CVDPC- conventional PID controller-based with different values of Kp and Ki
gives smaller fluctuation compared with that of CVDPC- conventional Pl controller-based
by (41.54%), but it gives bigger fluctuation compared with that of CVDPC- conventional

PID controller-based with identical Kp and Ki values by (18.52%).
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In the same manner, figures 4.12 and 4.13 show that the rotor active power reached
(0.011MW) above the nominal value for CVDPC- conventional PID controller-based,
which is (0.78%), see table 4.3 as well. So, the CVDPC- conventional PID controller-based
with different values of Kp and Ki gives a smaller fluctuation compared to that of CVDPC-
conventional PI controller-based by (22.77%), but it gives bigger fluctuation compared
with that of CVDPC- conventional PID controller-based with identical Kp and Ki values

by (37.5%).

Figures 4.11 and 4.14 show the location of each active power points for the CVDPC-
conventional Pl controller-based and CVDPC- conventional PID controller-based with,

different values of Kp and Ki, and their distance from the nominal value, respectively.

As a conclusion, the system with conventional PID-based controller with identical values

of Kp and Ki has more active power points located around the nominal value than that of
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the system with conventional Pl-based controller and with conventional PID-based
controller with different values of Kp and Ki, hence, the use of conventional PID-based

controller with identical values of Kp and Ki is the best in the steady-state condition.

4.2.3 Steady-State Condition of CVDPC Conventional PID-based and Adaptive
PID-based

Following the same procedure that has been applied in the previous section, the maximum

value that the stator has reached above the nominal value for the CVDPC- adaptive PID

controller-based is (0.006 MW) which represents (0.08%) of the nominal value of the stator

active power, see figures 4.15 and 4.16. Whereas, as seen in the previous section, the

maximum value of stator active power for the CVDPC- conventional PID controller-based

is (0.016MW) which represents (0.22%) of the nominal value, see table 4.4.

Table 4.4 Comparison of CVDPC- conventional Pl-based, PID-based and adaptive PID-based

Stator side Rotor side
CVDPC MW % MW %
Conventional PI- 0.028 0.37% 0.015 1.01%
based
Conventional PID- 0.0135 0.16% 0.008 0.57%
based with identical
Kp and Ki
Conventional P1D- 0.016 0.22% 0.011 0.78%
based with different
Kp and Ki
adaptive PID- 0.006 0.08% 0.007 0.49%
based
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Hence, the CVDPC- adaptive PID controller-based gives a smaller fluctuation compared
with that of CVDPC- conventional PID controller-based by about (62.5%) and by (78.6%)

for CVDPC- conventional PI controller-based.
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Also, figures 4.18 and 4.19 show that the rotor active power reached (0.007MW) above the
nominal value for CVDPC- adaptive PID controller-based which represents (0.49%), see
table 4.4 as well. So, the CVDPC- adaptive PID controller-based gives a smaller fluctuation
compared with that of CVDPC- conventional PID controller-based by about (37.2%) and

by (53%) for CVDPC- conventional Pl controller-based.

Similarly, figures 4.17 and 4.20 illustrate the location of each active power points for the
proposed CVDPC- adaptive PID-based controller and CVDPC- conventional PID-based
controller and their distance from the nominal value, respectively. The greater the number
of active power points are close to the nominal value the more the system is optimal. As
seen, the system with the proposed controller has more active power points around the
nominal value, hence, the proposed controller is better than conventional Pl-based and

conventional PID-based.
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Figure 4.21 and 4.22 illustrate the adaptive PID coefficients' values during the steady-state
condition and generated by model reference adaptive control MRAC and applied on the

CVDPC system. The figures include the values of Kp, Ki and Kd.
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Figure 4.21 The values of adaptive PID coiffecients for (1dr) during steady-state condition
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Figure 4.23 illustrates the stator reactive power of the CVDPC controller conventional PID-
based and adaptive PID-based and, as seen, the stator reactive power is equal to zero, as
expected. That is due to the ultimate use of the current capability of RSC for generating

active power, the stator reactive power output of the system is zero [24].

4.3 Transient Condition

4.3.1 Rotor Resistance Changing R,
Changing the rotor resistance Rr is suggested in order to investigate the system behavior
under dynamic response and extreme events. The following figures 4.24 - 4.26 show the

simulation results according to this condition.

At t=0.25 s, the value of rotor resistance Rr is changed to be higher by four times over the
current value. In addition, this part illustrates the robustness of the system during the

parameters variation.

4.3.1.1 Transient Condition of CVDPC Conventional Pl-based and Conventional
PID-based with identical PI coefficients

Figures 4.24 - 4.29 illustrate the effect of increasing rotor resistance Rr. The total, stator

and rotor active power of the system has been experienced the transient state before

returning back to the steady-state condition. The total active power decreases from 9 to

8.67 MW and the stator active power rises from 7.58 to 7.86 MW. In other hand, the rotor

active power reduces from 1.42 to 1.14 MW, while the stator reactive power does not

56



change during all cases due to the ultimate use of the current capability of RSC for

generating active power.
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Figure 4.24 Total active power for CVDPC- conventional Pl and conventional PID based with iddntical
values of Kp and Ki

Figure 4.24 shows the case of changing the value of rotor resistance for the total active
power of the system for CVDPC- conventional Pl controller-based and conventional PID
controller-based with similar values of Kp and Ki. As a result, the settling time of the case
of CVDPC- conventional Pl-based controller is t; = 1.85 s, whereas that for CVDPC-
conventional PID-based controller is about t, = 2 s, see table 4.5. So, when the values of
Kp and Ki are chosen to be similar for both controllers, the system starts to return to its
nominal value and the response of the proposed controller is slower than the CVDPC-

conventional Pl-based controller by about 8.1%.
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Table 4.5 The settling time of CVDPC- conventional Pl-based and PI1D-based

CVDPC Pl-based PID-based with identical
values of Kp and Ki

settling time t 1.85 2
(seconds)
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Figure 4.25 Stator active power for CVDPC- conventional Pl and conventional PID based with identical
values of Kp and Ki

The same behavior is found for the stator active power of the system for both CVDPC-

conventional PI controller-based and conventional PID controller-based, see figure 4.25.

And for the rotor active power, the behavior of both controllers is approximately the same

as expected, see figures 4.26 and 4.29.
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4.3.1.2 Transient Condition of CVDPC Conventional Pl-based and Conventional

PID-based with different PI coefficients
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Figure 4.27 Total active power for CVDPC- conventional Pl and conventional PID based with different
values of Kp and Ki
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Figure 4.27 shows the case of changing the value of rotor resistance for the total active
power of the system for CVDPC- conventional Pl controller-based and conventional PID
controller-based with different values of Kp and Ki. In this case, the settling time of the
case of CVDPC- conventional PID-based controller is t; = 1.5 s, see table 4.6. So, the
system starts to return to its nominal value and the response of the proposed controller is
faster than the CVDPC- conventional Pl-based controller by about 19% and then the

CVDPC- conventional PID-based controller with similar values of Kp and Ki by about

19%.
Table 4.6 The settling time of CVDPC- conventional Pl-based and PI1D-based
CVDPC Pl-based PID-based with | PID-based with
identical Kp and | different Kp and Ki
Ki
settling time ¢, 1.85 2 1.5
(seconds)
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The same behavior is found for the stator active power of the system for both CVDPC-

conventional PI controller-based and conventional PID controller-based, see figure 4.28.
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Figure 4.29 Rotor active power for CVDPC- conventional Pl and PID based with different values of Kp and
Ki
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And for the rotor active power, the behavior of both controllers is approximately the same

as expected, see figures 4.26 and 4.29.

By comparing table 4.3 and 4.6, it is easy to conclude that, the system with conventional
PID-based controller with different values of Kp and Ki is more robust during parameter

variation and gives reasonable behavior during steady-state condition.

4.3.1.3 Transient Condition of CVDPC Conventional PID-based and Adaptive
PID-based

In this part, figures 4.30 and 4.31 present the case of changing the value of rotor resistance

for the total active power of the system for CVDPC- conventional PID-based controller

and adaptive PID-based controller. As a result, the settling time of the case of CVDPC-

conventional PID-based controller is t; = 1.5 s as seen previously, whereas that for

CVDPC- adaptive PID-based controller is about t; = 1.1 s, see table 4.7.

Table 4.7 The settling time of CVDPC- conventional Pl-based, PID-based and adaptive PID-based

CVDPC Conventional Conventional Adaptive

Pl-based PID-based
PID-based

settling time t,

1. 1. :
(seconds) 85 > 11

So, the system starts to return to its nominal value and the response of the proposed
controller is faster than the CVDPC- conventional PID-based controller by about 26.7%

and then that of the CVDPC- conventional Pl-based controller by about 40.5%.
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And for the rotor active power, the behavior of all controller cases is the same as expected,

see figures 4.26, 4.29 and 4.32.
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Figure 4.32 Rotor active power for CVDPC- conventional PID-based and adaptive PID-based
Figures 4.33 and 4.34 illustrate the adaptive PID parameters' values during the transient

condition and obtained by model reference adaptive control MRAC and applied on the

CVDPC system. The figures include the values of Kp, Ki and Kd.
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4.3.2 Wind Speed Disturbance

In this section of the evaluation, the wind speed is changed in order to check the system
transient conditions and the compression has been achieved for the CVDPC conventional
Pl-based, PID-based and adaptive PID-based controllers. Figures 4.35 — 4.38 illustrate the
simulation results of this evaluation part. At t = 0.32s, the wind speed step decreases

suddenly from 15m/s to 10m/s and, see figure 4.35.
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Figure 4.35 Wind speed disturbance

As a result, the rotor speed goes down to 0.8p.u. from 1.2p.u., see figure 4.36. In the same
vein, figure 4.37 shows that the production of the stator active power reduces from 7.85
MW to 2.8 MW and 20% of the stator active power is fed back to the machine via the

converters (p,=-0.6 MW).
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Figures 4.36 — 4.39 show that, the generator is in steady state condition where the wind
speed is 15m/s and rotor speed is 1.2p.u., but suddenly, wind speed drops to 10m/s and
rotor speed starts to decrease gradually. The controller detects the sudden drop in wind
speed and starts to increase the stator active power to about 9.8MW by increasing rotor
current Idr. Since rotor speed is decreasing very slowly due to the inertia of the turbine, the
rotor active power will decrease accordingly, and the stator active power is almost
remaining the same until the rotor active power reaches zero, then the rotor starts to absorb

power from the grid till about 2MW.

At this point, the stator active power decreases, and the rotor active power starts to increase.
Following the same behavior, the stator active power reduces until it reaches zero, then it
starts to absorb power from the grid which means that the generator acts as a motor.

Consequently, the rotor speed keeps increasing.

The system returns to its steady-state condition and the values of generator becomes as

following: the stator provides (generate) 2.8MW and the rotor absorb (consume) 0.6MW.

As seen, it can be concluded that the response of CVDPC during wind speed disturbance
is better when the adaptive PID controller is handled. So, the system is more robust and
faster in response when the proposed CVDPC adaptive PID- based is used in the wind

energy farm.
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CHAPTER S

CONCLUSION and RECOMMENDATION

5.1 CONCLUSION

In conclusion, the combined vector and direct power control CVDPC is a control system
that attains the advantages of two controllers: vector control CV and direct power control
DPC. These advantages include lower power ripple, lower harmonic distortion, robust
against parameter variations and rapid dynamic responses. The use of conventional (PI)
controller in CVDPC is necessary in order to guarantee the stability of system even though
it will affect the quality of performance of the system. In this thesis, the model reference
adaptive controller MRAC is used to optimize the coefficients of the PID controller
adaptively. The performance of the proposed controller (CVDPC adaptive PID-based) is
compared with that of the CVDPC based on conventional Pl and PID controllers by
studying the steady-state and transient conditions of the output power of the system.
Simulation results showed clearly that the proposed controller has a superior performance
compared to the other controllers in damping power oscillation and improving the transient
stability and the robustness of the DFIG systems when they are subjected to external
disturbances. The CVDPC adaptive PID-based controller demonstrated a satisfying system
performance by lowering the power ripple, achieving high dynamic response and
increasing the system robustness under both steady-state and transient conditions, even

with parameter variations.
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5.2 FUTURE WORK

This work can be extended and examined using several ways such as,

1- applying real wind speed data instead of using fixed values of wind speed to examine

the system response and robustness.

2- The simulation can be done with other scenarios of adaptive controllers such as particle

swarm optimization PSO in order to speed up and minimize the simulation time.
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