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Induction motor is a very essential component in many applications due to its

various important and useful features. However, because of its complicated dy-

namics, induction motor control is not a trivial task. In the two recent decades,

many studies have been devoted to tackle this problem, aiming to achieve some

control objectives such as angular speed regulation, magnetic flux regulation, fault

detection and energy consumption optimization. Consequently, many control tech-

niques have been presented as solutions to this problem. The objective of this thesis

is to construct an angular speed tracking controller for a voltage-controlled induc-

tion motor subject to unknown input nonlinearities. These nonlinearities include

symmetric/asymmetic dead-zones, backlash as well as Bouc-Wen hysteresis. In

addition, the controller is designed to compensate for unknown external load torque

xxiv



applied to the induction motor rotor. In order to accomplish these objectives, the

adaptive backstepping mechanism is utilized to design the controller to achieve the

desired outcome. Furthermore, an extensive induction motor simulations are per-

formed with the developed controller against a variety of reference inputs including

constant, ramp and sinusoid. The results shall prove design validity by achieving

a bounded-error trajectory tracking.
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 ملخص الرسالة

 
 

 حسن محمد علي آل أبوديب    الاسم الكامل:
 

 دخلات غير الخطيةملمحركات الحثية الخاضعة لباالتحكم     عنوان الرسالة:
 

 هندسة كهربائية   التخصص:
 

   2017ديسمبر   تاريخ الدرجة العلمية:
 
 

 إلا أن .تلفةالمخ من التطبيقاتكثير في ال جدا   مفيدة التي تجعلهو الخواص المميزةمن بالعديد المحرك الحثي يتمتع 

عديد من . في العقدين الأخيرين تم تكريس النموذجه الرياضيسهلة بسبب تعقيد المهمة بالالتحكم بالمحرك الحثي ليس 

تنظيم  ،من قبيل التحكم بسرعة دوران المحرك أهداف التحكم بالمحرك الحثيالدراسات التي تهدف إلى تحقيق بعض 

 .ي هذا المجالف الجديدة التحكمتم تقديم العديد من تقنيات  لذلكونتيجة  ،وتحسين استهلاك الطاقة تدفق المغناطيسيال

)الذي يمكن التحكم به من خلال  يالحث لمحركلدوران تتبع سرعة اللوحدة تحكم  استنباط الهدف من هذه الرسالة هو
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CHAPTER 1

INTRODUCTION

Before exploring the details of this work, it is important to have some preliminary

background about the subject’s keywords; induction motors and input nonlinear-

ities. This chapter is dedicated to provide an overview of both topics in a nutshell

and then, to present the thesis main objective and the work organization for next

chapters.

1.1 Introduction to Induction Motors

1.1.1 Basics, operation and applications

The induction motor (IM) is an electromechanical device that converts electrical

energy to mechanical energy by means of electromagnetic induction. It can be

either single phase or three-phase. It consists of two main parts:

(1) The stator, the stationary part which supplies the IM with power. It consists

of three main parts; the frame, the core and the winding.
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(2) The rotor, the rotating component of the IM to which the mechanical load is

connected through a shaft. It can be made of laminated steel core with evenly

spaced conductor bars as in squirrel-cage rotor. The core can also be cylindrical

made from laminated steel but with slots to hold the three-phase windings as in

wound rotor. In both cases, bars/windings are permanently short-circuited.

The operation of the IM can be summarized as follows:

AC power is supplied to the stator windings. The resulting electrical current

creates a magnetic field in the air gap between the stator and the rotor. In this

context, the synchronous speed ωs is defined as the rotating speed of the magnetic

field. Because the supplied power is alternating, magnetic flux is changing as well.

Based on Faraday’s law and Lenz’s law of electromagnetic induction, current is

induced in the rotor’s windings/bars in the direction opposing the change in the

magnetic flux. So, by Lorentz law, the magnetic field interacts with the induced

current in the rotor, producing a torque causing it to rotate in the direction of

the field. Note that as the rotor gains more speed, the change in magnetic flux

drops down so does the magnitude of the rotor’s induced current. As the rotor

speed approaches ωs, there will be no induced current in the rotor. Once this

point is reached, the rotor speed drops down due to friction since no Lorentz

force is exerted. Finally, the change in the rotor speed causes a change in the

magnetic flux and thus current induction takes place again in the rotor and the

cycle repeats. As a result, IM rotor speed cannot exceed the synchronous speed

ωs, hence the name asynchronous motor [1].
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Figure 1.1: Examples of induction motors

IM has a number of interesting features including power/mass ratio, low moment

of inertia, low torque ripple, low cost, small size, robustness, simple construction

and easy maintenance. Because of these useful features, IM has been an essential

part in wide areas of applications such as actuators, air conditioning/heating

equipments, pump equipments, conveyor systems, electric vehicles, appliances,

...etc [2, 3, 4].

1.1.2 Control objectives and challenges

Since IM is a crucial component in many applications, IM control problem has

become one of the major concerns. Each application needs a certain IM opera-

tional performance, which requires achieving specific control goals. These goals

include power consumption optimization, IM speed tracking/regulation, fault de-

tection and and flux regulation. However, IM control is not an easy problem.

IM model has a multi-variable coupled nonlinear dynamics. Some model param-

eters are time-varying. In addition, some states (speed, flux) are not accessible

for measurements with cheap and reliable sensors [3, 5]. The load torque is usu-

3



ally uncertain and has to be accounted for in the controller design. In short, the

combination of control objectives and model complexity makes the control prob-

lem more and more challenging. Thus, many researches have been motivated to

propose solutions to this problem.

1.1.3 Control approaches

In the recent decades, there has been a great number of researches focusing on IM

control. Consequently, a significant progress has been made that led to introduc-

ing new techniques. These IM control approaches/trends can be summarized by

the following schemes [4]:

Scalar control: This approach is used for applications with low cost/ low perfor-

mance IM drives. It is done by adjusting the magnitude/frequency of either the

current or the voltage source. Examples of this approach includes slip frequency

control and V/f control.

Vector control: In contrast to scalar approach, vector control is used for expen-

sive high performance applications. The approach controls the magnitude/phase

of the voltage or the current vector. Examples of this approach include field orien-

tation control (FOC) as well as direct torque control (DTC). In these techniques,

the aim is to reduce the complex nonlinear system structure to a linear form.

Both techniques are very successful IM control methods.

Speed sensorless control: In this scheme, estimation algorithms are utilized

to eliminate the need for speed/position sensors. such algorithms involve lengthy
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computations based on the system parameters in addition to the terminal volt-

ages/currents.

Intelligent control: Such as fuzzy logic and neural network methods. These

techniques are becoming more common among IM control studies. They proved

to be very helpful when dealing with complicated nonlinear systems with parame-

ters variations (such as IM system) and help simplify very complex computations.

Backstepping control: This technique has shown to be useful in IM control and

a number of researches adopted it. The dynamical structure of the IM system is

suited for applying such technique. It is also applied in the controller design of

this project.

1.2 Input Nonlinearity Phenomena

Many different electrical and mechanical industrial applications (such as DC mo-

tors, servomotors, tubular linear motors, piezoelectric stages, sensors, amplifiers,

gears, hydraulic actuators, mechanical connections ...etc ) experience some of

input nonlinearity phenomena during their operations [6, 7, 8, 9]. These non-

linearities are caused by imperfect system components in most of the cases [10].

They can be either static as dead-zones or dynamic as backlash and hysteresis,

each of which having different behaviors. For instance, the dead-zone is a mem-

oryless phenomenon that results in insensitivity towards input in specific region

of operation. Thus, the input has no effect on the system within this region. On

the other hand, backlash or hysteresis can cause input delays in addition to input
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insensitivity as in dead-zones as well as having dynamic input/output nature. In

addition, the parameters that characterize these nonlinearities (static or dynamic)

are usually poorly known or completely unknown.

Such phenomena lead to system performance degradation. It might result in un-

desired output behavior, such as delays, oscillations, limit cycles [11] and even

system instability [12]. This issue poses even a bigger problem in systems with

high precision control [13]. It is worth mentioning that a nonlinearity such as

dead-zone even with small region of operation can have a very serious effect on

the system’s output and can lead to a very undesirable control accuracy. There-

fore, input nonlinearity behavior has to be resolved completely in order to avoid

these problems.

1.3 Thesis Objective and Organization

As stated previously, IM’s are very important for many different applications be-

cause of their valuable features. However, IM control is a difficult task due to the

model complexity and it is still an open research area. Many studies have con-

tributed to this subject by introducing new techniques and solving new problems.

In this thesis, the objective is to design and simulate a feedback controller to the

IM system to force the angular speed to follow specific known trajectory functions

(constant, ramp and sinusoid). The IM system in this problem is subjected to

static/dynamic input nonlinearities including; symmetric dead-zone, asymmetric

dead-zone, backlash and Bouc-Wen hysteresis. Each of these nonlinearities in-
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troduced at the system’s input has unknown parameters. In addition to input

nonlinearity uncertainty, the IM system is operating while being connected to

some unknown external load torque. The feedback controller is designed accord-

ing to the mechanism of adaptive backstepping. Such method has shown to be a

very powerful and successful tool to control nonlinear systems with uncertainties.

The designed controller shall be able to accomplish the desired tracking target

and simultaneously compensate for the effect of uncertain input nonlinearity and

unknown external torque. The aim is to achieve trajectory tracking with bounded-

error, which is a sufficient practical goal.

The scope of the thesis is organized as follows: chapter two provides a literature

survey of recent published works related to methods for IM control and input non-

linearity compensation. Next is chapter three which introduces different models of

IM and present the selected model for this project. In chapter four, the IM speed

tracking backstepping controller is designed. Chapter five discusses the effect of

input nonlinearity, introduces symmetric dead-zone nonlinearity and modifies the

controller developed in the previous chapter. The modification is aimed to com-

pensate for the effect of the symmetric dead-zone. In chapter six the asymmetric

dead-zone nonlinearity is introduced and the controller is re-designed accordingly.

Backlash models and control are presented in chapter seven. In chapter eight,

Bouc-Wen hysteresis model and control are discussed. All controllers developed

are simulated using MATLAB SIMULINK. The simulation results are plotted

and displayed at the end of each corresponding chapter. Finally, the thesis is
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concluded in chapter nine along with a discussion of possible future work.
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CHAPTER 2

LITERATURE REVIEW

The review of relevant materials consists of two parts; reviewing current IM control

methods and reviewing of input nonlinearity compensation techniques.

2.1 Induction Motors Control

IM control using scalar method has been very popular and practical for many

applications. The method aims to keep the voltage to frequency ratio V/f as a

constant quantity in order to maintain the magnetic flux of the motor. One of the

most important advantages of this approach is its simplicity. Such an approach

does not require complex hardware to be applied and can be implemented at low

cost. The disadvantage of this method, however, is its mediocre outcome perfor-

mance. Study [14] is an example of this method enhanced version. It works for

industrial applications that do not require very precise control output. In addi-

tion, it introduces a slip compensation technique that does not require neither

speed sensing or flux estimations. Another example can be seen in [15], where
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a scalar neural network IM control scheme is proposed. The scheme uses new

way for speed estimation using space vector modulation by a scalar control tech-

nique. In research [16], a scalar IM control approach with fuzzy control system

is presented. The system utilizes an embedded digital signal processor (DSP) to

implement the control scheme to keep the ratio of the IM source voltage-frequency

constant.

On the other hand, the most famous method for IM control is vector control,

which includes field oriented control (FOC) and direct torque control (DTC). The

idea in field oriented control scheme is to use the appropriate transformation to

decouple the field producing current and the torque producing current. Based on

the method to obtain rotor flux orientation, FOC can be either direct by develop-

ing a method to sense the rotor flux or indirect by flux estimation. This method

is widely used in literature [1]. References [17] and [18] are some examples of

applying FOC. On the other hand, DTC method as the name suggests, is a mech-

anism to directly control the torque and the stator flux. This is done by utilizing

a hysteresis controller based on bang-bang control method. Knowledge of stator

variables plays a major role in the controller design. Such a method is favored

by many researches due to its fast torque response time [1]. Some examples of

studies based on IM DTC can be seen in [19, 20] and [21].

In addition to the above methods, many of the recent works of IM controller de-

velopment are based on intelligent control techniques schemes. The techniques

are sometimes combined with vector control or scalar control techniques as al-
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ready mentioned previously. The followings are examples of fuzzy/neural network

(NN) techniques. In [16] IM speed was controlled using a compact embedded

fuzzy control system, which uses speed error and speed error variations to modify

the voltage of a pulse width modulator inverter. In [22], a fuzzy credit-assigned

cerebellar model articulation technique (FCA-CMA) was employed to design the

IM speed sensorless controller. This method uses a multi-estimator that performs

a real-time accurate estimation of the speed regardless of any variations in the

parameters. The multi-estimator is utilized by the FCA-CMA controller in the

learning process to ensure speed faster convergence. Also, in [17], Takagi-Sugeno

(T-S) fuzzy model was used to develop an integral fuzzy controller. It uses a

fuzzy observer to estimate the rotor flux. The control design uses a Linear Ma-

trix Inequality (LMI) approach to achieve H∞ tracking performance. In addition,

[23] proposes a new fuzzy vector control approach of IM. This approach solves

the coupling problem in the IM model by using the inverse version of the model.

In [24], the IM speed tracking controller is a self-tuning Multiresolution wavelet-

fuzzy based. The speed error between the actual and the set is resolved into

different frequency components by a discrete wavelet transformation. The gain

of the controller is calculated by a fuzzy self-tuning algorithm. Furthermore, the

controller can follow an adaptive supervisory fuzzy-cerebellar model articulation

scheme as in [20]. The method is model-free. The controller is both learning

and approximating the system dynamics as well as tuning the tracking error to

a specified bound. In [15], the controller objective is achieved by using a scalar
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control scheme based on neural network technique. A reference model neuro-fuzzy

sliding mode based controller is proposed in [25]. The speed error is used to train

its connective weights. In [26], a back propagation network algorithm is used to

train a linear NN. This network is used in a model reference adaptive system to

construct the IM controller, which is applied both in simulation and prediction

modes.

Backstepping is a strong tool to control nonlinear systems such as IM dynamical

model. Also, it is of a particular interest to this research as it shall be seen in

the proposed controller design in the coming chapters. So, it is worth mentioning

that a number of researchers developed the IM controller based on backstepping

schemes, combined with one or two of previously discussed methods. For exam-

ple, a sensorless robust observer-based backstepping IM controller is proposed in

[27]. To cope with system uncertainties and perturbations, an FOC method was

combined with the controller. In [28], the author used output feedback adaptive

backstepping control technique, incorporated with a sliding mode flux observer.

The controller drives the output asymptotically towards the reference input. Also,

in study [29], a speed sensorless backstepping controller was employed to stabi-

lize the error in the flux and in the torque, backed up by fast search methods to

increase efficiency. In paper [3], the authors tried to set a global mechanism to

deal with the IM control problem. The proposed controller is nonlinear adaptive

multi-loop backstepping based with multiple control objectives, including speed

regulation and flux optimization. The objectives’ performances have been mea-
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sured by applying tools from Lyapunov stability and averaging theory.

2.2 Input Nonlinearity Compensation

Many studies tackled the problem of input nonlinearity applied to various systems.

The methods employed to develop a compensating controller can be summarised

in three main approaches [30]. The first approach is to build the inverse model of

the nonlinearity. This is done by utilizing the exact, the approximate or the adap-

tive form of the inverse model. Originally, this approach can be traced back to

[31, 32] and [33]. Many examples of this method can be seen in the recent studies.

For instance, [34] and [35] both use fuzzy-based adaptive backstepping technique

to control strict-feedback nonlinear systems with unknown dead-zone input by

developing the adaptive inverse model. In [36], the inverse model method is used

to construct a robust/adaptive precision motion controller for electrical drive sys-

tems having unknown input dead-zones. Another example is seen in [9] in which

this approach is used to compensate for the asymmetric dead-zone input applied

at a class of nonlinear dynamic systems. In this method, an indirect parameter

estimation algorithm is used to obtain estimates of the input dead-zone parame-

ters with high accuracy. Similarly, this approach can be used to compensate for

systems with unknown backlash input as well as other types of hysteresis. For ex-

ample, an inverse backlash model based robust compensation method is developed

to control a class of nonlinear system with unknown symmetric backlash input in

[37] and asymmetric backlash as in [38]. In [39], a modified inverse Bouc-Wen
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model based dynamical control technique is proposed to handle rate-dependent

hysteresis in Piezoelectric actuators. Employing this method results in a real-

time online hysteresis compensation. Another example of Bouc-Wen hysteresis

compensation is seen in [40], where a class of uncertain nonlinear systems with

input hysteresis is considered. The developed method constructs a perfect inverse

of the hysteresis which is utilized with an adaptive backstepping controller. The

outcome shows that such a technique can result in asymptotic stability and tran-

sient behavior improvement. Another class of nonlinear systems with Bouc-Wen

hysteresis compensation is presented in [41]. Again, the inverse approach is ap-

plied with adaptive neural algorithm. It results in semiglobal uniform ultimate

boundedness of the outcome.

The second approach tackles the problem using adaptive and robust control tech-

niques without attempting to build any inverse models, in contrast to the first ap-

proach. This method might capitalize in convex-optimization tools to deal with

the input nonlinearities, being a dead-zone or a hysteresis. The followings are

some examples of dead-zone input compensation in the literature. In paper [13],

an adaptive control of nonlinear systems with non-symmetric dead-zone inputs

has been discussed. The method requires minimum knowledge about the dead-

zone bounds. It results in bounded signals and bounded-error trajectory tracking.

Also, in [6], the author developed an adaptive controller to stabilize a class of non-

linear feedforward systems with unknown symmetric/non-symmetric dead-zone

inputs. The technique is based on invariant manifold approach supported by an
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adaptive/robust compensation method. In [42], an adaptive iterative learning NN

based method to control a class of time varying nonlinear system with unknown

dead-zone input was introduced. The method used Lyapunov-like composite en-

ergy function to prove the convergence of the system’s output to the desired tra-

jectory. In addition, adaptive fuzzy control schemes of nonlinear systems with an

unknown dead-zone input were presented in [43] for pure-feedback stochastic sys-

tems, in [8] for strict-feedback nonlinear systems using backstepping and in [44] for

a class of uncertain multi-input multi-output (MIMO) chaotic systems. In addi-

tion, the followings are examples for the compensation controllers of systems with

backlash and Bouc-Wen hysteresis the literature. An unknown backlash input

Timoshenko beam vibration control using adaptive boundary control algorithm is

presented in [45]. Also, [46] discusses the issue of stability/stablization of linear

systems with unknown backlash input and designed a stabilizing controller based

on convex optimizations tools. In [30], the author developed a generalized strategy

to design a compensation controller for a class of feedforward nonlinear system

subjected to an uncertain backlash hysteresis input. To illustrate its performance,

the method was applied to a non-minimum phase mechanical system which then

was accompanied by real-time experiments and numerical simulations. Other re-

cent researches are devoted to backlash-like hysteresis input compensation using

adaptive fuzzy control methods as in [47] or adaptive NN techniques as in [48].

In [49], the compensation of a class of time-varying nonlinear system in a non-

strict-feedback form with unknown direction Bouc-Wen hysteresis is discussed.
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The compensation uses adaptive/neural techniques to ensure practical stability

of the system where tracking errors stay within a reasonable neighbourhood of

the origin. Other research [50] utilizes an adaptive backstepping mechanism and

Nussbaum gain approach to compensate for Bouc-Wen hysteresis input in a type

of nonlinear systems with parametric uncertainties to achieve asymptotic tracking

performance.

The third approach is based on replacing the non-smooth input nonlinearity by

a smooth input function. This function provides a reliable estimate version of

the actual nonlinearity. This approach can be seen in [51] which provides a NN

strategy to approximate piecewise continues function with finite number of dis-

continuities.

Now, the method to be developed in this research follows the second approach, i.e.,

without the development of the nonlinearity inverse model. Unlike the method

in [13], this method relies only on one adaptation parameter dedicated for input

nonlinearity compensation. There is another adaptive parameter in the method.

However, it is utilized to compensate for another problem, i.e., the unknown ex-

ternal torque effect. The method shall result in construction of a feedback that

achieves ”practical” stability. Both the development and the proof of stability are

done simultaneously in one stage thanks to the method of adaptive backstepping

introduced later in the coming chapters. In principle, the method can provide a

precise mechanism to compensate for any dead-zone/backlash/Bouc-Wen hystere-

sis input nonlinearities effect with any parameters values.
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CHAPTER 3

IM SYSTEM MODELING

IM system has a number of models available in the literature. Different models

can be useful for different IM applications. The sole purpose of this chapter is to

present the IM dynamical model that suits this research.

3.1 IM Dynamical Models

Before introducing any mathematical models for IM, it is important to know

the conditions under which such models are precise and actually represent the

operation of actual IM device. The next assumption introduces these conditions.

Assumption 1. The IM models to be discussed in this chapter and studied

throughout this work are valid under the following conditions:

1) The equivalent magnetic circuit is fully linearized.

2) Iron and stray losses can be neglected.

3) The air gap magnetomotive force (mmf) is a sinusoidal function.

4) The three-phase distributed windings are balanced and symmetrical.
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In case of balanced three-phase IM, the following current relation holds:

iA + iB + iC = 0, (3.1)

where iA, iB, iC are the three-phase current components and A, B, C are defined

as the three-phase 120-degree separated complex phase axes. The stator current

Is is defined in complex representation as [52]:

Is =
2

3
(iA + ej2π/3iB + ej4π/3iC). (3.2)

Now, the three-phase IM system can be transformed into a two-phase system. This

process reduces the number of stator current components from three (iA, iB, iC)

to two orthogonal components (ia, ib), where a, b are stationary reference points.

This process is known as Clarke transformation. This results in the transformation

to what can be referred to as a-b stationary frame of reference. Below equation

describes the process [53]:

ia
ib

 =

2
3
−1

3
−1

3

0
√
3
3
−
√
3
3



iA

iB

iC

 . (3.3)
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In addition, this transformation can be reversed as follows:


iA

iB

iC

 =


1 0

−1
2

√
3
2

−1
2
−
√
3
2


ia
ib

 . (3.4)

The dynamics of this model can be described by the following fifth order coupled

nonlinear system [54]:

ω̇ =
npLm
JLr

(λaib − λbia)−
F

J
− TL

J

λ̇a = −Rr

Lr
λa − ωλb +

RrLm
Lr

ia

λ̇b = −Rr

Lr
λb + ωλa +

RrLm
Lr

ib

i̇a = −(
Rs

σ
+
L2
mRr

σL2
r

)ia +
LmRr

σL2
r

λa +
Lm
σLr

ωλb +
1

σ
va

i̇b = −(
Rs

σ
+
L2
mRr

σL2
r

)ib +
LmRr

σL2
r

λb −
Lm
σLr

ωλa +
1

σ
vb, (3.5)

where ω denotes the IM rotor angular speed in [rad/s], λa, λb denote the compo-

nents of the rotor flux in [Wb], ia, ib denote the components of stator current in

[A], va, vb denote the stator input voltages in [V ] and F , TL denote friction force

and external torque in [Nm] respectively. In addition, let J , Lr, Ls, Lm, Rr, Rs

denote mechanical inertia in [Kg · m2], rotor, stator and mutual inductances in

[H], rotor and stator resistances in [Ω], respectively. Note that F , np and σ are
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defined as follow (µ denotes the coefficient of friction in [Kg ·m2/s]):

F = µ ω,

np =
3

2
(pole pairs),

σ = Ls −
L2
m

Lr
. (3.6)

In addition to the stationary two-phase system, there is another important two-

Figure 3.1: (A,B,C) Phasor representation with the corresponding a-b stationary
frame of reference representation

phase orthogonal representation of the IM dynamics in rotational coordinates or

d-q frame of reference. To transform the IM system from a-b stationary to d-q

rotational synchronous frame of reference, Park transformation is applied. The
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following equation describes the operation [55]:

yd
yq

 =

 cos(θ) sin(θ)

−sin(θ) cos(θ)


ya
yb

 , (3.7)

where y represents either the current i, the flux λ or the voltage v component in

the specified frame of reference whereas θ represents the angle of the rotor flux.

Note that, the motor synchronous speed ωs is the time derivative of θ, that is:

θ̇ = ωs. (3.8)

In addition, the inverse transformation is obtained as follows:

ya
yb

 =

cos(θ) −sin(θ)

sin(θ) cos(θ)


yd
yq

 . (3.9)

By utilizing the transformation described by (3.7) and the state variables in (3.5),

the IM system model in the d-q frame of reference can be represented by the
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following system of dynamical equations:

ω̇ =
npLm
JLr

(λdiq − λqid)−
F

J
− TL

J

λ̇d = −Rr

Lr
λd + (ωs − ω)λq +

RrLm
Lr

id

λ̇q = −Rr

Lr
λq − (ωs − ω)λd +

RrLm
Lr

iq

i̇d = −(
Rs

σ
+
L2
mRr

σL2
r

)id +
LmRr

σL2
r

λd +
Lm
σLr

ωλq + ωsiq +
1

σ
vd

i̇q = −(
Rs

σ
+
L2
mRr

σL2
r

)iq +
LmRr

σL2
r

λq −
Lm
σLr

ωλd − ωsid +
1

σ
vq. (3.10)

Figure 3.2: Visual description of Park transformation
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3.2 IM Model for the Research

Throughout this study, the stationary IM model is considered. In order to achieve

the same results -which are explored in next chapters- with other models, the

appropriate transformation should be applied. Before advancing any further with

the selected model (3.5), the following assumption is very essential to note.

Assumption 2. All systems parameters (resistances, inductances, moment of

inertia, coefficient of friction and number of pole pairs) are assumed to be known

constants. Also, system state variables (rotor speed, flux and current) are all

assumed to be available for measurements. Note that in real life implementation

IM magnetic flux is mostly not measurable needs to be estimated.

In order to simplify the model, define the following constants:

k0 =
µ

J
, k1 =

npLm
JLr

, k2 =
Rr

Lr
, k3 =

RrLm
Lr

,

k4 = (
Rs

σ
+
L2
mRr

σL2
r

), k5 =
LmRr

σL2
r

, k6 =
Lm
σLr

, k7 =
1

σ
. (3.11)

To make the model even more convenient, rename the state variables

(ω, λa, λb, ia, ib) to (x1, x2, x3, x4, x5) respectively. Also, rename the sys-

tem inputs (va, vb) to (u1, u2) respectively. The IM dynamical model after
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simplification, becomes:

ẋ1 = −k0x1 + k1(x2x5 − x3x4)−
TL
J

ẋ2 = −k2x2 − x1x3 + k3x4

ẋ3 = −k2x3 + x1x2 + k3x5

ẋ4 = −k4x4 + k5x2 + k6x1x3 + k7u1

ẋ5 = −k4x5 + k5x3 − k6x1x2 + k7u2. (3.12)

Throughout this work, the IM system described by the dynamical model (3.12) is

used both in design and simulation.
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CHAPTER 4

BACKSTEPPING

CONTROLLER DESIGN

As stated earlier, the objective is to design an IM tracking control feedback that

compensates for the system’s uncertainties caused by both the input nonlinearity

and the external load torque. In this chapter, the method of adaptive backstepping

is introduced. This mechanism is utilized throughout this work to achieve the

desired control objective.

4.1 Introduction to Adaptive Backstepping

Backstepping is a control technique that is based on Lyapunov stability theory

and LaSalle-Yoshizawa theorem [56]. The technique is very-well known and has

proven to be an excellent tool for nonlinear systems control. It is a systematic

approach to break down a complex nonlinear system into simpler subsystems and

recursively develop a ”virtual feedback controller” for each subsystem as a func-
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tion of the system’s state variables, which helps in constructing the final control

input to the original system. More specifically, in each stage, a subsystem virtual

control is chosen, which is utilized as reference for the next subsystem design and

so on. Controller development is done simultaneously with the construction of

the system’s Lyapunov function V (x) which consists of the sum of the Lyapunov

functions of each individual subsystem. Upon reaching the final stage, V (x) is

completely constructed and the original system input can be selected according

to the desired control objective. Adaptive control methods and backstepping tech-

nique can easily be combined together to form the adaptive backstepping mech-

anism. This is done by modifying system Lyapunov function V (x) to minimize

the unknown parameter estimations’ errors. The parameter adaptive laws can be

developed simultaneously with backstepping design procedures. Thus, the new

controller is a backstepping static feedback that is dependent on the parameter

estimates. These estimates are updated continuously via dynamic update laws

[52].

4.2 Adaptive Backstepping Controller Design

Consider the IM system (3.12) and define T̂L as the adaptive parameter associated

with the external load torque TL and the corresponding error T̃L as:

T̃L = TL − T̂L. (4.1)
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Assumption 3. TL is an unknown constant with known positive boundaries

TLmin and TLmax, such that TLmin ≤ TL ≤ TLmax.

Define the errors e1, e2 as:

e1 = x1 − r,

e2 = ė1 +
T̃L
J

, (4.2)

where r(t) is a known bounded differentiable reference trajectory. Taking the

derivatives, the below system is obtained:

ė1 =e2 −
T̃L
J

,

ė2 =− k0(k1x2x5 − k1x3x4 − k0x1) + k1x5(−k2x2 + k3x4

− x1x3)− k1x4(−k2x3 + k3x5 + x1x2)− k1x3(k6x1x3

− k4x4 + k5x2 + k7u1) + k1x2(−k6x1x2 − k4x5

+ k5x3 + k7u2) +
˙̃TL
J

+ k0
TL
J
− r̈. (4.3)

The IM control design approach can be summarized as follows:

In order to drive IM speed according to a reference trajectory, the tracking error

has to be minimized. Thus, the design ultimate objective is to stabilize this error.

The first step is to apply backstepping technique to come up with a stabilizing

controller for the error system in (4.3). The feedback must have an adaptive com-

ponent to cope with the external torque effect. The next step is to tackle the

same problem but after introducing input nonlinearities (dead-zone or hystere-
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sis) to the system. Again, to account for the system’s uncertainties, additional

adaptive laws shall be introduced to update the feedback accordingly. In short,

the control feedback development is done in two stages; without and with input

nonlinearities respectively. The first stage is done in this chapter while the second

stage is to be completed in next chapters.

Back to system (4.3). Following the backstepping procedures, the control input is

chosen such that the time derivative of the system’s Lyapunov function is negative

definite, that is V̇ ≤ 0. Let:

V1 =
1

2
e21 ≥ 0. (4.4)

Taking the derivative, results in:

V̇1 = e1ė1 = e1(e2 −
T̃L
J

). (4.5)

Set the virtual feedback φ = −c1e1, c1 being a selected positive constant:

V̇1 = e1(e2 −
T̃L
J

) = e1φ+ e1(e2 −
T̃L
J
− φ)

= −c1e21 + e1(e2 + c1e1)− e1
T̃L
J

. (4.6)

Now, consider the Lyapunov function:

V = V1 +
1

2
(e2 + c1e1)

2 +
1

2α
T̃ 2
L ≥ 0, (4.7)
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where α is a selected positive constant. The function can be differentiated as

follows:

V̇ =V̇1 + (e2 + c1e1)(ė2 + c1ė1) +
1

α
T̃L

˙̃TL

=− c1e21 + e1(e2 + c1e1)−
e1
J
T̃L +

1

α
T̃L

˙̃TL

+ (e2 + c1e1)(ė2 + c1ė1)

=− c1e21 − c2(e2 + c1e1)
2 − T̃L(

e1
J
−

˙̃TL
α

)

+ (e2 + c1e1)(ė2 + (1 + c1c2)e1 + (c1 + c2)e2 − c1
T̃L
J

), (4.8)

where c2 is a selected positive constant. Define Υ and W as follow:

Υ = ((1 + c1c2)e1 + (c1 + c2)e2 − k0(k1x2x5 − k1x3x4

− k0x1) + k1x5(−k2x2 + k3x4 − x1x3)− k1x4(−k2x3

+ k3x5 + x1x2)− k1x3(k5x2 − k4x4 + k6x1x3)

+ k1x2(k5x3 − k4x5 − k6x1x2)− r̈)

= ė2 + (1 + c1c2)e1 + (c1 + c2)e2 −
˙̃TL
J
− k0

TL
J

+ k1k7x3u1 − k1k7x2u2, (4.9)

W = c1e
2
1 + c2(e2 + c1e1)

2 ≥ 0. (4.10)
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Substitute (4.9) and (4.10) in (4.8) and simplify to get:

V̇ = −W + (e2 + c1e1)(Υ−
˙̂
TL
J

+ k0
TL
J
− c1

T̃L
J

− k1k7x3u1 + k1k7x2u2)− T̃L(
e1
J

+
˙̂
TL
α

). (4.11)

Note that:

˙̃TL = − ˙̂
TL. (4.12)

By manipulating (4.11), the below is obtained:

V̇ = −W + (e2 + c1e1)(Υ−
˙̂
TL
J

+
k0
J

(TL − T̃L)

− k1k7x3u1 + k1k7x2u2)− T̃L(
e1
J

+
˙̂
TL
α

+ (
c1 − k0
J

)(e2 + c1e1)). (4.13)
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Now, let the dynamics of the adaptive parameter T̂L be defined by the following

projection law:

˙̂
TL = Proj(T̂L,Ω) =



−α Ω if; TLmin < T̂L < TLmax,

or; T̂L = TLmax and Ω > 0,

or; T̂L = TLmin and Ω < 0,

0 Otherwise,

(4.14)

where Ω is defined as:

Ω =
1

J
(e1 + (c1 − k0)(e2 + c1e1)). (4.15)

This projection law ensures that the adaptive parameter T̂L stays within specified

boundaries for all t ≥ 0. Furthermore, by applying this law, the below inequality

is guaranteed:

−T̃L(
e1
J

+
˙̂
TL
α

+ (
c1 − k0
J

)(e2 + c1e1)) ≤ 0. (4.16)

For simplicity, let:

ψ = Υ−
˙̂
TL
J

+
k0
J
T̂L. (4.17)
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From (4.13), applying the adaptive law (4.14) and making use of the result (4.16)

and the definition (4.17), the below result is obtained:

V̇ ≤ −W + (e2 + c1e1)(ψ − k1k7x3u1 + k1k7x2u2). (4.18)

The following control inputs shall be used:

u1 =
x3ψ

k1k7(x22 + x23)
, u2 =

−x2ψ
k1k7(x22 + x23)

. (4.19)

Note that the magnitude of the IM rotor flux
√
x22 + x23 is assumed to be a positive

quantity. Clearly, using the control inputs (4.19) in (4.18), yields the following

result:

V̇ ≤ −W . (4.20)

From (4.20), by LaSalle theorem, the proposed controller ensures global asymp-

totic stability of the states in the dynamical system (4.3). Thus, for any initial

condition x1(0) ∈ R:

lim
t→∞

x1(t)− r(t) = 0. (4.21)
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4.3 Simulations and Results

In this section, the IM system is simulated with the control feedback developed

in the previous section. The simulation is conducted using MATLAB SIMULINK

and consists of two parts; without and with the effect of external torque TL. For

the first part, the objective is to test the controller in absence of any external

factors that affect the system performance. So, the assumption is that TL is

known to be zero, which eliminates the need to apply the torque adaptive law

(4.14). The selected IM system specifications for the first part are presented in

table 4.1 [54], whereas the specifications for the second part are shown in table

4.2 [27]. Both simulation scenarios are done with a set of three known refer-

ence trajectories; constant, ramp and sinusoid. The initial conditions are set as

{x1(0) = 0 [rad/s], x2(0) = 0.1 [Wb], x3(0) = 0.1 [Wb], x4(0) = 0 [A], x5(0) =

0 [A]}. The simulation time is T = 10 [s] and backstepping controller con-

stants are selected as {c1 = 1, c2 = 21}. The references chosen for this part are

{r(t)constant = 60, 80, 100, r(t)ramp = 8t, r(t)sine = 80sin(t)}. The results

of the simulation are shown in figures 4.1-4.7. As it can be seen from figure 4.1,

the controller has succeeded to achieve references tracking with very good perfor-

mance. The rise time of the trajectory is at max 2.3[s] as in the constant reference

cases, and very insignificant in case of ramp and sine references. Also, the ap-

plied feedback stays within a range of (-5[V], 5[V]) throughout simulation time,

as shown in figures 4.2 and 4.3. Note that the input voltage for ramp tracking is

expected to be increasing since the reference itself is increasing in magnitude. In
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addition, figures 4.4-4.7 depict the rest of the state variables of the system. As

seen from these figures, all states are bounded throughout the simulation time.

Overall, the control feedback achieved a decent trajectory tracking performance.

The second part of the simulation treats the case of non-zero load torque ex-

erted on the IM system. The reference functions are selected as {r(t)constant =

80, 100, 120, r(t)ramp = 8t, r(t)sine = 80sin(t)}. The initial conditions are kept the

same with an additional condition for the adaptive parameter T̂L = 0 [Nm]. The

actual load applied to the system is set as TL = 1 [Nm] with a maximum bound

of TLmax = 100 [Nm]. The simulation time is set as T = 20 [s] and backstepping

controller constants are selected as {c1 = 1, c2 = 31}. The results of the simula-

tion are shown in figures 4.8-4.15. From figure 4.8, the feedback has successfully

achieved tracking of various constants, ramp and sinusoidal references. The rise

time is reached in less than 5s in the worst case scenario and almost instanta-

neous in best cases. This performance is inferior compared to the first part of the

simulation in 4.1 which is expected. In addition, control feedback performance is

seen in plots 4.9 and 4.10. The outcome is bounded in the range (-60[V], 60[V]),

which does not exceed or even come close the rated value of 220V. Furthermore,

figures 4.11-4.15 are plots for the other state variables of the system. As shown,

all states are bounded throughout the simulation time. In general, the controller

perform in satisfactory manner based on illustrated results.

34



Table 4.1: Induction Motor rated Specifications and Parameters (for simulation
part 1)

Rated Specifications
Pole Pairs 3
Voltage 120 [V ]
Current 3.4 [A]
Power 400 [W ]
Speed 157 [rad/s]
IM Parameters
Rs 2.85 [Ω]
Rr 4.0 [Ω]
Ls 0.19667 [H]
Lr 0.19667 [H]
Lm 0.1886 [H]
J 0.001 [Kg ·m2]
µ 0.0002 [Kg ·m2/s]

Table 4.2: Induction Motor rated Specifications and Parameters (for simulation
part 2)

Rated Specifications
Pole Pairs 2
Voltage 220 [V ]
Current 7.5 [A]
Power 1500 [W ]
Speed 149.7 [rad/s]
IM Parameters
Rs 1.633 [Ω]
Rr 0.93 [Ω]
Ls 0.142 [H]
Lr 0.076 [H]
Lm 0.099 [H]
J 0.0111 [Kg ·m2]
µ 0.00222 [Kg ·m2/s]
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Figure 4.1: Speed tracking performance of IM (with TL = 0) against constant,
ramp and sinusoidal reference trajectory respectively.
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Figure 4.2: Applied control input voltages of IM (with TL = 0) against various
constant references.

37



0 5 10
−4

−2

0

2

4

u
1
(t
)
(r
a
m
p
)
[V

]

0 5 10
−4

−2

0

2

4

u
2
(t
)
(r
a
m
p
)
[V

]

0 5 10
−6

−4

−2

0

2

4

6

Time in [s]

u
1
(t
)
(s
in
e)

[V
]

0 5 10
−6

−4

−2

0

2

4

6

Time in [s]

u
2
(t
)
(s
in
e)

[V
]

Figure 4.3: Applied control input voltages of IM (with TL = 0) against ramp and
sinusoid references respectively.
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Figure 4.4: Magnetic flux components of IM (with TL = 0) for various constant
references.
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Figure 4.5: Magnetic flux components of IM (with TL = 0) for ramp and sinusoid
references respectively.
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Figure 4.6: Current components of IM (with TL = 0) for various constant refer-
ences.
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Figure 4.7: Current components of IM (with TL = 0) for ramp and sinusoid
references respectively.
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Figure 4.8: Speed tracking performance of IM (with TL = 1 [Nm]) against con-
stant, ramp and sinusoidal reference trajectory respectively.
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Figure 4.9: Applied control input voltages of IM (with TL = 1 [Nm]) against
various constant references.
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Figure 4.10: Applied control input voltages of IM (with TL = 1 [Nm]) against
ramp and sinusoid references respectively.
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Figure 4.11: Magnetic flux components of IM (with TL = 1 [Nm]) for various
constant references.
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Figure 4.12: Magnetic flux components of IM (with TL = 1 [Nm]) for ramp and
sinusoid references respectively.
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Figure 4.13: Current components of IM (with TL = 1 [Nm]) for various constant
references.
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Figure 4.14: Current components of IM (with TL = 1 [Nm]) for ramp and sinusoid
references respectively.
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Figure 4.15: Load torque adaptive parameter T̂L performance for constant, ramp
and sinusoid references respectively.
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CHAPTER 5

IM WITH SYMMETRIC

DEAD-ZONE INPUT

5.1 Input Nonlinearity Effect

Now, consider the system (3.12) and apply the feedback developed in the previous

chapter (4.19). This time assume that the system’s inputs (u1, u2) are subjected

to some nonlinearities such as dead-zone or backlash. The presence of any of

these nonlinearities (even with very small parameters) can have a very devastating

effect on the controller performance. Figure 5.1 shows the IM speed tracking

performance after introducing dead-zone and backlash (respectively) in the system

input, while figure 5.2 depicts the applied voltages in both cases. Clearly, the

feedback has significantly failed to even come close the desired reference function.

The nonlinearities applied in these scenarios are very limited in range, yet, effective

enough to sabotage the controller performance. Thus, the feedback has to be
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revisited and updated to account for such damaging effects.
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Figure 5.1: Speed tracking performance of IM (with dead-zone/backlash inputs
nonlinearities respectively) against constant reference with no applied compensa-
tion.
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Figure 5.2: Applied control input voltages (u1 and u2) of IM in cases of dead-zone
input and backlash input respectively with no applied compensation.

5.2 Symmetric Dead-zone Modeling

The symmetric dead-zone nonlinearity D(·) for a scalar input u is defined as [6]:

D(u) =



m(u− b) if; u > b,

0 if; −b ≤ u ≤ b,

m(u+ b) if; u < −b,

(5.1)
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where m, b are unknown positive and upper bounded constants. That is, there

exist bmin, bmax,mmin and mmax such that:

bmin ≤ b ≤ bmax and mmin ≤ m ≤ mmax. (5.2)

D(u) can also be represented alternatively as follows [6]:

Figure 5.3: Symmetric dead-zone nonlinearity

D(u) = mu+ η(u), (5.3)
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where η(u) is a bounded perturbation function with a maximum bound of ηmax =

bmaxmmax, which has the following definition:

η(u) =



−mb if; u > b,

−mu if; −b ≤ u ≤ b,

mb if; u < −b.

(5.4)

Assumption 4. Dead-zone parameters boundaries, i.e., bmin, bmax,mmin, mmax

and ηmax are all assumed to be known positive constants. This claim is justified

since having some knowledge about the parameters’ boundaries seems to be a very

natural assumption in engineering practice.

5.3 Controller Design for Symmetric Dead-zone

Input

Now, suppose that the inputs applied to the IM stator (u1, u2) experience unknown

symmetric dead-zone behavior. Consequently, the effective IM system inputs are

replaced by (D(u1), D(u2)). Let m̂ be the adaptive control parameter. Define the

error m̃ as:

m̃ =
1

m
− m̂. (5.5)
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The system Lyapunov function in (4.7) is updated to account for dead-zone pa-

rameter compensation as follows:

V = V1 +
1

2
(e2 + c1e1)

2 +
1

2α
T̃ 2
L +

1

2γ
mm̃2 ≥ 0, (5.6)

where γ is a selected positive constant. Now, taking the time derivative and

utilizing (4.18) result in:

V̇ =−W + (e2 + c1e1)(ψ + k1k7x2D(u2)− k1k7x3D(u1))

+
1

γ
mm̃ ˙̃m. (5.7)

Choose the inputs to be:

u1 =
−m̂x3(−ψ + v)

k1k7(x22 + x23)
, u2 =

m̂x2(−ψ + v)

k1k7(x22 + x23)
. (5.8)

Substituting (5.3) and (5.8) in (5.7), results in:

V̇ =−W + (e2 + c1e1)(ψ + k1k7x2(m
m̂x2(−ψ + v)

k1k7(x22 + x23)

+ η(u2))− k1k7x3(m
−m̂x3(−ψ + v)

k1k7(x22 + x23)
+ η(u1)))

+
1

γ
mm̃ ˙̃m. (5.9)
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Note that:

mm̂ = m(
1

m
− m̃) = 1−mm̃,

˙̃m = − ˙̂m. (5.10)

Manipulating (5.9) and using (5.10), V̇ can be bounded as:

V̇ ≤−W + (e2 + c1e1)(ψ + k1k7x2(
(1−mm̃)x2(−ψ + v)

k1k7(x22 + x23)
)

− k1k7x3(−
(1−mm̃)x3(−ψ + v)

k1k7(x22 + x23)
))

+ k1k7|(e2 + c1e1)x3η(u1)|+ k1k7|(e2 + c1e1)x2η(u2)|

− 1

γ
mm̃ ˙̂m. (5.11)

Note that k1, k7 > 0. Now, using the fact that |xy| ≤ |x||y| for any x, y ∈ R and

with some simplifications, the inequality is reduced to:

V̇ ≤−W + (e2 + c1e1)v + k1k7|e2 + c1e1||x3||η(u1)|

+ k1k7|e2 + c1e1||x2||η(u2)| −
1

γ
mm̃ ˙̂m

−mm̃(−ψ + v)(e2 + c1e1). (5.12)
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Now, set the adaptive parameter dynamics according to the following projection

law:

˙̂m = Proj(m̂,Φ) =



−γ Φ if; 1
mmax

< m̂ < 1
mmin

,

or; m̂ = 1
mmin

and Φ > 0,

or; m̂ = 1
mmax

and Φ < 0,

0 Otherwise,

(5.13)

where Φ is defined as:

Φ = (−ψ + v)(e2 + c1e1). (5.14)

This update law ensures that the adaptive parameter m̂ stays within previously

specified boundaries in (5.2) for all t ≥ 0 and satisfies the below inequality:

−1

γ
mm̃ ˙̂m−mm̃(−ψ + v)(e2 + c1e1) ≤ 0, (5.15)

which entails that:

V̇ ≤−W + (e2 + c1e1)v + k1k7|e2 + c1e1||x3||η(u1)|

+ k1k7|e2 + c1e1||x2||η(u2)|. (5.16)
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Now, set v as follows:

v = − (k1k7(|x2|+ |x3|)ηmax)2(e2 + c1e1)

k1k7(|x2|+ |x3|)ηmax|e2 + c1e1|+ ε1(e2 + c1e1)2 + ε2
, (5.17)

where ε1 is a small constant satisfies 0 ≤ ε1 < c2, and ε2 is a sufficiently small

chosen positive constant. Note that by setting v as above, the need to utilize

the signum function sgn(e2 + c1e1) is eliminated. Using such a function can cause

many problems such as chattering and switching problems, due to its discontinuity

nature. Substituting for v in (5.16), it becomes:

V̇ ≤−W + k1k7|e2 + c1e1|(|x3||η(u1)|+ |x2||η(u2)|)

− (k1k7(|x2|+ |x3|)ηmax(e2 + c1e1))
2

k1k7(|x2|+ |x3|)ηmax|e2 + c1e1|+ ε1(e2 + c1e1)2 + ε2
. (5.18)

Consider the below inequality for any Y , ε ∈ R (ε 6= −|Y |):

− Y 2

|Y |+ ε
≤ −|Y |+ ε . (5.19)

Utilizing the inequality (5.19), by setting:

Y = k1k7(|x2|+ |x3|)ηmax(e2 + c1e1)

ε = ε1(e2 + c1e1)
2 + ε2, (5.20)
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the following inequality is deduced:

− (k1k7(|x2|+ |x3|)ηmax(e2 + c1e1))
2

k1k7(|x2|+ |x3|)ηmax|e2 + c1e1|+ ε1(e2 + c1e1)2 + ε2

≤ −k1k7(|x2|+ |x3|)ηmax|e2 + c1e1|+ ε1(e2 + c1e1)
2 + ε2. (5.21)

Using (5.21) in (5.18) results in the following:

V̇ ≤−W + ε2 + k1k7|e2 + c1e1||x3|(|η(u1)| − ηmax)

+ k1k7|e2 + c1e1||x2|(|η(u2)| − ηmax) + ε1(e2 + c1e1)
2, (5.22)

which implies next result:

V̇ ≤−Wε + ε2, (5.23)

where Wε is set as:

Wε = c1e
2
1 + (c2 − ε1)(e2 + c1e1)

2 ≥ 0. (5.24)

This concludes the controller development. Note that by achieving (5.23) with ε2

being small enough, the proposed feedback can ensure ”practical stability” which

guarantees tracking with error boundedness.
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5.4 Simulations and Results

In this section, symmetric dead-zones are attached to the inputs to the previously

simulated IM model. The dead-zone nonlinearity has the following parameters

{m = 7, mmin = 0.01, mmax = 10, b = 2.5, ηmax = 25}. The simulation -as in

previous section- consists of two parts; without and with the effect of load torque,

making use of the IM parameters tables 4.1 and table 4.2 in each part respectively.

In addition, the system state variables are starting from the same set of initial

conditions introduced in previous chapter. Also, the reference functions -in both

parts- are similar to the set introduced previously. The first part of the simulation

is done with the feedback derived in section 5.3, assuming that TL is known to be

zero thereby eliminating the use of the adaptive law (4.14). In this scenario, the

adaptive parameter is initialized as m̂(0) = 0.05. And finally, simulation time is

chosen to be T = 10 [s]. The simulation outcome shows that tracking is achieved

with very close accuracy. According to figure 5.4, the IM speed reaches more

than 90% of the target value in less than 2.4s for constant references. As for

ramp and sine references, the rise time is almost negligible. Also, note that the

applied feedback shown in figures 5.5-5.6 for all cases are bounded in magnitude,

within the low range (-2V, 2V). Figures 5.7-5.11 display the rest of state variables

obtained from the simulation. All states exhibit a reasonable behavior and stay

below rating values specified in table 4.1. This proves that the designed feedback

has successfully compensated for the dead-zone input nonlinearity of the system,

while achieving bounded-error trajectory tracking of various references.
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The second part treats the case of existing external load torque. In this scenario,

the IM rotor is attached to a constant load of TL = 1 [Nm]. The system states

are initialized similar to the previous part. In addition, the initial condition of

the torque adaptive parameter is set as T̂L(0) = 0.01 [Nm]. The simulation time

is T = 20 [s] and backstepping constants are set as {c1 = 1, c2 = 31}. The per-

formance of the adaptive controller against several reference functions is shown in

figure 5.12. The rise time is reached before 5s in worst cases (constant references)

and in less than 1s in the best case (with some negligible transient oscillations).

As for the control feedback, the results prove that applied voltages stays within a

boundary of ±12[V ] as depicted in figures 5.13 and 5.14. The other state variables

of the IM system in addition to both adaptive parameters are plotted in figures

5.15-5.20. All are bounded throughout the simulation time. Comparing the re-

sults of this chapter to the previous chapter, there are no noticeable differences in

the outcome of the controller. The rise time is very close in both cases and the

transient behavior is very similar, But there seems to be a difference in the range

of the voltage applied in both cases (refer to figures 4.2-4.3, 5.5-5.6 and figures

4.9-4.10, 5.13-5.14). However, this difference is understandable. It originates from

the fact that the feedback introduced in this chapter is scaled by the magnitude

of the adaptive parameter m̂. Since the dead-zone in the simulation magnifies

the input by a factor of m = 7, the adaptive parameter (seen in figures 5.11 and

5.20) counter the effect of the parameter m by reducing the applied voltages. In

conclusion, the simulations outcomes verify the validity of the proposed controller.
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Figure 5.4: Speed tracking performance of IM (with TL = 0) against constant,
ramp and sinusoidal reference trajectory respectively (symmetric dead-zone case).
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Figure 5.5: Applied control input voltages of IM (with TL = 0) against various
constant references (symmetric dead-zone case).
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Figure 5.6: Applied control input voltages of IM (with TL = 0) against ramp and
sinusoid references respectively (symmetric dead-zone case).
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Figure 5.7: Magnetic flux components of IM (with TL = 0) for various constant
references (symmetric dead-zone case).
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Figure 5.8: Magnetic flux components of IM (with TL = 0) for ramp and sinusoid
references respectively (symmetric dead-zone case).
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Figure 5.9: Current components of IM (with TL = 0) for various constant refer-
ences (symmetric dead-zone case).
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Figure 5.10: Current components of IM (with TL = 0) for ramp and sinusoid
references respectively (symmetric dead-zone case).
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Figure 5.11: Adaptive parameter m̂ performance for constant, ramp and sinusoid
references respectively (symmetric dead-zone case).
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Figure 5.12: Speed tracking performance of IM (with TL = 1 [Nm]) against con-
stant, ramp and sinusoidal reference trajectory respectively (symmetric dead-zone
case).
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Figure 5.13: Applied control input voltages of IM (with TL = 1 [Nm]) against
various constant references (symmetric dead-zone case).
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Figure 5.14: Applied control input voltages of IM (with TL = 1 [Nm]) against
ramp and sinusoid references respectively (symmetric dead-zone case).
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Figure 5.15: Magnetic flux components of IM (with TL = 1 [Nm]) for various
constant references (symmetric dead-zone case).
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Figure 5.16: Magnetic flux components of IM (with TL = 1 [Nm]) for ramp and
sinusoid references respectively (symmetric dead-zone case).
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Figure 5.17: Current components of IM (with TL = 1 [Nm]) for various constant
references (symmetric dead-zone case).
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Figure 5.18: Current components of IM (with TL = 1 [Nm]) for ramp and sinusoid
references respectively (symmetric dead-zone case).
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Figure 5.19: Load torque adaptive parameter T̂L performance for constant, ramp
and sinusoid references respectively (symmetric dead-zone case).
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Figure 5.20: Adaptive parameter m̂ performance for constant, ramp and sinusoid
references respectively (symmetric dead-zone case).
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CHAPTER 6

IM WITH ASYMMETRIC

DEAD-ZONE INPUT

This chapter explores the asymmetric dead-zone modeling, the development of

the required controller for IM subject to this nonlinearity and the numerical sim-

ulations.

6.1 Asymmetric Dead-zone Modeling

The asymmetric dead-zone nonlinearity for a scalar input u is defined as [13]:

Γ(u(t)) =



mr(u(t)− br) if u(t) > br,

0 if −bl ≤ u(t) ≤ br,

ml(u(t) + bl) if u(t) < −bl,

(6.1)
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where mr, ml are right and left slopes respectively, br, bl are right and left break

points of the dead-zone respectively. Alternatively, Γ(u(t)) can also be redefined

Figure 6.1: Asymmetric dead-zone nonlinearity

as a time-varying function, which depends on u(t) as follows:

Γ(u(t)) = m(u(t))u(t) + ξ(u(t)), (6.2)
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where m(u(t)) is defined as:

m(u(t)) =


mr if u(t) > 0,

ml if u(t) ≤ 0.

(6.3)

ξ(u(t)) is a bounded perturbation function having the following definition:

ξ(u(t)) =



−mrbr if u(t) > br,

−m(t)u(t) if −bl ≤ u(t) ≤ br,

mlbl if u(t) < −bl.

(6.4)

Assumption 5. All dead-zone parameters, namely mr, ml, br and bl are un-

known positive constants with known positive boundaries. That is, dead-zone

slopes’ boundaries min(mr, ml) = mmin and max(mr, ml) = mmax and dead-

zone break points boundaries min(br, bl) = bmin, max(br, bl) = bmax and

ξmax = mmaxbmax are all known positive constants. Again, as in symmetric dead-

zone case, this assumption is justified as having knowledge about the parameters

boundaries seems to be a very natural assumption in practical applications.
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6.2 Controller Design for Asymmetric Dead-

zone Input

Now, suppose that the inputs applied to the IM stator (u1, u2) are subject to

unknown asymmetric dead-zone. Also, recall (6.3) as well as the previously defined

dead-zone slope minimum mmin. It can be easily seen that:

m(t)

mmin

= 1 + q(t), (6.5)

where q(t) is a piecewise positive function. Now, let ρ = sup{q(t)}, ∀t ≥ 0 and

define the adaptive parameter ρ̂ associated with it. In addition, define the error

ρ̃ as:

ρ̃ = ρ− ρ̂. (6.6)

Note that ρ is always a positive quantity and has a maximum limit of ρmax =

mmax

mmin
− 1. Now, the system Lyapunov function in (4.7) is updated to account for

dead-zone parameter compensation as follows:

V = V1 +
1

2
(e2 + c1e1)

2 +
1

2α
T̃ 2
L +

1

2δ
ρ̃2 ≥ 0, (6.7)
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where δ is a selected positive constant. Now, taking the time derivative and

utilizing (4.18) result in:

V̇ =−W + (e2 + c1e1)(ψ + k1k7x2Γ(u2)− k1k7x3Γ(u1))

+
1

δ
ρ̃ ˙̃ρ. (6.8)

Choose the inputs to be:

u1 =
−x3v

mmink1k7(x22 + x23)
, u2 =

x2v

mmink1k7(x22 + x23)
. (6.9)

Substituting (6.2) and (6.9) in (6.8), results in:

V̇ =−W + (e2 + c1e1)(ψ + k1k7x2(
x2v

mmink1k7(x22 + x23)
m(t)

+ ξ(u2))− k1k7x3(
−x3v

mmink1k7(x22 + x23)
m(t) + ξ(u1)))

+
1

δ
ρ̃ ˙̃ρ. (6.10)

Note that:

˙̃ρ = − ˙̂ρ. (6.11)
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Manipulating (6.10) and using (6.5) and (6.11), V̇ can be bounded as:

V̇ ≤−W + (e2 + c1e1)(ψ + k1k7x2
(1 + q(t))x2v

k1k7(x22 + x23)

+ k1k7x3
(1 + q(t))x3v

k1k7(x22 + x23)
) + k1k7|(e2 + c1e1)x3ξ(u1)|

+ k1k7|(e2 + c1e1)x2ξ(u2)| −
1

δ
ρ̃ ˙̂ρ. (6.12)

Note that k1, k7 > 0. Now, using the fact that |xy| ≤ |x||y| for any x, y ∈ R and

with some simplifications, the inequality is reduced to:

V̇ ≤−W + (e2 + c1e1)(ψ + (1 + q(t))v)

+ k1k7|e2 + c1e1||x3||ξ(u1)|+ k1k7|e2 + c1e1||x2||ξ(u2)|

− 1

δ
ρ̃ ˙̂ρ. (6.13)

Select v as:

v =
−(1 + ρ̂)(k1k7(|x2|+ |x3|)ξmax + |ψ|)2(e2 + c1e1)

|(k1k7(|x2|+ |x3|)ξmax + |ψ|)(e2 + c1e1)|+ ϕ
, (6.14)
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where ϕ is a sufficiently small selected positive constant. Substitute (6.14) in

inequality (6.13) to get:

V̇ ≤ −W + (e2 + c1e1)ψ + k1k7|e2 + c1e1||x3||ξ(u1)|

+ k1k7|e2 + c1e1||x2||ξ(u2)| −
1

δ
ρ̃ ˙̂ρ

−((k1k7(|x2|+ |x3|)ξmax + |ψ|)(e2 + c1e1))
2(1 + q(t))(1 + ρ̂)

|(k1k7(|x2|+ |x3|)ξmax + |ψ|)(e2 + c1e1)|+ ϕ
. (6.15)

Recall the below inequality for any Y , ε ∈ R (ε 6= −|Y |):

− Y 2

|Y |+ ε
≤ −|Y |+ ε . (6.16)

Utilizing the inequality (6.16), by setting:

Y = (k1k7(|x2|+ |x3|)ξmax + |ψ|)(e2 + c1e1),

ε = ϕ, (6.17)

the following inequality is deduced:

−((k1k7(|x2|+ |x3|)ξmax + |ψ|)(e2 + c1e1))
2

|(k1k7(|x2|+ |x3|)ξmax + |ψ|)(e2 + c1e1)|+ ϕ

≤ −|(k1k7(|x2|+ |x3|)ξmax + |ψ|)(e2 + c1e1)|+ ϕ. (6.18)
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Applying inequality (6.18) in (6.15), to get:

V̇ ≤ −W + (e2 + c1e1)ψ + k1k7|e2 + c1e1||x3||ξ(u1)|

+ k1k7|e2 + c1e1||x2||ξ(u2)| −
1

δ
ρ̃ ˙̂ρ+ (1 + q(t))(1

+ ρ̂)(−|(k1k7(|x2|+ |x3|)ξmax + |ψ|)(e2 + c1e1)|+ ϕ). (6.19)

Note that (6.19) is valid since the adaptive parameter ρ̂ shall be selected later as

a positive quantity. Rearrange the inequality to obtain the following:

V̇ ≤ −W + (1 + ρ̂)(1 + q(t))ϕ+ ((e2 + c1e1)ψ

− |e2 + c1e1||ψ|) + k1k7|e2 + c1e1|(|x2|(ξ(u2)− ξmax)

+ |x3|(ξ(u1)− ξmax))− q(t)|e2 + c1e1|(|ψ|+ k1k7(|x2|

+ |x3|)ξmax)− ρ̂(1 + q(t))|e2 + c1e1|(|ψ|+ k1k7(|x2|

+ |x3|)ξmax)−
1

δ
ρ̃ ˙̂ρ. (6.20)
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In order to further simplify the inequality (6.20), utilize the facts that:

(e2 + c1e1)ψ − |e2 + c1e1||ψ| ≤ 0, (6.21)

k1k7|e2 + c1e1|(|x2|(ξ(u2)− ξmax) + |x3|(ξ(u1)− ξmax)) ≤ 0, (6.22)

and

− q(t)|e2 + c1e1|(|ψ|+ k1k7(|x2|+ |x3|)ξmax)

≤ ρ |e2 + c1e1|(|ψ|+ k1k7(|x2|+ |x3|)ξmax), (6.23)

since ρ > −q(t) as both ρ, q(t) ≥ 0.

All these inequalities can be used to transform (6.20) into:

V̇ ≤ −W + (1 + ρ̂)(1 + q(t))ϕ− 1

δ
ρ̃ ˙̂ρ

+ ρ|e2 + c1e1|(|ψ|+ k1k7(|x2|+ |x3|)ξmax)

− ρ̂|e2 + c1e1|(|ψ|+ k1k7(|x2|+ |x3|)ξmax)

− q(t)ρ̂|e2 + c1e1|(|ψ|+ k1k7(|x2|+ |x3|)ξmax). (6.24)

or simply:

V̇ ≤ −W + (1 + ρ̂)(1 + q(t))ϕ− 1

δ
ρ̃ ˙̂ρ

+ ρ̃|e2 + c1e1|(|ψ|+ k1k7(|x2|+ |x3|)ξmax)

− q(t)ρ̂|e2 + c1e1|(|ψ|+ k1k7(|x2|+ |x3|)ξmax). (6.25)
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Now, assign the adaptive parameter dynamics based on the below update law:

˙̂ρ = Proj(ρ̂,Ψ) =



δ Ψ if; 0 < ρ̂ < ρmax,

0 Otherwise,

(6.26)

where Ψ is defined as:

Ψ = |e2 + c1e1|(|ψ|+ k1k7(|x2|+ |x3|)ξmax). (6.27)

This update law ensures that the adaptive parameter ρ̂ stays within previously

specified boundaries and never exceed the maximum limit ρmax. Note that Ψ is

always positive, which makes ρ̂ a non-decreasing function of time. Given that

ρ̂(0) > 0 and the defined projection law (6.26) is employed, this shall ensure that

ρ̂ > 0 for all t ≥ 0, which entails that:

−q(t)ρ̂|e2 + c1e1|(|ψ|+ k1k7(|x2|+ |x3|)ξmax) ≤ 0. (6.28)
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Applying the adaptive law (6.26) and using result (6.28), inequality (6.25) is

reduced to:

V̇ ≤ −W + (1 + ρ̂)(1 + q(t))ϕ

⇒V̇ ≤ −W + (1 + ρmax)
2ϕ, (6.29)

since ρmax ≥ ρ ≥ q(t).

By this step, the feedback design is completed. Note that by reaching (6.29) with

sufficiently small ϕ, trajectories error boundedness is guaranteed as the system

has achieved stability in the practical sense.

6.3 Simulations and Results

In this section, asymmetric dead-zones are attached to the inputs to the IM simu-

lation model. The dead-zone has the following parameters {ml = 2, mr = 4, bl =

2.5, br = 5, ξmax = 25, ρmin = 0.01, ρmax = 10}. Again, simulation is conducted

in two parts similar to previous chapters, starting from the same initial conditions

and using a similar set of reference trajectories. The simulation is done with the

feedback developed in section 6.2. In the first part, the adaptive parameter is

initialized as ρ̂ = 0.05 and the simulation time is chosen to be T = 10 [s]. The

simulation outcome shows that tracking is successfully accomplished with a de-

cent accuracy. Referring to figure 6.2, the rise time appears to be less than 2.4[s]

for constant references and negligible for ramp and sine references. In addition,
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the applied feedback depicted in figures 6.3-6.4 for all cases is bounded within the

range ±30 [V ]. Finally, the boundedness of the rest of the states and adaptive

parameter ρ can be seen in figures 6.5-6.9. These results show the validity of the

proposed feedback design.

The second part is done with an external torque of TL = 1 [Nm] and with similar

initial conditions, parameter settings and reference functions. The resulting per-

formance of the adaptive controller against several reference functions is shown in

figure 6.10. In worst case scenario, the rise time is reached by around [5]s (con-

stant references) and in about 2[s] in the best case (ramp reference). In addition,

the applied feedback stays within the range ±40 [V ] as seen in figures 6.11 and

6.12. The state variables of the IM system in addition to both adaptive parame-

ters ρ̂, T̂L are plotted in figures 6.13-6.18, all of which are bounded throughout the

simulation time. In short, the illustrated outcome of both parts of the simulation

achieved very similar performance as in previous chapter, which meets the design

objective.
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Figure 6.2: Speed tracking performance of IM (with TL = 0) against con-
stant, ramp and sinusoidal reference trajectory respectively (asymmetric dead-
zone case).
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Figure 6.3: Applied control input voltages of IM (with TL = 0) against various
constant references (asymmetric dead-zone case).
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Figure 6.4: Applied control input voltages of IM (with TL = 0) against ramp and
sinusoid references respectively (asymmetric dead-zone case).
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Figure 6.5: Magnetic flux components of IM (with TL = 0) for various constant
references (asymmetric dead-zone case).
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Figure 6.6: Magnetic flux components of IM (with TL = 0) for ramp and sinusoid
references respectively (asymmetric dead-zone case).

96



0 5 10
−1

−0.5

0

0.5

1

x
4
(t
)
(r
(t
)
=

6
0
)
[A

]

0 5 10
−1

−0.5

0

0.5

x
5
(t
)
(r
(t
)
=

6
0
)
[A

]

0 5 10
−1

−0.5

0

0.5

1

x
4
(t
)
(r
(t
)
=

8
0
)
[A

]

0 5 10
−1

−0.5

0

0.5

1
x
5
(t
)
(r
(t
)
=

8
0
)
[A

]

0 5 10
−1

−0.5

0

0.5

1

x
4
(t
)
(r
(t
)
=

1
0
0
)
[A

]

Time in [s]
0 5 10

−1

−0.5

0

0.5

1

x
5
(t
)
(r
(t
)
=

1
0
0
)
[A

]

Time in [s]

Figure 6.7: Current components of IM (with TL = 0) for various constant refer-
ences (asymmetric dead-zone case).
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Figure 6.8: Current components of IM (with TL = 0) for ramp and sinusoid
references respectively (asymmetric dead-zone case).
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Figure 6.9: Adaptive parameter ρ̂ performance for constant, ramp and sinusoid
references respectively (asymmetric dead-zone case).
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Figure 6.11: Applied control input voltages of IM (with TL = 1 [Nm]) against
various constant references (asymmetric dead-zone case).
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Figure 6.12: Applied control input voltages of IM (with TL = 1 [Nm]) against
ramp and sinusoid references respectively (asymmetric dead-zone case).
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Figure 6.13: Magnetic flux components of IM (with TL = 1 [Nm]) for various
constant references (asymmetric dead-zone case).
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Figure 6.14: Magnetic flux components of IM (with TL = 1 [Nm]) for ramp and
sinusoid references respectively (asymmetric dead-zone case).
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Figure 6.15: Current components of IM (with TL = 1 [Nm]) for various constant
references (asymmetric dead-zone case).
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Figure 6.16: Current components of IM (with TL = 1 [Nm]) for ramp and sinusoid
references respectively (asymmetric dead-zone case).
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Figure 6.17: Load torque adaptive parameter T̂L performance for constant, ramp
and sinusoid references respectively (asymmetric dead-zone case).
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Figure 6.18: Adaptive parameter ρ̂ performance for constant, ramp and sinusoid
references respectively (asymmetric dead-zone case).
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CHAPTER 7

IM WITH BACKLASH INPUT

Previous chapters has dealt with the case of IM subject to a dead-zone, a passive

input nonlinearity. The control feedbacks were developed and simulated for that

case. In addition, there are dynamic nonlinearities such as hysteresis, an example

of which are the backlash and the Bouc-Wen hysteresis. Similar to the dead-zone

chapter, the goal is to design and simulate the controller for IM after adding

these effects to the inputs. The backlash case is treated in this chapter, while the

Bouc-Wen case is left for next chapter.
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7.1 Backlash Modeling and Controller Design

The backlash input function B(·) for a given scalar input u can be defined by the

following model [45]:

B(u) =



h(u− d) if u̇ > 0 and B(u) = h(u− d),

h(u+ d) if u̇ < 0 and B(u) = h(u+ d),

B(u)∗ Otherwise,

(7.1)

where h and d are positive and upper bounded unknown constants. Note that

B(u)∗ means no change occurs in B(u).

Alternativly, backlash can also be represented using the following definition [37]:

B(u) = αr(t)h(u− d) + αl(t)h(u+ d) + αs(t)us, (7.2)

where us is a constant verifying the inequality:

h(u− d) ≤ us ≤ h(u+ d), (7.3)

and where

αr(t) =


1 if u̇ > 0,

0 otherwise,

(7.4)
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αl(t) =


1 if u̇ < 0,

0 otherwise,

(7.5)

αs(t) =


1 if u̇ = 0,

0 otherwise,

(7.6)

along with below equation:

αr(t) + αl(t) + αs(t) = 1, (7.7)

being valid all the times. Finally, backlash can also be described by the following

combination [30]:

B(u) = h u+ ϑ(u), (7.8)

where ϑ(u) is a bounded perturbation function with following representation:

ϑ(u) =



−h d if; u̇ > 0,

h d if; u̇ < 0,

%(u) if; u̇ = 0, −h d ≤ %(u) ≤ h d.

(7.9)

Assumption 6. The backlash has known parameters’ boundaries. In other

words, h ∈ [hmin, hmax] and d ∈ [dmin, dmax] with hmin, hmax, dmin, and dmax

are all known positive constants. Also, the perturbation ϑ is bounded as ϑmax =

hmaxdmax, a known constant positive quantity.
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Figure 7.1: Backlash nonlinearity

Consider subjecting IM inputs to some unknown backlash, thereby replacing u1, u2

by B(u1), B(u2). Let ĥ be the adaptive control parameter. Define the error h̃ as:

h̃ =
1

h
− ĥ. (7.10)

Select a Lyapunov function similar to (5.6):

V = V1 +
1

2
(e2 + c1e1)

2 +
1

2α
T̃ 2
L +

1

2τ
hh̃2 ≥ 0, (7.11)
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where τ is a selected positive constant. Now, taking the time derivative and

utilizing (4.18) result in:

V̇ =−W + (e2 + c1e1)(ψ + k1k7x2B(u2)− k1k7x3B(u1))

+
1

τ
hh̃ ˙̃h. (7.12)

Choose the inputs to be:

u1 =
−ĥx3(−ψ + v)

k1k7(x22 + x23)
, u2 =

ĥx2(−ψ + v)

k1k7(x22 + x23)
. (7.13)

Recall equations (5.3) and (7.8). Note that both the dead-zone and the backlash

can be described as the combination of linear function of the input (mu or hu)

and a bounded perturbation function of the input (η(u) or ϑ(u)). In both cases,

according to assumptions (4) and (6), both η(u) and ϑ(u) have known positive

bounds, namely ηmax, ϑmax respectively. Now, substituting (7.8) and (7.13) in

(7.12), results in:

V̇ =−W + (e2 + c1e1)(ψ + k1k7x2(h
ĥx2(−ψ + v)

k1k7(x22 + x23)

+ ϑ(u2))− k1k7x3(h
−ĥx3(−ψ + v)

k1k7(x22 + x23)
+ ϑ(u1)))

+
1

τ
hh̃ ˙̃h. (7.14)

Note that equation (7.14) is almost identical to (5.9), which can be achieved by

renaming (h, ĥ, h̃) to (m, m̂, m̃) and replacing ϑ by η. Thus, the controller of the
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symmetric dead-zone scenario (5.7, 5.17) with the same adaptive projection law

(5.13, 5.14) can compensate for the backlash nonlinearity effect.

7.2 Simulations and Results

In this section, simulation is conducted in a very similar manner to previous chap-

ters. Instead of the dead-zone, backlash blocks are connected to the inputs of the

IM system. The exact symmetric dead-zone controller is utilized to compensate

for the effects resulting from the backlash. The backlash parameters are set as

{h = 7, hmin = 0.01, hmax = 10, d = 1.5, ϑmax = 25} in the first part with

d = .75 in the second part of the simulation. A similar set of initial conditions

and reference functions (in last chapters) is used to run the simulation. Tracking

results are shown in figures 7.2 and 7.10. A reasonable performance is reached

in both cases and very close to the dead-zone simulation with almost identical

rise times. Also, the feedback is shown to be bounded as in figures 7.3-7.4 and

7.11-7.12. Despite the fact that the feedback exhibits different behavior and is

taking different shape than that in dead-zone case, both serve the same purpose

and produce similar outcome. Also, the controller performance in the first part

(TL = 0) is better than the second part (TL = 1 [Nm]) as expected. Other system

outcomes (states and adaptive parameters) are bounded as depicted in figures

7.5-7.9 and 7.13-7.18. These results validate the claim proved in section 7.2. That

is, the IM subject to backlash inputs can be controlled by the exact compensating

feedback developed for the dead-zone input case.
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Figure 7.2: Speed tracking performance of IM (with TL = 0) against constant,
ramp and sinusoidal reference trajectory respectively (backlash case).
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Figure 7.3: Applied control input voltages of IM (with TL = 0) against various
constant references (backlash case).
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Figure 7.4: Applied control input voltages of IM (with TL = 0) against ramp and
sinusoid references respectively (backlash case).
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Figure 7.5: Magnetic flux components of IM (with TL = 0) for various constant
references (backlash case).
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Figure 7.6: Magnetic flux components of IM (with TL = 0) for ramp and sinusoid
references respectively (backlash case).
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Figure 7.7: Current components of IM (with TL = 0) for various constant refer-
ences (backlash case).
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Figure 7.8: Current components of IM (with TL = 0) for ramp and sinusoid
references respectively (backlash case).
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Figure 7.9: Adaptive parameter ĥ performance for constant, ramp and sinusoid
references respectively (backlash case).
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Figure 7.10: Speed tracking performance of IM (with TL = 1 [Nm]) against con-
stant, ramp and sinusoidal reference trajectory respectively (backlash case).
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Figure 7.11: Applied control input voltages of IM (with TL = 1 [Nm]) against
various constant references (backlash case).
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Figure 7.12: Applied control input voltages of IM (with TL = 1 [Nm]) against
ramp and sinusoid references respectively (backlash case).
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Figure 7.13: Magnetic flux components of IM (with TL = 1 [Nm]) for various
constant references (backlash case).
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Figure 7.14: Magnetic flux components of IM (with TL = 1 [Nm]) for ramp and
sinusoid references respectively (backlash case).
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Figure 7.15: Current components of IM (with TL = 1 [Nm]) for various constant
references (backlash case).
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Figure 7.16: Current components of IM (with TL = 1 [Nm]) for ramp and sinusoid
references respectively (backlash case).
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Figure 7.17: Load torque adaptive parameter T̂L performance for constant, ramp
and sinusoid references respectively (backlash case).
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ĥ
(t
)
(s
in
e
)

Figure 7.18: Adaptive parameter ĥ performance for constant, ramp and sinusoid
references respectively (backlash case).
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CHAPTER 8

IM WITH BOUC-WEN

HYSTERESIS INPUT

8.1 Bouc-Wen Hysteresis Modeling and Con-

troller Design

Bouc-Wen hysteresis for a scalar input u can be described by the following model:

HBW (u(t)) = νKu(t) + (1− ν)GKz(t), (8.1)

where, n > 1, G > 0, 0 < ν < 1, u(t) is the input to the Bouc-Wen hysteresis and

z is solution to the following nonlinear equation:

ż =
1

G
(Au̇− β|u̇||z|n−1z − λu̇|z|n), (8.2)
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Figure 8.1: An example of Bouc-Wen hysteresis

where A, β and λ are some constants. Now, define the following constants:

z0 = n

√
A

β + λ
, z1 = n

√
A

λ− β
. (8.3)

Also, let Θ be the set of z(t) initial conditions for which z(t) is bounded for every

applied piecewise continuous signals u(t) and u̇(t).

Theorem 1. Consider the Bouc-Wen hysteresis described by (8.1) and (8.2). The

hysteresis parameters (A, β and λ) can be chosen such that Θ is a nonempty set
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and z(t) is bounded for every applied piecewise continuous signals u(t) and u̇(t).

Proof [57]: In order to prove the theorem, all different scenarios have to be

examined. Consider the cases, starting with A > 0. Within this case, a total of

three possibilities can be identified:

P1: β + λ > 0 and β − λ ≥ 0,

P2: β + λ > 0 and β − λ ≤ 0,

P3: β + λ ≤ 0.

Consider the first possibility P1. Use the Lyapunov function V = 1
2
z2 and take

the time derivative to obtain:

V̇ =
z

G
(Au̇− β|u̇||z|n−1z − λu̇|z|n), (8.4)

Within the first possibility P1, four cases arise depending on the sign of z and u̇.

Case 1 : {z ≥ 0 and u̇ ≥ 0}

By (8.4), the below is obtained:

V̇ =
zu̇

G
(A− βzn − λzn). (8.5)

Now, V̇ ≤ 0 ⇒ A− βzn − λzn ≤ 0, thus:

z ≥ n

√
A

β + λ
= z0. (8.6)
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Case 2 : {z ≤ 0 and u̇ ≥ 0}

Starting from (8.4):

V̇ =
zu̇

G
(A− β|z|n−1z − λ|z|n)

=
zu̇

G
(A+ β|z|n − λ|z|n)

=
zu̇

G
(A+ (β − λ)|z|n) ≤ 0 ∀z ≤ 0. (8.7)

Case 3 : {z ≥ 0 and u̇ ≤ 0}

From (8.4):

V̇ =
zu̇

G
(A+ (β − λ)zn) ≤ 0 ∀z ≥ 0. (8.8)

Case 4 : {z ≤ 0 and u̇ ≤ 0}

Again using (8.4):

V̇ =
zu̇

G
(A+ β|z|n−1z − λ|z|n)

=
zu̇

G
(A− β|z|n − λ|z|n)

=
zu̇

G
(A− (β + λ)|z|n). (8.9)

Now, V̇ ≤ 0 ⇒ A− (β + λ)|z|n ≤ 0, thus:

|z| ≥ n

√
A

β + λ
= z0. (8.10)
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It can be concluded from all four cases that V̇ ≤ 0 for all |z(t)| ≥ z0. Using

theorem (4.18) in [58], it can be shown that z(t) is bounded for every piecewise

continuous function u̇ and every initial condition z(0). The bounds can also be

computed based on the same theory and it has two cases:

1) If |z(0)| ≤ z0, then the bound is set to z0 for all t ≥ 0.

2) If |z(0)| > z0, then the bound is set to |z(0)| for all t ≥ 0.

Now, consider the second possibility P2. This can also have four cases for all z, u̇

signs combinations.

Case 1 : {z ≥ 0 and u̇ ≥ 0}

Similar to case 1 in P1. It results in z ≥ z0.

Case 2 : {z ≤ 0 and u̇ ≥ 0}

V̇ =
zu̇

G
(A− β|z|n−1z − λ|z|n)

=
zu̇

G
(A+ β|z|n − λ|z|n)

=
zu̇

G
(A+ (β − λ)|z|n). (8.11)

For V̇ ≤ 0 ⇒ A+ (β − λ)|z|n ≥ 0, so:

|z| ≤ n

√
A

λ− β
= z1. (8.12)

Case 3 : {z ≥ 0 and u̇ ≤ 0}

V̇ =
zu̇

G
(A+ (β − λ)zn). (8.13)
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For V̇ ≤ 0 ⇒ A+ (β − λ)zn ≥ 0, thus:

z ≤ n

√
A

λ− β
= z1. (8.14)

Case 4 : {z ≤ 0 and u̇ ≤ 0}

Similar to case 4 in P1. It results in |z| ≥ z0.

Assume that z1 ≥ z0 (which is the case of β ≥ 0). This implies that V̇ ≤ 0 ∀z(t)

such that z0 ≤ |z(t)| ≤ z1 regardless of the sign of u̇. Again, the boundedness of

z(t) can be deduced (using the same theory mentioned earlier) for any piecewise

continuous u̇ such that |z(0)| ≤ z1. Also, the upper bound is found to be similar to

P1, i.e., |z(t)| ≤ max(|z(0)|, z0). Note that conditions for P2 in this case {β+λ > 0,

β − λ ≤ 0 and β ≥ 0} can also be re-written as {β ≥ 0 and β − λ < 0}.

In addition, explore the third possibility P3. Assume that u̇ ≥ 0 and z(t) ≥ 0 (for

z(t) < 0, a similar analysis can be done). By (8.2):

ż =
u̇

G
(A− β|z|n−1z − λ|z|n)

=
u̇

G
(A− (β + λ)zn)

= Q1u̇(Q2 + zn), (8.15)

where Q1 = −β+λ
G

, Q2 = − A
β+λ

. Since n > 1, the below quantity is finite:

S =

∫ ∞
z(0)

dy

Q2 + yn
≥ 0. (8.16)
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Now, select an increasing function u(t), such that u(0) = 0 and as t → ∞,

u(t) = S
Q1

. By integrating (8.15), the below is obtained:

lim
t→∞

∫ z(t)

z(0)

dy

Q2 + yn
= lim

t→∞

∫ u(t)

u(0)

Q1dr

⇒ lim
t→∞

∫ z(t)

z(0)

dy

Q2 + yn
= S. (8.17)

Comparing (8.16), (8.17) shows that there exists some bounded u(t) for which

the corresponding output z(t) is unbounded for every initial condition z(0). This

proves that in case of P3, the set of initial conditions such that z(t) is bounded is

the empty set (Θ = ∅).

A similar approach can be used for the cases A < 0 and A = 0 to extract the set

of initial conditions Θ as well as the upper bound on z(t) in each case.

This analysis shows that z(t) (verifying the parameters’ inequalities with the cor-

responding Θ specified in table 8.1) is bounded for every piecewise continuous u̇.

This result shall conclude the proof of theorem 1. �

Now, using the result of the previous theorem, the Bouc-Wen hysteresis (verifying

conditions in table 8.1) can be represented in the following form:

HBW (u(t)) = gu(t) + ζ(t), (8.18)
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Table 8.1: Bouc-Wen hysteresis boundedness conditions
Case Θ Upper bound of z(t)
A > 0, β + λ > 0 and β − λ ≥ 0 R max(|z(0)|, z0)
A > 0, β − λ < 0 and β ≥ 0 [−z1, z1] max(|z(0)|, z0)
A < 0, β − λ > 0 and β + λ ≥ 0 R max(|z(0)|, z1)
A < 0, β + λ < 0 and β ≥ 0 [−z0, z0] max(|z(0)|, z1)
A = 0, β + λ > 0 and β − λ ≥ 0 R |z(0)|
Other cases ∅ none

where g and ζ are chosen as:

g = νK (8.19)

ζ(t) = (1− ν)GKz(t) (8.20)

Note that g is a constant and ζ(t) is a bounded perturbation function.

Assumption 7. Consider the Bouc-Wen model in (8.18). Parameter g is assumed

to be an uncertain positive constant with known boundaries, gmax and gmin. Also,

the magnitude of the perturbation function ζ is assumed to be unknown but has

a known maximum bound of ζmax.

Now, consider the scenario of IM with Bouc-Wen hysteresis input. Recall equa-

tions (5.3) and (8.18). Note that both dead-zone and Bouc-Wen hysteresis (as a

result of theorem 1) can be represented by a sum of a linear function of the in-

put and a bounded perturbation function. Using the same rationale as in section

(7.1), it can be shown that the compensating feedback required for the Bouc-Wen

hysteresis input case is exactly the same as in dead-zone case. That is, the control

feedback described by (5.7, 5.17) with the adaptive update law (5.13, 5.14).
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8.2 Simulations and Results

As done in previous chapters, the IM system is now simulated with Bouc-Wen

hysteresis inputs instead. The control feedback employed in this section is the

same feedback for both symmetric dead-zone and backlash cases. The Bouc-Wen

model used in this simulation has the following parameters {ν = 3
8
, K = 8, G =

1, A = 1, β = 3
2
, λ = 1

2
, g = 3, ζmax = 25}. The simulations two scenarios

and as well as initial conditions, reference functions and IM model parameters are

kept similar to previous chapters. The resulting tracking can be seen in figures 8.2

and 8.10. The performance is very close to both dead-zone and backlash cases.

Furthermore, the applied feedback as well as the rest of the state variables and

the adaptive parameters for all references and both scenarios are plotted in figures

8.3-8.9 and 8.11-8.18. All are upper-bounded and never exceed or even come close

to the rating values. Overall, the performance of the controller looks very good.

Again, as in backlash case, the dead-zone controller has successfully proven to

be capable of compensating for the Bouc-Wen hysteresis effect and archiving the

desired trajectory tracking.
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Figure 8.2: Speed tracking performance of IM (with TL = 0) against constant,
ramp and sinusoidal reference trajectory respectively (Bouc-Wen hysteresis case).
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Figure 8.3: Applied control input voltages of IM (with TL = 0) against various
constant references (Bouc-Wen hysteresis case).
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Figure 8.4: Applied control input voltages of IM (with TL = 0) against ramp and
sinusoid references respectively (Bouc-Wen hysteresis case).
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Figure 8.5: Magnetic flux components of IM (with TL = 0) for various constant
references (Bouc-Wen hysteresis case).
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Figure 8.6: Magnetic flux components of IM (with TL = 0) for ramp and sinusoid
references respectively (Bouc-Wen hysteresis case).
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Figure 8.7: Current components of IM (with TL = 0) for various constant refer-
ences (Bouc-Wen hysteresis case).
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Figure 8.8: Current components of IM (with TL = 0) for ramp and sinusoid
references respectively (Bouc-Wen hysteresis case).
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Figure 8.9: Adaptive parameter ĝ performance for constant, ramp and sinusoid
references respectively (Bouc-Wen hysteresis case).
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Figure 8.11: Applied control input voltages of IM (with TL = 1 [Nm]) against
various constant references (Bouc-Wen hysteresis case).
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Figure 8.12: Applied control input voltages of IM (with TL = 1 [Nm]) against
ramp and sinusoid references respectively (Bouc-Wen hysteresis case).
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Figure 8.13: Magnetic flux components of IM (with TL = 1 [Nm]) for various
constant references (Bouc-Wen hysteresis case).
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Figure 8.14: Magnetic flux components of IM (with TL = 1 [Nm]) for ramp and
sinusoid references respectively (Bouc-Wen hysteresis case).
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Figure 8.15: Current components of IM (with TL = 1 [Nm]) for various constant
references (Bouc-Wen hysteresis case).
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Figure 8.16: Current components of IM (with TL = 1 [Nm]) for ramp and sinusoid
references respectively (Bouc-Wen hysteresis case).
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Figure 8.17: Load torque adaptive parameter T̂L performance for constant, ramp
and sinusoid references respectively (Bouc-Wen hysteresis case).
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Figure 8.18: Adaptive parameter ĝ performance for constant, ramp and sinusoid
references respectively (Bouc-Wen hysteresis case).
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CHAPTER 9

CONCLUSION AND FUTURE

WORK

Induction motor control problem is a very rich subject in the literature. Many

IM control schemes are introduced for different objectives. On the other hand,

input nonlinearity phenomena such as dead-zone and hysteresis are very common

practical problems in various industrial disciplines. This thesis was developed to

tackle the combined problem, i.e., IM control in presence of input nonlinearities.

The work was arranged to cover the subject in a step-by-step organized manner.

First, a brief background covering some aspects of the problem was introduced.

Then, a survey about recently published relevant works was presented to provide

an insight to the currently employed methods and to highlight many contributions

made in various related applications. After that, IM models were explored and

the appropriate model is selected and enhanced. Next step was introducing the

proposed IM control methodology, that is, adaptive backstepping tracking control
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scheme. The method began by defining a system of errors. The ultimate goal is to

minimize this system in order to achieve tracking of some known reference func-

tions. The desired feedback was designed first for IM system with regular inputs.

Next step was to incorporate input nonlinearities starting by dead-zones, both

symmetric and asymmetric. Introducing each of which required major modifica-

tions to the control feedback in order to provide the appropriate compensations.

Then, another nonlinearity was introduced, namely the backlash and its math-

ematical models. IM subject to the backlash input phenomenon was considered

and the corresponding compensation controller is deduced. Finally, Bouc-Wen

hysteresis modeling was explored. In addition, a proof was provided to show that

this nonlinearity is bounded given a specified set of initial values and parame-

ters that satisfies some conditions. Then, the IM control feedback for IM with

hysteresis input is discussed. It is worth mentioning that all the mathematical

developments were supported by by extensive MATLAB SIMULINK simulations

to verify the results obtained from the theory and to evaluate the performance of

the controller in each case. Each simulation was done twice, without and with ex-

ternal load torque. Having both parts helped showing the effect of the feedback in

various situations and highlighted the effect of torque estimation on the feedback

overall performance. Throughout the system simulations, the control feedback has

succeeded to achieve the desired target. Trajectory tracking with small rise time

as well as nonlinearity compensation was observed easily from obtained results.

In addition, boundedness of the rest of the states and parameters was validated
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throughout the simulation time.

One of the most important contributions of this thesis is the development of a

single control feedback that works for three different scenarios, IM subject to

symmetric dead-zone input, backlash input and Bouc-Wen hysteresis input. Even

though these nonlinearities do not exhibit the same behavior and are described by

different models, the designed controller has proven to be capable of compensating

for each of these phenomena and providing the desired tracking performance with

minimum knowledge of each phenomenon parameters.

Now, this research can move forward by enhancing some design aspects and/or

changing some of the stated assumptions. The next step might be to consider

a more realistic IM model. For example, magnetic flux is typically not measur-

able quantity. Thus, a flux estimation can be incorporated in the IM model. In

addition, iron losses can be added to the model, making it more real and useful.

Other enhancement should include dealing with different references. As was the

case in this work, the reference was assumed to be a differentiable function. The

controller can be improved to deal with non-differentiable functions such as the

step or the rectangular function. Finally, a major step can be achieved by imple-

menting the controller in a real life scenario. That is, applying the feedback using

real equipment in the lab and verifying theoretical and simulated results.
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