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With the exponential growth of web content, people depend increasingly on popular
search engines, such as Google and Yahoo, to find information on the Internet. The
current popular search engines have a number of limitations. They cannot semantically
understand and enrich the user’s natural language queries easily, and they may not offer
the results that fit the user’s needs. These limitations are more significant and have
additional impact in critical domains, such as health and food, where users’ queries need
to be well understood, enriched, and then processed to retrieve answers that match the
users’ demands. Searching for the right food to eat is an example of frequent queries on
the web where people may not easily find relevant and satisfactory information. Lack of
satisfaction may also be caused when people have personal preferences regarding certain
foods and when people have specific health conditions that restrict their food choices and
encourage them to choose other foods. People’s cultures also influence food choices and
varieties, yet search engines are not aware of these cultural habits. These limitations of
search engines are the main motivations for us to develop a framework that semantically
manipulates users’ queries and personalizes the retrieved health and nutrition information.
Such personalized retrieval helps in reducing the risks of improper choices of food and
nutrition. In this thesis, we present an agent-based framework that semantically
manipulates the users’ queries and personalizes the retrieved food and health information.
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This thesis presents a user’s profile ontology and further enhances and integrates food and
health ontologies pre-constructed by domain experts. Moreover, the thesis presents all
necessary models for the framework processes, which include the semantic query
manipulation and results personalization. The framework has been implemented, and the
empirical evaluations show high precision and promising results with superior user

satisfaction.
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CHAPTER 1

INTRODUCTION

The number of types and sheer amount of content on the web are growing dramatically.
At the end of 2013, the Internet hosted 510 million live websites, with 103 million
websites added in 2013 alone. The average growth in website size is 23% (1). People use
popular search engines, such as Google and Bing, to locate desired information. These
search engines are a way to navigate the expanding web. These 510 million websites have
14.3 trillion webpages, yet only 48 billion webpages are indexed by Google, and 14
billion webpages are indexed by Bing (1). This explosion contributes greatly to the
challenges of finding precisely relevant information through search engines.

A major limitation of search engines is their limited understanding of the user’s queries.
Current search engines use keyword-based searching rather than understanding
semantically both users’ queries and web source contents. They do not semantically
manipulate the user’s queries or enrich them with more relevant information. Queries that
have relations between different fields are difficult to be parsed using the current search
engines. For example, if the user types, “What kind of fruits help people quickly recover
from a common cold?” the search engine will take the query’s keywords and look for
documents that contain as many of these keywords as possible without identifying the
relation between “fruits” and “common cold.” Furthermore, the keyword “fruits” is a food

category, and the search engines will not recognize its meaning well.



Meanwhile, the number of Internet users is also growing every year. A survey in 2013
showed that more than 2.7 billion users, which is equivalent to 39% of the world’s
population, use the Internet (2). Users come with different needs and have different
behaviors and interests. Capturing important users’ preferences is not considered in the
popular search engines, and hence users retrieve similar results regardless of their
preferences. For example, if a user is looking for food that reduces the risk of
cardiovascular disease, then some of the popular search engines will retrieve the result
that shows alcohol as the first recommendation.’ If the user does not drink alcohol
because of religious or other reasons, then these results do not fit that user. Each user has
preferences and restrictions, whether they are personal, cultural, or religious.

These limitations are obvious and have more impact when it comes to critical domains
such as food and health, where wrong answers can lead to severe health issues. In such
domains, people have different needs based on their heath conditions, such as diseases
and allergies for certain foods. Each person has daily needs of nutrients, and any food
advised should be selected based on the daily needs to maintain wellness. Current search
engines do not consider these facts and return results without respecting the person’s
health status and needed nutrition.

In the following sections, we will explain these challenges in more detail, and then we
will present the objectives of this thesis, followed by the thesis’ contributions to address
these challenges. Finally, we will highlight the structure of the remaining parts of the

thesis.

! http://www.medicaldaily.com/7-health-benefits-drinking-alcohol-247552
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1.1 Challenges and Motivations

After intensive literature review on recently published related work in high-impact
journals and conferences, we highlight the following challenges that motivate us to
develop a framework for semantically manipulating the user’s queries and personalizing
the retrieved health and food information.

With the huge growth in web content, getting the relevant and accurate information
becomes more difficult. The high speed of the Internet and the improvements of smart
phones motivate people to use search engines, such as Google and Yahoo, more
frequently for their daily life needs with expectations of getting accurate information.
Figure 1 shows the results of the following query: “What is the food that | can eat when |

start quit smoking?” Google retrieved 43 million results.

what is the food that | can eat when i start quit smoking \E!,- “

VWeb Images Mews Shopping Wideos More - Search tools

About 43,100,000 results (055 seconds)

Quitting Smoking: Help for Cravings and Tough Situations

www.cancer.org » ... » Stay Away from Tobacco = American Cancer Society

Dec 5, 2013 - over time_ Many of the things you did to help yvou quit smoking can

help you stay quit and gain that victory If wou start to weaken. remember your goal
Awvoid sugary or spicy foods that may trigger a desire to smoke

Vihat to Eat When Quitting Smoking - Softpedia News

news_softpedia.com » Mews » Science » Behavior/fHumans ~

May 15, 2007 - ldeal sugary foods could slightly boost the "feel-good” brain transmitter
| started smoking in 1981 when i was 16 and finally quit in 1994

How the right food can help you give up smoking | Mail Onl. ..
www _dailymail_co. ukf.._fHow-right-food-help-smoking_html = Daily Mail
While smoking can be said to be a diet aid. it's a potentially deadly one, whose pile
on the pounds because they immediately start nibbling on snack foods

[FEFAl The Five-Day Plan to Quit Smoking - University Health ...
www _uhs wisc_edu/  _fFive_Day_ Plan____ = University of Wisconsin-Madison

Watch out: tension can build. Remember: yvou've stopped smoking. What to do if to
fall apart. eat a light meal like you may have cravings will start to lessen

How to Awvoid Gaining Weight When You Quit Smoking

www _webmd_ comdsmoking.__featuresfquit-without-weight-gain__. = VWebMD
Research shows that some smokers who quit experience a sharpened "sweet tooth "
Theyre better off finding foods sweetened with artificial sugar

Figure 1 Example of User’s Query Returns Millions of Results



Although people depend on the popular search engines to find the required information,

these search engines have some limitations, as discussed in the following sub-sections.

1.1.1 First Limitation: Difficulties in Understanding User’s Queries

Users on the web use search engines differently; some users enter keywords of their
queries while others enter full queries in their natural language. Most popular search
engines use the keywords to return the relevant documents. The search engines have
difficulties in understanding the semantics of users’ queries, as it requires semantic
manipulation techniques to understand the concepts and relationships in users’ queries.
Figure 2 shows that a popular search engine cannot understand the semantics of the query:
“I have low vitamin D, but | work during the day and | cannot stay in the sun, so what

food | can eat?” This leads to irrelevant results as shown below.

I hawve low vitamin D, but | work during the day and | cannot stay in the si. .0,

WVWe b Images More - Search tools

About 1,080,000 results (3,40 seconds)

3 Reasons You NMay Mot be Getting Enough Witamin D
articles_.mercola.comfsitess.__fOT/ __fincrease-vitamin-d-levels_aspsx —
ﬁ by Joseph Mercola - in 2,071 Google+ circles
T

Jdul 30, 2012 - Even though summer is when most people are exposed to sun

exposure Researchers hawve noted that vitamin D deficiency is prevalent in
adults of all D levels. but it is verny difficult to get enocugh wvitamin D from
food sources alone of witamin D a day in order to raise their serum levels

to healthy levels

Bulletproof Wour Slesep with Witamin D | The Bulletproof ...

wowewy_bulletproofexec comdbulletproof-wour-sleep-with-vitamin-ds —

So when you are outside with adeguate sun exposure, use nNno sunscreen but put on a
Too much witamin D) can cause headaches and inflammation in the body

Sometimes if | hawve had a hard day (or night) at work | will take a couple of The

research is suggesting harm to people who stay at loww levels for a long time

Vitamin D and your health - Harvard Health FPublications
woanww_health_harvard edu » Welcome Mewsweek readers —

Loww levels of wvitamin D lead to low bone calcium stores. increasing the risk of
fractures And work in progress suggests that good things happen when wvitamin D
The main reguirement is to hawve enough wvitamin D — but many Americans don't

but vou can enjoy sun protection and strong bones. too, by taking vitammin

How To Make Sure That WYou Are Getting Enough Witamin D
drbenkim._comdvitamin-d-facts_htrm —

L'W-B rays cannot pencstrate glass. so you dont make any wvitamin D while that it
has created during warmer months. or on intake of vitamin D through food and But
we can provide general guidelines that should be helpful For days when ywou hawve to
be under the sun for longer than about half of I'd be scared to eat

Figure 2 Example of User's Query That Is Not Understood Well by the Search Engine



1.1.2 Second Limitation: No Enrichment for User’s Queries

Users may spend time to search for desired information and change the search keywords

until finding that information. Figure 3 shows an example of a user’s queries that have

been enriched by the user until reaching the best query that returns the desired

information. In this example, the user has tried seven times to enrich the query such that

the desired information is precisely retrieved. The next time the user comes back to the

search engine to look for the same information, the user has to go through the same cycle

of enrichment. The search engine will not automatically enrich the user’s query based on

the user’s preferences, and hence the user will not get the relevant results easily.

chairman 1 9 “
Web mage: chairman university saudi dhahran 3 ) “
— chairman universitv saudi dhahran KFUPM 4 ] o |
bout 1 % \web S— chairman university saudi dhahran KFUPM computer @ n
Chairman - Web b
en.wikipedia.org! About 1 eb ]
The chairman, 2 .
ofanorganized 9 Tho gaudi Ar
Terminology - Us www.saudiaramco Hhout
T e g Fat
he urgency and ¢ S .
the University of [ UP" King Fahd University of Petroleum and Minerals - W|k|ped|a %
Fa “1' Dha en.wikipedia.org/.../King_Fahd_University_of Petroleum_and... = k yst o, B>
introduc o
L Among Saudi universities, its science and engineering programs are hghl regarded
Kina Fahd Un  anq 3.1.1 College of Engineering Sciences; 3.1.2 College of Computer Science &
Olivier Appert: Chairman and chief executive officer Institut Francais du ... The Techno- 5 k
Valley consist of five entities at the KFUPM Dhahran campus: King S
3 cademi d
chairman university saudi dhahran KFUPM computer B 9 “
chairman university saudi dhahran KFUPM computer science 6 g “
Web mages . .
chairman KFUPM computer science  { A n
Web mages
) Web  Images  News  Videos  Shopping  More~  Search tools
King Fahd up 7 7 0 e
en.wikipedia org . i i _ ) _
Among Saudi uni KiNg Fahd University of ~ About 303.000 results (0,30 seconds
3.1.1 College of ©N wikipedia org .er:gTFahd7Uni
Olivier Appert: Chi ~MONg Sja“d' universities, its sci - Chairman - Home Pages of All Faculty at KFUPM - King ...
Valley consist of fi 3.1.1 College of Engineering Sci  faculty. kfupm.edu.sa/ICS/kanaan/ ~
Olivier Appert: Chairman and chie' Dr. Kanaan Abed Faisal. Chairman. Information and Computer Science Department
KFUPM Dhahran campus: King A King Fahd University of Petroleum and Minerals. Dhahran 31261, Saudi

Figure 3 Example Shows No Enrichments on the User's Query



1.1.3 Third Limitation: Results Are Not Fitting the User’s Needs

The current search engines do not understand the users’ needs, so the retrieved results
may not be relevant to the user (3). We do not all share a cultural background, and each
culture has its own tastes (4). Culture has an impact on users’ preferences. The popular
search engines do not personalize the retrieved information to fit users’ exact needs and
preferences. The example in Figure 4 shows that the search engine cannot precisely
retrieve results that fit a user’s needs. The user does not drink alcohol. The user enters the
query, “What drink can reduce the risk of cardiovascular?” to look for any drink that helps
the user’s health condition. Most of the retrieved results recommend alcohol, which does

not fit the user’s need.

what drink can reduces the risk of cardiovascular? g “
Web Images Shopping MNews Videos Maore = Search tools
About 6,550,000 results (0.39 seconds)

How Alcohol Reduces Risk of Heart Attacks and other ...
www2_potsdam_edufalcohol/._./... = State University of New York at Potsdam
Fesearch has suggested another way in which drinking alcohol (beer, wine and
distilled spirits) enhances cardiovascular health: it improves the size of both

Alcohol and heart disease - Drink Aware
https:{fwww._drinkaware.co.uk/.__alcohol/___/alcohol-and-hear... = Drink Aware
Long-term, heavy drinking can lead to heart disease. Drinking more than the lower
risk guidelines regularly and over a long period of time can increase your risk

PP Moderate Drinking and Reduced Risk of Heart Disease
pubs_niaaa.nih.gov/__. = Mational Institute on Alcohol Abuse and Alcoholism

by AL Klatsky - Cited by 94 - Related articles

at lower risk for the most common form of heart disease, coronary artery _.. is related
to higher risk of heart muscle ... ognized that alcohol consumption can

Figure 4 Example of Search Results That Do Not Fit the User's Needs



1.1.4 Fourth Limitation: Results Are Not Structured

The popular search engines present the retrieved results as a list of documents: title, link,
and snippet. Some search engines highlight the text that contains the user’s keywords.
This is not sufficient to help the user find useful information. The user needs to click on
the documents in the list of results, one by one, to find if they contain the desired
information. It is not possible for the current search engines to show the results in a
structured way, as this requires understanding the context of the webpages and matching
this to the context of the user’s queries. As most web content is unstructured, its meaning
is not machine accessible (5), in the sense that computers cannot interpret words,
sentences, and the relationships between them. Figure 5 shows an example of a user’s
query, “How many pieces of orange give me my daily need of vitamin C?” where the
result is not structured such that the required information can be extracted easily (i.e., the

user needs to dig deeply into the results to get the desired information).

how many piece of oranges gives me my daily need of vitamin c \Qz “
Web Images Shopping Videos Mews More - Search tools
About 25,300,000 results (0.79 seconds)

How Many Mgs of Witamin C Are in Medium Oranges ...
healthyeating.sfgate.com/many-mgs-vitamin-c-... = San Francisco Chronicle

You need vitamin C to ward off damaging free radicals that destroy healthy cells
Because of vitamin C's many roles throughout yvour system, meeting your daily
intake is orange. orange and half/ piece image by L. Shat from Fotolia.com The
Dietary Fiber in Oranges - What Do Oranges Give Us? How Many Vitamin D3

How to Eat More Vitamin C: 6 Steps (with Pictures) - wikiHow
www_ wikihow . com » ... » Dietary Supplements = wikiHow

Be aware that you need to ingest vitamin C daily. Vitamin C does not stay in the
body: it needs to be constantly replenished. so a big meal of oranges today will

Vitamin C — QuickFacts - Office of Dietary Supplements

ods_od_nih.gov/factsheets/VWitaminC-QuickFa... = Mational Institutes of Health

Jun 24, 2011 - Fact Sheet for Consumers The amount of vitamin C yvou need each

day depends on yvour age Citrus fruits (such as oranges and grapefruit) and their

juices Fortunately. many of the best food sources of vitamin C. such as fruits and
Supplements: What You Need to Know - My Dietary Supplements

Figure 5 Example of Unstructured Search Results



1.1.5 Fifth Limitation: No Cross-Language Results

A lot of information on the web is available in certain languages, while users typically use
their native language to submit their queries. Hence, users do not benefit from this wealth
of information available in different languages if they do not speak these languages. There
are some efforts to translate the search queries and return results in different languages,
but this has had limited success because these search engines translate word for word,
which does not provide sufficient meaning. An example is “Google translated search,”
which was discontinued in 2013.> Some websites have high quality and rich information
that contains very important answers to many queries in a specific language. The user of a
different language encounters a barrier to desired information if the query’s language is

different from the sources’ language.

An example is shown in Figure 6, where the English query, “What food can give me daily
needs of calcium?” returns precise and relevant results. However, if an Arabic user writes
the same query in Arabic “Shwe s o sud Sl (e dalial Lo s Al 4032 4 W, then most of the
retrieved results from Arabic websites, as shown in Figure 7, are related to the importance
of calcium to pregnant woman. Moreover, the user cannot see the precise and important
information available on English websites. This valuable information is not visible for the
user because of the difference between the user’s language, Arabic, and the web sources’

language, English.

2 http://www.rba.co.uk/wordpress/2013/05/17/google-drops-translated-foreign-pages/
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what food can give me daily needs of calcium \?,r n

Web Images MNews Shopping Videos More = Search tools

About 13,700,000 results (0.33 seconds)

Calcium — QuickFacts - Office of Dietary Supplements
ods._od_nih.gov/factsheets/Calcium-QuickFactsf = MNational Institutes of Health ~
Jump to How much calcium do | need? - 7 The amount of calcium you need sach day
depends on your age. Average daily recommended ___

Top 10 Foods Highest in Calcium - HealthAliciousMNess . com
www_healthaliciousness.comfarticles/foods-high-in-calcium_php ~

Below is a list of high calcium foods by common serving size, for more, see the
extended lists of ___ they are still a good source of calcium, and the calculated percent
daily value (%DV) already takes ... What can | give to make sure her calcium
intake is sufficient? _____ In: Shils ME. Shike M. Ross AC. Caballero B, Cousins RJ_

Increasing Calcium in Your Diet During FPregnancy
my_clevelandclinic_org/.__/hic_increasing_calcium_in_yo_.. = Cleveland Clinic =
Give Online - Help shape patient care for generations to come ... If you do not
consume enough calcium to sustain the needs of your developing baby, ... foods a
day will help ensure that yvou are getting 1200 mg. of calcium in your daily diet.

Calcium — how much is enough? | Go Ask Alice!
goaskalice.columbia.edu/calcium-how-much-enough = Columbia University ~
Adding to this. women generally live longer than men. giving their bones more ... The
two best things yvou can do now to prevent future osteoporosis are: (1) ... The
Recommended Daily Allowances (RDAs) for calcium intake is ... Some of which are
brittle bones and can also affect your nervous system as it has done to me.

Figure 6 Example of English Query with English Results

\g’ Lia gt o sl S o anlial Lo ilead @089t
Web Videos Images Mews Shopping Maore -~ Search tools

About 200 results (0.40 seconds)

Al el gmn A o el lgamliad Sl Salaal] g oilisalindl)
forum.hwaml.com/t194051 _html| — Translate this page
NDV 13, 2012 - 10 posts

ce. BAEA LN peall sl e B elecen Amliag e - Al A812a01 laladl
alwadi_com.sa/b/showthread_ php?t=56443 = Translate this page

Dct 16, 2009 - 2.8 || alklelall 3 geldlladl ‘,._._.u_.JE._._.;n:.._. 5! g5l ea (=)

pmdh 22 A e 1000 B B00 ol 2 Gmst el
oidaas o K T Lgaidai _,..;:._..s, L Mlage g
cee A Amiall o g MoM Te BE.. 13— aulimioe al J=0 [] = Jwl s=l
wwwiovboeglad.com » o p =l el 325.. cvie = Translate this page
3 days ago - 8 posts - ¥ authors
B T E AL SRR T
sl L % - T R L [ ER .

= s =2 | Arab friends
https:/far-ar.facebook. com-’pages-’.._.-"30488680294143 - Translate this page

__,:.J'__',.o_,,._.,;.a _,a”,a'i.'.h‘_' E_.._._._,

Figure 7 Example of Arabic Query with Arabic Results



1.1.6 Sixth Limitation: Same Order of Results for Different Users

Search engines retrieve the same results in the same order regardless of the user’s needs.

User’s different needs should be reflected in the order of the retrieved results. Moreover,

the search engines do not filter undesired information based on the user’s preferences.

Figure 8 shows an example where two users, Ahmed and Ali, enter the same query, “How

can [ improve my memory?” and then get the same results. Ahmed might have some

allergies from certain foods that have been recommended by the search engine, while Ali

might have some food preferences. The search engine does not consider Ahmed’s needs

and does not filter out the foods to which Ahmed is allergic. Moreover, the search engine

does not consider Ali’s preferences and does not re-arrange the results and show the food

that Ali likes first.

how can i improve my memory 9 n B\‘\

how can i improve my memory

How to Improve Your Memory - Helpguide.org

How t Y -H
ko cving miomory e + ‘o‘l:oﬂlm ove Your Memory - Helpguide.org

g/\fe/improving_memory htm ~
and boost

mory : Discovery Channel
rove-mef -

Top 10 Ways to Improve Your Memory : Discovery Channel

ays4o-improve-memory f
ays to improve

Improve Your Memory - WebMD
webmd com/balanceeatures improve:your-memory ~

7 Tricks to Improve Your Memory - TIME
time.com/52237/7-tricks to-improve-your-memory/

7 Tricks to Improve Your Memory - TIME
memory that amazed people, but in the last few yea time com/S2237/7

iprove-your-memory/ ¥
memory that amazed peop!

‘Bl Pawe,d

Figure 8 Example Shows Same Results for Different Users
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1.1.7 Seventh Limitation: No Learning of Users Preferences

Popular search engines do not learn the user’s preferences and do not consider the user’s
feedback individually in the results. Hence, they are not able to enrich the user’s query
with the user’s preferences and get relevant documents. For example, if the user starts
searching for the query, “What kind of foods have less fat?”” and then the user customizes
the results to be limited to domains ending with “.org” and excludes any sources
containing the keyword “British,” the user may then be satisfied with the new customized
results, as shown in Figure 9. However, the search engine does not learn the user’s

preferences, and the user is required to mention explicitly the preferences for each query.

What kind of food have less fat? \g. n
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Figure 9 Example of Customized Search Results
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1.1.8 Eighth Limitation: Limited Reasoning Capabilities

Many answers to users’ queries may not be available directly in the indexed webpages. To
retrieve the indirect information, the search engine needs to make the necessary reasoning
to get the relevant results. Current search engines have limited reasoning capabilities and
cannot reach the indirect information easily. As an example of this reasoning, when A
implicates B and B implicates C, A should imply C where the result of the user’s query
requires linking A with C. Another example occurs when the information that matches the
user’s query requires merging two pieces of information in two different web sources.
Figure 10 shows the results of two queries: “I want a list of food that can improve my
vision and contains enough calcium,” and, “What are the main foods that contain calcium
but have less sugar to accommodate diabetes?” The desired results require linking two
pieces of information. The search engine looks for the existing individual keywords

without any reasoning of the queries.

what are the main food that contains calcium but has less sugar ta | want list of food that can improve the vision and contains enough calcium 9 n
Web je SH ng Vid More = Sear Web ages News Shopping
How Food Affects Type 2 Dlabetes Joy Bauer 8 Foods to improve eyesight - SheKnows.com

dlal)e(es-

www.sheknows com/food-and-recipes/ . /8-foods-to uupmve-eyesigm -
t heaithy foods Improve your vislon and eye health. .. There

(p=2 abetes. asp... ~
b

w._health gov/di
amily, friends. an
Is. . Althoug

w.hsph.harvard edu/.. /calcium-full-s... ~ Ha
-u-;fcnds or supplements that contai

c
or example, but many other nutrient (}-\,-,
calories but ofte e low ir

People need calcium to
Foods high in both sugars and fa

5 Overrated and Underrated Foods dis
w cspinet org/ . /overratedfoo... = Ce ence in the F c Interest
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r r Na ds
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ne  Nutrition and Aging - Colorado State Unwer5|ty Extenswon
wwwi.ext.colostate edu/pubs/foodnut/09322.html ~ Co

ey can't get enough h ough dlel alone

may need a calcium s

Figure 10 Example of Limited Reasoning Capabilities
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1.1.9 Impacts of the Limitations on Health and Nutrition Domains

The above limitations are more important in critical domains, such as health and nutrition,
where the users desire more relevant and precise information that matches their needs
exactly. In such domains, the understanding and enrichment of the user’s queries are more
important and the return of relevant results is crucial (i.e., health advice that fits one user
based on age, gender, and health conditions might not fit another user with different
conditions). Moreover, some foods are acceptable in certain cultures but not in others. For
example, if the user has a cardiovascular disease, then there are restrictions in choosing
between grains, as shown in Figure 11. If the user uses a popular search engine to retrieve
the results of the query, “Which grain gives high fiber?” the results will include some
grain products that should be avoided based on studies by the Mayo Clinic [6). Figure 12
shows the retrieved results for this query using a search engine. These results do not

match the health condition of the user and might lead to a serious impact on the user’s

health.

Grain products to limit or

Grain products to choose N
awvoid

White, refined flour
White bread

Muffins

= Whole-wheat flour

= ‘Whole-grain bread,
preferably 100%: whole-
wheat bread or 100%

- Frozen waffles
whole-grain bread v

= High-fiber cereal with S5 g Corn bread

ar more of fiber in a
serving

Doughnuts
Biscuits
Quick breads
Granola bars
Cakes

Pies

= Whaole grains such as
brown rice, barley and
buckwheat (kasha)

= Whole-grain pasta

= Oatmeal (steel-cut or
regular) Egg noodles

= Ground flaxseeaed Buttered popcorn

High-fat snack crackers

Figure 11 Restrictions on Grain for Cardiovascular Disease, Source (6)
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which grain gives high fiber

©
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List of High-Fiber Cereals | Healthy Eating | SF Gate
healthyeating.sfgate_com » Nutrition » Fiber = San Francisco Chronicle

by Maia Appleby - in 3,606 Google+ circles

Raisin bran cereal is naturally high in fiber, giving you 8 grams of fiber per cup.
depending on the abundance of raisins in the brand you buy. A cup of bran flakes

Figure 12 Results That Do Not Match the User’s Health Conditions

1.2 Objectives

In this thesis, we use the Semantic Web and personalization techniques to address some of
the challenges and limitations of the current popular search engines with our focus on the
food and health domains. We aim to investigate the current research status of capturing
user preferences, semantic query manipulation, and personalization techniques that help in
retrieving health and nutrition information that fits with users’ needs. The objectives of

this thesis are explained with more detail in the following sub-sections.
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1.2.1 First Objective: Semantically Manipulating the User’s Query

One objective of this thesis is to research how to manipulate the user’s query, written in
the user’s natural language and using semantic processing techniques. Semantic
manipulation helps in better understanding the users’ queries, which leads to results that
are more relevant. This requires converting the user’s natural language query to a

structured form query that supports reasoning.

1.2.2 Second Objective: Capturing User’s Preferences
The second objective of this thesis is to research the existing mechanisms for capturing
users’ preferences related to the food and health domains to select attributes that affect

food choices.

1.2.3 Third Objective: Building a Health and Food Related User’s Profile

The third objective of this thesis is to survey the current research for representing, storing,
and retrieving the user’s preferences. This aims to construct an ontology-based user’s
profile that encapsulates the user’s preferences in a dynamic way. This allows using these
preferences to enrich the user’s queries and personalize the retrieved food and health
information. This will help in providing a smarter way to answer food and health queries

and to recommend relevant and personalized choices of food and nutrition.

1.2.4 Fourth Objective: Personalizing the Retrieved Results
The fourth objective of this thesis is to survey how we can provide personalized search
results that fit the user’s needs. We aim to research the current personalization

technologies that recommend relevant information to the user. This includes the
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utilization of the user’s profile in personalizing the retrieved health and nutrition results

and filtering the unrelated information.

1.2.5 Fifth Objective: Developing an Agent-Based Framework

To handle all of these objectives, we aim to build an agent-based framework that
semantically manipulates the user’s queries and personalizes the retrieved food and health
information. This includes designing, developing, modeling, and evaluating the proposed
framework. Real-world test cases should guide in testing the implemented framework to
show how this framework can answer queries that cannot be answered easily by the

popular search engines.

1.3 Thesis Contributions

The major contributions of this thesis are as follows:

1. Survey state-of-the-art methodologies used for semantic query manipulation and
capturing user’s preferences, user’s profile representation, and results
personalization.

2. Propose a methodology for identifying and capturing the user’s personal
preferences, cultural preferences, health conditions, and religious constraints
related to the food and health domains.

3. Build multilingual integrated health and food ontologies and knowledgebases
required for semantic query manipulation.

4. Propose an ontology-based user’s profile to represent the user’s preferences and
integrating the user’s profile ontology with the domain ontologies to retrieve

precise results.
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5. Propose a multilingual agent-based framework for semantic query manipulation
and result personalization.

6. Develop algorithms for semantic query manipulation, query enrichment, and
results personalization.

7. Model the proposed framework’s processes required for semantic manipulation of
the user’s query and result personalization.

8. Implement the proposed framework based on scalable technologies to fit any
domain and then prototyping it with the health and nutrition domains.

9. Evaluate the developed framework and running different experiments to assess its

performance and accuracy.

1.4  Thesis Organization

The rest of this thesis is organized as follows. Chapter 2 presents the literature survey of
the related work. Chapter 3 introduces the main framework for ontology-based semantic
annotation and personalized information retrieval (OSAPIR), where this thesis focuses on
the semantic query manipulation and personalization component of OSAPIR. Chapter 4
presents the details of the proposed agent-based framework for semantic query-
manipulation and personalized retrieval of health and nutrition information, namely an
agent-based-framework for semantic query manipulation and personalized information
retrieval (ASPIR). Chapter 5 explains how we capture the user preferences related to the
health and food domains. Chapter 6 presents the modeling of the framework processes.
Chapter 7 describes the health, food, and user’s profile ontologies along with the

methodologies we followed to develop them. Chapter 8 presents the implementation
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details of the proposed framework. Chapter 9 presents the experimental results and

analysis. Chapter 10 concludes the thesis and highlights possible future work directions.
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CHAPTER 2

BACKGROUND AND LITERATURE REVIEW

The focus of this thesis is to develop an agent-based framework for semantic query
manipulation and personalized retrieval of health and nutrition information. In this
chapter, we briefly introduce the required background information about the thesis’ topics

and present a literature review on the related work.

2.1 Semantic Query Manipulation

The term query can have many uses, such as in semantic query, SQL query, and free text
query. The input of the query in our system is a natural language question, and the output
IS a semantic representation of the question. The semantic manipulation of the user’s
queries involves four areas: question answering, string matching, named entity

recognition, and query templates.

2.1.1 Question Answering

Question answering (QA) combines both information retrieval and natural language
processing (NLP) fields (7). It enables the user to enter a natural language question and
then shows the formulated answers of the user’s question as sentences (8). QA systems
can be great tools for the users in getting the exact information in a friendlier way. QA
systems perform three tasks: classifying the question, retrieving the information, and
extracting the answer (9). An important focus of our thesis is to understand the user’s

questions to map them to the domain ontologies and to reason based on the
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knowledgebase. To understand the user’s questions, we need to analyze the question’s
keywords and identify the question type. Some natural language processing techniques are
used to analyze and classify the questions such as tagging, chunking, tokenization,
stemming, and part of speech (POS) tagging.

One technique to analyze and classify a question is to use patterns. In (9), the authors
listed eight patterns based on questions collected by (10): functional word questions,
when questions, who questions, why questions, how questions, and what questions. We
show examples of first two patterns.

- Functional word questions include all non-Wh questions except how. For
example: “can you list for me some good foods?”

- When questions include all questions start with when. The pattern for this question
is: When (AUX) NP VP X, where AUX represents auxiliary verbs, NP represents
noun phrases, VP represents verb phrases, and X represents combinations of other
words, such as “When should I eat my lunch?”

2.1.2 String Matching

String matching, also called string searching, concerns finding a specific string or set of
strings in a large set of strings or text. Many string-matching algorithms have been
developed that are different in the way they search for matching terms, their performance,
and their accuracy. String matching can be done either online or offline; online string
matching is challenging in terms of performance. In addition to forty algorithms proposed
before 2000, a recent review of the string-matching algorithms (11) studied another fifty
new algorithms proposed after 2000. This study classified the string-matching algorithms

into four categories: comparison-based algorithms, deterministic-automata-based
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algorithms, bit-parallelism-based algorithms, and constant-space-based algorithms.
Comparison-based algorithms try to compare the given input string with the set of strings
through scanning and comparing them bit-by-bit or using other advanced techniques.
Deterministic-automata-based algorithms scan the text be each character and perform a
transition on the automaton. If the scanned text reaches the final state after a certain
character, then the match is reported with the specific start and end character locations.
Bit-parallelism-based algorithms utilize the bit operation in a computer word for the
number of operations that the algorithms perform. It is suitable for a nondeterministic

automate. Constant-space-based algorithms use constants to limit the search space.

2.1.3 Named Entity Recognition

Named entity recognition (NER) involves classifying a certain word or element into
predefined categories, such as a list of food or a list of diseases. The major approaches in
NER are rule based and machine learning based.

Rule-based approaches (12) and (13) depend on analyses of the domain and understanding
of the questions. They involve creating patterns or regular expressions to be used in
matching and recognizing the entity. They also involve understanding the relations and
the context in which the entities and the relations are correlated. Pattern matching here is
different from the pattern matching in machine learning techniques, which require the
features to match. The pattern matching here addresses the context and text pattern. Rule-
based approaches could be combined with statistical models for big projects (14). Rule-
based approaches were implemented in many applications in different languages such as

(15) Chinese, (16) Uighur, (17) Turkish, (18) Urdu, and (19) Arabic.
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A different literature survey in (20) showed the machine-learning approaches created
between 1991 and 2006. It considered the recognition of unknown elements as a major
milestone in NER. The learning occurs in three different ways: supervised learning, semi-
supervised learning, and unsupervised learning.

Supervised learning involves studying positive and negative examples to extract features
and then developing rules to capture instances of a certain type. The disadvantage is that it
is costly to develop the initial lists required for learning. Techniques used in supervised
learning are the hidden Markov model (HMM) (21), decision tree (22), maximum entropy
model (ME) (23), support vector machine (SVM) (24), and conditional random field
(CRF) (25).

Semi-supervised learning involves a small amount of supervision. The main technique
used is bootstrapping, where initial examples, called seeds, are provided, and then the
system searches for the statements containing these seeds and analyzes the context to
identify clues to find similar terms that were not fed to the system. The authors of (26)
reported results similar to those of supervised learning.

Unsupervised learning involves clustering based on specific features such as the similarity
of context. It depends on lexical resources, such as WordNet, and on statistical models for
large projects. Examples of using unsupervised learning in NED are found in (27), (28),
(29) and (30).

2.1.4 Query Templates

For a particular semantic domain where limited vocabularies are used, a set of question
templates can be developed to match the majority of expected queries. Then one uses both

natural language processing (NLP) techniques and semantic techniques to empower users
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with the ability to ask natural questions that can be answered by matching them with the
predefined templates (31).

Based on natural language query (NLQ) techniques, a query template is constructed using
natural language with some dynamic parts to be substituted with the user’s input. An
example of a basic template is, “Advise me with the best ... that gives me ...,” where the
ellipses express placeholders for specific input from the user. The query, “Advise me with
the best fruit that gives me Vitamin C,” is an instance of the previous template. There are
more complex templates with more variables in (31).

There are two ways to acquire a template: either defined by the system’s owner or
automatically driven from the user’s input. The first method needs background on the
most frequent questions being asked in the domain and on the exact structure of these
questions. This method is not easy to follow because it is difficult to grasp the expected
questions without having a huge knowledgebase of these questions. Hence, the results
cannot be optimized. The second method is to come up with the query templates
automatically by collecting queries and their frequency and studying their semantics (31).
The user’s query will be analyzed and mapped to the corresponding templates, and then
the variable placeholders will be replaced with the user’s input. Regular expressions are
used to extract this information from the user’s query. If the word has more than one
meaning, then some techniques are used to narrow down the most likely meaning of the
user’s query. One way is to have a process of three stages. The first is to find the various
meanings of the word using WordNet and then classify them into groups. The second step
is to use the templates to match different words in the meaning tree. The third step is to
find the right meaning of the word by analyzing the question’s context. This process

allows prioritizing possible meanings and removing irrelevant ones. The words within the
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user’s query are replaced with a group of ordered possible words that match the same
meaning (31).

2.1.5 Conclusion

For question answering, we involve the NLP techniques used in QA systems to pre-
process the question and identify its parts. Then we classify the question based on the
query templates we have defined in a semantic approach involving WordNet, the domain
ontologies, and knowledgebase.

For NER, we have selected rule-based approaches to identify the relations between the
concepts. This selection is supported by our predefined questions that can be used to build
rules for identifying the relations. We build regular expressions that determine the
possibility of a relationship existing within the context of the user’s question.

For string matching, we use comparison-based algorithms as they fit our requirements.
We tried different algorithms such as fast-search algorithms (32) to find the best match
with our requirements, including the support of a multilingual property. We use string-
matching techniques to match the user’s keywords with the populated concepts and
instances from the domain knowledgebase.

For the query template, we combine the ontology query template with a natural language
query template to be more comprehensive. We also add the user’s personal profile to the

template to enrich the query and to retrieve relevant information.

2.2 User’s Profile

The personalization requires three main steps: collecting data about the user, creating a

corresponding user model and then adapting the information based on the created model
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(33). The user’s profile or user model is a model and a representation of the user’s
information used for personalization. It plays a major role in collecting and storing the
user’s personal information and then utilizing the user’s profile in personalizing the
retrieved information. There are many ways to represent the user’s profile from a simple
text file to an ontology that is used in the Semantic Web (34).

2.2.1 Collecting User’s Preferences

There are different ways to collect the user preferences to be modeled in a form of a
user’s profile.

The authors in (35) presented one of the first works on building a user’s model and
providing personalization with ontology. The proposed model follows three steps. First,
they utilized domain ontology to catalog and classify documents into related concepts
within the domain ontology. Then they generated a user’s model by connecting the user’s
interests in each concept based on analysis of the user’s history. Finally, they mapped the
user’s model represented by weighted interests in the domain ontology’s concepts to the
documents to personalize the related information. Although the model is promising, it is
static and does not change as the user’s interests change over time. Another drawback is
that the proposed model does not capture the concept relations and ontology structure
semantics in the calculation of the user’s degree of interest in a certain concept.

In (36), the authors tried to overcome the limitations in (35) and come up with another
ontology-based user’s model for information recommendation. The proposed model is
based on the users’ browsing history and captures users’ interests based on the concepts of
the domain ontology. It correlates the concepts so that, if the user shows interest in a

subcategory concept, it records that the user might have interest in higher-level concepts
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within the same hierarchy. Thus, higher-level concepts of the same interest get some
value. The main disadvantage of the proposed approach is using a simple algorithm that
captures the distance between the concepts only during inference. In addition, it has low
efficiency when it comes to complex ontologies. Finally, it does not use semantic
relations when capturing the user’s interests.

The authors of (37) introduced the concept of user ontology. They came up with a new
way that includes statistical methods to capture the user’s ontology from specific domain
ontology. The user’s interest model is generated based on the user ontology by assigning a
value to all concepts and relations. The proposed model has semantics and can describe
the user’s interest more accurately. One drawback of this model is the lengthy learning
curve for complex ontologies to build the user ontology and correlate the relations
between concepts semantically. Another disadvantage of this method is the lack of
automatic updating of the user’s interests.

2.2.2 Representing User’s Preferences

There are different classifications of user models. A recent one in (38) classifies user
models into two categories of structure, where each category has two options of content.
The user profile contains data structure and content. The data structure is either vector
based or semantic network based. The content is either the user’s keywords or concepts
driven from a knowledgebase that can be categorized. The knowledgebase source can be
domain models developed by domain experts, a general knowledge repository developed
by a community such as Wikipedia, web taxonomies such as ODP?, or ontologies. These

knowledgebase sources can be combined for an overlay model (39).

% Open Directory Project: http://www.dmoz.org.
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A vector-based profile represents user preferences as keywords (or concepts) with
corresponding weight for each. The weight is given to the keyword (or concept) using
different techniques, such as terms frequency (TF) and term frequency—inverse document
frequency (TF.IDF). More information can be found in (40). An example of a vector-
based user profile is in MiSearch (41), where the authors proposed two different vector-
based user models based on (1) extracting concepts from the queries of the user and (2)
extracting concepts from the snippet of the visited webpages. Each user model is
represented by a number of vectors based on the user’s interest category, where the
categories and the concepts are from ODP.

A semantic-network-based profile represents user preferences as a network that consists
of keywords (or concepts) and their related keywords (or concepts). This model consists
of nodes and linked nodes that represent the concept and the semantically related
concepts. The weight is assigned to the nodes, the linked nodes, and the links between
them. The advantage of the semantic-network-based profile over the vector-based profile
is the ability to model the relationship between the concepts and the associated concepts.
WordNet can be used in mapping the concepts and their associated concepts. An example
of a semantic-network-based user profile is OntoSearch (42), which is a new user
ontology model that aims to represent the user’s interests accurately. Instead of having the
concepts and taxonomic relations only, as in older approaches, the proposed user ontology
model utilizes taxonomic relations, concepts, and nontaxonomic relations to identify the
user’s interests in a given domain. The authors in (42) presented statistical methods to
develop the user ontology by inference from the domain ontology. The proposed model
incorporates a spreading activation function into the semantic search engine to support

personalized document retrieval. The proposed model in (42) was tested with the Google
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Directory and ACM digital library where the experimental results showed that
OntoSearch is effective.

2.2.3 Acquiring User’s Profile

There are two major categories of the methodologies used in obtaining the user’s
information and populating the user’s profile: implicit and explicit.

In the implicit method, the user’s information and preferences are collected behind the
scenes without obvious action from the user to determine the preferences. An example of
the implicit method is tracking the search history of the user including the user’s queries
and the visited results. Some works using the implicit methods are (43), (44), (45) and
(41). One challenge in the implicit method is the accuracy and relevancy of the inferred
user’s preference.

In the explicit method, the user is asked explicitly to provide input or feedback on the
results. This includes a form where the users specify their preferences, including what
they like or dislike, as in (46). The explicit method also includes the relevancy feedback
on the returned results, whether it is positive or negative, as in (47) and (48). Explicit
input can also be modifications to the preferences that the system has learned from the
user, as in (49), (46), and (50). Challenges in the explicit method are that many users may
not acknowledge the time they spend filling in such forms (51) and may provide incorrect
information in the form (52).

2.2.4 Storing User’s Profile

There are two approaches in storing the user’s profile: client-side or server-side.

The advantage of the server-side user’s profile is the ability to deploy a light client for the

user, such as an Internet browser, reliving the client from the processing of the user’s
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profile, which will take part in the server. Another advantage of the server-side user’s
profile is the ability to infer more information by relating the user’s profile with other
sources. Some examples are using other profiles that share similar interests and linking
the user’s profile with rich knowledgebase to infer new interests. A third advantage is that
the server can do sophisticated processing, such as processing large user’s logs, to give
better performance to the user. It is worth mentioning that the server-side user’s profile
has a scalability challenge to support a high number of users. Some examples of server-
side user’s profiles are in (53) and (54).

The advantage of a client-side user’s profile is that it allows building a richer user’s
profile because we can gather much more information about the user. For example, a
client-side user’s profile allows us to monitor all browsing activities performed by the
user and infer more accurate interests based on the user’s behaviors. Examples of client-
side user’s profiles are found in (43), (55), (56) and (57). Another advantage of a client-
side user’s profile is the privacy of the user’s information because the user’s profile is
stored and maintained in the user’s machine, as discussed in (58) and (59).

2.2.5 Conclusion

We propose a hybrid methodology to collect the user’s preferences based on domain
experts, the knowledge of the domain, collected questions related to the domain, and
conducted surveys. This will take the advantage of the domain-specific needs.

For representing the user’s profile, we have represented the profile as ontology-based
since this work is related to other parts in a bigger project that is based on semantic

ontologies. An ontology-based user’s profile makes it easier to integrate the profile with
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the domain ontologies and helps in reasoning the information using semantic languages
such as SPARQL.

For acquiring the user’s profile, we use both explicit and implicit methods to gather the
user’s preferences. We derive the new preferences through analyzing the implicit input
collected by monitoring the user’s behavior and then confirming any conclusion with the
user. Explicit feedback is used as well for the users who like to define their initial
preferences.

For storing the user’s profile, we selected hybrid approach in which we keep the user’s
private information in the client and we maintain the user’s information that is needed for
linking with the ontology in the server. This will allow us to get the advantage of the

server-side profile while maintaining the private information of the user in the client side.

2.3 Personalized Retrieval

Personalization involves returning the relevant information to the user’s needs based on
the user model (60). There are many applications for personalization, and there are many
surveys in the literature about these applications, such as geographical information
systems (GIS) (61), e-commerce (62), education (63), television, and video (64). When
personalization is tackled, the privacy issue is raised, and there are many studies on the
tradeoff between personalization and privacy, such as (58) and (59).

There are three challenges in personalization: representation, learning, and ranking. For
representation, we need to represent the user’s interests and preferences in a compact

user’s profile. For learning, we need a way to learn and discover the user’s profile from
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the available data. For ranking, we need to match the user’s profile with the existing
ranking algorithms used to specify the relevancy of documents (65).

In this section, we first define information retrieval and information filtering. Then, we
present the related work to personalized retrieval.

Information retrieval (IR) is defined as the “process of identifying and retrieving
unstructured documents containing the specific information stored in them” (66).
Information retrieval deals with the complete cycle of getting the information, which
consists of three steps: indexing documents, getting user’s queries, and matching queries
with the relevant documents (67). There have been many studies in the area of
information retrieval, such as (68). Semantic information retrieval was researched and
surveyed in papers such as (69), (70), (71), and (72) where identified semantic features
are used in the information retrieval. More specifically, IR that uses ontology for
retrieving the information is called ontology-based information retrieval, and it has been
researched and surveyed in papers such as (66), (73), (74), (75), and (76). Many studies
have classified information retrieval differently. In (77), information retrieval systems are
put in two categories: classical, such as library systems, and web, such as search engines.
One of the major challenges in web information retrieval is meeting the user’s needs
considering that webpages are heterogeneous and users’ queries are not written well in
most cases (77). This challenge is addressed by semantic query manipulation and
personalization. The personalization in the context of information retrieval is called
personalized information retrieval, personalized search engine, personalized
recommendations, and personalization information service, as mentioned in (78). This
thesis is part of a bigger project, as explained in Chapter 3, which addresses personalized

information retrieval. Our work focuses on information filtering and personalization.
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Information filtering (IF) deals with selecting or eliminating a set of the matched
documents. The major characteristics of information filtering are the dynamism of the
document set, the long-term nature of the information need, the required profile for
information filtering, and the delegation of the information selection (79). Figure 13

shows how information filtering returns different results for different users.

Doe-1 Doe-2 Doc-3 Doc-4 Doc-3 Doc-6 Doe-7

Doe-1 Doc-2
Doc-3 J Doc-4
Doc-6 ‘ Doc-5

Doc-7

m

Figure 13 Information Filtering
Personalized retrieval can be achieved by enriching the user’s query and filtering and

ranking the retrieved results. Below we discuss these topics.

2.3.1 Query Enrichment
Users might not be able to use representative keywords to search and locate the desired

information (38). As a result, query enrichment, also called query expansion and query
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adaptation, enriches the user’s query with extra keywords to retrieve relevant results (80).
Query enrichment implicates the weight and significance of the keywords. There are
different techniques for query enrichment, as classified in (38) into six categories based
on two factors: whether the enrichment is based on the user (user-focused) and whether
the enrichment is implicit or explicit. The six categories are listed below.

The first category is query enrichment based on processing the user’s profile implicitly:
selecting the expansion keywords from the user’s profile. An example is in (55), where
the process starts by identifying the related documents from the user’s profile repository
that contain similar query keywords. Then the documents are re-ranked based on these
keywords using weighting schema for modified term frequency (TF). Top documents are
then selected, and their keywords are sorted based on document frequency (DF) weighting
schema. Finally, the top four keywords are selected as expansion keywords and used in
the query enrichment. Another example is in (81), where the user uses defined tags, and
these tags are used in the query expansion. A statistical model for tags is created and used
to identify the relevant keywords from the user’s profile. Other examples of systems and
applications that use this technique can be found in (49) and (57).

The second category is query enrichment based on implicit pseudo-relevancy feedback:
selecting the expansion keywords from top relevant results and their snippet. This
involves the full cycle of retrieving the results of the user’s query and then expanding the
query by selecting the keywords from top relevant results. Examples of systems and
applications that use this technique can be found in (82), (83), (84), and (85). The author
of (86) mentioned two disadvantages of the pseudo-relevancy feedback technique. First, it
adds overhead to the system by performing two search rounds for each query to get the

expansion keywords first and then to retrieve the relevant documents to the expanded
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query. Second, the first cycle brings the expansion keywords and depends on the
assumption that the returned documents are relevant, which is not always guaranteed.

The third category is query enrichment based on processing the user’s usage logs
implicitly: selecting the expansion keyword from the usage logs including previous
queries and the visited result. An example is in (86), where the author expanded the query
by using a machine learning technique to identify the similarities between the user’s logs
and the queries. The author addressed the two disadvantages of pseudo-relevancy
feedback by using a snippet of the document to know how relevant the retrieved
document was and limited the selection to the snippets that exceeded a certain threshold to
assure the relevancy. Other examples of systems and applications that use this technique
can be found in (44), (87), and (88).

The fourth category is query enrichment based on implicit global analysis: selecting the
expansion keywords from a thesaurus (e.g., WordNet, a source of knowledge, Wikipedia,
or a big corpus based on co-occurrence statistics). The user’s query is expanded with
other semantically related keywords. TF-IDF is used frequently in this technique to
determine the weight and importance of the expansion keywords along with a defined
threshold that limits the selection to the top relevant keywords. Global analysis is not user
focused because the user is not involved in the query-enrichment process. Examples of
systems and applications that use this technique can be found in (89), (90), (91), and (92).
The fifth category is query enrichment based on explicit relevancy feedback: selecting the
expansion keywords based on the explicit feedback provided by the user on the retrieved
result relevancy. The user is asked to provide feedback on the returned result. The
feedback can be either positive or negative, which corresponds to relevant or irrelevant

results. The expanded query is then used to retrieve the positive rated results and filter out
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the negative rated results. Examples of systems and applications that use this technique
can be found in (93) and (94).

The sixth category is query enrichment based on explicit interactions with the user:
selecting the expansion keywords based on interactions with the user by showing the user
a candidate set of expansion keywords suggested by the system and then having the user
select the appropriate one. An important step in this technique is that the system first
produces a ranked list of keywords to be re-evaluated by the user where these keywords
are related to the user’s query. This technique emphasizes users and their role to expand
the query. Examples of systems and applications that use this technique can be found in
(95), (96), and (97). In (96), the author mentioned that the interaction technique is more
efficient than other automatic techniques, but it depends on presented user interface and
human judgment, which varies based on the user knowledge of the domain.

Both techniques, implicit pseudo-relevancy feedback and global analysis, are not user
focused, as they do not depend on any user feedback or profile. The other four techniques
are user focused, as they depend on some sources of user information.

2.3.2 Results Filtering

Filtering results is a major milestone in retrieving personalized results. It helps in
returning only the results relevant to the user’s needs and filtering out the irrelevant ones.
Different techniques are used in results filtering.

In (98), the filtering techniques were classified into three categories. The first is content-
based filtering, which involves analyzing each item to assess what is interesting to the
user based on the user’s profile (99) (100) (101) (102). The second is collaborative-based

filtering, which involves collecting opinions from people to direct the user to similar

35



opinions (103) (104) (105) (106) (107) (108) (109) (110) (111) (112) (113) (114). The
third is the hybrid approach, which combines the content-based and collaborative-based
approaches (115) (116) (117) (118).

Another classification is found in (59), where the authors have similar classifications to
the one in (98), but they further classified the collaborative-based filtering into two
categories: traditional collaborative-based filtering and model-based collaborative
filtering. The model-based collaborative filtering is classified further into four categories.
The first is item-based collaborative filtering, which involves an offline process to build
an item similarity matrix based on the item information (103) (104) (105). The second is
cluster-based collaborative filtering in either user-based clustering or item-based
clustering (106) (107) (108). The third category is association and sequence rule-based
approaches, which discover patterns for the association and sequence of items (109) (110)
(111) (112). The fourth is graph theoretic approaches, which transform collaborative
filtering rating data into a directed graph where users are represented as nodes and edges
represent the predicted users (113) (114). In addition, (59) looks at different aspects to
classify these techniques, such as individual versus collaborative, reactive versus
proactive, user versus item information, memory based versus model based, and client
side versus server side.

2.3.3 Results Ranking

Most of ranking functions used in web search results are trained using machine learning
algorithms. This training is done either through collecting explicit feedback from the users

judging the relevancy of specific results or through implicit feedback by analyzing users’
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clicks and click-through data. Thus, the search results improvement is generic and not
specific to a certain user who has some interests (65).

In (119), the authors proposed a new technique that improves the semantic search by
assigning a weight to different semantic relationships. In addition, the number of
meaningful relationships between resources and keywords is taken into account as well as
the coverage of the keywords. The use of this information results in getting more accurate
results to the user. The proposed technique has been tested with real-world data and found
to be more accurate than previous ranking models.

In (120), the authors used a naming authority to connect an identifier (URI) to the source
that has the authority to assign that identifier. The notion of naming authority can be
generalized to other identifier schemes to establish a connection to the provenance of the
identifier, such as a person or an organization. The authors derive a haming authority
matrix from a given dataset and use the PageRank algorithm to determine rankings for
sources. After that, another algorithm is used to rank individual identifiers based on the
values assigned by their sources. The proposed method is schema independent, requires
no manual input, and has applications in search, query processing, reasoning, and user
interfaces over integrated datasets. This work demonstrates a set of scalable algorithms
for ranking over a general model of structured data collected from an open, distributed
environment based on the notion of naming authority. The authors adapted the general
model to accept RDF and import the intricacies of RDF data from the web. In comparison
to plain PageRank on a node-link graph representation of RDF, the proposed methods
exhibit similar runtime properties while improving the quality of the calculated rankings.
Compared to other methods that require manual input by a domain expert to specify

schema weights, the proposed method derives rankings for all identifiers in the dataset
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automatically. The methods were tested on real-world web datasets that contained 1.1
billion data items from 6.5 million web sources. The experiment provides evidence for
improving the quality of the rankings with a user study of 36 participants.

In (121), the authors proposed a unique architecture for a personalized semantic search
engine (PSSE). A PSSE is a crawler-based search engine that enables multi-crawlers to
collect resources from both semantic and traditional web resources. The system learns the
users’ interests and preferences automatically from the web usage data and uses these data
to rank the results. The ranking and final score of the search result is calculated using the
traditional link analysis, content analysis, and weighted user profile.

In (65), the authors proposed a new approach for personalizing the results of web searches
for a specific user. The new model indicates the relevancy of documents for specific users
when they provide a certain query. The model has an input, which is a compact user
profile that will be used to generate user-specific search results. Users’ profiles are
captured and trained using their search history over a long period. This approach uses
probabilistic models for predicting the relevancy of documents to specific users on a
certain query. Using one discrete variable for each document to specify the topic of the
document, there is a preprocessing step using a text-based classifier to identify the topic
of each document. This is using human-generated ontology provided by the Open
Directory Project (ODP, dmoz.org). This preprocessing step helps in calculating
personalization ranking quicker when taking the user’s query. In addition, for each user
there is a variable stating the type of documents the user is looking for using the query
and the user’s history. The probabilistic model was experimented in (65) on with
historical search data from thousands of users of the major search engine, Bing, by using

the queries and search result clicks to build long-term user profiles for the users’ interests.
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This profile is used to calculate the relevancy of the query based on the user’s history. The
authors found some improvements in retrieval performance for queries with high
ambiguity and major improvements for acronym queries. Although the proposed approach
is simple as it is using topics to indicate relevancy, there is little computational overhead
caused by the preprocessing step to calculate the topics for all documents and then
recalculating the probability of relevancy for each user using the user’s profile. This
approach uses a compact user profile, which is a topic-based profile. The capturing and
learning of the profiles are based on a user’s long-term search history.

2.3.4 Conclusion

For query enrichment, we use a hybrid technique that combines the implicit processing of
the user’s profile with the global analysis based on the domain ontologies and explicit
feedback. The motivation behind the hybrid technique is to overcome the limitations of
these techniques by combining them and giving more weight to the user to imply the
expanded query. Second, we integrated this with health and food domain ontologies to
take advantage of their knowledgebase.

For filtering the results, we use the content-based filtering technique as our work is based
on a defined ontology and knowledgebase for food and health. Furthermore, the user’s
profile is ontology based and associated with the domain ontology.

We combine different techniques to rank the results based on the user’s profile and on
related information from the domain ontologies and knowledgebase. Furthermore, we
consider the frequency of the results between specific concepts. The higher frequency of a
certain predicate in a different data sources indicates that this information is more

trustable. Therefore, we give it more weight.
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2.4 Agent-Based Framework for Health and Nutrition Information

In this section, we define agents and frameworks and then define the scope of the health
and nutrition information on which we focus in our research. After that, we research work
related to this area.

There are many definitions and descriptions of software agents in the literature. Many of
these definitions are listed in (122), such as, “Agents are computational systems that
inhabit some complex, dynamic environment, and sense and act autonomously to realize a
set of goals or tasks.” We go with a simple and comprehensive definition of agent as a
software entity that has certain objectives, works autonomously in a specific environment,
and collaborates with other agents (123).

2.4.1 Scope of Health and Nutrition Information

Health is defined by the World Health Organization (WHO) as "a state of complete
physical, mental, and social well-beingand not merely the absence of disease or
infirmity,” as mentioned in the broader sense in 1964 (124). Health care or medical care
as mentioned in Oxford English Dictionary® is related to diagnosing, treating and
preventing diseases. The human body consists of body parts, such as eyes, a nose, and
ears, and these parts perform body functions, such as vision, smelling and hearing.

Food is any consumed, eaten, drunk, or injected element by the body that provides
nutritional value, comes normally either from plant or from animal, and consists of a
number of nutrients, such as minerals, fats, proteins, carbohydrates, and vitamins.” The

human body consumes food and produces energy to grow and maintain life.

* http://www.oxforddictionaries.com/
> http://global.britannica.com/EBchecked/topic/212568/food
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Nutrition focuses on food’s impact on the human body. By consuming the right food, we
can avoid some health issues. The diet arranges what food to eat and its quantity to keep
the body healthy. There are two types of health professionals: (1) dietitians or nutritionists
(the common name) who deal with human nutrition and meal planning and (2) clinical
nutritionists who deal with the effect of nutrition on clinical diseases and the relation
between with nutrition and drugs (125).

In our research, we limit the health aspects on the relations between diseases, body parts,
and body functions with food and its nutrients. We deal with nutritionists to validate the
results of our research. We have selected the health and nutrition domains for our case
study due to their importance, the demand of the users and experts in this field, and the
limited research in this area.

2.4.2 Related Systems

In (126), the authors studied the major challenges in health information system and
retrieval (HIS/HIR) queries. More challenges were addressed in assessing the sources and
quality of the health information the users find and act on. They concluded that there is an
urgent need to research theoretical and practical HIS/HIR from the consumers’ point of
view. The authors stated that health care systems are becoming more patient centric, and
consumers are controlling their own personal health choices. Finally, the authors
recommended having a mechanism for joint efforts between consumers, providers, and
decision makers to help achieve personalized health care. The authors did not consider
any related cultural or lingual aspects of the user, and this personalization needs further

detailed research.
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2.4.2.1 HealthFinland

In (127), the authors present HealthFinland, which semantically publishes and retrieves
health information. Its objective was to provide citizens with reliable, up-to-date, and
relevant health information on the web by mixing resources from governmental, non-
governmental, business, and other sources. It handles the user’s point of view by
addressing the challenge of finding content using basic vocabularies compared to
technical medical terminology and the difficulties in retrieving relevant information from
several sites. To resolve this, they developed an intelligent semantic portal for retrieving
and presenting contents from health-interest perspectives. The limitation of this approach,
as noted in the future work section, is to address the personalization based on user’s

profile information.

2.4.2.2 Personalized Health Information Retrieval System (PHIRS)
In (128), the authors addressed the challenge faced by consumers when seeking health
information on the Internet. They proposed a personalized health information retrieval
system (PHIRS) to recommend health information for consumers. The system consists of
four modules:
(1) The user-modeling module is responsible for getting the user’s preference and
related health interests.
(2) The automatic quality-filtering module identifies the quality of the retrieved health
information.
(3) The automatic text difficulty-rating module helps classify the retrieved health

information into two classes: professional or patient educational materials.
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(4) The user profile-matching module customizes the retrieved health information to
match the individual’s needs.

The authors conducted an initial test and showed that the results can assist health
information consumers with a simple search that retrieves relevant information. The
authors conclude that the initial test result shows that the evaluated pattern of semantic
features in professional and consumer health is not enough. They suggest combining some
surface features, such as structure, tense, and voice, with the used pattern and semantic
features to help identify the text difficulty of health information, i.e. the use of technical
and medical terms. Therefore, the limitation of this work is not having enough features to
help identify relevant health information as well as not having sufficient testing for the
proposed solution. The personalization here did not touch on the culture or language of
the user.
2.4.2.3 CarePlan
In (129), the authors presented a new system, CarePlan, which generates customized
patient-specific health care plans automatically. To determine the best clinical care plan,
they utilized (1) the patient’s medical personal profile, (2) up-to-date medical knowledge,
(3) clinical pathways that are institution-specific, and (4) a personalized educational
health care program. They came up with a new Semantic Web framework that allows for
the synthesis of heterogeneous operational and medical information and knowledge
resources and renders the technical basis for a services-oriented architecture to generate
and orchestrate patient-specific health care plans. The authors concluded with sharing
their belief that the Semantic Web will be the future way to get intensive knowledge and

validate health care decisions, though it will face many challenges. The limitation of this
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approach is the lack of the full implementation details as well as the food and nutrition
information related to the patient. The personalization in this approach focuses on

educational health information and does not talk about the culture or language of the user.

2.4.2.4 NOESIS System

In (130), the authors proposed NOESIS, a new adaptive searching mechanism using
innovative technologies to obtain, use, and manipulate medical information. The authors
highlighted that medical knowledge is inherently complex and uncertain and that medical
experts may provide different interpretations for symptoms because all of them also
depend on a given context and most of the interpretations are established by statistical
utilization. So it is necessary to capture a whole knowledge to understand and take care of
patients with cardiovascular diseases adequately. For this reason, the authors proposed a
system aiming at being a valuable instrument for cardiologic medical information
retrieval from heterogeneous, distributed medical databases that mediate medical
decisions regarding critical health conditions. The proposed adaptation features generate a
personalized searching process for the users depending on the information stored in their
personal profiles. The approach is lacking the use of the Semantic Web as it adds much
into such complex heterogeneous data sets and helps with the inference of the relevant
information to the user. The personalization search approach does not consider the culture

or language of the user.

24.25 MedSIFTER Model
In (131), the authors highlighted the explosive growth in number of information sources
and that users now can access a wide variety of health information from the web.

However, information that may be potentially relevant to individual users remains highly
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scattered, and users frequently have to dig and aggregate information from multiple sites.
The authors introduced MedSIFTER, a proposed trusted model, as a one-stop-shop access
point to personalized health and medical information. The model centralizes personal
information management to facilitate specific information aggregation tasks of individual
clients. It employs group query mixing and noise query mixing to hide users’ profiles
from external eavesdroppers. Experiments were conducted to demonstrate trade-off levels
between retrieval performance and the degree of privacy preservation in the proposed
query mixing strategies. This trade-off did not consider personalization from the user’s

culture or language point of view.

2.4.2.6 Cobot System

In (132), the authors described a mixed initiative socio-semantic conversational search
and recommendation system for finding health information. They argued that users could
do a live conversation about their health issues by using the proposed system. Then the
collaboration mode would bring relevant users into the same conversation and provide
context-based recommendations related to the conversation subject. The authors then
illustrated the power of their search, which returns relevant search directly or via other
users without using the conventional search engines, which they believed often confuse
and frustrate users. The recommendation was based on the social context, not on
personalization factors. Moreover, the personalized culture and language were not

mentioned.

2.4.3 Criteria for Evaluation

We list below some criteria we have selected to compare the above systems.
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2.4.3.1 Query Manipulation Criteria.
We have set the following criteria to evaluate the used techniques for query manipulation

in the related systems:

- Query type: the accepted types of user’s queries, such as question or semantic

- Query natural language scope: the scope of accepted natural language, such as free
text and controlled text

- Query processing method: the way it processes the query, such as NLP

- Query templates usage: whether or not it uses any type of query templates

2.4.3.2 User’s Profile Criteria.
We have set the following criteria to evaluate the used techniques for a user’s profile in

the related systems:

Profile existence: whether or not it has a user’s profile

Culture preferences inclusion: whether or not it has a user’s culture preference

Profile representation: how it represents the user’s profile

Profile location: where it stores the profile

2.4.3.3 Personalized Retrieval Criteria.
We have set the following criteria to evaluate the used techniques for personalizing the

retrieved results in the related systems:

- Query enrichment: whether or not it enriches the user’s query
- Result filtering: the methodology used in filtering the results

- Result ranking: the way it ranks the results
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2.4.3.4 Framework Criteria.
We have set the following criteria to evaluate the used techniques for the framework in

the related systems:

- Agent-based: whether or not it is agent based
- Ontology support: whether or not it is semantic based and supports ontologies
- Domain dependent: whether it is domain dependent or is open for any domain

- Multilingual: whether or not it is multilingual

2.4.4 Comparison
In the following sections, we compare the reviewed systems with regard to the criteria we

have defied in the previous section.

2.4.4.1 Query Manipulation Criteria

TABLE 1 shows the comparison results based on the query manipulation criteria.

TABLE 1 Comparing the Related Systems on the Query Manipulation Criteria

System/Criterion Query type Query natural Query Query
language scope processing template
methods usage
Health-Finland Question Controlled text NLP No
PHIRS Question Controlled text ~ String matching No
CarePlan Question Free text NLP No
NOESIS Question Controlled text ~ String matching No
MedSIFTER Question Controlled text ~ String matching No
Cobot Chatting Controlled text ~ String matching No

47



Our analysis of the comparison is that the current systems do limited query processing by
using only one technique, either NLP or string matching. They do not use the query
template for processing the questions or retrieving the answers. Therefore, with these
limitations we are motivated to develop semantic query manipulation that utilizes
multiple-query processing techniques and uses the query template in matching the user’s
query with the domain ontologies and knowledgebase to retrieve relevant answers to the

user.

2.4.4.2 User’s Profile Criteria.

TABLE 2 shows the comparison results based on the user’s profile criteria.

TABLE 2 Comparing the Related Systems on the User’s Profile Criteria

System/Criterion Profile Culture Profile Profile
existence preference representation location
inclusion
HealthFinland No N/A N/A N/A
PHIRS Yes No Text Server
CarePlan Yes No XML Server
NOESIS Yes No XML Server
MedSIFTER Yes No Text Server
Cobot No N/A N/A N/A

As shown in TABLE 2, we find that the culture aspect of the user is not addressed and the
ontology is not used to represent the user profile. In addition, all of the compared systems

store the profile on the server without addressing the privacy issues. These limitations
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motivate us to develop a framework that addresses personalization with respect to the
user’s culture and privacy using an ontology-based user’s profile such that a great deal of

reasoning can be done easily.

2.4.4.3 Personalized Retrieval Criteria.

TABLE 3 shows the comparison results based on the personalized retrieval criteria.

TABLE 3 Comparing the Related Systems on the Personalized Retrieval Criteria

System/Criterion Query Result filtering Result
enrichment ranking
HealthFinland No N/A Relevancy
PHIRS No Content based Relevancy
and profile
CarePlan No Content based Relevancy
NOESIS No Content based Relevancy
and profile
MedSIFTER No Content based Relevancy
and profile
Cobot No Collaborate Relevancy
based

Our conclusion from the comparison above is that the query enrichment is not used in the
related systems. The results ranking techniques used in these systems do not consider all
aspects of the user’s profile, and the used result filtering techniques are limited. These
limitations motivate us to invest in query enrichment, as it is a major milestone in
personalization, filter the results using all aspects of the profile, and rank the results with

respect to the relevancy by giving more weight to user feedback.
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2.4.4.4 Framework Criteria.
TABLE 4 shows the comparison results based on the predefined criteria for the

framework.

TABLE 4 Comparing the Related Systems on the Framework Criteria

System/Criterion  Agent-based Ontology Domain Multilingual
support dependent
HealthFinland No Yes Yes Yes
PHIRS No No Yes No
CarePlan No Yes Yes No
NOESIS No No Yes No
MedSIFTER No No Yes No
Cobot No Yes Yes No

Our conclusion from the above comparison is that the evaluated systems are not agent
based but are domain dependent, limiting their scalability. Moreover, the majority of the
evaluated systems are monolingual, and thus they will not be useful for the users of other
languages. We are heavily motivated to develop an agent-based multilingual framework
that can fit any domain and help in retrieving relevant results based on semantic query

manipulation and personalized retrieval.

2.4.5 Conclusion

Based on this survey, there is lack of cultural- and lingual-based personalization for the
health, food, and nutrition domains that will help in giving better recommendations to
users. Hence, we extend the current approaches by building a framework for a cross-
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cultural and cross-lingual multi-agent recommendation tool having an ontology-based

user’s profile to retrieve relevant health and nutrition information.
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CHAPTER 3

FRAMEWORK FOR ONTOLOGY-BASED SEMANTIC

ANNOTATION AND PERSONALIZED INFORMATION

RETRIEVAL (OSAPIR)

This chapter introduces the main framework for ontology-based semantic annotation and
personalized information retrieval (OSAPIR), where this thesis focuses on the semantic
query manipulation and personalization component of OSAPIR. This thesis research work
is a part of project No.10-INF1381-04 supported by King Abdulaziz City for Science and
Technology (KACST) through the Science & Technology Unit at King Fahd University
of Petroleum & Minerals under the National Science, Technology and Innovation Plan
(NSTIP). The aim of the project is to build a semantic retrieval portal for health and

nutrition information.

3.1 Introduction

Web content is growing exponentially, which brings many challenges in accessing the
information. Meanwhile, users’ demands to find relevant information have increased.
Most people use the traditional search engines to locate information, such as Bing,
Google, and Yahoo. Not all users are satisfied with the current search engines because

they do not find the search results relevant to their needs. This is obvious when they
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search for critical information, such as health and nutrition, where they desire more
relevant and precise information than they can get through traditional search engines

selected from trusted sources.

3.1.1 Multilingual Web Content

Although most web content is presented in English (56%), there is still a great amount of
content in other languages.® Traditional web access to cross-lingual content is only
possible if websites are translated into the desired language. There is a lack of explicit
mechanisms to reconcile automatically information expressed in different languages. This
leads to situations in which data expressed in a certain language are not easily accessible
to speakers of other languages. The Semantic Web offers a great opportunity to make web

information broadly accessible, independent of culture and native language.

3.1.2 Cross Domains

Many different knowledge experts are working in their area of expertise not only
independently, but in isolation. Such nonintegrated knowledge, when searched with
current search engines, can answer users’ questions with no relation or semantic
understanding between domains. The Semantic Web can play a very important role by
providing understanding and the semantics of a given domain. We are motivated by the
requirement of semantically integrating the knowledge from heterogeneous domains. This
cross-domain integrated knowledge should enable us to answer users’ questions referring
to multiple domains by semantically understanding the query and reasoning the answer

based on the relations among the domains.

® http://www.netz-tipp.de/sprachen.html
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3.1.3 Relevancy

Search engines crawl web content and create indices that are used to retrieve the results
for users’ search queries. The users write their queries using natural language, while the
current search engines are keyword-based. This leads to a challenge to understand users’
queries correctly. Moreover, users might not be able to express all their needs explicitly
while the search engines are limited to the provided query to bring the matched results.
Because user’s needs are different, the relevancy of the retrieved results varies from user
to user. This leads to a challenge to get the relevant and personalized information based
on the user’s needs. The Semantic Web addresses relevancy by semantic understanding of
the users’ queries and reasoning on the annotated web sources based on the integrated
domain ontologies. Moreover, personalization technologies help in understanding the
users’ needs better, which can support semantically enriching the queries and retrieving
personalized results. This raises the challenges of semantically manipulating the users’

queries, reasoning, and annotating web content based on the domain ontologies.

3.1.4 Framework

Some domains are quite critical to users, such as the health and food domains.
Information retrieval in these areas makes these challenges even more obvious. There is a
need to have an integrated infrastructure that handles these challenges. An infrastructure
in the form of a framework with support of the Semantic Web and personalization
technologies will help the web developers to develop semantic applications for different
domains.

A framework is a software platform for developing an application for a given platform.

Generally, frameworks provide an application programmable interface (API) for
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accessing its components, whereas the framework itself serves as pillars for building up
the application so developers do not have to do everything from scratch. A framework
may also include additional software libraries and other programs used in the software
development process. Therefore, these are considered basic requirements for any common
framework for development.

We propose a framework for ontology-based semantic annotation to retrieve personalized
information (OSAPI). Below, we present the proposed framework to handle multilingual
cross-domain web content and that can be easily adapted to any domain, such as the
health and food domains. We start with discussing the requirements of such a framework,
show the proposed framework architecture, and briefly describe each component of the

framework.

3.2 Requirements

We aim to build a multilingual cross-domain personalized Semantic Web search
framework that can adapt to any domain, such as the health and food domains. Below we
present the requirements for such a Semantic Web search framework.
1) The framework should be applicable to any domain with minimal customization.
2) The framework should support multilingual needs with respect to ontologies, Web
sources, knowledgebases, and user’s queries.
3) The framework should facilitate cross-domain integration of ontologies and
knowledgebases.
4) The framework should support acquiring and annotating web sources in

heterogonous formats.
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5) The framework should provide a mechanism to decide the trust level of the
acquired web sources.

6) The framework should generate standard semantic annotation formats for the
acquired web sources based on the domain ontologies.

7) The framework should semantically manipulate the user’s queries.

8) The framework should provide reasoning capabilities for answering user’s queries.

9) The framework should capture and model the user’s preferences.

10) The framework should personalize the retrieved results.

11) The framework should support a standard ontology representation format.

12) The framework should provide the required ontology management services to
achieve the desired objectives (i.e., alignment of ontologies from different

domains and languages).

3.3  Proposed Framework

Based on an intensive literature review and discussions among the project team members
including the consultants, we propose an ontology-based semantic annotation and
personalized information retrieval (OSAPIR) framework that addresses the above
requirements. The proposed framework is able to adapt to any domain by defining the
domain ontologies, lexical resources, trust level, and seed web sources. Furthermore, the
framework supports multilingual needs regarding ontologies, web sources, and users’

queries. Figure 14 shows the architecture of the proposed OSAPIR framework.
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Figure 14 Architecture of OSAPIR Framework

There are three dimensions of the requirements that work together to achieve the
framework’s objectives. First, users’ queries need to be semantically understood
according to the domain ontologies. The retrieved results from the knowledgebase should
be personalized based on users’ needs. Second, the web content needs to be annotated
according to the domain ontologies to populate the knowledgebase. Third, the cross-
domain ontologies and knowledgebase need to be managed in an efficient and effective
way. As a result, the proposed framework is divided into three major components: data
acquisition and semantic annotation, ontology management, and semantic query

manipulation and personalization. Below is a brief description of each component.
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3.3.1 Data Acquisition and Semantic Annotation Component

The main goal for this component is to collect and annotate the contents of multilingual
web sources based on the predefined domain ontologies. This component consists of two
major layers: the acquisition layer and the semantic annotation layer.

The acquisition layer consists of multiple data integration tasks for collecting data from
web sources related to the targeted domains. The data collected from web sources are then
used by the annotation layer for semantic enrichment. The acquisition layer is configured
to collect data from specific websites based on certain criteria such as trust level or
predefined seed websites. The relevant web sources are collected based on their relevancy
to the domain ontologies. This layer supports processing of all common web document
formats such as HTML, XML, PDF, Office Word, and multimedia.

The semantic annotation layer annotates the acquired web sources based on the domain
ontologies and the predefined cross-domain integration. Moreover, it provides multiple
mechanisms to perform automated annotations for semi-structured (i.e., tables) and
unstructured (i.e., paragraphs) web sources. This layer produces embedded annotation
inside the web document using standard annotation languages such as RDFa,
Microformat, and Microdata. It can also produce stand-alone annotation using standard
annotation languages such as RDF, N3, and Turtle. More elaboration about this
component can be found in (133).

3.3.2 Ontology Management Component

The ontology management component takes care of managing the network of
heterogonous ontologies and knowledgebases required by the OSAPIR framework (i.e.,

integration model for cross-domain and/or multilingual ontologies). It also provides
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different ontologies management tasks for information processing (i.e., mapping of
various ontologies for more efficient sharing and reuse). This component can process any
standard ontology representation language. It also provides API interfaces to access the
ontologies by two other components of the proposed framework and provides reasoning
capabilities on the knowledgebase to allow semantic answering of the users’ queries.

More elaboration about this component can be found in (134).

3.3.3 Semantic Query Manipulation and Personalization Component

This component is used to interface with the end user and capture and model the user’s
preferences into a user’s profile. It semantically manipulates the multilingual user’s
queries and enriches them with more information from the user’s profile. This component
interacts with the ontology management component for query reasoning based on the
domain ontologies and knowledgebase. Moreover, it personalizes the retrieved results and
captures the user’s interactions to enhance the user’s profile and provide answers that are
more relevant. This component is the main focus of this thesis, and more elaboration

about the details of this component will be highlighted in the upcoming chapters.
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CHAPTER 4

AGENT-BASED-FRAMEWORK FOR SEMANTIC-QUERY-

MANIPULATION AND PERSONALIZED INFORMATION

RETRIEVAL (ASPIR)

The proposed framework in this chapter represents one component of the OSAPIR
framework introduced in Chapter 3, which aims to help users find relevant information
that fits their needs. The architecture of the main framework is composed of three major
components. The first is the semantic query manipulation and personalization component,
the focus of this thesis, which takes care of representing the user’s preferences,
understanding the user’s queries semantically, and personalizing the retrieved
information. The second is the ontology management component, which takes care of
representing and managing the domain ontologies. The third is the data acquisition and
semantic annotation component, which takes care of determining trusted web sources and
annotating the information based on the predefined domain ontologies. In the following
sections, we highlight the main requirements for the semantic query manipulation and
personalization framework, namely the agent-based-framework for semantic-query-
manipulation and personalized information retrieval (ASPIR). Then we show the
architecture of the ASPIR framework followed by detailed explanations of each agent in

the ASPIR framework.

60



4.1  Framework Requirements

Usually, we need a framework to abstract the functionalities of a system. The main
requirements of a semantic query manipulation and personalized information retrieval
framework are that it should:

1) capture and model the user’s preferences;

2) semantically manipulate the user’s query;

3) enrich the query with the user’s preferences;

4) personalize the retrieved results;

5) support multilingual use;

6) be domain independent; and

7) support building a friendly interface.

4.2 Framework Architecture

We propose a framework for the semantic query manipulation and personalized
information retrieval system that meets the requirements mentioned in Section 4.1. The
proposed framework is agent based, whereby the agent helps in adapting to the user’s
needs and learns the user’s preferences (135). An agent is a software entity that has
certain objectives, works autonomously in a specific environment, and collaborates with
other agents (123). As there is much agent interaction, using agents is advised to utilize
the well-established and efficient agent communication mechanisms that ease
communication complexities (136). Moreover, agent-based modeling adds to the

information retrieval system the following three advantages (137):
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(1) Adaptability: agent can monitor the user’s behavior to learn the user’s preferences,
to understand the user’s needs, and to update the user’s profile.
(2) Initiative: agent can proactively return the relevant information depending on the
user’s needs and observe any variation in the information sources.
(3) Collaborative: agents can collaborate with each other to share the information.
The proposed framework consists of: (1) the interface agent, which handles the user’s
interactions, (2) user’s profile agent, which captures and manages the user’s preferences,
(3) semantic query manipulation agent, which manipulates the user’s query, and (4)
personalized retrieval agent, which personalizes the retrieved results. Figure 15 shows the

ASPIR architecture followed by the details of each agent in the framework.
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4.3 Interface Agent

The interface agent is the endpoint from the user’s perspective that allows the user to
create a profile. It accepts the user’s queries, formulates and shows the personalized
results, and then monitors the user’s explicit and implicit behaviors that reflect the user’s
feedback on the results.
The interface agent needs to interact with the user to get the user’s input and display the
retrieved results. The input could be the preferences entered explicitly by the user, which
will be forwarded to the user’s profile agent to update the user’s profile. The input could
be also the user’s queries, which will be forwarded to the semantic query manipulation
agent for semantic manipulation. The semantic query manipulation agent will
communicate back to the user if there is a need to revise the user’s queries, get any
missing information, or correct the spelling. Moreover, the interface agent displays the
user’s profile and formulates the personalized results to the user. Finally, it monitors the
user’s interactions on the retrieved results and forwards these interactions to the user’s
profile agent to infer new preferences. Figure 16 shows the functionalities of the interface
agent followed by more emphasis on three major functionalities, namely:

1) collecting the user’s preferences;

2) monitoring the user’s behaviors; and

3) formulating the personalized results.
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4.3.1 Collecting the User’s Preferences

One of the major functionalities of the interface agent is to collect the user’s preferences
by asking the user explicitly to fill out a form. The preferences are defined based on a
methodology, as will be explained in Chapter 5. The preferences are then sent to the
user’s profile agent to create a new profile or to update an existing one. The user can
always access the profile’s form and update it. Moreover, the user can prioritize the
preferences to give more weight to the important ones from the user’s perspective. We
will give more details about the prioritizing in Section 4.4. Given a user uy and set of X
preference elements pemi, pPemz, ..

., Pemx € PEn, where the user can define a value for each

preference vpemi, Vpems, ..., VPemx and associate a weight for each preference wpems,
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Wpemz, ..., WPemy, the value of the preference depends on the nature of the preference,
such as a “milk” value for an “allergy” preference. The value of the preference’s weight
varies from 0 to 1 based on the user’s assessment of how a certain preference can
influence the food choice. The possible options for these weights are: very important
(w=1.00), important (w=0.75), neutral (w=0.50), not important (w=0.25), and not
applicable (w=0.00). The weight of each preference is based on the user’s inputs and used
in the results filtering as discussed in Chapter 5. It shows that the initial weights are based

on a survey conducted to prioritize the results.

4.3.2 Monitoring the User’s Behaviors

Another major functionality of the interface agent is to monitor the user’s behaviors and
interactions on the retrieved results. To capture their preferences, users can fill out a form
to create a profile for their preferences, but most users do not spend the time to fill out
such forms (51). The interactions with the retrieved results will be logged and then
analyzed to deduce new preferences and update the user’s profile. This helps in enriching
the user’s queries and better personalizing the retrieved results.

The user’s interactions with the results can be either explicit or implicit. The explicit
interactions are captured by asking users about their feedback on the results. Given a user
Um Who types a query Q; that has been processed and results Y are retrieved, the results
consist of n number of predicates Py, Po, ...., P, € P. Each predicate in the results comes
from a certain web source D;, Do, ....., D, Also, each predicate contains a number of
RDF terms RTy, RT,,...,RT,. RDF terms are part of the knowledgebase and are domain
dependent. For example, in the food and health domains, “apple” is an RDF term found in

the domain knowledgebase. We use Boolean functions to represent the captured explicit
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feedback, where a Boolean function has two possibilities: true or false. The explicit
feedback measures are listed below.

- For measuring the overall satisfaction of the results, an example question is, “Are
you satisfied with the retrieved results?”” This measure is represented by a Boolean
value of the function: satisfiedResult(U1, Q1, P). The value of the function will be
reflected in future searches.

- For identifying the predicates that should be filtered out from the results, an
example question is, “Which predicate should be filtered out?”” This measure is
represented by a Boolean value of the function: filterPredicate(U;, Q1, Py) to filter
out the predicate Ry. For example, the result contains five predicates. Four of them
are satisfied, while one is not satisfied. Then the user marks the unsatisfied
predicate to be filtered out.

- For identifying if a certain predicate should be re-ordered and displayed first in the
results, an example question is, “Which predicate should be shown first?”” This
measure is represented by a Boolean value of the function:
showPredicateFirst(U;, Qi, Py) for the predicate Py. For example, the result
contains eight predicates, which are ordered and sorted. The user thinks that the
fifth predicate should be shown first. The user then marks the fifth predicate to be
shown first for similar queries.

- For identifying the data sources that the user trusts more, an example question is,
“Which data source do you trust more?”” This measure is represented by a Boolean
value of the function: trustSourceMore(U;, Q;, Dy) for the data source Dy. For

example, the result contains a number of predicates that come from three different
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sources. The user believes that a particular source is more trusted than the other
two sources. The user marks this source.

For identifying the RDF terms that the user likes and that could be added to the
query for enrichment, an example question is, “What terms within the result
should be added to the query?” This measure is represented by a Boolean value of
the function: likesTerm(U;, Qi, RT,) for the RDF term RT, of the result. For
example, there are different terms within the results such as “apple” and
“diabetes” in the statement, “An apple is good for diabetes.” The user believes that
the term “apple” should be added to the query. The user then marks “apple.”

For identifying the RDF terms that should be taken out from the query for
enrichment, an example question is, “What terms within the result should be taken
out from the query?” This measure is represented by a Boolean value of the
function: dislikesTerm(U;, Qi, RT,) for the RDF term RT, of the result. For
example, there are different terms within the results such as “sugar” and
“diabetes” in the statement, “People with diabetes should be careful when taking
sugar.” The user believes that the term “diabetes” should be taken out from the

query. The user then marks “diabetes.”

Meanwhile, the user’s implicit interactions can be captured by monitoring the user’s

behaviors regarding the results. Given a user U; who types a query Q; that has m terms

QTy, QTo, ..., QTm € Q4, the query is processed and then the results P are retrieved. The

results consist of n number of predicates Py, P, ...., Py &€ P. Each predicate comes from a

certain data source Dy, Dy, ....., D,. Also, each predicate contains a number of RDF terms

RTy, RTy, ..., RTp. The user can click on a particular result and visit it staying for a certain

time in the visited predicate. The visit duration is denoted as VD;. We use numeral,
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Boolean. and array functions to represent the implicit measure. A Boolean function has
two possibilities: true or false, the numeral function has number as value, while the array
function is taking an array of inputs. The implicit measures are listed with examples.

- Logging the query terms to identify the frequently asked query’s terms is
represented by an array function queryTerms(Uy, Q1, QT) to log the terms of the
query.

- Logging the clicks on a particular predicate to measure the visit frequency of the
visited predicate is represented by a Boolean function resultClicked(U1, Q1, Py) to
log the clicks on a particular predicate Py.

- Logging the time spent in visiting a particular predicate to measure the possibility
of preferring the visited predicate is represented by a numeral function
resultVisitDuration(U1, Qi1, Py, VD) to log the time spent VD; in visiting the
predicate Py.

- Logging whether the user prints a particular predicate to measure the possibility of
preferring the printed predicate is represented by a Boolean function
resultPrinted(U;, Q1, Py) to log the printing of the predicate P.

- Logging whether the user bookmarks a particular predicate to measure the
possibility of preferring the bookmarked predicate is represented by a Boolean
function resultBookmarked(U1, Q1, Py) to log the bookmarking of the predicate P.

- Rating a particular predicate to measure the possibility of preferring the rated
predicate is represented by a numeral function resultRated(U;, Q1, Px) to log the
rating of the predicate P,. We use star to represent the rating where we have the

following interpretations for the star ratings shown in TABLE 5.
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TABLE 5 Star Ratings Details

Star rating Weight Details
5 stars 1.00 Very interested
4 stars 0.75 Interested
3 stars 0.50 Neutral
2 stars 0.25 Mildly interested
1 star 0.0 Not very interested

All explicit and implicit feedback is collected and sent to the user’s profile agent for
further processing to infer new preferences, to update the user’s profile, and then to

personalize the results. More details on how we use these measures are in Section 4.4

4.3.3 Formulating the Personalized Results

Another major functionality of the interface agent is to formulate the retrieved results. It
formulates the semantic results that are retrieved from the personalized retrieval agent to
show the results in a user-friendly interface. It shows the personalized results with the
associated explicit feedback controls that are explained in Section 4.3.2.

We show the results in small boxes called semantic widget boxes. These include a set of
results within the same relation based on a certain semantic query. The advantage of
having such a way of representing the results is the flexibility of showing any set of
results in any location on the screen. Another advantage of using the semantic widget box
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is the ability to reuse these boxes in different result screens based on the user’s question.
This helps in avoiding extra effort to rebuild these boxes.

The content of the semantic widget box can be general information that fits any domain.
For example, the user’s profile widget box shows the profile information related to the
retrieved results. Another example of general boxes is the manipulated query widget box,
which shows how the query is manipulated and annotated. An example of the domain-
dependent widget box is the positive relation widget box, which shows the results with
positive relations between two different terms, such as “good food” for “diabetes.” A final
example is the abstract answer widget box, which summarizes the whole results. For
example, if the user asks, “Is apple good for diabetes?” then the abstract answer widget
box could show, “Yes, apple is good for diabetes based on 4 sources as shown in details
below.”

The expected result of any query is represented in a template. The results template is
associated with semantic queries and contains three ordered lists of semantic widget
boxes: the left semantic widget boxes list, center semantic widget boxes list, and right
semantic widget boxes list. Each list can contain as much as needed of the semantic
widget boxes based on the matched results template. Within each list, the semantic widget
boxes are ordered so that they are shown in the result page with the same order. The result
page is divided into three columns, left, center, and right, where each column is associated
with the corresponding list: left semantic widget boxes list, center semantic widget boxes
list, and right semantic widget boxes list. Figure 17 illustrates the results screen and shows
the distribution of the semantic widget boxes. Given the result template RT that contains
three lists of semantic widget boxes SWB_LEFT, SWB_CENTER, and SWB_RIGHT ¢

RT represented as following:
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SWB;-L, SWB,-L, ...... SWB,-L for m semantic widget boxes e SWB_LEFT

SWB;-C, SWB,-C, ...... SWB,-C for n semantic widget boxes e SWB_CENTER

SWB;-R, SWB,-R, ...... SWB,-R for o semantic widget boxes € SWB_RIGHT

4 \ 4 \ 4 \
Semantic Widget Box 1-L Semantic Widget Box 1-C Semantic Widget Box 1-R
Semantic Widget Box 2-L Semantic Widget Box 2-C Semantic Widget Box 2-R

\. J \. J \. J
Semantic Widget Box n-L Semantic Widget Box m-C Semantic Widget Box n-R

Figure 17 Distribution of Semantic Widget Boxes in the Results Page

The widget boxes can further shifted by the user to be more flexible with the user’s
preferences. The results template is then updated with the desired order of the results

based on the user’s interests.
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4.4  User’s Profile Agent

The user’s profile agent manages the user’s profile. More details on modeling the user’s
preferences and representing the user’s profile are presented in Chapter 5 and Section 7.5.
It logs the user’s interaction with the results and then infers new preferences and updates
the user’s profile. It also helps the semantic query manipulation and enrichment agent to
enrich the user’s queries with more information from the user’s preferences. In addition, it
helps the personalized retrieval agent to personalize the results with information from the
user’s profile. The user’s profile agent can also get feeds from external profile-related
embedded systems, sensors, and web services. These functions are shown in Figure 18.

One major function of the user’s profile agent is to learn and infer new preferences based
on the user’s interactions and behaviors. The preferences can be learned by analyzing the
user’s interactions log, which contains the user’s interactions. The logs functions are

summarized in TABLE 6 and are based on the functions mentioned in Section 4.3.2.
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Figure 18 User's Profile Agent Functions

72



TABLE 6 User's Interactions Log Functions

Function Description

QueryTermFrequency(U;,QT;) Getting the frequency of a term QT; in the

user U; queries

RDFTermLikeScore(U1,RT;) Getting the like score of an RDF term RT; in

results clicked by the user U;

SourceTrustScore(U1,S;) Getting the trust score for data source S; from

the user Uy perspective

ResultLikeScore(U1,P1,Q1) Getting the like score of a result predicate P,

for the user U; when entered the query Q;

Below, we explain each function with more details.

QueryTermFrequency(U;,QT;) measures the frequency of certain words in the user’s
queries where: QueryTermFrequency(U1,QT1)= Function(queryTerms(U;, Q1, QT)).

The function returns the count of a specific query term repeated in the user’s queries. The
higher frequency of a certain word in the user’s queries indicates that this word is more
important to the user and hence can be used to enrich the queries. Figure 19 shows a

representation of the user’s term frequencies.
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Figure 19 Example of Terms Frequency

RDFTermLikeScore(U;,RT;) measures if the user likes a certain RDF term when the user

browses the results. Its function combines different measures taken while the user
interacts with the results to create a score for the RDF term. Below we show how we
calculate the score of a particular RDF term.

RDFTermLikeScore(U1,RT;) = Function( like(Uy, Qm, RTy), dislike(U1, Qm, RT1)) = (1-
dislike(Uy, Qm, RT1)) * like(Us, Qm, RT1)

where the RDF term liked and disliked in query Qn and the maximum value of the
function is limited to 1.

SourceTrustScore(U;,S1) considers if the user rated the source previously as a trusted

source and gives it more weight if so. Then it sorts the results based on the maximum
score.
SourceTrustScore(U;,S;) = function(trustMore(Uy, Q1, S1)) = 3. trustMore(Uy, Q1, S1)

ResultLikeScore(U;,R1,Q1) combines different interactions by the user such as explicit and

implicit feedback such as printing, bookmarking, clicking, and visit durations. Below is

the equation for this function:
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ResultLikeScore(U1,R1,Q1) = Function(filter(U;, Qi, Ri), showFirst(U;, Qi, Ry),
resultClicked(U;, Q1, R1), resultVisitDuration(Uy, Q1, Ry, VD3), resultPrinted(U;, Q1, R1),
resultBookmarked(U;, Q1, R1)) = (1-filter(Uy, Q1, R1)*(10* showFirst(U;, Q1, Ry) +
0.25* resultClicked(U;, Qi, Ri) + 0.25* resultPrinted(U;, Qi, Ry + 025 *

resultBookmarked(Uy, Q1, R1) + 0.125 * resultVisitDuration(Us, Q1, Ry, VD1))

4.5 Semantic Query Manipulation Agent

The semantic query manipulation agent is required to manipulate semantically, enrich,
and process the user’s queries. It interacts with different agents to process the user’s
queries. It interacts with the interface agent to acquire the user’s query to manipulate it
through different steps. Moreover, the user’s query might miss some information that
needs to interact with the interface agent to revise the query. After the query is
manipulated, the semantic annotated query is sent to the personalized retrieval agent. The

semantic query manipulation functions are shown in Figure 20.
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Figure 20 Semantic Query Manipulation Agent Functions
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We present the required steps of the semantic query manipulation. After getting the user’s
query, we first identify the query’s language because each language has its own syntax,
linguistic characteristics, and way of processing. Then we tokenize the query into tokens
(terms) and check the correct spelling of the query using the spell checker and synonyms
manager services, which check the term spelling and provide synonyms for any term.
After that, we do part-of-speech (POS) analysis to identify which term is a verb, which
term is a noun, and so on. Then the query is classified into the appropriate question type
using the lookup words dictionary services. Lookup words dictionary is a repository for
the predefined terms that help in recognizing the stop-words, the question types, the
relations between terms, and other predefined names. It is a multilingual dictionary that
contains a list of terms for each language to be used in looking up and finding the
matching terms. The question type is required to decide how the answer will be
formulated.

Next, we identify the measurement keywords within the terms of the query. We look for
(1) numbers that represent quantities, (2) measurement units, and (3) other measurement
means such as serving sizes in the food and health domain. An example of the question is,
“What food can provide me 100 mg of calcium?” For measurement units and
measurement means, we use the lookup words dictionary, which contains predefined
keywords to compare terms with.

After that, noise words are filtered using lookup words dictionary’s list of noise words,
such as do, does, an, the, etc. This helps in limiting the processing to only the words that
could be related to the domain ontology.

Then we identify the terms related to the domain ontology through the named entity

recognition techniques. The agent interacts with the domain ontology manager to get a
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populated list of all ontologies’ concepts and knowledgebases’ instances. It determines
whether the query term is a concept or an instance and gets the semantic information for
the identified term.

Next, we use a morphological analysis tool to get the root of the remaining words, which
will help us in correlating the remaining terms. After that, we identify the possible
relations between these terms using the lookup words dictionary to match it with the pre-
defined relationship terms. We then identify other terms that are defined in the repository,
such as the terms that mean the user is asking for their daily needs. An example is, “What
food can provide me enough calcium?”

After that, we check the terms that we could not match. For this, we use techniques such
as context analysis, pattern, and synonymous to identify the nearest match. The agent also
gets the synonyms of the terms from the spell checker and synonyms manager to match
them with the terms of the user’s query.

Ambiguity could happen in the previous steps, such as when the term “cholesterol” is
classified as both nutrition and disease. Another example is when we identify two
relations when we have only two concepts or instances and only one of these relations is
correct. For this, we analyze the context of the query, use the pattern for the previously
known cases, and get weighted named entity recognition to judge on the most likely
correct match.

Then we match the identified terms with the best query template using the query and
result templates repository services. The query template models the possible input from
the user with the respective semantic queries and the expected results. The query and
result templates repository stores the query templates. If there is no template that can be

matched with the user’s query, then the agent revises the query using the user’s profile
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first. If the user’s query is still not matching any query template, then the agent interacts
with the user to receive for more information.

The user’s profile is retrieved from the user’s profile agent for two reasons: to revise the
query and to enrich the query with more information about the user. Finally, a semantic
annotation of the query is produced and sent to the personalized retrieval agent. Figure 21

illustrates these steps graphically.
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Figure 21 Semantic Query Manipulation Steps
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Since we are not doing natural language processing (NLP), we must define specific query
templates to scope the user’s queries and match them to the related ontologies. Query
templates, in our research, represent all expected queries from the user, define the
concepts that could be extracted from the user’s query, correlate different ontologies that
are required to answer the query, and finally specify the answer template for each query.
Matching the user’s query to the predefined query templates is not binary matching; it is
more complicated. Identifying the concepts and relations within the user’s query that are
related to the domain ontology is not sufficient to match them with any query template.
We try to fill the most appropriate query template concepts and relations, which were
identified in the query-processing phase. However, there are some cases where we have
incomplete information and hence we need to depend on other sources to fill the query
template. After getting all what we can extract from the query, we get aid from the
domain ontology to detect the missing information based on what is found. Then we look
at the user profile, if any, and fill in the missing information from the profile properties.
Finally, we can go back to the user and ask explicitly for more information to match the
query template.

Figure 22 outlines the algorithm used for query template matching. It takes threshold as
input to return the best matched query above that threshold. So, even if there is no query

template matching 100%, it will return the best matched based on the threshold.
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ALGORITHM matchTemplate

Input QSTP Question Type
SN Avrray of identified Semantic Name Entities
oT Avrray of identified other terms
thrSM Threshold for matching Semantic Name Entities
thrOT Threshold for matching other terms
Output QRTM Matched query template (if any)
1 Initiate:
QRTMS Avrray of defined query templates
QRTM Query template (set empty be default)
CMOT Similarity score for Other Terms
CMSN Similarity score for Semantic Name Entities
CMOTS Array for Similarity scores for Other Terms on all Query Templates
CMSNS Array for Similarity scores for Name Entities on all Query Templates
CRSP, Arrays of the correct spellings of a term (temporary holder)
oT Array of identified other terms
QRTM Query template

NeedRevise Boolean of default False (determine if the query needs revising with the user)

2 Setx =1
3 Loop For each QRTM, € QRTM where 1 < x <n (for each query template QRTM, in n templates)
4.1 CMOT = compare(OT, QRTM,) - returns the similarity for OT
4.2 CMSN = compare(SN, QRTM,,) - returns the similarity for SN
4.3 Push CMOT to CMOTS array
44 Push CMSN to CMSNS array
5 End Loop
6 Set iOTMax = index (getMaxScore(CMOTS))
7 Set sSOTMax = score(CMOTS(i0TMax))
8 Set iISMMax = index (getMaxScore(CMSMS))
9 Set sSMMax = score(CMSMS(iSMMax))
10 If (sSMMax > thrSM and sOTMax > thrOT and iOTMax = iSMMax )
11 QRTM = QRTMS(iSMMax)
12 Else
13 Sort(CMSNS)
14 Sort(CMOTS)
15 Sety=1
16 Loop for each CMSN, € CMSNS where 1 <y < o (where there are o objects in CMSNS)
1 1 Loop for each CMOT, e CMOTS where 1 <z < p (where there are p objects in CMSNS)
16.2 If(score(CMSN,) > thrSM and score(score(CMOT,) > thrOT and y = z)
16.3 QRTM = QRTMS(y)
16.5 End If
16.6 End Loop
16.7 End Loop
17 End If
1 Return QRTM
19 End

Figure 22 Outline for Template Matching Algorithm (matchTemplate)
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4.6 Personalized Retrieval Agent

The Personalized Retrieval Agent is required to personalize the retrieved results. It gets
the annotated query from the semantic query manipulation agent and then identifies the
results template that defines the expected results of the query. It then retrieves and
personalizes the semantic result before sending it to the interface agent, where it is
formulated for the end user.

The personalized retrieval agent functions are shown in

Figure 23.
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Figure 23 Personalized Retrieval Agent Functions

The personalized retrieval agent communicates with different agents to process the user’s
annotated query and personalizes the retrieved results. First, it receives the annotated
query from the semantic query manipulation agent. It then enriches the query based on the
user’s profile. After that, it determines the appropriate results template that matches the

annotated query. The results template determines the semantic queries needed to be
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reasoned to get all the expected results. After that, the semantic results are post-processed
to determine if there are any conflicts or possibilities for aggregating similar results, and
then ranks and sorts them after getting the user’s preferences from the user’s profile agent.
Finally, the results are personalized and sent to the portal agent to show them to the user.

The steps are illustrated in Figure 24.
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Figure 24 Results Personalization Steps

We go through the results personalization steps in more detail. First, the selection of the
results template is correlated to the query template. Each query template corresponds to a
results template. The query template defines the possible input from the query, and the

results template defines the expected output results. The result template contains a list of
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semantic queries that need to be reasoned by the domain ontology manager, which
provides a number of services, such as reasoning and executing the semantic queries. The
domain ontology manager sends the output as semantic results in RDF format.

Next, the conflicts between results are determined. In the Semantic Web, any relation in
the statement in the web source is represented as a triple <subject, predicate, object>.
Each record in the results has RDF terms and relations between each two terms. This is
represented in RDF by the triple <subject, predicate, object> denoted <S, P, O>. We
define a conflict if two results have an inverse relationship between the same terms. After
that, the agent aggregates similar results. Then we get the user’s profile and filter the
results based on the user’s interactions with previous results. For example, if the user
trusts a particular source more, then we show the results from that source first. We rank
the results based on the user’s preferences and then sort them based on the results’
aggregation and user’s preferences as modeled in the below function.

Sort(results) = flaggregated results, user’s preferences)

We give more weight to the aggregated results where the same relation is repeated in
more web sources. Also, we give weight to the user’s preferences to sort them first. Then
the personalized results are sent to the interface agent to display them. More details are

offered in Chapter 6.
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CHAPTER 5

CAPTURING USER’S PREFERENCES RELATED TO

FOOD AND HEALTH

Our research objectives are to manipulate semantically the user’s query and then
personalize the results in the domains of nutrition, food, and health. The user’s profile
represents the user’s preferences. In the following sections, we first analyze and capture
the user’s preferences and then propose a user’s profile that represents these preferences.
Therefore, one milestone in constructing the user’s profile is to capture the user’s food
preferences and health conditions. This will help in answering the user’s queries with
more relevant results based on the user’s personal preferences, health condition, culture,

religion, etc.

5.1 Methodology

To capture the user’s preferences, we start with some motivation questions that help in
driving the attributes of the user’s preferences. Second, we analyze and study the answers
of the motivation questions to identify the attributes that affect the user’s choices and
preferences. For this, we first classify the identified attributes into categories of attributes,
then we study the relationship between these attributes and see whether it is possible to

combine them or resolve any conflict between them. We propose to give priority and
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weight for each attribute to capture the influence of these attributes on the user. Figure 25

illustrates the methodology to capture the user’s preferences.
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Figure 25 Methodology to Capture User’s Preferences

5.2  Motivation Questions

We start this section by raising questions that help in identifying the attributes affecting
the user’s food choices and preferences.
- Why do we like a specific food to eat?
- Why do we avoid a certain food?
- What attributes could we extract from the answers for the first two questions?
- Is there any relation between these attributes? (e.g., Is there any relation between
the locations or culture with regard to the food preferences?)

- Can these attributes be combined?
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- Do these attributes conflict with each other?

- Is there an order or weight for these attributes?

- Are we committed to our culture and religion when it comes to food preferences?
(e.g., Is it ok to try new food in a new culture?)

- Are we committed to health constraints when it comes to food?

- Are we considering the daily nutrition needs when we choose the food?

- How can we know and learn others’ food preferences and constraints? Are they

written somewhere?

5.3 Attributes Affecting the Choice of Foods

To study how we prefer a specific food and do not prefer another, we also need to study
the attributes that influence our food choices. To come up with these attributes, we
analyze the answers to the previous questions. Then we classify these attributes into four
categories: personal preferences, health conditions, cultural preferences, and religion
restrictions. Below is a detailed explanation for each category followed by other attributes

that could be considered in future work.

5.3.1 Personal Preferences

Many people prefer certain foods while disliking other foods with and without reasons in
mind. There are many examples of the possible reasons for preferring or avoiding some
food such as the taste, look, color, and smell of the food. And then sometimes we do not
know why we like or dislike a certain food, as it might be a personal habit, such as when

we do not eat a certain food while children and then we get used to avoiding it.
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5.3.2 Health Condition Constraints

Health conditions can restrict some food or limit their quantity while encouraging other
food. Examples include relations between some diseases and certain foods. Some foods
can help in preventing or treating diseases, such as eating oranges to help treat the “flu.
There are also food allergies that can cause serious impact on people’s health. Another
example is when a woman is pregnant and she is advised to eat healthy foods that contain
vitamins, minerals, and so on.

Other health attributes can be the health goals, daily needs, and commitment to a sport or
diet program limiting food choices. A health goal can drive someone’s daily food
program, such as in reducing weight. There are many food programs to lose weight, and
they specify different food types and quantity on daily or meal-by-meal basis. Having a
health goal can restrict many types of food and motivate taking other types.

5.3.3 Cultural Preferences

Different cultures come with different customs and traditions. Culture, location, and
language are correlated when we talk about culture. Our focus in this thesis is on
including specific aspects of culture related to food selection, such as (1) what food is
acceptable in a certain culture and what food is not acceptable; (2) what food is preferred
in a certain culture and what food is not preferred; (3) what popular nutrition is used by a
certain culture; and (4) what recipes are commonly used by a certain culture. As an
example from Saudi Arabian culture, Saudis prefer eating rice that comes in different
colors and flavors, such as red, white, or brown, and normally it is cooked with meat, fish,

or chicken.

87



The relationship between food and culture also shows when we recommend foods across
different cultures, which may involve different measurements and different recipes.
Certain foods are substituted with other foods in different cultures, as are food
combinations, the timing of meals, eating certain foods at certain events, and finally the
different names cultures give to the same foods.

People’s culture can be correlated to their location, both original and new. A person’s
location of origin is a factor, as is how rigidly that person follows their food culture. This
can be determined by monitoring the person’s interaction and behaviors with food
recommendations. That same person’s current location and how open he or she is to the
different foods in the new location could also be inferred from reactions with the food
recommendations. For example, a Muslim Saudi woman greatly influenced by her place
of origin visits Japan and does not eat sushi or other Japanese food. For another example,
a different Muslim Saudi is not highly influenced by his place of origin, and when visiting
Japan he tries many Japanese foods.

Another way is to look at the relation between food and culture is to consider the time
dimension. Some foods are preferred at breakfast, while others are preferred at lunch and
dinner. Many restaurants, for example, offer appropriate foods based on the time of the
day. This will restrict the food choices available. Also, there are some special days, an
issue of both culture and date, when the offered food is different. A good example is the
month of Ramadan, which for most Muslims has its unique foods. Therefore, we can take
an example of Muslims’ culture of food during the Hijri month of Ramadan, when
Muslims fast throughout the entire month. However, we cannot say this about the Muslim
culture in general as it is different from location to location. This shows how time and

location have different effects on culture. Not all foods eaten in Ramadan are used in
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other months. Let us say the preference for such foods during Ramadan is high, while it is
lower in other months.

5.3.4 Religious Constraints

Some religions have food restrictions so it is important to capture these constraints to
avoid inappropriate food advices. As an example, in the Islamic religion alcohol and pork
are prohibited, so it is not acceptable to recommend any food that contains alcohol or pork

to Muslims. There are other examples from other religions as well.

5.3.5 Other Attributes

We know of other attributes that could be considered, but we do not have data to support
them at this time. We defer them to future work. Below is the summary of two attributes
with examples.

The first attribute is the current climate condition where different foods are good for
different seasons. Climate affects food choices, such as summer fruits and winter fruits
and preferring cold food and drink, such as ice cream and cold water, in the summer while
preferring a cup of coffee or tea in the winter.

A second attribute is a person’s financial state, where a budget may restrict expensive

foods.

5.4 Relations between the Attributes

Choosing the right food thus depends on many attributes that sometimes conflict with
each other. For example, someone who has diabetes may like sweet food. Would this
person give the health condition or personal preferences the priority? Maybe in this

example it is wise to give the health condition the priority. However, there are cases that
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are more complex where conflicts that are more difficult could happen between different
attributes. We try to analyze the relations between these attributes and highlight the

possibilities of conflicts and combinations between them.

5.4.1 Combinations

Some attributes could be combined without conflicts. A good example is when healthy
people eat what they like while maintaining a quantity limit and a balance between
different foods for good nutrition while exercising. Only the person knows how to
combine these attributes in the best way, and that is why we give the user the flexibility to

define priorities in these attributes.

54.2 Conflicts

Conflicts between the attributes can abound and the possibilities are high. A good
example is when a person committed to a diet program is invited to a wedding reception
serving heavy food. This is well-known conflict in some cultures such as Saudi Arabia.
The challenge is how to deal with this conflict, and we think it is difficult to automate a
process to resolve such conflicts. That is why we need to analyze these attributes and

prioritize them based on each person’s preferences and priorities.

5.4.3 Order and Weight

Based on our analysis in the previous sections, the user should prioritize the attributes that
affect the choice of foods. People are responsible for their choices, especially in the
lifestyle and food they want to eat. The proposed approach is to give users different
attributes that affect their food choices so they can prioritize them based on their own

judgment. Then we calculate a weight for each attribute by combining their preferences
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and priorities to come up with a recommendation equation that helps us to recommend the
best food for them, as follows:

Given attributes Ay, Ay, As, ..., An

Given priorities Py, P2, P3, ..., Py

Given weights Wy, Wp, W, ....., Wi

Users are given the attributes (A1, A2, As, ...., Am), and then they select the
priorities for each one (P1, Py, Ps, ...., Py). After that, the system calculates the weight for
each attribute as follows: Wy =1/P;, Wo=1/Py, W3=1/Pg3, ....... ,We=1/P,
The weights are used once for ranking the results in a combination with other factors that

will be discussed in personalizing the results.

5.5 Survey on the Attributes and Their Priorities

We conducted a survey to determine the attributes that affect the user’s food choices and
their priorities to establish a base line and default attributes with their order and weights.
We first created a survey form with all the questions in the survey and published it online.
A month passed while people filled out the form, following a link that collected their
responses. We studied the responses to determine possible attributes and their rank. This
helped us in determining the default weight for each attribute.

The developed survey was sent to a collection of people from which we have collected
responses from 142 professionals living in Saudi Arabia ranging in age from 25 to 45
years. They stated they used the Internet and popular search engines daily to find

information. They spoke English as second language. They responded with ranking the
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attributes in the survey and suggesting additional attributes. The responses are
summarized in TABLE 7.

TABLE 7 Responses for Survey on the Attributes and Their Priorities

Scale and Responses

No Attributes affect the choice of a food

E b 2
(3] [ Qo
= c ]
o - e Q
E § - 2 =
> o = -
o g o s s
> = =z =z Z2
1 Personal preferences 67 26 15 16 18
2 Health condition and/or restrictions 76 31 8 0 27
3 Cultural-based preferences and/or restrictions 38 29 18 21 36
4 Religion-based preferences and/or restrictions 58 34 23 3 24

Based on the results, we can say the health condition is the most important attribute that
affects the food choices for those who answered the survey, followed by personal

preferences, religion restrictions, and finally cultural preferences.

5.6 Learning the Attributes from the User’s Behaviors

We have identified the possible attributes that could affect food choices in the previous
sections. We then need to learn and capture these attributes for food preferences from the

user. We have different ways to know the user preferences. One way is to give users a
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form to fill out and let them express what they prefer and prioritize these attributes.
Another way is to let the system learns users’ preferences based on their interactions with
the system. For example, the system might observe that the user always selects recipes
that contain tomatoes, and then the system could conclude that the user likes tomatoes.
User will be asked to review and confirm such conclusions about their food preferences.
We also give users the chance to prioritize these preferences so that ASPIR can give them

better recommendations.
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CHAPTER 6

MODELING OF THE FRAMEWORK PROCESSES

This chapter presents the details of models used to represent the framework processes.
This includes the models used for the annotated knowledgebase, semantic predicates,
query, retrieved results, user’s interactions with the results, user’s profile, query

enrichment, results conflict resolution, and personalization.

6.1 Modeling of the Knowledgebase and Predicates

We use the notation H to represent the set of A health conditions and the notation F to
represent the set of B foods. We use the notation D to represent the set of N data sources
that are annotated in the knowledgebase, where each data source contains predicates with
relations between the health conditions and foods. Next, we show the model used for the
annotated knowledgebase.

H ={ha | ha is a health condition, a =1, 2, ......, A}

F={fy|foisafood b=1,2, ...... B}

D={d,|d, is a data source, n=1,2,...,N}

We use the notation S to represent the set of | subjects and the notation O to
represent the set of J objects, while the notation P represents the set of K predicates. Each
data source dn contains a set P, of annotated predicates in the knowledgebase. The
predicates are the relations between the subject and the object. For example, if, “An apple

is good for diabetes,” is a statement in the data source, then the subject is “apple,” the
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object is “diabetes,” and the predicate is “is good for.” The predicates can be categorized
into two groups: positive predicates denoted as P* and negative predicates denoted as P".
In the domains of food and health, examples of the positive predicates are: “has positive
effect on,” “treats,” and “prevents.” Examples of negative predicates are: “has negative
effect on” and “causes.” We use the notation R to represent all relations between the
subject set S and the object set O where every ordered pair (s, 0;) in R corresponds to a set
of predicates P; that is a subset of P. Next, we show the model used for predicates.

S={silsi is a subject, i=1,2,...,1}
O={o0j|0j is an object, j=1,2,...,J}
Py, = {Pa,k |Pa,x is a predicate from the data source dy , k=1,2,...,K}

P = {pdnk|si is related to o; by the predicate pg, indy, ,k =1,2,..,K,n =

1,2,..,N }

P:UPL

Pi-;-'-:{pdnklpdnk S Pdn ) pdnk isa pOSitive prEdicatE}
P ={Pa,k|Pa,x € Pa, » Pa,k 1S @ negative predicate}
R ={(si, 0i) | siis related to 0; by Py x indn, k=1,2,....K, n=1,2,...,N}

6.2 User’s Profile Model

We use the notation U to represent the set of M users as follows:

U ={Un |Un is a user, m=1,2,....M }.
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We use the notation UPy, to represent the user’s profile for the user un, which consists of
five parts: (1) preference elements, notated as PE, (2) the cultural preference of the user,
notated as CPy, (3) the values of the profile’s basic information, notated as VBI, (4) the
data source satisfaction evaluated by the user, notated as DSy, and (5) the preferred
predicates based on the user’s interactions, notated as PPn,,. We explain and model each
one of these five parts below.
First, each user’s profile contains a set of preferred elements where each user likes and
dislikes certain foods and has a specific health condition. We use the notation PE, to
represent the set of X preferred elements that belong to either the health condition domain
H or food domain F. We use the notation VPE,, to represent a function that sets the value
of each preferred element. It ranges from -1, which means it is not preferred, 0, the default
value that has no opinion, and +1, which means it is preferred. We use the notation WPE,
to represent a function that determines the weight of each preferred element. It ranges
from 0 to 1, which reflects the importance of each preferred element. We use the notation
Wvpenx to represent a function that determines the total weight for each preferred element
by multiplying the weight and the value of the preferred element. Below is the model for
the preferred elements.

PEn ={pemx, x =1, 2, ....., X, pemx is preference element for the user up}

PEncH UF

VPE: function for value of the preference element pen,

VPEn: PE, 2{-1,0, 1}

WPE.,: function for weight of preference element pen,

WPEn: PEn 2 [0, 1]
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WPE,(pemx) = Wpemx

Wvpenx: function to calculate the total weight for each preference element pey for

user Un

WVPEmx= WPEmx - VPEmx
Second, each user’s profile contains a set of culture preference where each user belongs to
a certain culture corresponding to some food preferences. We use the notation CP to
represent a set of C culture preferences. The culture preference in our context is related to
the preference of food F. For example, CP¢, represent the cultural ¢ preference, such as
Saudi, for the food b, such as rice. Each user upy, can have a cultural preference notated by
CPp, which is part of CP. We use the notation VCP,, to represent a function that
determines the value of the cultural preference. It ranges from 0 to 1. If the user belongs
to a specific culture, then the value is 1. If the user does not belong to that culture, then
the value is 0. We use the notation WCPy, to represent a function that determines the
weight of the cultural preference. It ranges from 0 to 1, and the value of the weight
reflects how important the cultural preferences are to the user and how they affect the
user’s choice of foods. For example, if a Saudi person visits Japan and does not eat sushi
and other Japanese foods and likes to have only Saudi food, then the Saudi culture has
great influence on the user’s food choices. However, if the user has less influence from
the Saudi culture, then the user will be open to trying many Japanese foods. Below is the
model for the user’s preferred culture.

CP ={CP, | CP¢, is the cultural preference value of culture ¢ on food b such that

c=1,2, ..Ccultures, b =1, 2, .... B foods}

CPn, < CP, is the culture preference for the user U,
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VCPy,: function for value of the culture preference CPp,

VCPn: CPy, 2 {-1,0, 1}

WCP,: function for the weight of culture preferences for user Up,

WCP.,,: CP,, 2 [0, 1]
Third, each user’s profile contains a set of basic information about the user, such as
weight, length, and blood type. We use the notation Bl to represent a set of E variables for
the basic information. We use the notation VBI, to represent a function that determines
the constant values of the basic information Bl,, which are set by the user un,. Below is
the model for the user’s basic information.

BI={bic|bi¢ is a variable for basic information, e=1,2,...,E}

bi;= height , bi,= weight, ....etc

VBIn= {VBImbi| VBImpi is the constant value of the basic information variable bi;

set by the user up}
Fourth, we use the notation DS to represent a function for the user’s explicit satisfaction
on a specific data source. Each user has different viewpoint about the data sources, and
this leads to different levels of satisfaction. The values of the function DS range from -1,
which means the user is not satisfied with the data source, 0, which is the default neutral
value, and +1, which indicates high satisfaction about the data source. Below is the model
for the data source satisfaction.

DSy, is the data-source satisfaction function for the user up,

DSpn={DS(dk, um) |dx €D , un €U, di is a data source that has been evaluated by

Um}

DS: (dk, um) =2 {-1,0, 1}

98



DS (dk, Um) = dskm
+1,if di is more statisfied for u,,
dsym =13 0,if dy is normal statisfied for up,

—1,if di is not statisfied for u,,
Fifth, we use the notation PP, to represent the set of preferred predicates for the user up,
which is the union of all weighted predicates based on the user’s interactions. More
elaboration on the preferred predicates will be discussed when we talk about the user’s
interaction with the results in Section 6.3.
Finally, the user’s profile UPy, is the union of the five parts: preference elements PE,,, the
cultural preference of the user CPy, the value of the profile’s basic information VBIy, the
data source satisfaction evaluated by the user DSy, and the preferred predicates based on
the user’s interactions PPp,. Below is the model for the user’s profile.

UP, is the user profile set for the user up

UPy, = PEnUCPp VBl DSy PPy

6.3 User’s Interactions Modeling

Users interact with the results, and we capture both explicit and implicit interactions. We
have eight measures, four explicit and four implicit. The first explicit measure is the data
source satisfaction DSy, which was explained in Section 6.2. The remaining seven
measures are related to the resulting predicates. The explicit ones are rating the result,
marking a certain result to show first, and marking a specific result to be filtered out. The
implicit measures are the time of visiting a certain result, clicks on a certain result, and
printing and bookmarking a specific result. We use the notation g to represent these seven

measures. We use two functions to represent the user’s interactions with the results. We
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use the notation WPPy to represent a function that determines the weight of each measure
g. It ranges from 0 to 1 based on the measure’s rank and user’s priority. For example, if
printing the result is not important to the user, then the value will be 0. We use the
notation VPPy to represent a function that determines the value of each measure g. It
ranges from 0 to 1, where 0 means the user does not show interest and 1 means the user
shows the interest in the result. We use the notation wp to represent a function that
calculates the weight for each predicate by adding all seven measures in addition to the
eighth measure, the data source satisfaction, and then dividing their sum by 8. Based on
the predicate type, we give either a positive sign for the positive predicates or a negative
sign for the negative predicates. We use the notation PPy, to represent the set of preferred
predicates for the user um, which is the union of all weighted predicates based on the

user’s interactions. Below is the model for the user’s interactions with the results.
VPPy (U Payi) = VPPm g pg,, €[0.1]. 8=1.2,....7
WPP4(Um) = Wppmg €/0,1], g=1,2,...,7
wp: function which determines the weight of a predicate

( 7
1 .
g (dskm + Z(prmq-vppmgpdnk) ’ lf pdnk € Pi-;

— q=1
WPm Pdpk — 9

7
-1 . _
? (dskm + Z(prmq- UPPm g Pdnk) ’ lf Pa,k € Pij
\ q=1

PPm= U WDm dnk

6.4 User’s Query Model

A user can have many queries. We use the notation Qn to represent set of L queries

performed by the user uy,. The notation Qn represents a query | that is performed by the
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user un and contains a set of W words where we use the notation gm to represent a word
w in the query Qm. The words that concern us should belong to either the annotated
knowledgebase of the food and health domains or the possible relations between them
notated by predicates. For any word in the query that is not matched with the
knowledgebase and relations, we use synonyms to match. If no synonym matches, then
we ask the user either to clarify the word or use an alternative one. Finally, if we are not

able to match it, then we show that the query has no results. Below is the model for the

query.

Qm = {Qmi | Qmi is query for user Uy, [=1,2,...,.L number of queries for user un}
Qmi = {miw| miw is @ word in the query Qmi , OmweHUFCP, w =1,2,... W number

of words in query qp,; for user un}

6.5 Query Enrichment Model

In query enrichment, we find the set of words that we can add to enrich the query based
on the user’s profile. We use the notation Q,h, to represent the additional words used to
enrich the query Qm, which was performed by the user un,. These additional words are
retrieved from the user’s profile, specifically the set of X preference elements of the user
pemx. We use only the top preference elements that have weight, notated by wvpeny, more
than a specific threshold B. We use the notation Q,,;" to represent the enriched query,
which is the union of the user’s query Qm and the additional words Q,, that have high
weight in the user’s profile. Below is the model for the query enrichment.

Q5 = {pemx| pemx € PEmx, Wpem>B,Bis a constant (threshold), x= 1,2, ..., X}

enr __ +
mi Qmi uQmi
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6.6 Retrieved Results Modeling

After the semantic manipulation of the user’s query, the query is reasoned and the results
are retrieved. The results are a set of predicates that come from different data sources and
correspond to subjects, food, objects, and health conditions. We use the notation PRQy, to
represent the set of T predicate results after reasoning the query Qm for the user un,. These
predicates are a subset of the annotated predicates P in the knowledgebase. We use the
notation SRQy, to represent the set of V subject results after reasoning the query Qm for
the user un. These subjects are a subset of the annotated subjects S in the knowledgebase.
We use the notation ORQp to represent the set of Z object results after reasoning the
query Qm for the user un,. These objects are a subset of the annotated objects O in the
knowledgebase. Below is the model for the retrieved results.

PRQmi = {p:] pte P, ptis given after the process of query Qm, for the user un,

t=1,2,...T}

SRQm ={sv| sve S, sy is given after the process of query Qm for the user up, ,

v=12,..V}

ORQm ={0,] 0,€ 0, o0, is given after the process of query Qp, for the user un ,

z=1,2,...,7}

6.7 Results Conflict Resolution Modeling

The retrieved results can conflict. For example, a conflict happens if we find both
statements, “An apple has positive effect on diabetes,” and, “An apple can increase the
risk of diabetes.” We define below a function CF for determining conflicts and a function

CFR for resolving the conflicts and a set NCFP;; to hold the un-conflicted predicates.
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We use the notation CF to represent a function that determines whether there is a conflict
in the retrieved predicates that relate a subject s; with an object o;. The function cfj
corresponds to all ordered pairs of (si, 0i ) from R between a subject s; and an object o;.
The possible values of the function CF are 0, -1, and +1. The value of the function cfjj is O

if there is at least one positive predicate that is a member from the set P; and one negative
predicate that is member of the set P;; between the subject s; and the object o;. The value

of the function cfj; equals +1 if all predicates between the subject s; and the object o; are
positive and are a subset of P;}. The value of the function cfj; equals -1 if all predicates
between the subject si and the object oj are negative and are a subset of P;;. We show
below the model for the function CF.

CF: function to find the conflicts between different predicates

CF:R 2{0,+1, -1}

CF (si, 0) = cfj

cfij = -1 ifPi=09
0 ,ifP;+@® andPj+0

We use the notation RCF to represent a function that resolves any conflict between the
predicates that relate a subject s; with an object o; if a conflict is found by the function CF.
We define the function rcfj; for all ordered pairs of (s;, 0; ) between a subject s; and an
object o; from R. The function RCF can have one of three values 0, +1, or -1. The value is
based on the value of the function CF and the function WP, which is used for the
predicate weight based on the user’s interaction as explained in Section 6.3. We use the

notation Wpm,,; t0 represent the total value of the weighted predicates between the subject

si with the object o; that the user interacts with previously. This means that the preferred
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predicates from previous user’s interactions will take on more weight when it comes to

conflict resolution. Below, we show the model of the function wpy,, . .

meij = Zpdnk €Pjj WDm Pdnk
As explained in Section 6.3, the sign of the individual values of wp,, Pt is based on the

type of predicate (i.e., whether it is positive or negative). The summation of all predicates
of a certain subject and a certain object would be either positive if all predicates are
positive or negative if all predicates are negative. The summation will be 0 if the positive
and negative predicates are equal. In addition to that, the user’s interactions are weighted
and affect the calculation of the summation by adding more positive or negative strength.
If there is a conflict determined by the value O of the function cfj;, then the function RCF
is used to resolve the conflict in the predicate’s subject s; and object o;, and we determine
the value of the function rcfj;.
The function WP helps in finding the difference between the number of positive and
negative predicates. If cfi; equals O, then rcfi; equals O if the number of positive predicates
equals the number of negative predicates in Pj. The function rcfj; equals +1 if the number
of positive predicates is more than the number of negative predicates in Pjj. The function
rcfij equals -1 if the number of negative predicates is more than the number of positive
predicates in Pj;.

RCF: function for resolving the conflict

RCF:R =2 {0,+1, -1}

RCF (si, 0;) = rcfij;

+1,ifcfij=0,wpmij >0
chl.jz —1,lf Cfl'j:O,mel.j <0
0,if cfij=0,wpmij =0
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We use the notation NCFPj; to represent a set of conflict-free predicates between a subject
s; and an object 0;. Next, we explain each function and set in more details. NCFP;j; consists
of all positive predicates if cfj; or rcfj; equals to +1 while NCFPj; consists of all negative
predicates if cfij or rcfj; equals to -1. NCFP;; is empty set if rcfj; equals to 0 which means
there is a conflict that cannot yet be resolved and then we cannot show conflicted results.
Below, we show the model for the non-conflicted predicates set NCFP;;.

Pij ﬁPJ ,lf rCfl'j =+41or Cfl] =+1

NCFPU: PUr‘\PJ,lfrch=—10T Cfl]=_1

0} Jif refij=0

6.8 Results Personalization Model

We use the notation Y to represent the set of conflict-free predicates determined in
Section 6.7. After the conflicts between the predicates are resolved, the results are
personalized based on the user’s needs.

First, we calculate the number of occurrences of each predicate in the results within the
data sources. We use the notation Y;; to determine the number of predicates between a
subject s; and an object o;. A higher frequency of certain predicates in a different data
source indicates that this information is more trustable. Therefore, we give it more weight.
We use the notation WY to represent a function that determines the weighted occurrence
for each predicate. The value of the function WY ranges from 0 to 1, where 0 means that
there is no occurrence for the predicate in the results Y and 1 means the predicate has the
maximum occurrence. We calculate the value of the WYj, which determines the
occurrence of predicates between a subject s; and an object o;, by dividing the number of

occurrences of all predicates between s; and 0; by the maximum number of occurrences of
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all predicates in the results, as noted by Max Y. For example, we have results of four
predicates, the first occurred three times, the second occurred four times, the third is
occurred two times, and the fourth occurred one time. So the weight for the first predicate
is 3/4, the second predicate is 4/4 (or 1), the third predicate is 2/4 (1/2), and the fourth is
1/4. The model for predicate occurrences is:

Y: {NCFP;} 2/0. 1,2, ...}

Yi = INCFPy|, i=1,2,..1 , j=12,...J

WY: NCFP =>[0,1]

WY s

After finding the occurrences of the predicates, we find the total weight for each
predicate. We use the notation WPR;; to represent the function that determines the total
weight for each predicate. The value is calculated by adding the preference weight of the
same predicate WPj;, the occurrence of the predicate within the results WYj;, the culture
preference weight WCP;, and the preferred elements whether they are in the subject, food,
WVPE;, or in the object, health, WVPE;. Finally, we sort the results based on the
calculated total weight. Below is the model for predicate weight used in the results

personalization.

WPRij: WPij + WYij +WCP; + WVPE; + WVPEJ'

106



CHAPTER 7

HEALTH, FOOD, AND USER’S PROFILE ONTOLOGIES

This chapter introduces the processes used to develop the domain ontologies and the
user’s profile ontology. The user’s profile ontology is based on the user’s preferences
identified in Chapter 5, and it is integrated with the domain ontologies for semantic
manipulation of the user’s queries. It is used for query enrichment and results
personalization.
The Semantic Web brings the Internet from “web of documents” to “web of data,” where
the linked data empower the computers with the ability to provide better services, such as
reasoning and inferring. Semantic Web technologies help in building data stores on the
web, creating vocabularies, and providing rules to deal with data. Some examples of the
technologies used by linked data are resource description framework (RDF), simple
protocol and RDF query language (SPARQL), and ontology web language (OWL) (138).
Ontology is a formal representation of knowledge in a network of concepts within a
certain domain using a shared terminology for the types, properties, and relationships
between the domain’s concepts’. The main components of ontologies are:

- concepts: similar to classes in object-oriented programming (OOP);

- instances: similar to objects in OOP;

- attributes: which are part of concept;

- attribute values: which are the values of the attributes and part of the instance;

- subjects: can be concepts, instances, attributes, or attribute values;

" http://en.wikipedia.org/wiki/Ontology _(information_science)

107



- objects: can be concepts, instances, attributes, or attribute values;

- predicate: relation between a subject and an object; and

- triple: the subject-predicate-object.
RDF is a triple consisting of a subject, predicate, and object. Any SPARQL query
comprises a number of triples where the query reasoning engine matches the triples of the
SPARQL query with the stored RDF triples in the knowledgebase created during the
annotation process. Therefore, a SPARQL query is performed on a RDF dataset that is
built based on the annotated web sources.
In (139), the authors presented a methodology to design and develop a Semantic Web
search engine to provide accurate results for domain-specific searches. Precise
information is retrieved by utilizing the mapping technique between classes and instances.
Therefore, the number of search results is reduced along with the search time. The
proposed methodology is highly scalable and can fit any domain by providing the
required input from the relevant RDF documents to add any domains into the search
coverage.
Querying ontologies can take many shapes, and the literature shows too many ways to
query ontologies. One category of these is based on graphical user interface (GUI), which
provides the ability to navigate and explore an ontology or query an ontology using either
templates or a formal ontology query language, such as SPARQL. One famous platform
for querying ontology is Protége, which is used by experts in ontology query language
(SPARQL). Another platform eases the semantic search in ontology, such as KIM, and
provides a mechanism to query by using predefined templates. As a result, the users will
be directed to certain search criteria based on the templates without the need to know the

details of the ontology (140).
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We explain the development cycle for the multilingual cross-domain ontologies for food,
nutrition, and health. First, we define the requirements for each domain. Second, we
investigate the existing related ontologies and summarize their limitations with respect to
the requirements. Third, we explain how we used the introduced processes to fulfill the
requirements. Then we describe the developed ontologies for the food, nutrition, and
health domains. Finally, we describe the user’s profile ontology and the integration with

the domain ontologies.

7.1 Introduction

Ontology is a formal representation of knowledge in a network of concepts within a
certain domain using a shared terminology for the types, properties, and relationships
between the domain’s concepts. Different ontologies are developed for different domains
by the domain experts to fulfill certain objectives.

An ontology serves a single domain, while some applications need to use ontologies from
different domains to integrate different information sources. Moreover, there could be
several ontologies developed for the same domain due to different languages, cultures,
expertise, and purposes. Therefore, there is a need to integrate existing ontologies to
capture cross-domain knowledge.

As mentioned in the framework chapter, we need to plug domain ontologies into the
framework. Ontologies help annotation in having standard references for the acquired
knowledge. Thus, web sources can be structured in knowledgebases based on the domain
ontologies. These knowledgebases are used in the semantic manipulation of the user’s

queries to return relevant results.
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Our objective is to apply the proposed framework to build a multilingual Semantic Web
search application for the food, nutrition, and health domains, as they are critical domains.
This will help the community in providing food recommendations based on the user’s
health conditions. To provide such capabilities, we need integrated ontologies between
different domains such as food, nutrition, and health. In addition, we want to use the
knowledge discovered in one language to for people using different languages. Such
ontologies that satisfy these requirements do not exist. Therefore, we were challenged to
develop these ontologies by creating, integrating, and reusing some of the existing
ontologies to meet our requirements. Next, we present the processes we have followed in

developing these ontologies.

7.2 Ontology Development Processes

There are different methodologies to develop ontologies such as METHONTOLOGY
(16), Uschold and King (52), and On-to-Knowledge (47). We introduce four processes
below that use some of the existing methodologies. We use these processes to develop
multilingual cross-domain ontologies for the food, nutrition, and health domains. The
processes are described in the following tables with their inputs, outputs, and possible

methodologies that can be followed in each.
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TABLE 8 Domain Ontology Development Process

Process no. 1

Process name  Domain ontology development

Description To develop or reuse certain domain ontology that satisfies the

application requirements

Input Application requirements

Output Domain ontology

Methodologies Reuse a single existing domain ontology as is.

- Reuse multiple heterogeneous domain ontologies as
they are. Some existing methodologies are Fusion and
Composition (141).

- Extend existing domain ontology.

- Build domain ontology from scratch. Some existing

methodologies are TOVE, ENTERPRISE, and

METHONTOLOGY (141).
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TABLE 9 Cross Domain Ontologies Development Process

Process no. 2

Process name  Cross-domain ontologies development

Description To have integrated cross domain ontologies

Input Different domains ontologies

Output Integrated cross-domain ontologies

Methodologies - Reuse an existing integration between different

domain ontologies as is.

- Extend an existing integration between different
domain ontologies (i.e., add additional integration
points).

- Build an integration between different domain
ontologies from scratch (merge ontologies into one
ontology, create an integration ontology, and link the

ontologies with relationship).
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TABLE 10 Multilingual Ontologies Development from Multiple Ontologies Process

Process no. 3

Process name  Multilingual ~ ontologies development from  multiple

monolingual ontologies

Description To have integrated multilingual ontologies based on multiple

monolingual ontologies

Input Multiple monolingual domain ontologies

Output Integrated multilingual domain ontologies using either one-to-
one mapping or agnostic ontology acting as a bridge between

the existing ontologies

Methodologies Automatically align the monolingual ontologies (e.g.,
using translation service, mediator like Wikipedia).

- Manually align the monolingual ontologies.

- Semi-automatically align the monolingual ontologies

(human guided) (i.e., partially automatic and partially

manual).
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TABLE 11 Multilingual Ontologies Development from Single Ontology Process

Process no.

Process name

Description

Input

Output

Methodologies

Multilingual ontologies development from single monolingual

ontology

To have integrated multilingual ontologies starting from a

single monolingual ontology

Single monolingual domain ontology

Integrated multilingual domain ontologies using either one-to-
one mapping or agnostic ontology acting as a bridge between

the existing ontologies

- Option-1: (create different ontology for each culture)

0 Use a domain ontology development process to
create another monolingual domain ontology.

o0 Use multilingual ontologies development from
multiple monolingual ontologies process to align
the two monolingual domain ontologies.

- Option-2: (enrich the existing ontology or replicate it)

0 Automatically translate the input monolingual

domain ontology into a new language.

0 Manually translation the input monolingual
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domain ontology.
0 Semi-automatically  translate  the  input

monolingual domain ontology (human guided).

7.3 Ontology Development Cycle

To develop the domain ontologies, the requirements need to be captured from the
objective and intended use. Then related existing ontologies are surveyed and assessed as
to whether they meet the requirements. Finally, we explain how we follow the introduced

processes.

7.3.1 Requirements

We aim to provide answers to questions related to food, nutrition, and health domains.
Some examples of these questions are: “Is an apple good for people with heart diseases?”
“How much honey can be taken by a diabetes patient?” “What are the health benefits of
eating pineapple?” and, “What are the fruits that contain the daily needed quantity of
calcium?” To answer such questions, there is a need to have integrated ontologies for
different domains: food, nutrient, health (diseases, body parts, body functions), and
recipe. Moreover, to answer queries in a different language, the system and ontologies
should support a multilingual property. To answer queries that require aggregation of
information, we need to have multilevel ontologies. To achieve high relevancy and
coverage, we need to use ontologies that have comprehensive and rich vocabularies. To
make effective use of the annotation, ontologies’ concept names should be unique and

self-contained.
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One of the most used and richest knowledgebases for food and nutrition is the U.S.
Department of Agriculture (USDA) database. The USDA (18) schema is used as a main
guide to develop the core ontology. Foods are gathered into 25 groups according to the
USDA classification. There are 146 classes of nutrition. The relation between food and
nutrition is based on 100g of food containing a specific amount of nutrition. We will use
the USDA as a base for our ontologies selection, and hence we need to assure the
alignment possibility for any ontology with the USDA.

7.3.2 Related Ontologies

Based on the criteria discussed above, we have considered related ontologies for food,
nutrition, and health. In the next sections, we will present a short description about each

one with respect to the requirements given before.

7.3.2.1 Semantic Diet Ontologies

Evan Patton developed a project called Semantic Diet to help people to eat healthier.
Patton provided a set of ontologies related to food and nutrition based on the USDA
database. We have used these ontologies as a base to build and extend food and nutrition
ontologies. Semantic Diet has a main ontology with one concept related to nutrition and
two concepts related to food. The two food concepts are based on two USDA food tables:
food items and food groups. Semantic Diet has other ontologies: recipes, units for
measurements, food serving size, and nutritional guidelines. TABLE 12 shows Semantic

Diet ontologies with their corresponding number of instances.

116



TABLE 12 Semantic Diet Ontologies

Ontology Number of instances
Recipe 124

Food groups 100

Units for measurements 65

Common measures for foods 118,791

Nutrient 2,847,367
Nutritional guidelines 136

One advantage of Semantic Diet ontologies is that they are built based on the USDA
database, which is used in many semantic applications. Another advantage is that they
integrate food concepts with nutrition concepts with one property of 100gm.

A disadvantage of Semantic Diet ontologies is that they are flat and shallow ontologies
with one to two levels only. This will limit the aggregation at the ontology level. Another
limitation is that Semantic Diet ontologies are available in English only. Moreover, many
foods contain similar names, which make them difficult to use as-is for annotation.
Finally, Semantic Diet ontologies lack synonyms, which leads to limited coverage during

annotation.
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7.3.2.2 International Classification of Diseases (ICD-10) Ontology

The ICD10 ontology is a formalization in OWL-DL of the International Classification of
Diseases (10th ed.), published by the World Health Organization (WHO) in 2004. It is
considered a standard tool for health management and other clinical purposes and is
utilized to track the occurrence and frequency of diseases and illnesses®.

ICD10 is huge ontology consisting of 14,502 concepts of diseases and health care
procedures, which provides a huge vocabulary set. Although the ontology is available in
the English language, the translations are available for the vocabularies of ICD10 in
different languages such as Arabic. Having a wide vocabulary set and availability of
vocabularies in different languages is a positive aspect of the ontology.

The ontology is designed to categorize diseases and health issues based on the various
types of health and important records. The ontology is hierarchical in nature and classifies
all these concepts into many levels, such that the concepts are not self-explanatory unless
a complete parent hierarchy is observed to understand the actual vocabulary for a set of
concepts. Moreover, the ontology uses the technical names of diseases and does not have
embedded synonyms. Such ontology makes the text processing less effective as more
work is required to map the ontology concepts to the text being annotated.

7.3.2.3 Human Disease Ontology

The Disease Ontology (DO) is an open-source ontology for the integration of biomedical
data associated with human disease. Terms in DO ontology are well defined and use

standard references. These terms are linked to well-established, well-adopted

& http://www.who.int/classifications/icd/en/
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terminologies that contain disease and disease-related concepts such as SNOMED, 1CD-9
and ICD-10, MeSH, and UMLS.

DO ontology represents a comprehensive knowledge base of 8043 inherited,
developmental and acquired human diseases. Each concept has a reference for most
common health related ontologies with different synonyms or alternative names for the
same concept. It is very useful for semantic annotation for two reasons: self-contained
names used for each concept and a rich set of synonyms for each concept. For those
reasons, we have selected this ontology for our test case for semantic annotation of
disease concepts.

The only limitation of the DO ontology is related to multilingual support since it is only
provided with English names only.

7.3.2.4 AGROVOC Ontologies

AGROVOC provides ontologies with a rich vocabulary that covers different areas of the
Food and Agriculture Organization (FAO) of the UN, such as food and nutrition. It
contains more than 32,000 concepts and supports different languages such as Arabic,
Chinese, Czech, English, French, German, Hindi, Hungarian, Italian, Japanese, Korean,
Lao, Persian, Polish, Portuguese, Russian, Slovak, Spanish, Thai, and Turkish.
AGROVOC uses the standard RDF format to represent their linked dataset.

The main advantage of the AGROVOC is the multilingual support that includes 22
languages with four languages under development. The second advantage is the way
AGROVOC organizes its concepts in a hierarchy supporting multilevel concepts. Another
advantage for AGROVOC is its support of synonyms in different ways for any concept

within the ontologies.
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One of the major limitations of AGROVOC ontologies is the lack of USDA alignment,
which limits its integration with other ontologies that have relations with other domains.
7.3.2.5 FOODS Ontology

The FOODS ontology contains nine main concepts: regional cuisine, dishes, ingredients,
availability, nutrients, nutrition-based diseases, preparation methods, utensils, and price.
Food concepts are divided into three main categories: beverages, plant-based food, and
animal-based food. Each food category contains deeper levels of concepts. The nutrition
concept is categorized into six concepts: carbohydrates, proteins, vitamins, fats, minerals,
and water. The ontologies are used as part of a system to answer questions raised by users
based on their profiles and relationships between the ontology concepts.

The advantages of the FOODS ontology are the integration between food, nutrition, and
disease. The ontology is a very useful for annotation since it was built for computer
processing.

The FOODS ontology contains a shallow hierarchy of concepts with two or three levels
only. The ontology contains only an English version with no synonym. It is not aligned
with the USDA food database. With that limitation, we did not consider this ontology as a
basis for our system.

7.3.2.6 PIPS Ontologies

The Personalized Information Platform for Life & Health Service (PIPS) (141) provides
multiple ontologies related to food, nutrition, clinical record, recipe, menu, and person.
These ontologies contain 261 concepts and two object properties. Foods are gathered into
13 groups: vegetables, fruits, grain products, special nutrition, beverages, sea foods, egg

products, oils and fats products, meat, soups and sauces, sugar products, nuts and seeds,
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and milk products. The nutrition ontology contains a different grouping of foods based on

the different use of food.

TABLE 13 PIPS Ontologies

Ontology Number of concepts Obiject properties
Food 180 2
Nutrition 18 3
Recipe 8 4
Menu 7 3
Clinical record 14 4
Profile 3 4

The advantages of PIPS ontologies are the integration between provided ontologies.
Moreover, the naming of concepts is usable for animations. The PIPS ontologies are
provided with English labels only and are without synonyms. Ontology resources are not
linked to external entities such as the USDA food database. The hierarchy levels of the

ontologies concepts are shallow.

7.3.3 Comparison and Limitations

To decide which of those ontologies we should use, we developed a comparison table
based on hard and soft criteria. The first hard criterion for food and nutrition is the
alignment to the USDA food and nutrition database. The second hard criterion is the

usability of those ontologies for annotation with respect to naming schema and uniqueness
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for concept labels. Other criteria are considered soft and can be handled using the

approaches described before.

TABLE 14 Food and Nutrition Ontologies

Ontologies USDA Multi-level Richness  Multilingual Usability
alignment

Semantic Yes Low Low No Low

Diet

PIPS No Low Low No High

FOODS No High Low No High

AGROVOC No High Low Yes High

TABLE 15 Health Ontologies

Ontology  Link to other ~ Multi-Level Richnes Multilingua  Usability

references S I
ICD-10 no med low limited low
Human Yes High High No High

disease
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7.3.4  Ontology Development Cycle to Fulfill the Requirements

In this section, we show what ontologies were used from the above choices and why. We
show what modifications were done and how by explaining the steps as per the
approaches already discussed. We show also that some ontologies had to be created

because we did not find existing ontologies that fulfilled the requirements.

7.3.4.1 Food Ontology.

Based on the hard rules, we have selected the Semantic Diet food ontology only because it
provides the two hard rules of being aligned with the USDA food database and being
useful for annotation. The limitation for this ontology is the hierarchy levels and lack of a
multilingual property. For hierarchy levels, we have extended the ontology with four to
five levels, as needed, in addition to the two levels provided by the initial Semantic Diet
ontology. The multilingual property is achieved by adapting process number 3 to produce
a multilingual ontology that covers English and Arabic languages at this stage. We

maintain the same integration with nutrition concepts.

7.3.4.2 Nutrition Ontology

Similar to food, we have selected nutrition ontology provided by Semantic Diet as an
initial ontology. The Semantic Diet nutrition ontology contains only one concept with 146
distinct nutrition elements with instances for all food instances. We have extended the
ontology to many levels to capture the aggregation of nutrients in the same group. The
multilingual property is achieved by adapting the process number 3 to produce a
multilingual ontology that covers English and Arabic languages at this stage. We maintain

the same integration with food concepts.
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7.3.4.3 Recipe Ontology

Similar to food and nutrition, we have selected recipe ontology provided by Semantic Diet
as an initial ontology. The Semantic Diet recipe ontology contains only one concept
without any instances. We have extended the ontology to many levels to capture the
aggregation of recipes in the same group. The multilingual property is achieved by
adapting the process number 3 to produce a multilingual ontology that covers English and

Arabic languages at this stage. We maintain the same integration with food concepts.

7.3.4.4 Disease Ontology

We have adapted the human disease ontology (DO) because it is the most useful of our
choices for annotation. The multilingual property is achieved by adapting the process
number 3 to produce a multilingual ontology that covers English and Arabic languages at

this stage. We defined different interaction with food and nutrition concepts.

7.3.4.5 Body part and body function ontologies
Since we did not find suitable ontologies that cover concepts related to the human body,
either functions, systems, or parts, we used some information about the human body and

built a primitive ontology to cover those two concepts.

7.4 Health and Food Ontologies Description

We went through different ontologies throughout the development cycle of the whole
framework implementation. We chose different ontologies and then gave precedence to

one or the other based on different facts that directly affect the effectiveness of the
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process. Mostly text processing is the area that drove the focus on keeping the best

ontology in terms of the right vocabulary and more search space for text mapping.

7.4.1 Disease Ontology

The ontology for disease is the human disease ontology. We choose this ontology because
its concepts are self-contained concepts, unlike the ICD10 (WHO). Having self-contained
concepts is more suitable when text processing as the concept is independent of the parent
concepts and is meaningful enough to map to the contextual words during the text
processing. In general, the human disease ontology is a comprehensive vocabulary that is
hierarchical in structure. For the description of ontologies in terms of metrics, it has 8,685
concepts. It holds 15 properties, and the maximum depth of the concepts is 14. On
average, there are three child concepts for each concept, while the maximum number of

child concepts is 80.
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Figure 26 Disease Ontology
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7.4.2 Food Ontology

The ontology for food is adapted from Semantic Diet as they based their ontology on the
USDA database for food items and classifications of the food groups. The ontology is
available in English, so we added the translation of the ontology into Arabic to have a test
case of multilingual support. This ontology is just one main concept of Foodltem and all
the food items instances belonging to it, which are 9,000. The classification of Foodltem

is handled through FoodGroup concept.

[ ® Mot and Seed Products |

| ® Dairy and Egg Products |

[ ® Lamb, Veal, and Game Products |
g
ALE=TEN ® Baked Product & 8 7ood |
| ® Cereal Grains and Pasta |
[~ ® Vegetables and Vegetable Products |
Pl @ Pork Products
il PP gy

5 @ Beef Progucts

|_®RibEpe |
@ Spices and Herbs

Figure 27 Food Ontology
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Figure 28 Arabic Food Ontology

7.4.3  Nutrition Ontology

The nutrition ontology is taken from Semantic Diet and is based on the USDA database.
Since the USDA database hold information about the nutrients for food items, the
ontology acquires the same relations between food ontology. Similarly, we provided the

Arabic translation for nutrients.
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Figure 29 Nutrition Ontology

7.4.4 Body Function and Body Part Ontologies

These are small, self-created ontologies for the proof of the concept. Any available
ontology could be adopted, but, unfortunately, no comprehensive ontology was available
for body functions or body parts. These are small ontologies with 60 instances for body

functions and 163 for body parts.
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Integration Ontology

The integration ontology is the upper layer ontology that integrates the health ontologies

(disease, body parts, body functions) with food- (food item and nutrient) related

ontologies. It is done through using the commonly known relations among the domains,

which will allow us to capture and reason information following the used relations.
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Figure 33 Integrated Health Ontology
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TABLE 16 Summary of Developed Ontologies

Ontology Number of Concepts Number of Instances
Food 1 8648
Nutrition 182 225
Recipe 1 806
Disease 7277 5491
Body part 1 163
Body function 1 60
Profile 1 0
Integration 4 NA
USDAFood (for 1 15100
reference)

FoodGroup 613 15100

7.5 User’s Profile Ontologies

The user’s profile represents what the user likes and dislikes. It is needed for
personalizing the recommendations. It can be represented in different ways, such as in a
keywords profile, which assigns the keyword with weight based on the user’s preferences.
More details of different ways are found in (10). We have selected representing the profile
as an ontology because this work is related to other parts in a bigger project, which are
based on semantic ontologies. Representing the profile as ontology makes it easier to
integrate with the health and nutrition domains’ ontologies and helps in reasoning the

information using semantic languages such as SPARQL.
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Initially, we collect the user profile, which contains the food preference, health conditions,
culture, and economic status, using a form. The profile is updated by an analysis of the
interactions of the user with the results, which improves the future results. For example,
when the user always selects a specific food from the results the profile is updated to
show that the user likes this specific food. We use the ontology concept to represent the
profile and for use in the semantic search. Figure 36 shows the details of the user’s profile
ontology and divides it into four parts. The first part contains the basic information of the
user such as name and gender. The second part contains the basic health information of
the user such as blood type and body mass index (BMI). The third part contains the
medical record information of the user such as diseases and whether the user is pregnant.
The fourth part contains the user’s usage statistics information such as older searches and
visited links. The relationship between two concepts is shown as a dashed arrow and that
refers to the “triple” quality in RDF terms (12).

7.5.1 Religion Ontology

We had a need to create religion ontology to map the profile, health, and food ontologies
to the related religion properties. The religion ontology depends on the other developed
domain ontologies and contains properties shared and relations with these ontologies.
Hence, we create a religion ontology as a new ontology to answer questions related to

food preference with regard to the user’s religion. Figure 34 shows the religion ontology.
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Figure 34 Religion Ontology

7.5.2 Culture Ontology

We had a need to create a culture ontology to map the profile, health, and food ontologies
to the related culture properties. The culture ontology depends on the other developed
domain ontologies and contains properties shared and relations with these ontologies.
Hence, we create a culture ontology as a new ontology to answer questions related to food

preference with regard to the user’s culture. Figure 35 shows the culture ontology.
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Figure 35 Culture Ontology
7.5.3 User’s Profile Ontology

We have created a new profile ontology based on food and health ontologies. The mix
between personal information and specialized food and health information motivates
creating a specific profile ontology that can help in personalizing the food and health
information. We did not find a suitable ontology that covers both sides. The ontology is
linked with disease ontology, body part ontology, body function ontology, food ontology,

nutrition ontology, and recipe ontology. Figure 36 shows the user’s profile ontology.
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CHAPTER 8

IMPLEMENTATION: HEALTH AND FOOD DOMAIN

CASE STUDY

In this chapter, we show the details of the development of the proposed framework on
health and food domains. We start with a motivation scenario, then a requirements

analysis, the design, and then the implementation details.

8.1 Motivation Scenario

To realize the importance of implementing the proposed framework, we show a
motivation scenario. In this scenario, Ali is 40-year-old patient with diabetes. In the
culture Ali lives in, he is invited to Iftar, dinner, in Ramadan, the month where Muslims
fast during the day and eat after sunset. He needs health advice and to know what food he
should take during these dinners. He will pass on this advice to his relatives and friends to
have them prepare the appropriate food for him when he is goes to the dinner. He opens
the ASPIR SYSTEM using his iPad, where he has a profile with some basic information.
He checks his nutrition requirements based on his health and medical information to guide
his relatives when they prepare his meals. He types in ASPIR SYSTEM, “What food is
suitable for me?” ASPIR SYSTEM recognizes that his profile does not have enough
information about Ali. ASPIR SYSTEM asks Ali some questions to narrow down his

question and give him the right advice. It asks him about his weight; Ali answers with
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100kg. It asks him about his height; Ali answers 170 centimeters. It asks him about his
blood type; Ali answers with A+. It asks Ali if he has an electronic medical record; Ali
enters some identification information to retrieve his medical record and medical history.
ASPIR SYSTEM finds out that he has diabetes. After getting enough information, ASPIR
SYSTEM gives Ali healthy advice for his food. It starts analyzing his query to generate an
annotated query that is ready for reasoning. The query is then enriched with the profile
information. Then ASPIR SYSTEM searches the knowledgebase for relevant results and
personalizes the results based on Ali’s profile. Ali interacts with the results, and ASPIR

SYSTEM monitors his interactions to refine his profile.

8.2 Requirements Analysis

We have analyzed the requirements for the ASPIR framework to design and then
implement the framework. The main requirements of the framework are:

- user submits query and gets semantic personalized results;

- user creates and manages the personal profile;

- user accesses the system from different platforms (mobile, desktop);

- user gets results from trusted sources;

- user’s feedback on the results is captured (explicitly or implicitly); and

- system supports multilingual queries and provides results based on query’s

language.

This addresses the needs of reliable, semantically integrated, and personalized health and
nutrition information with multilingual and cultural support. TABLE 17 shows the

benefits and supporting features of the developed system.
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TABLE 17 Benefits and Supporting Features

Benefits

A user wants to get trusted health and

food information.

A user wants recommendations based on

his or her profile.

A user can write queries in any
understood way without being restricted

to certain keywords.

A user can get results from different

domains related to any query.

A user can search in any language and

any culture.

Supporting Features

Find trusted health and food

information.

Personalize search results and

recommendation.

Semantically processed user queries.

Provide results from multiple domains
related to health, food, nutrition,

diseases, etc.

Support different languages and

different cultures.

8.2.1

Use Cases and Sequence Diagrams

Figure 37 shows the use case diagram based on the collected diagrams. It contains two
actors, the end user and the translator, and six use cases: register, manage profile, search,
navigate results, use user’s profile, and provide feedback. It includes some use cases from

the other two components mentioned in Chapter 3.
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Figure 37 Use Case Diagram

Next, we explain each use case in a separate sub-section.

8.2.1.1 “Search” Use Case
TABLE 18 shows the specification of the “search” use case. It describes the use case

showing the preconditions, post-conditions, and other related information.
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TABLE 18 “Search” Use Case Specification

Description: This use case performs search on the knowledgebase

based on the query and displays the matching result.

Preconditions: The user has logged in into the system; otherwise the

user is considered as anonymous.

Post conditions: The results of the user’s query are presented, if any;

otherwise it shows no result.

Frequency of use: High.
Actor(s) End user, Translator.
Normal course of events: 1. User enters the query in the query box.

2. System annotates the query.
3. System gets the user’s profile.
4. System enriches the query with the user’s profile.

5. System matches the annotated query with the

corresponding query template.
6. System executes the matched query template.
7. System refines the result based on the user’s profile.

8. System displays the result on the user’s screen.
Alternative courses: None.

Extends: None.
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Exceptions: No result is found. Message is shown to the user.

Includes: Navigate result: Use user profile.

Figure 38 shows the sequence diagram of the “search” use case and its interactions with

other use cases and objects.
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Figure 38 Sequence Diagram for “Search” Use Case

141



8.2.1.2 “Register” Use Case

TABLE 19 shows the specification of the “register” use case. It describes the use case

showing the preconditions, post-conditions, and other related information.

TABLE 19 “Register” Use Case Specification

Description:

Preconditions:

Post conditions:

Frequency of use:

Actor(s)

Normal course of events:

Alternative courses:
Extends:

Exceptions:

This use case allows the user to register in the system

and creates a user’s profile with the entered values.
User selects the registration screen.

A user’s profile is created with the corresponding values

entered by the user.
Medium.
End User.

1. User enters the information in the registration form.
2. System verifies the user’s input.

3. System creates the user’s profile and notifies the

user.
None.
None.

User already defined. Duplicate profile for the same

user is not allowed. Message is shown to the user.
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Includes: None.

Figure 39 shows the sequence diagram of the “register” use case and its interactions with

other use cases and objects.
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Figure 39 Sequence Diagram for “Register” Use Case

8.2.1.3 “Manage User’s Profile” Use Case

TABLE 20 shows the specification of the “manage user’s profile” use case. It describes

the use case showing the preconditions, post-conditions, and other related information.
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TABLE 20 “Manage User’s Profile” Use Case Specification

Description:

Preconditions:

Post conditions:

Frequency of use:

Actor(s)

Normal course of events:

Alternative courses:
Extends:
Exceptions:

Includes:

This use case allows the user to update his or her

profile.
User already is logged in.

User profile is updated according to the user’s entered

values.
Medium.
End user.

1. User enters the information in the profile’s screen.
2. System verifies the user’s input.

3. System updates the user’s profile and notifies the

user.
None.
None.
None.

None.
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Figure 40 shows the sequence diagram of the “Manage user’s profile” use case and its
interactions with other use cases and objects.
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Figure 40 Sequence Diagram for “Manage User’s Profile” Use Case

8.2.1.4 “Navigate Results” Use Case

TABLE 21 shows the specification of the “navigate results” use case. It describes the use

case showing the preconditions, post-conditions, and other related information.
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TABLE 21 “Navigate Results” Use Case Specification

Description:

Preconditions:

Post conditions:

Frequency of use:

Actor(s)

Normal course of events:

Alternative courses:

Extends:
Exceptions:

Includes:

This use case allows the user to navigate through the

retrieved results.
Search result is displayed on the screen.

User’s profile is updated according to the user’s

navigation.
High
End user.

1. User reacts with the results.

2. System adds the user activities in the activity log.

1. User enters explicit feedback on the search result.

2. System stores user feedback using “provide

feedback’ use case.
Search.
None.

Provide feedback.
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Figure 41 shows the sequence diagram of the “navigate results” use case and its

interactions with other use cases and objects.
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Figure 41 Sequence Diagram for “Navigate Results” Use Case

8.2.1.5 “Use User’s Profile” Use Case
TABLE 22 shows the specification of the “use user’s profile” use case. It describes the

use case showing the preconditions, post-conditions, and other related information.
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TABLE 22 “Use User’s Profile” Use Case Specification

Description: This use case fetches the user’s profile from persistent

store and returns it into the preferred format.
Preconditions: User is logged in.

Post conditions: The requested user profile is returned according to the

user’s requested format.

Frequency of use: High.

Actor(s) None.

Normal course of events: 1. The requested user’s profile comes from “search”
use case.

2. System fetches the user’s profile from the persistent

store.

3. System transforms the user’s profile as per the

requested format.

4. System returns the user’s profile to “search” use

case.
Alternative courses: None.

Extends: Search.

Exceptions: The requested user’s profile does not exist or the

requested format is invalid. Message is shown to the
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user.

Includes: None.

Figure 42 shows the sequence diagram of the “use user’s profile” use case and its

interactions with other use cases and objects.
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Figure 42 Sequence Diagram for “Use User’s Profile” Use Case

8.2.1.6 “Provide Feedback” Use Case
TABLE 23 shows the specification of the “provide feedback™ use case. It describes the

use case showing the preconditions, post-conditions, and other related information.

TABLE 23 “Provide Feedback” Use Case Specification

Description: This use case stores the explicit user feedback during

the navigation on search results.

Preconditions: User is logged in.
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Post conditions: The explicit feedback is stored and the user’s profile is

updated.
Frequency of use: Low.
Actor(s) None.
Normal course of events: User gives explicit feedback during search “result

navigation” use case.

Alternative courses: “Navigate result” use case sends the feedback to be
stored.

Extends: System stores the feedback into persistent store.

Exceptions: None.

Includes: Navigate result.

Figure 43 shows the sequence diagram of the “provide feedback” use case and its

interactions with other use cases and objects.
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Figure 43 Sequence Diagram for “Provide Feedback” Use Case
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8.3 Design

We use the model-view-controller (MVC)9 design pattern for the web part of the system.
The user’s interactions are handled by the controller, which dispatches the requests to
different models. Each model corresponds to a Java server page (JSP), which renders the
webpage and shows it to the user. Figure 44 presents the MVVC model used to handle the

user’s Web requests.
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Figure 44 MVC Design of the System

For the query processing, “SearchAction” class receives the user’s query and dispatches
the call to “UserContext” class to check if the user is authenticated. If so, it retrieves the

user’s profile and transforms it into the shape of an instance of “CreateProfileForm” class.

9

https://en.wikibooks.org/wiki/Computer_Science_Design_Patterns/Model%E2%80%93view%E2%80%93c
ontroller
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After loading the wuser’s profile, “SearchAction” dispatches the call to the
“UserQueryProcessor,” which does the tasks required to process the query semantically. It
then formulates an instance of the class “ProcessedUserQuery,” which contains the
processed semantic information of the query, such as the concepts and relations that are
found in the query. The query is then dispatched to “QuestionTemplateManager,” which
matches the user’s query to the nearest query template. Figure 45 shows the class diagram

for classes needed for query processing.
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o sethutheticated{boolean] woid émain(String[kvoid
o getProfilef) CreateProfileForm o getProcessedQuery) PFOGQSSGdUSGFOUGN
o setProfile( CreateProfileF ormjvaid osgetSe\ectedTQmplate() String
1‘\ W1 e |5Ngmer\c(8tr|ng) boolean
; <<Java Class=>
~processedau
GCreateProfileForm . b 0.1
53 edu.kfupm health Ui web <<Java Classs>

4 OProcessedUserQuery

5a.2du kiupm health Ui queries

<< Java Class=»

G SearchAction

53 2du kfupm health ui web _<<J8V8 Clags>>
¢SearchAction() ©QuestionTemplateManager
o onPagelLoadiHitnSendetRequest HipServetResponse): String — 5a.2du fupm.nealtn.u.queries
o onSubmit{HitpServetRequest HipSarvetResponse String) String :O_u_esnonTempIateManager()
Fisumeric(StringLboclean gsmltl_ahze void
o spelChecker(String): String ‘gsmalﬂ StringJivaid .
getGoogleSpelCheck(String) String “59et@ueST‘_OﬂTemp‘@t%()-AW@VUST _
gefCharacterDataFromElement(Element) Stiing & gethvatchingQuestionTemplates(Sting, Stringl:Arraylist

' main(String[J:void

Figure 45 Query Processing Class Diagram

To reason the query, we deal with reasoning engine, which provides reasoning templates.
Out of the reasoning templates, we create templates and widgets that correspond to a
single semantic query. The templates are based on the question type, relations, and
concepts founded in the user’s query. Each template contains a number of widgets.
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“QBox” class is a notation for the reasoning template. We create the required number of
templates based on the queries’ varieties. For example, “ListPositiveQBox” class
represents the food list that has a positive relationship with a certain disease. This class
corresponds to “WidgetListPositive” class, which is used to post-process and filter the
results based on the user’s profile. Figure 46 presents the class diagrams for the required
classes in the results personalization. It shows only a few examples of the widgets and

templates, while we have many templates that represent different relations and question

types.
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Figure 47 Class Diagram

Figure 47 shows the class diagram that consists of these different classes:

Domain: saves the domains of the ontology

Ontology: describes the domain ontologies.
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User Profile: contains the information about the user.

Visited Search Results: contains the information about the visited results.
Visit Activities: logs the activities the user does when visiting the result.

Search History: logs the user’s queries and annotated queries for future use.

Ontology Properties: represents the ontology properties and their values.




- Knowledgebase: saves the annotated information.

- Annotated item: represents a single annotated item.

- Web resources: documents the web resources used in the annotation.
- Trusted websites: ranks the web sources based on their trust level.

- Query template: saves the template used in query manipulation.

8.4 Tools and Programming Languages Used

Below are the technical specifications of the developed software.

8.4.1 Hardware and Software Interfaces
The hardware interfaces of the system are handled by the underlining operating system.
The system is developed using Java virtual machine, which is a machine-independent
platform. The developed application utilizes the Java platform for hardware interface
functionality that can work under deferent hardware such as a PC, handheld assistance,
and mobile phones that support Java Virtual Machine. The software interfaces are
described in the following:

- The software is designed to run on Java Virtual Machine with the JBoss™

Application Server.
- The software is designed to run on the Apache™* Tomcat web server 6.0.18.
- The software accesses mySQL*? database for the following features:
o adding and updating the user’s query history;

o storing the visited results;

10 http://www.jboss.org/
! http://tomcat.apache.org/
2 http://www.mysgl.com/
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8.4.2

o storing query templates; and
o Mmaintaining user’s action and activity logs.

Ontology OWL and store tools are used to access the domain ontologies.

Programming Languages

The programming languages used to build the system include:

8.4.3

Java Enterprise Edition (JAVA EE:): which is a part of the Java Platform for
developing and running distributed multi-tier architecture Java applications, based
largely on modular software components running on an application server.

Hyper Text Markup Language (HTML) and Extensible Markup Language (XML):
which are the predominant markup languages for webpages. They provide the
means to describe the structure of text-based information in a document and to
supplement that text with interactive forms, embedded images, and other objects.
JavaScript: A client-side scripting language used to create dynamic web content
and user interface.

Development Tools

The development tools used in the system include:

Apache Tomcat 6.0.18 Server: Apache Tomcat is a Servlet container developed by
the Apache Software Foundation (ASF). Tomcat implements the Java Servlet and
the JavaServer Pages (JSP) specifications from Sun Microsystems and provides a
"pure Java" HTTP web server environment for Java code to run in.

ECLIPSE J2EE™: Eclipse is a toolkit designed for the creation of complex

projects, providing fully dynamic web application utilizing Enterprise Java Beans

3 https://www.eclipse.org
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(EJBs). This consists of EJB tools, CMP, data mapping tools, and a universal test
client designed to aid testing of EJBs.

Jena': Jena is a Java framework for building Semantic Web applications. Jena
provides a collection of tools and Java libraries to help you to develop the
Semantic Web and linked-data apps, tools, and servers.

Log4J™: Apache Log4j is a Java-based logging API. It allows the developer to
control which log statements are output with arbitrary granularity. It is fully

configurable at runtime using external configuration files.

8.4.4 Semantic Web Tools

The Semantic Web tools used in the software include:

TopRaid Composer Ontology Editor’®: which is used to represent the ontology.
TopRaid Composer is an enterprise-class modeling environment for developing
Semantic Web ontologies and building semantic applications. Fully compliant
with W3C standards, Composer offers comprehensive support for developing,
managing, and testing configurations of knowledge models and their instance
knowledgebases. TopRaid Composer is the leading industrial-strength RDF editor
and OWL ontology editor, as well as the best SPARQL tool on the market.

OWLIM reasoning®’: which is used to reason the semantic queries. OWLIM is the
most scalable semantic repository. It includes triple store, an inference engine, and
the SPARQL query engine. It is packaged as a storage and inference layer (SAIL)

for the Sesame RDF database. OWLIM uses the TRREE engine to perform RDFS,

 http://jena.apache.org/

' http://logging.apache.org/log4;j/

1 http://www.topquadrant.com/tools/ide-topbraid-composer-maestro-edition/

7 https://confluence.ontotext.com/display/OWLIMv43/OWLIM-Lite+Reasoner
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OWL DLP, OWL Horst reasoning, and OWL 2 RL. The most expressive language
supported is OWL 2 RL, containing RDFS. OWLIM offers configurable reasoning
support and performance.

- Sesame RDF Store: it is used to store the semantic annotated data. Sesame is an
open-source framework for querying and analyzing RDF data. Sesame's API
differs from comparable solutions in that it offers a stackable interface through
which functionality can be added and the storage engine is abstracted from the

query interface [1].

8.5 Implementation Details

A web-based system has been developed to implement the proposed framework. The
semantic techniques are used for reasoning and semantic storage, such as OWLIM®® and
Sesame RDF." Semantic techniques are integrated with Java J2EE, HTML, and
JavaScript technologies to show the user-friendly front end. The multi-agent framework
JADE® is used to communicate between the agents in addition to AgentOWL,** which is
an agent library that supports the RDF/OWL model based on the Jena framework. A Java
spell-checking library is used in addition to WordNet? for synonyms.

8.5.1 Snapshots

Figure 48, Figure 49, and Figure 50 show the snapshot screens of the implemented

system.

18 https://www.ontotext.com/owlim

9 http://www.openrdf.org/

2 http://jade.tilab.com/

2! http://ups.savba.sk/~misos/AgentOWL/doc/
%2 http://wordnet.princeton.edu
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User Name Password
Home  Examp Prof Language -

Search

Welcome!

Health and Nutrition Portal is where you find the recommended food and recipes based on your interests, health status and your culture. Start with creating a personal profile and then
search in order to build your record and customize the recommendations.

Figure 48 Portal Main Screen Snapshot

Your question analysis

Ginger, coffee, garlic, apples, mushrooms, pea and chamomile tea can prevent diabetes. Below are more details

with snippet from the Web reference. What food can prevent diabetes?
Found Concept Value
Question: Subjective What
Ginger root prevents gestational diabetes (3 records)
Relation: prevents _.can prevent ..
Source Text: Food .. food ..
Research has found that gifiger may be beneficial in the fight against diabetes Disease diabetes

Source Link:
htp //www healthdiaries com/eatthis/ginger
Source Text:

Research has found that GifigeR may be beneficial in the fight against diabetes obypesalbie

Source Link:

hitp//www_healthdiaries.com/eatthis/blood-sugar Property Value

Source Text: Location, culture and ~ Saudi Arabia, Saudi
Research has found that §ifi@et may be beneficial in the fight against diabetes religion culture and Islam

Source Link: Diseases Diabetes, lack of anzimes.

http:/'www healthdiaries.com/eatthis/archives html

More information in your profile
Barley prevents gestational diabetes

Source Text:

| have read above blog of 8 health benifit Df- grass powder |t contains as 70 different different minerals,
numerous vitamins, enzymes and antioxidants and protein.it prevent cancer diabetes and balance colestrol and
more benifit provide in our body s0 i suggested every one take this one in our increase long lifestyle.

Source Link:

http//'www healthdiaries com/eatthis/8-health-benefits-of-barley-grass_html

Figure 49 Example of the Results Page
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User Name Password
Home  Examples Profile Language -

Create New Profile

Please fill as much as you can in order to refine your query betier. Note that these information are secured and not to be shared with 3rd party.

Logon Information

User Name (required) Password(required)
Basic User Information
First Name Last Name
Date of Birth Language
I
: Culture Religion
)
Home Location . Gender ¢, Male ¢ Female
)
Smoker -, Yes ¢ Mo Coffee Drinker - Yes - No

Alcohol Drinker -, Yes = No

Food Praferencas

Preferred food Not Preferred food
butter butter o
butter oil o butier oil o
choese choese
cheese food d cheese food .

Basic Health Information

Blood type Skin color
Welght Height
ko om A
Calculated BMI
Activity Level

Check the activity level that best matches your lifestyle.
) Sedentary

« Atwork - you work in an office
« undefined
« Exercise - you don't exercise regularly

o Light Activity
* Atwork - you walk a lot
* undefined
* Exercise - you participate in light exercise or take long walks
© Moderate Activity
« Atwork - you are very active much of the day
» undefined
« Exercise - you exercise several limes a week and push yourself pretty hard
© Very Active
» Atwork - you hold a labor-intensive job such as construction worker or bicycle messenger

* undefined
+ Exercise - you participate in physical sports such as jogging or mountain-biking each day

Wedical Profile
Allergies Health Conditions
Com - 4
Fruit = seminal vesicle acute gonorrhea
Milk chikungunya
Fish human granulocytic anaplasmosis
e = human menocvtic ehrlichiosis =
Health Goals
Overall goals
Stay healthy s
Loss weight EI
Gain weight

Have nice skin
Sign Up

Figure 50 User profile screen snapshot



8.5.2 Agents Implementation

We use JADE? to implement the backend communications between agents to facilitate
communication and benefit from the agent-based modeling. JADE is considered
middleware providing a platform and an API for developing agent-based systems. Once
the agent is created, it is registered in the JADE Directory Facilitator (DF) to
communicate with the rest of the agents. The JADE DF facilitates finding agents and
provides an idea about the services provided by the agent, which can help another agent in
achieving its goal. This is called Yellow Pages service in JADE DF. An agent may not
have previous knowledge about the other agents. Figure 51 gives an idea of how JADE is

a middle layer to get agents to talk with each other.

JADE

sy

a0 iu] aVe

Figure 51 JADE Layer

The following JADE packages and classes were used:
- Jade.core package: which contains Agent class, the main class in the framework.
This class is extendable to the main class of each agent.
- Behavior class: which is under the jade.core.behaviours package. This class takes
care of the agent’s tasks and determines the behavior and functions of the agent. The

main advantage of this class is the concurrent execution of multiple instances.

% http://jade.tilab.com/
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- jade.lang.acl package: which is involved in the communication between agents
using Agent Communication Language, which is implemented with reference to the
Foundation for Intelligent Physical Agents (FIPA) standard specifications.*

- jade.domain package: which is involved in agent management activities defined in
the FIPA standard and specifically an agent management system (AMS) agent that

controls the agent platform, and directory facilitator (DF) agents provide directory

for the agent services.

The AMS agent plays a major role in controlling the access and the use of agents. There is
only one instance of AMS in a single-agent platform. The AMS provides other services
such as life-cycle service and managing a directory that contains agent identifiers (AlID)
and agent state. Any agent should enroll itself with AMS, which provides the agent with
an ID called AID. Agent communication channel (ACC), also called the message

transport system, controls all communications between the agents within a platform and

from external platforms. Figure 52 shows FIPA architecture.

Agent Platform

Agent :
Agent Management Elrglggotry
System acilitator
[ h
¥ v ¥
Message Transport System

A

Y

Figure 52 FIPA Specification, Source (141]) Figure 2

# http://www.fipa.org/
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We have used different agent operations through defining different agents for various
behaviors:

- RequestAgent: which extends Behavior class involved in sending one request only.
An example is when the interface agent sends the user’s query to the semantic query
manipulation agent. In this case, a new instance of this class is created when the
user’s interface agent receives new query.

- ReplyAgent: which extends CyclicBehavior class, a child of Behavior class with the
advantage that it is alive while the program is alive, and this helps in listening to the
events. The normal Behavior object is limited and executed one time only when
requested. ReplyAgent provides services for other agents.

8.5.3 Query and Result Templates Implementation

Query templates are used to match the user’s query after the semantic query manipulation
process. The query templates define the input, the query, and the expected output, the
results. We define these templates based on the analysis of the domain ontologies and
knowledgebase.

We have used several ontologies, including health condition, which has three childhood
diseases, body part, and body function. Then we have food, nutrition, recipe, user’s
profile, and culture. User’s profile and culture are used to enrich the query. We also have
support ontologies for serving size, which is related to food items, and daily needs, which
is related to nutrition.

We also define a set of relations between different ontologies. TABLE 24, TABLE 25,
TABLE 26, TABLE 27, TABLE 28, TABLE 29, and TABLE 30 show the defined

relations and some examples of English and Arabic terms that are used for queries. We
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use the lookup dictionary to match with user’s input. We have seven relations defined: has
positive effect, has negative effect, causes, prevents, treats, contains, and details.

TABLE 24 Definition of the Relation: HAS_POSTIVE_EFFECT

Relation name HAS_POSTIVE_EFFECT
Relation between (1) Food-Health Condition, (2) Nutrient-Health

Condition, (3) Recipe-Health Condition

Examples of English terms  improve, strength, suit

Examples of Arabic terms a8, A4S cwly

TABLE 25 Definition of the Relation: HAS_NEGATIVE_EFFECT

Relation name HAS_NEGATIVE_EFFECT
Relation between (1) Food-Health Condition, (2) Nutrient-Health

Condition, (3) Recipe-Health Condition

Examples of English terms  worsen, destroy, go bad

Examples of Arabic terms &y |y (o
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TABLE 26 Definition of the Relation;: CAUSES

Relation name CAUSES
Relation between (1) Food-Disease, (2) Nutrient-Disease, (3) Recipe-
Disease

Examples of English terms  cause, lead to, result

Examples of Arabic terms — ziu s25 ,ca

TABLE 27 Definition of the Relation;: PREVENTS

Relation name PREVENTS

Relation between (1) Food-Disease, (2) Nutrient-Disease, (3) Recipe-Disease

Examples of English terms  prevent, stop, block

Examples of Arabic terms = «xiady saiivn i 5

TABLE 28 Definition of the Relation: TREATS

Relation name TREATS

Relation between (1) Food-Disease, (2) Nutrient-Disease, (3) Recipe-Disease

Examples of English terms  treat, attend to, nurse

Examples of Arabic terms s slu A8 mllay
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TABLE 29 Definition of the relation: CONTAINS

Relation name CONTAINS

Relation between (1) Food-Recipe, (2) Nutrient- Recipe, (3) Nutrient-Food

Examples of English terms  contain, include, have

Examples of Arabic terms = Jaily (e O5Sh, g

TABLE 30 Definition of the Relation: DETAILS

Relation name DETAILS

Relation between (1) Recipe-Food, (2) Recipe-Nutrient, (3) Food-Nutrient

Examples of English terms  ingredient, components

Examples of Arabic terms <l sisse, U S

Questions are classified into three categories: LIST-questions, IS-questions, and

QUANTITY-questions. The question type is important as it leads to the correct way to

answer the query. TABLE 31, TABLE 32, and TABLE 33 show the defined questions

with some trigger words for English and Arabic. To identify the question type, we take

the first two terms in the query and compare them with the defined list of terms for each

question type.
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TABLE 31 Definition of LIST-Questions

Question type LIST-question

Examples of English terms  what, list, which
Examples of Arabic terms L sl 220 13

Expected output Lists items that match the question criteria

TABLE 32 Definition of I1S-Questions

Question type IS-question

Examples of English terms  do, is, are, can
Examples of Arabic terms s i

Expected output Confirms by yes or no based on the question criteria

TABLE 33 Definition of QUANTITY-Questions

Question type QUANTITY-question

Examples of English terms  how, how much

Examples of Arabic terms = S o

Expected output Returns the quantity based on the question criteria
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TABLE 34 Examples of Query and Result Templates

Template name

LIST_FOOD_PREVENTS_DISEASE

LIST_FOOD_CAUSES DISEASE

IS_FOOD_TREATS_DISEASE

LIST FOOD_DETAILS

IS_FOOD_CONTAINS_NUTRITION

Input
Question type (LIST),
Relation  (prevents),

Disease

Food (optional)

Question type (LIST),

Relation (causes),
Disease, Food
(optional)

Question type (IS),
Relation (treats),

Disease, Food

Question type (LIST),
Relation (details),

Food

Question type (IS),
Relation  (contains),

Food, Nutrition

Output
List (Food, prevents,

Disease)

List (Food, causes,

Disease)

Yes/No (Food, treats,

Disease)

List (Nutrition, details,

Food)

Yes/No (Food,

contains, nutrition)
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After we defined the domain ontologies, the possible relations between concepts and
instance, and finally the categories of the question types, TABLE 34 shows some
examples of the query and result templates. These templates are used to match the user’s

query and then return the results.
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CHAPTER 9

EXPERIMENT AND ANALYSIS

In this chapter, we show first a complete example of the whole system and the

experimental results of different experiments.

9.1 Complete Example

The objective of this experiment is to run a complete example to test the following:

e The semantic query understanding in detail

e The transformation of the semantic information

e The results retrieval (non-personalized)

e The user’s profile

e The query enrichment

e The personalized retrieval (filtering and ranking)
We show a complete example where the user enters a query, and then the query is
semantically manipulated. Then we show how the system retrieves the results in two
scenarios, one with a user’s profile and the other without a user’s profile. The query is
entered in English, “What food can help in preventing diabetes?” and in Arabic, “ & L

Sl Caind e sl i) daakaY)”
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9.1.1 Query Manipulation Example

The semantic query manipulation process has a number of steps, as shown in TABLE 35.
For part-of-speech tagging, we use English and Arabic taggers based on the Stanford Log-
linear Part-Of-Speech Tagger,?®> which is based on the notations of the Penn Treebank
P.0.S. Tags®™ in addition to some notations used for Arabic language, such as DTNN,
which means the noun starts with “J” “al“.?’ TABLE 36 shows the descriptions of the

used tags.

TABLE 35 Example of Semantic Query Manipulation

Input What food can help in preventing S Sad) cuiad e aelud i) daak¥) 4 L

Query diabetes?

Step 1: Language detection

Input What food can help in preventing S Swll cuiad e selud il daakd) 4 L
diabetes?

Output (LANGUAGE: English) (LANGUAGE: Arabic)

Step 2: Terms tokenizing

Input What food can help in preventing ¢ Sed) cuiad e selud il daakd) 4 L
diabetes?

Output ~ What, food, can, help, in, L, &, by ) sxcls o) cusy

preventing, diabetes, ? Sl

% http://nlp.stanford.edu/software/tagger.shtml
% https://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html
%7 http://nlp.stanford.edu/software/parser-arabic-fag.shtml
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Step 3: Spell checking

Input What, food, can, help, in, L, o, dek¥) I sl o cuad
preventing, diabetes, ? P

Output Null (i.e., all words are spelled correctly)

Step 4: Part of speech (POS) tagging

Input What, food, can, help, in, L, o, dek¥) I sl o cuad
preventing, diabetes, ? -

Output ~ What/WDT  food/NN  can/MD WWP A/PRP 4=LY/DTNN /WP
help/VB in/IN preventing/VBG 2=Ls/VBP Sie/IN <uai/NN
diabetes/NN s S/DTNN

Step 5: Question type classification

Input What, food L, 2

Output  List question (“what” belongs to pre-defined list of list question type)

Step 6: Measurement identification

Input What, food, can, help, in, L, &, debyl A xels o) cua
preventing, diabetes, ? &Sl

Output Null (i.e., no measurement quantity, no measurement unit )

Step 7: Noise words removal

Input What, food, can, help, in, L, o, dek¥) Al sels e sl
preventing, diabetes, ? Sl

Output  food, help, preventing, diabetes daada), 2ol caind 5 Sl

Step 8: Semantic named entity recognition

Input food, help, preventing, diabetes ekl aelud) cuas, (5 KW
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Output

Food (concept: FOOD), diabetes

(instance: DISEASE: DIABETES)

Step 9: Morphological analysis

Input

Output

<VB>help, <VBG>preventing

help, prevent

Step 10: Relation identification

Input

Output

help, (preventing, prevent)
help (relation:

preventing (relation: PREVENT)

Step 11: Defined terms identification

Input

Output

Null (no remaining words)

Null (no other term identified)

POSITIVE),

‘LY (concept: FOOD), S

(instance: DISEASE: DIABETES)

<VB>2xelul <VB>uiad

Aa_m,c_u;

(el ) ([, )

Y ]

(relation: POSITIVE), a3

(relation: PREVENT)

Step 12: Non-identified terms processing (using context, patterns, synonymous)

Input

Output

Null (no remaining words)

Null (no post processing terms found)

Step 13: Ambiguity resolution (using context, patterns, weighted ENR)

Input

Output

What food can help in preventing S Sadl cuiad e selud ) daakl) & L,

diabetes?, Food (concept: FOOD),

diabetes  (instance: DISEASE:

DIABETES), help (relation:
POSITIVE), preventing (relation:

PREVENT)

Food (concept: FOOD), diabetes 4ask¥)
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(instance: DISEASE: DIABETES),

aclui  (relation: POSITIVE), i

(relation: PREVENT)
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FOOD), .Sl



(instance: DISEASE: DIABETES), (instance: DISEASE: DIABETES),
preventing (relation: PREVENT) i (relation: PREVENT)

Step 14: Query template matching

Input (concept: FOOD), (instance: DISEASE: DIABETES), (relation: PREVENT)

Output (template: TEMPLATE_LIST_FOOD_PREVENTS_DISEASE) (instance:
DISEASE: DIABETES)

Semantic (LANGUAGE: English) (LANGUAGE: Arabic)

query (template: LIST_FOOD_PREVENTS DISEASE), (instance: DISEASE:

output DIABETES)

TABLE 36 Part-of-Speech Tags with Their Descriptions

Tag Description English example  Arabic example
WDT  Wh-determiner What

NN Noun, singular or mass Food, diabetes il
MD Modal Can

VB Verb, base form Help

IN Preposition or subordinating conjunction In sle
VBG  Verb, gerund or present participle Preventing

WP Wh-pronoun L,
PRP Personal pronoun P
VBP  Verb, non-3rd person singular present e Lo
DTNN Noun, starts with "al" for Arabic terms Laadal, (5 8
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In the next section, we show the detailed steps of retrieving the results in two options:

with and without a user’s profile.
9.1.2 Results Retrieval without User’s Profile Example

The user can use the system without a profile, but this scenario will show that the user
will miss many features such as query enrichment and personalized retrieval. The search
results come in a semantic representation, as we show the SPARQL query executed in

Figure 53. The semantic results are shown in Figure 54.

m Workbench

Current Selections:
Sesame server: http://localhost:8080/openrdf-sesame [ 1
Repository: ~ NSTIP20 ( NSTIPZ0 ) I 1

New repository
Delete repository

DO 1tory

Summary

amespaces : SPARQL ~

Types -

Explore select ?document text ?document url 2health ?fopodItem ?hasText where {

Query 2?relation rdf:type integration:Relation .?relation integration:appearsin

Export 2?sentence .?document integration:containsSentence ?sentence .?sentence

e — inteqration:content ?document_text . ?document integration:hasURL ?document_url

Modify .?relation integraticon:preventTo ?health .?relation integration:preventFreom

SPARQL Update ?foodItem .?relation integration:hasText ?hasTxt . bind(str(?hasTxt) as

Add ?hasText) . ?relation integration:hasTextFrom ?hasTxtFrom . bind(str(?hasTxtFrom)

Remove as ?hasTextFrom).?relation integration:hasTextTo ?hasTxtTo .
bind(str(?hasTxtTo) as ?hasTextTo).?health rdfs:label ?health_1bl . 2foodItem

ey rdfs:label ?foodItem 1bl . filter(lang(?health_lbl) = "en") .

System filter (lang(?foodItem_lbl) = "en") . bind(str(?health_lbl) as ?health_label) .

(s bind(str(?focdItem 1bl) as ?foodItem label)
.filter(strstarts(str(?health),"http://www.kfupm.edu.sa/ontology/health/"))
.filter(strstarts(str(?focdItem), "http://www.kfupm.edu.sa/ontology H
/food/foodItem/™)) .filter(strstarts(str(?health), http://www.kfupm.edu.sa -
/ontology/health/disease/I_DOID_11714")). } .

Figure 53 SPARQL Semantic Query
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€ | @ localhostA050/openrd-workbenchirepositories/NSTIP20)/ query

v e || B Google

8 Most Visited @ Getting Started [ Heatth & Nutrition Por... [B Welcome &1 OpenRDF Workbench ... { | Suggested Sites | | Web Slice Gallery

| | Workbench

New repository
Delete repository

Summary

Current Selections:
Sesame server: http://localhost:8080/openrdf-sesame [ 1
Repository:  NSTIP20 ( NSTIP20 )

Namespaces
Contexts
Types
Explore Document_text Document_url Health Foodltem HasText
Query "Research has found that ginger may be beneficial i the fight against “https/ /sy healthdiaries.com eatthis <https/ wwwfupm.edu.sa <http:/ /wwnedfupm.edu.sa fight
Export diabetes."@en [ginger" " *xsd:string ontology/health/disease ontology/food/foodItem against’
e JL DOID 137142 [111216
SPARQL Update "Research has found that ginger may be beneficial i the fight against “https/ /sy healthdiaries.com eatthis <https/ wwwfupm.edu.sa <http:/ /wwnedfupm.edu.sa fight
add diabetes"@en /blood-sugar™*xsd:string [ontology/health/disease Jontology/food/foodltem against’
= /L DOID 11714> 111216
Clear "Research has found that ginger may be beneficial in the fight against “http:/ /vy healthdiaries.com/ eatthis <http:/ [wwwfupm.edusa <http:/ [wine kfupm.edusa fight
diabetes"@en Jarchives html' " xsd:string Jontology/health disease Jontology/food/foodltem against’
System 1 DOID 11714> T11216>
Informati
mormation “Studies have found that evening primrose oil may also help protect from “http:/ /www healthdiaries.com eatthis <http:] Jwwwfupm.edu.sa <http:/ [wwne kfupm.edu.sa ‘may also
jabeti hy, anerve disorder often affectin with diabetes that | /8-health-benefits-of-evening primrose- ontology/health/disease tology/food/foodtem help
causes tingling, pain, numbness, and other symptoms in the logs and feet."@en | oilhtml™ *xsdistring [ DOID 11714» [logozs> protect’
I have read above blog of 8 health benifit of barley grass powder.It contains as | “https//www.healthdiaries.com/ eatthis <https/ Jwwwldupm.edu.sa <hitp:/ /www Kupm.edusa ‘prevent’
7o different different minerals, numerous vitamins, enzymes and antioxidants | /8-health-benefits-of-barley- Jontology/health/disease Jontology/food/foodltem
and protein.it prevent cancer.diabetes and balance colestrol and more benifit | grass.html* *xsd:string /I DOID 11714> [120004>
provide in our body.so | suggested every is one in our inerease lony
lifestyle.'@en
“Areview of 18 studies, involving 450,000 people, published in Archives of | “https/ /wwwhealthdiaries.com/eatthis <https/ Jwwwkfupm.edu.sa <hitp:/ /ww kfupm.edusa Towered
Internal Medicine ,found that each additionsl cup of coffee consumed per day | /6-health-benefits-of-decaf: Jontology/health/disease Jontology/food/fooditem theriskof*
Lovwered the risk of diabetes by 7%."@en coffee html™ “xsdistring /L DOID 11714> [lgz01>
“Garlic has been shown to protect rats from diabetes suchas “http:/ /sy healthdiaries.com/ eatthis <http:/ [wwwhfupm.edu sa <http:/ Jwwne kfupm.edusa ‘fo protect’
retinopathy, kidney disease, cardiovascular disease, and neuropathy "@en | /20-health-benefits- Jontology/health/disease Jontology/food/foodltem
of-garlichtml™ *xsd:string /L DOID 11714> [l11215>

Figure 54 Semantic Results

We render the semantic results and show them to the user in a user-friendly way even if
the user has no profile. Figure 55 shows the results based on the limited dataset we have.
The retrieved results have seven records, three for the same fact, which are collected
together, and three single ones. We show on the left the facets for each food group and
food item. Facets are used to help the user to explore or filter the results based on the
user’s needs. Users are motivated to create a profile to benefit from the personalization
techniques we provide. If the users have a profile they can mark their preferred food and

the system automatically learns their preferences through explicit and implicit feedback.
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What food can help in preventing diabetes?

Food Groups. & Records Found
Vegetables Ginger, barley, coffee and barley help in preventing diabetes. Details are below.
Drinks Ginger preventis diabetes (3 records)
Grain Source Text:
Research has found that §iifigef may be beneficial in the fight against diabetes.
Source Link-1 - Source Link-2 - Source Link-3
Food ltems
Barley prevents diabetes
Ginger Source Text:
barley | have read above blog of 8 health benifit of F&lgY grass powder It contains as 70
different different minerals, numerous vitamins, enzymes and antioxidants and
coffee protein.it prevent cancer,diabetes and balance colestrol and more benifit provide in
Gar our body.so i suggested every one take this one in our increase long lifestyle.
arlic

Source Link

Coffee prevents diabetes

Source Text:

A review of 18 studies, involving 450,000 people, published in Archives of Internal
Medicine , found that each additional cup of EGfig8 consumed per day lowered the
risk of diabetes by 7%.

Source Link

Garlic prevents diabetes

Source Text:

[B&HiE has been shown to protect rats from diabetes complications such as
retinopathy, kidney disease, cardiovascular disease, and neuropathy.

Source Link

Search

Your question analysis

food help in preventing diabetes?

Found Concept Value

Question: List

Relation: prevents _. preventing
Food . food .
Disease .. diabetes ..

Your personal profile

Create your own profile

Figure 55 Results without Personalization

9.13

The user can use the system with a profile to show the advantage of using the profile in
many things, such as query enrichment and personalized retrieval. For a simple
experiment, for example, the user likes coffee and does not like grain. Coffee will take

first place in the recommendation, while grain is pushed to the end. Figure 56 shows the

Results Retrieval with User’s Profile Example (Personalized Retrieval)

personalized result the user retrieves and the ability to enhance the profile.
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What food can help in preventing diabetes? Search

Food Groups 6 Records Found Your question analysis
o Coffee, ginger, barley and barley help in preventing diabetes. Details are below. What food help in preventing
Vegetables [y diabetes?

Coffee prevents diabetes (Liked food) ri\ Found Concept ~ Value

Drinks L_i\
Question: List What
Source Text:
A review of 18 studies, involving 450,000 people, published in Archives of Internal Relation: )
Tl Medicine , found that each additional cup of E8Hfé8 consumed per day lowered the prevents preventing ..
tems
Food food
Ginger Source Link Disease . diabetes .
coffee \J‘_\ \}‘ Ginger prevents diabetes (3 records)
Garlic ™ Source Text: Your personal profile

Research has found that §iligell may be beneficial in the fight against diabetes.

Property Value
Source Link-1 - Source Link-2 - Source Link-3 Disliked Food Grain
Liked Food Coffee
Garlic prevents diabetes
Diseases Diabetes

Source Text:

[B&Hli€ has been shown to protect rats from Hiabetes complications such as
retinopathy, kidney disease, cardiovascular disease, and neuropathy.

SN T

Lo

More information in your profile

Source Link

Barley prevents diabetes (Disliked food) \;-‘

Source Text:

| have read above blog of 8 health benifit of B&FEY grass powder.It contains as 70

different different minerals, numerous vitamins, enzymes and antioxidants and

protein it prevent cancer, diadb&tes and balance colestrol and more benifit provide in

our body so i suggested every one take this one in our increase long lifestyle.
N

Source Link

Figure 56 Results with Profile
Moreover, if users use an Arabic query they will get similar results in their own language,

as shown in Figure 57.
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k)

[G&HIiE has been shown to protect rats from diabetes complications such as
_retinopathy, kidney disease, cardiovascular disease, and neuropathy

Moo

k)
| have read above blog of 8 health benifit of B&HEY grass powder.lt contains as 70
different different minerals, numerous vitamins, enzymes and antioxidants and

protein.it p cancer,diab and bal colestrol and more benifit provide in

our body so i suggested every one take this one in our increase long lifestyle
oo

e

Figure 57 Arabic Personlized Results

String-Matching Experiment

We tested the accuracy of 23 string-matching algorithms. We took one term from the
knowledgebase, an instance of a concept, and tried different variations of the term and
other unrelated terms. We have tested both English and Arabic terms to select the

appropriate string-matching algorithm that fits both language.
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In the experiment, we have one input term from the user’s query and one indexed term
from the domain ontologies knowledgebase. We observe how each string-matching
algorithm correlates both the input term and the indexed term. We do this by using a
normalized version of Levenshtein distance metric,”® which measures the distance
between the input term and the indexed term. For example, the Levenshtein distance
between “fitting” and “getting” is 2 since there are two characters not matching. The

Levenshtein distance metric is represented mathematically using the following formula®:

(max (i, 7) if min(i,7) =0,
levap(i—1,7) +1
levay(ij) =4 | Vel LI+ .
’ min { lev, (2,7 — 1) + 1 otherwise.
\ lEVﬂJb(?: — ].,_’j‘ — 1) —+ 1{ﬂi?gbj-:|

Where I{Ez‘#bﬂ is an indicator function that equals 0 when @i 7 and equals 1
otherwise. The lowest value of the Levenshtein distance is the difference between the two
strings’ sizes, While the highest value is the length of the string with more characters.
Hence, the distance equals 0 if the two strings are exactly equal.

We use the normalized form of Levenshtein distance where we divide the calculated value
per the above equation by the number of characters of the indexed term to make the lower
limit is 0 and the upper limit 1. This helps us when comparing different algorithms with

various words that have different sizes. Below is the equation we use for calculating the

normalized Levenshtein distance:

levy , (i, ))

l
ev length(i)

le’cl))rmallzed(i'j) = Complement

28 http://www.levenshtein.net/
% http://en.wikipedia.org/wiki/Levenshtein_distance
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where i is the indexed term and j is the input term. The complement is with 1. If the new
value is 0, that means it is not matched while it is 1; that means it matches.
The implemented algorithms®® are compared in TABLE 37 for the indexed term “Asll”,

which is the Arabic label of the “apple” in the domain ontologies and knowledgebase.

TABLE 37 String-Matching Algorithms Peformance

Algorithm/input term dals eald da,  Result
BlockDistance 0.000  0.000 0.000 N
ChapmanLengthDeviation 0.714 0.857 1.000 N
ChapmanMatchingSoundex 0.000 0.000 0.000 N
ChapmanMeanLength 0.093 0.100 0.107 N
ChapmanOrderedNameCompoundSimilarity 0.500 0.333 0.143 Y
CosineSimilarity 0.000 0.000 0.000 N
DiceSimilarity 0.000 0.000 0.000 N
EuclideanDistance 0.000  0.000 0.000 N
JaccardSimilarity 0.000 0.000 0.000 N
Jaro 0.707 0.663 0.000 Y
JaroWinkler 0.707 0.663 0.000 Y
Levenshtein 0.714  0.429 0.429 YN
MatchingCoefficient 0.000 0.000 0.000 N
MongeElkan 1.000 0.667 0.286 Y
NeedlemanWunch 0.857 0.643 0.714 YN

%0 http://www.coli.uni-saarland.de/courses/LT1/2011/slides/stringmetrics.pdf
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OverlapCoefficient 0.000 0.000 0.000 N

QGramsDistance 0.625 0.235 0.111 Y
SmithWatermanGotoh 1.000  0.667 0.286 Y
SmithWatermanGotohWindowedAffine 1.000 0.667 0.286 Y
SmithWaterman 1.000  0.667 0.286 Y
Soundex 0.000 0.000 0.000 N
[TagLinkToken_Tr 0.3] 0.343 0248  0.429 N
LetterPairSimilarity 0.800  0.545 0.167 Y

We ran the experiment on Arabic text as it indicates how powerful the algorithm is. We
observe that few of the algorithms did a good job for Arabic text. These are marked with
“Y” where we chose the best one to use in our query manipulation. In addition to
Levenshtein distance, other measures and tools that give the results of these measures
include Java libraries. Examples include Simmetrics,* which is an open-source Java-
based library for similarity metric techniques, and Second String,** which is another open-
source Java-based library for approximate string-matching techniques. Figure 59, Figure
60, and Figure 61 show the experimental examples run using Simmetrics and Second
String. In these two implementations, 1 means it is matching, while 0 means it is not

matching. Figure 58 shows all the metrics equal to 1 when we pass two exact strings.

*! http://sourceforge.net/projects/simmetrics/
%2 http://secondstring.sourceforge.net/
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Input Strings

String 1 [aatam

String 2 (e

String Distance (SecondString)

Jaccard 1.0
Needleman 1.0
JaroWinkler 1.0
Levenshtein 1.0
Monge Elkan 1.0
L2 Monge Elkan 1.0

String Distance (SimMetrics)

Block Distance 1.0
Chapman Length 1.0
Cosine Similarity 1.0
Dice Similarity 1.0
JaroWinkler 1.0
Levenshtein 1.0
Smith Waterman 1.0

Figure 58 String Matching for Two Exact Strings
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Input Strings

String 1

String 2 X

String Distance (Second String)

Jaccard
Heedleman
JaroWinkler
Levenshtein
Maonge Elkan

L2 Monge Elkan

String Distance (SimMetrics)

Block Distance
Chapman Length
Cosine Similarity
Dice Similarity
JaroWinkler
Levenshtein

Smith Waterman

0.0

0.01831564

0.66EGGEY

0.6626984

0.01831564

0.6666667

0.0

0.85714287

0.0

0.0

0.66269845

0.4285714

0.6E6EGGT

Figure 59 String-Matching Experiment for First Term
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Input Strings

String 1 [aatam

String 2 [aai

String Distance (Second String)

Jaccard 0.0
Needleman 0.13533528
JaroWinkler 1.0
Levenshtein 0.83809525
Monge Elkan 0.13533528
L2 Monge Elkan 1.0

String Distance (SimMetrics)

Block Distance 0.0
Chapman Length 0.71428573
Cosine Similarity 0.0
Dice Similarity 0.0
JaroWinkler 0.83809525
Levenshtein 0.71428573
Smith Waterman 1.0

Figure 60 String-Matching Experiment for Second Term
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Input Strings

String 1 [atam |

String 2 [z, |

String Distance (SecondString)

Jaccard 0.0
Heedleman 0.01831564
JaroWinkler 02857143
Levenshtein 0.0

Monge Elkan 0.01831564
L2 Monge Elkan 02857143

String Distance (SimMetrics)

Block Distance 0.0
Chapman Length 1.0
Cosine Similarity 0.0
Dice Similarity 0.0
JaroWinkler 0.0
Levenshtein 0.4285714
Smith Waterman 02857143

Figure 61 String-Matching Experiment for Third Term

9.3  Query Understanding Experiment

Responses to a total of 453 questions were collected from various sources, such as domain

experts, users via surveys, and different health consumer websites. The questions were
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categorized based on the existing terms related to the health and food domain ontologies.

TABLE 38 shows the classifications of these questions.

TABLE 38 Question Classifications

Question category

Yes/No
Food centric 37
Nutrition centric 34
Recipe centric 21
Disease centric 29
Body part centric 23
Body function centric 28
Total 172

Question type

List

59

31

27

37

15

19

188

Quantity

19

22

16

19

93

Total per
category

115

87

64

85

47

55

453

Figure 62 shows the distribution of the questions based on their category.
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B Food-centric

B Nutrition-centric
M Recipe-centric

M Disease-centric
B BodyPart-centric

H Body Function-centric

Figure 62 Distribution of the Question Categories
Figure 63 shows the distribution of the questions based on the question category and

question type. Most of the list questions are food centric.

70
60 +—m
50 N
40
30 -
20 - ‘./.— —4—Yes/No
13 —m—List
. ) ) . . . === Quantity
< & L L L
. . N .
((oo \g\\'\o QS,OQ (’erbg b\\Q’b Q&o
\S
S
S

Figure 63 Distribution of the Questions Based on Category and Type
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The first experiment is to measure the understanding of the questions semantically. For
this, we have manually annotated the questions to identify the number of the related terms
to the food and health domains in the questions. We use this for measuring the
performance of the question understanding. The performance is measured by precision,
recall, and F-measure. The precision measures the accuracy of the results and can be
calculated by dividing the correct identified terms by the total of correct and incorrect
ones. The recall measures the coverage of the understanding and can be calculated by
dividing the correct identified terms by the total terms found manually. F-measure can be

calculated using the following equation (142):

recision - recall
p =g PECEOR TR
precision + recall

We show the average measures in the performance chart in Figure 64.

Figure 65 shows the precision, recall, and F-measure line chart across all questions’
categories. We observe that they are related and that the more precision we have the

higher the recall and then the higher the F-measure value.

TABLE 39 shows the performance of the question understanding. The results show a high

precision of 90%, which is required in such a domain to get an accurate understanding of
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the questions. The coverage is 76%, which leads to a need to get more knowledgebases

for the domain ontologies with richer concepts.

We show the average measures in the performance chart in Figure 64.

Figure 65 shows the precision, recall, and F-measure line chart across all questions’

categories. We observe that they are related and that the more precision we have the

higher the recall and then the higher the F-measure value.

TABLE 39 Questions Understanding Performance

Question category

Food centric

Nutrition centric

Recipe centric

Disease centric

Body part centric

Body function centric

Precision

0.92

0.90

0.84

0.91

0.91

0.91
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Measure

Recall

0.86

0.78

0.64

0.77

0.81

0.72

F-measure

0.89

0.84

0.73

0.83

0.86

0.80



Measure

Question category

Precision Recall F-measure

Average 0.90 0.76 0.83

0.95

0.90

0.85

0.80

0.75

0.70

0.65

B Precision

H Recall

B F-Measure
T

Precision Recall F-Measure

Figure 64 Performance Chart

1.00
0.90
0.80
0.70
0.60
0.50
0.40
0.30
0.20
0.10
0.00

== Precision

== Recall

=== F-Measure

Figure 65 Precision, Recall, and F-Measure Line Chart
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9.4 Multilingual Retrieval Experiment

The second experiment is to measure the multilingual capability to retrieve data that were
annotated in a different language from the user query language. A set of a hundred Arabic
questions was processed, and the retrieved results were checked manually. TABLE 40
shows the performance of the cross-lingual retrieval for each question category. The
results also show a high precision of 86%, which means that we could retrieve a good
percentage of multilingual results from different sources by understanding the user’s

question in any language.
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TABLE 40 Performance of Cross-Lingual Retrieval

Number of Total results Valid results  Precision
Question category

questions
Food centric 28 290 245 0.84
Nutrition centric 19 187 164 0.88
Recipe centric 13 195 174 0.89
Disease centric 21 214 192 0.90
Body part centric 8 90 73 0.81
Body function centric 11 112 96 0.86
Total 100 Average 0.86

Figure 66 shows the performance of cross-lingual questions in understanding. It shows the
highest precision in the disease-centric questions and the lowest in the body parts-centric

questions.
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9.5

The third experiment is to test the questions’ semantic enrichment by creating multiple
profiles with different values. The enrichment is then done manually and compared with
the enrichment done by the system. First, we measure if the system can enrich the

question in the expected way that matches the user’s profile. Then we measure the

Figure 66 Performance of Cross-Lingual Questions

Query Enrichment Experiment

satisfaction by getting more relevant results if questions are enriched.

Initial results are promising. Here is an example of the question enrichment. We
submitted two questions and retrieved the results with enrichment and without
enrichment. We submitted the query, “List the food that has positive impact on diabetes.”

In the first case where no enrichment is involved, the result is generic and fits any user. In
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the second case where enrichment is used, milk is not recommended while tomato is
recommended for the user because the user’s profile shows an allergy to milk, no
preferences for some fruits, such as apples and oranges, and preferences for vegetables.
The fact that the query enrichment is subjective motivates us to publicize our work and

collect more feedback targeting the individual’s preferences.

9.6 Advantages of Semantic Query Manipulation Experiment

The objective of this experiment is to investigate the additional value of the proposed
semantic manipulation of the query over the keyword-based traditional information

retrieval system.

9.6.1 Annotated Documents Dataset

We have crawled 102,537 documents scattered through 96 trusted websites. Out of these
documents, we have selected the richest documents that contain integrated information
about all the domains of food, nutrition, and health. These documents have at least two
semantic relations between concepts belonging to the three domains. We found 9,852
documents that have at least two semantic relations, which is equivalent to 9.60% of the
crawled documents, and that is because that most of the documents have only concepts
related to the three domains without relations. TABLE 41 shows the statistics of the top

ten crawled websites.
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TABLE 41 Top Ten Crawled Websites

No. Websites URL # Doc
1 US Food and Drug Administration www.fda.gov 523
2 Centers for Disease Control and Prevention www.cdc.gov 319
3 Saudi Medical Journal WWW.Smj.org.sa 1,253
4 Service of the National Library of Medicine www.pubmed.gov 729
5 New England Journal of Medicine WWW.Nejm.org 582
6 Medscape Continuing Medical Education www.medscape.com 356
7 American Medical Association www.ama-assn.org 3,682
8 American Society of Health System Pharmacists www.ashp.com 4,253
9 US National Institutes of Health www.nih.gov 259
10  Arab Center of Nutrition www.acnut.com 853
TABLE 42 and

Figure 67 show the distribution of the selected 9,852 documents that have at least two

semantic relations in terms of how many relations exist in these documents.
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TABLE 42 Distribution of Selected Documents Based on Number of Relations

Number of relations

Number of documents

more than 5 157
5 316
4 586
3 4,075
2 4718
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4500
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£
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E 2000
(%]
8 2500
"E 2000
2 1500
E
2 1000
500
o || - . . . .
»5 5 4 3 2
Number of Relations

Figure 67 Distribution of Selected Documents Based on Number of Relations
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9.6.2 Question Dataset Annotations

We have annotated the 453 questions by two annotators, and TABLE 43 shows the result

of the contingency between the two annotations.

TABLE 43 Contingency results for the Two Annotators

Annotator — 1
Food Nutrition Disease Recipe Body Body  Marginal

part  function sum

Food 170 4 5 3 1 0 183
Nutrition 3 40 4 1 3 0 51
Recipe 1 3 120 2 1 1 128
Disease 7 6 4 197 5 2 221
N
L Body 4 1 1 4 55 1
k=)
I
S part 66
o
< Body 5 3 2 1 6 25
function 42
Marginal
sum 190 57 136 208 71 29 691

We first calculate that the observed percentage agreement is Pr(a), which is the total

number of agreements on different entities divided by the total annotations:

Pr(a) = (170+40+120+197+55+25)/691 = 0.8784
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Then we calculate the probability of random agreement (Pr(e)), which is the total number
of random agreement probabilities for each entity (e.g., Pr(e)soq). FOr each entity, we
calculate its random agreement probabilities by multiplying the total annotated entities of
the entity (e.g., food, by each annotator divided by the total annotations). Thus:

- Pr(e)fos = 183 /691 * 190 /691 = 0.0728

- Pr(&)nutrition = 51 /691 * 57 / 691 = 0.0061

- Pr(€)recipe = 128 /691 * 136/691 = 0.0365

- Pr(e)gisease = 221 /691 * 208 / 691 = 0.0963

- Pr(e)body part = 66 /691 * 71 /691 = 0.0098

- Pr(e)body function = 42 /691 * 29 /691 = 0.0026
Pr(e)=0.0728 + 0.0061 + 0.0365 + 0.0963 + 0.0098 + 0.0026 = 0.2240
Then we calculate Cohen's kappa coefficient,® which measures the agreement between
the two annotations using the formula:

‘ _ Pr(a) — Pr(e)
T Pr{e) '’

where k =0.8784 —0.2240 / (1 — 0.2240) = 0.8433.

This means the two annotators agree on 84% of the annotations. The remaining 16%
disagreement is due to different interpretation of the questions terms. For example, if
there is a question, “What can improve cholesterol?” then the cholesterol might be

categorized as nutrition or disease.

% http://en.wikipedia.org/wiki/Cohen's_kappa
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9.6.3 Question Dataset Annotations Analysis

In this section, we want to analyze the agreed-upon annotations of the collected 453
questions to identify the distributions of each entity in the questions. This is done by
categorizing the questions into English and Arabic questions, and then tokenizing the
questions to find the number of tokens in each question. After that, we find the name
phrases in the questions. Next, we apply the agreed-upon annotations to find the

distribution of each entity in the question data set. TABLE 44 show the distributions.

TABLE 44 Queries Distributions

Category Percentage Total English queries Arabic queries
from total Count Percentage Count Percentage
Noun
Phrases

Questions - 453 353 77.92% 100 22.08%
Tokens - 2,533 1,863 73.55% 670 26.45%
Noun phrase 873 521 59.68% 352 40.32%
Food 19.47% 170 112 65.88% 58 34.12%
Recipe 4.58% 40 29 72.50% 11 27.50%
Nutrition 13.75% 120 86 71.67% 34 28.33%
Disease 22.57% 197 139 70.56% 58 29.44%
Body part 6.30% 55 37 67.27% 18 32.73%
Body function 2.86% 25 18 72.00% 7 28.00%
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We notice that the noun phrases in Arabic questions are more numerous than the noun
phrases in English questions because of Arabic’s characteristics, which use more nouns.
The column that shows the percentage from total noun phrases determines the minimum
recall percentage if we have random selection and assignment of each noun phrase to a
certain category (e.g., the probability of assigning any noun phrase to food category is
19.47%). We should mention that the remaining percentage is 30.47%, which means that
the probability of having a noun phrase that could not be assigned to the six categories
(food, nutrition, recipe, disease, body part, and body function) is 30.47%. These noun
phrases, which are not assigned to the pre-defined categories, might be relations or

unknown phrases.

9.6.4 Semantic Query Manipulation with the Traditional Information
Retrieval System
The semantic query manipulation adds the following features to the query:
- F1: Missing and implicit terms
- F2: Ontology’s vocabulary that matches the user’s keyword
- F3: Language representation of the user’s native language query
For example, if the user asks, “What food can help diabetes?” then the semantic
manipulation of the user’s query contains:
- (Disease, is-a, Diabetes)
- (Food?, has-positive-effect, Diabetes)
The semantic query understanding includes the following tasks:
- T1: Named entity recognition: includes virtual term attributes (like color in

“green apple”)
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- T2: Relation recognition: includes injection of missing or implicit terms
(virtual term entity)

- T3: Need recognition: includes type of question and type of answer

9.6.5 Experiment Scenarios
In our experiment, we ran three different scenarios:

1- Run the user’s natural language query as-is in the traditional information retrieval
system.

2- Enrich the user’s query with the additional features (F1, F2, and F3) and then
rewrite the user’s query with the enrichments. Next, run the enriched query in the
traditional information retrieval system.

3- Enrich the user’s query with the additional features (F1, F2, and F3) and then
produce a SPAQL query with the enrichment. Next, run the SPARQL-enriched

query on the annotated documents using a semantic reasoner.

9.6.6 Experiment Steps
We have the following steps in our experiment:
1- We have run the semantic query manipulation process on the 453 user’s queries,
which gave us the following:

a. Enriched semantic queries;
b. Rewritten enriched queries in natural language;
c. SPARQL-enriched queries;
d. Name entities related to food and health domains;

e. Relations related to the domain; and
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2-

f. Question type and expected answer type.
We indexed the 9,852 related documents using the traditional information retrieval
system.
We correlated the 9,852 annotated documents to the 453 queries semi-
automatically by finding the documents that contain the identified named entities
related to food and health domains (4b) using the traditional information retrieval
system with the Boolean relation (AND). We found 2,386 documents related to
the 453 queries.
We annotated the 2,386 documents using the OSAPIR system.
We ran the 453 queries as-is using the traditional information retrieval system on
the 2,386 documents.
We ran the rewritten enriched 453 queries (4b) using the traditional information
retrieval system on the 2,386 documents.
We ran the SPARQL-enriched queries (4c) using the OSAPIR system on the 2,386
annotated documents.
We compared the results of step 5 and step 6 to identify the improvements of the
semantic query manipulation and enrichment over the traditional query
manipulation (keyword-based) by comparing the calculated precision, recall, and
F-measure for each.
We compared the results of step 6 and step 7 to measure the advancement of the
OSAPIR system with the semantic query manipulation and enrichment over the
traditional system with query enrichment by comparing the calculated precision,

recall, and F-measure for each.
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9.6.7 Experiment Execution

In this experiment, the idea is to evaluate the advantage of the semantic query
manipulation over the traditional information retrieval system and then to compare the
OSAPIR system with the traditional information retrieval system, which relies on general
search terms or keywords in the document to find the resulting documents for the user
query. We select Lucene® for our experiment as a traditional information retrieval

system. The experiment is performed with respect to the relevancy of the results.

9.6.8 Experiment Results

TABLE 45, TABLE 46, and TABLE 47 show the collected results of the experiment from
both systems: the Lucene system without query enrichment, the Lucene system with

query enrichment, and finally the OSAPIR system with query enrichment.

TABLE 45 Lucene System Performance without Query Enrichment

Measure Precision Recall F-measure
Minimum 0.17 0.29 0.22
Maximum 0.94 1.00 0.97
Average 0.45 0.60 0.50

Standard deviation 0.180 0.194 0.173

3 http://lucene.apache.org/
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TABLE 46 Lucene System Performance with Query Enrichment

Measure Precision Recall F-measure
Minimum 0.47 0.42 0.44
Maximum 1.00 1.00 1.00
Average 0.65 0.74 0.69

Standard deviation 0.113 0.124 0.107

TABLE 47 OSAPIR System Performance with Query Enrichment

Measure Precision Recall F-measure
Minimum 0.75 0.50 0.60
Maximum 1.00 1.00 1.00
Average 0.90 0.87 0.88

Standard Deviation 0.070 0.114 0.075
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9.6.9 Experiment Analysis

The performance of Lucene without query enrichment is low when compared to the same
experiment after submitting rewritten queries based on the semantic query manipulation.
Both precision and recall were improved with the query enrichment. Moreover, the
OSAPIR system outperforms Lucene even with query enrichment because the semantic
annotations better correspond to the semantic query manipulation. For example, adding
the implicit relationship between terms improves the precision and recall of the OSAPIR
system. Moreover, Lucene achieves 100% recall for five queries, while OSAPIR achieves
twenty-three queries. OSAPIR also achieves twenty-four queries with 100% precision,

while Lucene did not reach 100% precision for all queries.
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CHAPTER 10

CONCLUSION AND FUTURE WORK

In this thesis, we surveyed state-of-the-art methodologies in capturing users’ preferences.
Then we proposed a methodology for identifying and capturing the user’s personal and
cultural preferences, health conditions, and religious constraints related to the food and
health domains. In addition, we studied the current research in users’ profile
representation. We proposed an ontology-based user’s profile to represent the user’s
preferences, and we built multilingual integrated health and food ontologies and the
knowledgebase required for semantic query manipulation. Then we integrated the
ontology-based user’s profile with the domain ontologies to retrieve precise results. In this
thesis, we investigated the personalization methodologies that help customize the
retrieved results to match the user’s needs. We utilized the user’s profile ontology to
personalize the retrieved health and food information from the knowledgebase. We
proposed in this thesis a multilingual agent-based framework for semantic query
manipulation and result personalization, namely the agent-based-framework for semantic-
query-manipulation and personalized information retrieval (ASPIR). We also modeled the
processes in the framework for semantic query manipulation and personalization. We
have implemented and evaluated the framework and the results show high precision and
promising results with superior user satisfaction.

As a future work, we can capitalize on the power of agents that can be proactive and
provide recommendation and advice to users without asking or querying. The agent can

sense the time of the day and the weather in addition to the location and then advice the
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user with appropriate recommendations. Furthermore, collaborative-based filtering is a
future direction, and it requires publicity of the developed work. There are trade-offs
between keeping the health and food information private and sharing it with other users.
Another future direction is to test the framework on other domains to validate its
scalability. Finally, we would work on publicizing the framework to help the community

with better health and nutrition advice.
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