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ABSTRACT 

Full Name : Tawfiq Naji Kameel 

Thesis Title : Hierarchical Control And Management Strategy Of Microgrid With 

Hybrid Energy Resources 

Major Field : Electrical Engineering 

Date of Degree : [May 2014] 

 

The increasing energy need requires integrating and harnessing any available 

energy resources, especially renewable energy resources (RES) which considered as 

cheap and clean source of energy. Small scale hydro generation and photovoltaic (PV) 

generation plants can be constructed to electrify the off-grid loads located in remote 

areas. This generation system can be supported by energy storage system and back up 

diesel generator to from a microgrid (MG) capable of standalone operation. The different 

characteristics for different types of generators in the aforementioned MG require an 

efficient and reliable energy management strategy to optimally operate the MG. This 

thesis proposes an online multi agent-based hierarchical control and management strategy 

for (MG) comprising PV generation, micro-hydro (MH) generation, diesel generation, 

and battery storage system (BSS). The proposed strategy is composed of two layers. The 

upper layer is a decentralized online multi agent management system, and the lower layer 

is a physical layer composed of local controllers for the different type of distributed 

generators (DG) in the system.  

The energy management system represented by multi-agents aims to maximize 

the utilization of renewable energy resources and energy storage in order to minimize the 

operational cost of MG. Moreover, the proposed strategy automatically handles the mode 
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of operation transitions and reconfiguration of MG. Furthermore, the proposed 

management strategy handles unit commitment operation. Also, an adaptive dynamic 

communication and coordination approach resulting in zonal (regional) control of MG is 

proposed in this thesis. A dynamic model for each component of MG is developed and 

implemented in SIMULINK environment and this will represent the physical layer of 

control strategy, while multi-agents system (MAS) is designed and implemented in Java 

Agent Development Environment (JADE).   

In order to validate the proposed strategy, first of all the optimal generation 

schedule is obtained by online scheduling using MAS. Secondly, MAS-based 

management system interfaced with physical local controllers built in SIMULINK is 

tested and simulated for different scenarios for load and weather changes to examine its 

efficiency and robustness. The results show the effectiveness of the proposed energy 

management strategy and its capability of automatic handling of different tasks including 

power allocation, unit commitment, and transition between different modes of operations.  
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 الرسالةملخص 

 
 

 توفيق ناجي توفيق كميل  :الاسم الكامل
 

 نظام تحكم وادارة هرمي للشبكات الصغيرة المحتوية على  مصادر طاقة هجينة   :عنوان الرسالة
 

 هندسة كهربائية التخصص:
 

 4102أيار  :تاريخ الدرجة العلمية
 

مصادر الطاقة المتاحة, وخاصة مصادر  إن الزيادة في الطلب على الطاقة الكهربائية تتطلب دمج وتسخير جميع 

( التي تعتبر مصادر رخيصة ونطيفة للطاقة. يمكن انشاء محطات توليد مائية صغيرة ومولدات الطاقة RESالطاقة التجددة )

ليد الشمسية لتزويد الاحمال الكهربائية  في المناطق النائية خارج نطاق  الشبكة الكهربائية الرئيسية. ويكمن دعم نظام التو

الكهربائي بنطام تخزين للطاقة ومولد ديزل احتياطي لتشكيل شبكة كهربائية صغيرة قادرة على العمل بشكل مستقل. 

الخصائص المختلفة لانواع توليد الكهرباء في الشبكة الصغيرة المذكورة اعلاه تتطلب ستراتيجية فعالة و موثوقة لادارة 

ستراتيجة آنية هرمية مستتندة للعملاء إلحالة المثلى. هذه الرسالة تقترح الطاقة من اجل تشغيل الشبكة الصغيرة في ا

المتعددين للادارة والتحكم في الشبكات الكهربائية الصغيرة التي تضم مولد الطاقة الشمسية, مولد الطاقية المائية الصغير, 

ين: الطبقة العليا عبارة عن نطام لامركزي ومولد الديزل و نطام تخزين بالبطاريات. تتكون الاسترتيجية المقترحة من طبقت

وآني لادارة الطاقة الكهربائية يستند الى نظام العملاء المتعددين. اما الطبقة السفلى فهي طبقة مادية تتكون من وحدات تحكم 

م استغلال مصادر محلية للمولدات الكهربائية الموزعة المختلفة في النظام.  تهدف إستراتيجة ادارة الطاقة القترحة الى تعظي

الطاقة المتجددة من اجل تقليل الكلفة التشغيلة للشبكة الصغيرة. علاوة على ذالك فان الاستراتيجية القترحة تتكفل تلقائيا 

ديناميكي  نهج اقتراخ في هذه الاطروحة ايضا تم الصغيرة. يل المختلفة واعادة تشكيل الشبكةبالانتقالات بين اوضاع التشغ

. تم تطوير نموذج ديناميكي لكل (MG) نظام تحكم مناطقي )اقليمي( للشبكة الصغيرة ينجم عنهتواصل والتنسيق تكيفي لل

، لتحكمقة المادية من استراتيجية االطب يمثل هذا النموذج، و((SIMULINKوتنفيذها في بيئة  MG)) مكونات مكون من

 (.JADE) افافي بيئة تطوير ج( وتنفيذه MAS) المتعددين العملاءفي حين تم تصميم نظام 

 الزمني الأمثل  التوليد جدولتم الحصول على  شيء لتحقق من صحة الاستراتيجية المقترحة، أولا وقبل كلل 

مع وحدات  ( مربوطا(MASتم اختبار نظام الإدارة القائمة على . ثانيا، MAS)الانية المستندة على ) جدولةالباستخدام 

الطقس  تغيرات و لاحمال الكهربائيةة لسيناريوهات مختلفة لومحاكا SIMULINKتحكم المحلية المادية التي بنيت في ال
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مع  ة وقدرتها على التعامل التلقائي. أظهرت النتائج فعالية الاستراتيجية المقترحة لإدارة الطاقالنظام ومتانة ةلدراسة كفاء

    .المختلفة التشغيل اوضاع، والانتقال بين اتالوحد جدولة تشعيل ، والقدرةم مختلفة بما في ذلك تخصيص مها
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1 CHAPTER 1 

INTRODUCTION 

1.1 Background 

The increase in population and the extension of inhabited geographical spots 

require expansion of production of electric power and extension of network to meet the 

new needs. In fact, reliance on fossil fuels for energy production leads to a significant 

reduction in the stock of global energy, not to mention the environmental pollution 

caused by the burning of such kind of fuel, prompting many researchers to seek for 

alternative sources of cheap and clean electric energy represented in renewable energy 

such as wind and solar energy. Involving renewable resources in electricity generation 

system resulted in evolving of concept of distributed generator (DG) and microgrid (MG) 

where small or medium scale generation takes place at distribution level at medium 

voltage or low voltage. Despite the fact that renewable generation provides clean and 

cheap source of energy, the penetration of renewable energy increased the complexity of 

the power system. Also, the intermittent nature and weather dependency for most type of 

renewable resources threads the system stability and makes the fluctuation not only at 

load side but also at generation side. In addition, the renewable generators are not directly 

coupled to the grid. They are interfaced with electronic devices generating undesired high 

order harmonics yielding to voltage distortion and poor power quality. Renewable energy 
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resources can be classified as controllable/dispatchable and uncontrollable resources. 

While most types of these resources cannot be controlled, few of them can be controlled 

such as hydro generation, biomass, and concentrated solar thermal energy.  When dealing 

with variable renewable generation, the objective is to harvest the maximum power 

available at different weather conditions, and that requires maximum power point 

tracking (MPPT) techniques. The special nature of MG containing renewable resource 

made traditional control techniques employed in conventional large power system 

insufficient and granted the need for different and special techniques to insure system 

stability and reliability, and enhanced power quality without wasting any available 

energy.  In this thesis, Hierarchical control and management strategy is developed for a 

standalone MG combining micro hydro (MH), photovoltaic (PV), and diesel generates 

with battery storage system (BSS). The proposed strategy is simulated for different 

scenarios to evaluate its efficiency, effectiveness, and robustness. 

1.2 Thesis Motivation 

The increasing demand with limited energy resources has motivated researchers 

to seek for alternative energy resources that are mostly presented in renewable energy 

resources (RES). RES are clean and cheap source of energy. The penetration of RES in 

power systems developed the concept of distributed generation and MG making power 

system more complex and the conventional methods of control inefficient, thus many 

efforts have been shown to evolve the control strategies with the help of advances in 

power electronics technology to tackle the new issues in modern power system. However, 

many gaps need to be filled in this area to define a comprehensive strategy to efficiently 
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controlling MG. Distributed control approaches are characterized by simplicity and not 

requiring communication link, but lacks the accuracy, flexibility, optimality, and 

comprehensiveness considering its dependency on limited local information disregarding 

that the rule might be played by other global parameters in the MG. 

 On the other hand, centralizing the control mechanism improves the accuracy of 

the control and drives the operation into optimal region by considering many variables in 

the system, but the total reliance on high bandwidth communication link not only requires 

additional cost, but also makes the whole system collapse possible by communication 

system failure. Therefore, hierarchical control was proposed to compromise between 

centralized and decentralized control. However, most of proposed hierarchical control 

techniques are not generalized and disregarded the type of energy source which 

significantly affects the features of control approach.  

Besides, several researches in this field assume dispatchable DGs which are 

usually not true as most of the energy sources are intermittent renewable energy. 

Different load and generation conditions require different control modes and the mode 

reconfiguration process has to be automated based on MG available information. This 

objective can be achieved by employing some sort of advisor in the control strategy of 

MG which is lacked by most of control and management strategies proposed in the 

literature.  

Recently, multi-agent system (MAS) has been used for MG control, to make MG 

smarter and interactive. MAS has decentralized nature and is characterized by 

intelligence, speed and flexibility. MAS has been applied in various fields of electrical 

engineering, but none of conducted researches have addressed application of MAS in the 
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studied generation system. Besides that, most of the proposed systems are centralized 

MAS, and they are limited to management part without addressing control part.  

What was mentioned so far, are the motives for choosing the proposed strategy. 

We still need to mention the reasons for studying energy management for the specific 

types of generation in this work.  The entire electric power generation in the Kingdom of 

Saudi Arabia (KSA) is obtained by burning fossil fuels. Despite the fact that KSA is a 

huge oil producer; using oil to generate electricity is very expensive taking in 

consideration the international price of oil barrel. In addition, such type of generation 

results in global warming and environment pollution. Furthermore, consuming crude oil 

at that massive rate resulted in stress on consumable resources that is required for other 

applications, mainly transportation, and military applications. In other words the larger 

the rate of consumption, the smaller the period of availability.  

Obviously the penetration of renewable energy in KSA generation system and 

harnessing any available alternative source of energy even at small scale is strongly 

needed. KSA has the potential for some renewable energy resources, such as wind 

generation, solar generation including concentrated thermal and photovoltaic, and small 

scale hydro generation. 

 In KSA, there are remote areas off-grid and electrified by diesel generators; this 

type of generation has the same disadvantages of the conventional thermal Generation in 

KSA, and is even worse considering the cost perspective. Expansion of transmission 

network to supply these remote areas is not a practical or feasible solution, but supplying 

these areas by available renewable resources seems to be the best solution. In the south 

western regions of KSA, there are a number of dams used to store the rain water, to avoid 
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the flood that could destroy the nearby villages, and to supply the irrigation water to these 

villages in organized manner. The irrigation water flow could be utilized to generate 

electricity to supply the local loads. On the other hand, the high levels of solar irradiance 

in KSA make PV generators very attractive and feasible energy solution.   

           Few researches addressed the issues related to integrating PV generation with MH 

generation which have different generation  peak time on both long term or short term. 

Those who addressed the problem merely describes approaches for operation of this 

hybrid system without any details on control implementation. This thesis proposes a 

multi-agents based hierarchical control strategy applied for MG with PV, micro-hydro, 

diesel, and battery to manage energy economically and to automatically handle control 

and operation mode transitions and unit commitment.     

1.3 Thesis Objectives 

This thesis proposes a hierarchical control strategy to control MG with hybrid 

energy resources including electronically interfaced distributed generators, (EI-DGs), and 

directly coupled DG. That is to say, the generation system consists of renewable and 

conventional generation with energy storage system. The renewable energy resources 

(RES) shall include controllable generation represented by small scale hydro generation, 

and uncontrolled generation represented by PV generator. Diesel generator is the 

conventional type of generation in MG, and battery bank is the energy storage system. 

The objectives of the thesis are as follows: 

Objective 1: To develop a dynamic model of MG consisting of PV, micro-hydro, diesel, 

battery system. 
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Objective 2: To identify the proper size for each type of generation based on the 

connected load.   

Objective 3: To obtain optimal generation schedule for MG.  

Objective 4: To design and implement a local controller for each type of generators. 

Objective 5: To create MAS in JAVA Agent Development Environment (JADE), to act 

as energy management layer in the proposed strategy.    

Objective 6: To propose, design, and implement a two layers multi-agent based 

hierarchical control strategy for MG. The first layer (primary layer), presents the local 

controllers responsible for power sharing and voltage and frequency regulation. The 

settings for real and reactive power and mode of operation for each DG are received from 

the second control layer. The second layer determines the setting of real power (P) and 

reactive power (Q), mode of operation for each type of generation, and 

charging/discharging mode for BSS. In addition, it handles generation unit startup and 

shut down operation.  

Objective 7: To propose Zonal control approach for MG considered MG. 

1.4 Thesis Contribution 

This thesis has the following contributions: 

 Using decentralized MAS to manage and control MG with  generations system 

comprising PV generator, MH generator, diesel generator, and BSS 

 Employing MAS to manage interactive operation of PV and MH generation 
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 Handling unit commitment operation including start-up and shut down of 

generation units by MAS 

 Using decentralized MAS for online reconfiguration and operation mode 

transitions of MG.  

 Developing new efficient communication and information flow scheme to enable 

different agents to properly coordinate with each other and make the right 

decisions to operate MG optimally.      

 Proposing a zonal control approach to deal with power contingencies and 

communication failure in MG.  

1.5 Thesis Organization 

This Thesis is organized in seven chapters; the first chapter which has been already 

introduced, contains and introduction about the topic of the thesis, the reasons for 

selecting this topic, and the thesis objective. In the second chapter a comprehensive 

literature review on the related researches is presented. The literature review highlight 

different researches conducted on MG control strategies, MAS application, MH 

generation system, and MPPT techniques. A detailed model for different components of 

MG is presented in chapter 3. While in chapter 4, the architecture of proposed energy and 

control strategy is described. In chapter five, the proposed MAS is introduced. In chapter 

six the results are shown and discussed. Finally, conclusion and future work are presented 

in chapter seven.           
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2 CHAPTER 2 

LITERATURE REVIEW 

2.1 MG Control Strategies 

 

MG control strategies can be classified as centralized control, distributed control, 

and hierarchical control strategies. These different control strategies vary in complexity, 

efficiency, speed, and accuracy. In the next sections different researches conducted on 

different control strategies are presented.  

2.1.1 Centralized Control of MG 

In centralized control scheme; load measurements such as current, voltage, or 

power depending on control approach are sensed and inputted to a central controller to 

generate control signals for each DG unit. This type of control requires communication 

channels to gather information from MG and to send dispatch signal to each DG unit. The 

communication channel could be of high bandwidth, or low bandwidth depending on the 

frequency content of the control and measurement signals that are of concern. In case the 

interest is in low frequency component of a control signal, a low bandwidth channel is 

sufficient.  For example, economic dispatch operation or optimal power flow in MG are 

centralized operations that require a central controller. However, voltage and frequency 

can be regulated using local distributed controller like droop controller. In fact, energy 

management and power sharing process can be fully centralized by sending current or 

voltage settings to each individual DG unit from the central controller. Usually central 
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control leads to economic operation and accuracy in load sharing as it takes in 

consideration the network configurations, parameters, and technical constraints and acts 

accordingly.  However, the necessity for communication requires additional cost [1-11]. 

Besides, losing communication will lead to lose the entire control system which 

eventually results in system collapse.  

2.1.2 Distributed Control of MG 

To avoid embedding communication system in MG control scheme; several 

researches focused on distributed control methods, which requires only local 

measurements, and depends mainly on voltage and frequency as an agent of control. 

There are three main distributed control techniques to share load demand between 

different DGs in MG i.e. droop techniques, current sharing techniques. 

The droop controller is a simple and efficient technique to share real and reactive 

power between multiple DGs. It emulates the droop characteristics of synchronous 

generator. In Conventional droop controller; the real power can be shared by controlling 

frequency, and reactive power can be shared by controlling voltage magnitude, this is 

known as P-f and Q-V droop controller [12-16], and can be expressed by following 

equations: 

3 𝑓 = 𝑓𝑟𝑎𝑡𝑒𝑑 − 𝑚𝑝(𝑃 − 𝑃𝑟𝑎𝑡𝑒𝑑)         (2.1) 

4 𝑉 = 𝑉𝑟𝑎𝑡𝑒𝑑 − 𝑛𝑞(𝑄 − 𝑄𝑟𝑎𝑡𝑒𝑑)                                                               (2.2)  

Where 𝑚𝑝, 𝑛𝑞 are droop coefficients for real power and reactive power 

respectively. The droop coefficients are chosen according to DG capacity, maximum 

allowable frequency deviation ∆𝑓𝑚𝑎𝑥 , and maximum allowable voltage deviation  ∆𝑉𝑚𝑎𝑥 

: 
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5 𝑚𝑝1. 𝑃𝑟𝑎𝑡𝑒𝑑1 = 𝑚𝑝2. 𝑃𝑟𝑎𝑡𝑒𝑑2 = 𝑚𝑝𝑛𝑃𝑟𝑎𝑡𝑒𝑑𝑛 = ∆𝑓𝑚𝑎𝑥      (2.3) 

6 𝑛𝑞1. 𝑉𝑟𝑎𝑡𝑒𝑑1 = 𝑛𝑞2. 𝑉𝑟𝑎𝑡𝑒𝑑2 = 𝑛𝑞𝑛𝑉𝑟𝑎𝑡𝑒𝑑𝑛 = ∆𝑉𝑚𝑎𝑥       (2.4) 

The conventional P-f/Q-V droop controller is accurate when line impedances of 

MG are inductive which is not true for low voltage network where the impedances are 

highly resistive. Therefore, in low voltage network it is more accurate to control real 

power by adjusting voltage magnitude, and reactive power by controlling frequency using 

P-V/Q-f droop controller [17]. When DG inverter  is modeled as a current source the 

voltage magnitude can be drooped against direct current component  Id  to control real 

power, and the frequency can be boosted against quadrature current component  Iq to 

control reactive power resulting in V-P Droop /f-Q boost controller [18]. The controller is 

complicated, but it is efficient and accurate to jointly share real and reactive power 

between multiple DGs.    

The aforementioned droop controllers have slow response, poor capability to 

reduce voltage and frequency disturbances resulted from mode transition and switching 

operations,  poor harmonic sharing, poor current sharing and voltage regulation [19]. Its 

dose does not account for line impedance, local loads, grid impedance, nonlinear load, 

and voltage imbalances. It is also very sensitive to error in current and voltage 

measurements[20]. Besides, when scheduling droop coefficients, stability issues must be 

taken in consideration.  Moreover, the output impedance of DG inverters can be resistive, 

inductive, or complex; and depending on its nature it has different impact on power 

control which adversely affects the accuracy of droop controller. The previous issues are 

motives to improve the conventional droop controller to enhance its dynamic behavior, 

and increase its accuracy. To enhance dynamic behavior, transient response, and relative 
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stability of MG adaptive droop controller is developed. In grid-connected operation the 

coefficient of droop controller can be updated based on grid impedance, voltage, and 

frequency estimation to obtain accurate decoupled real and reactive power [21]. This 

method might be accurate but it greatly relies on the estimation of parameters, and so, 

errors in estimation could lead to inaccuracy in control. In addition, if the MG's DG units 

are separated by large distances this control scheme might need a communication channel 

especially since the measurement needed to estimate grid parameters are collected at 

PCC. First derivative of real power and reactive power can be added to droop controller 

converting it to PI controller. 

7 𝑓 = 𝑓𝑟𝑎𝑡𝑒𝑑 − 𝑚𝑝(𝑃 − 𝑃𝑟𝑎𝑡𝑒𝑑) − �̂�𝑝
𝑑𝑃

𝑑𝑡
    (2.5) 

8 𝑉 = 𝑉𝑟𝑎𝑡𝑒𝑑 − 𝑛𝑞(𝑄 − 𝑄𝑟𝑎𝑡𝑒𝑑) − �̂�𝑞
𝑑𝑄

𝑑𝑡
     (2.6) 

Where �̂�𝑝, �̂�𝑞 are adaptive droop gain [22, 23]. This method enhanced transient response 

of the droop controller without affecting its power sharing. As the output voltage of the 

DG inverter is affected by real and reactive power flow in the line, this will causes a 

voltage drop and leads to error in reactive power sharing and voltage deviation. The 

voltage droop controller can be modified to be a function of real and reactive power to 

compensate for power flow. Thus, the effect of line impedance whether it resistive, 

inductive, or complex is overridden [24].  

9 𝑉 = 𝑉𝑟𝑎𝑡𝑒𝑑 + 𝑘𝑟
𝑟𝑃

𝑉𝑟𝑎𝑡𝑒𝑑
+ 𝑘𝑥

𝑥𝑄

𝑉𝑟𝑎𝑡𝑒𝑑
− (𝑛𝑝 + 𝑘𝑞𝑄2 + 𝑘𝑝𝑃2)𝑄     (2.7) 

Where 𝑟, 𝑎𝑛𝑑 𝑥 are resistance and inductance of line. Clearly, the controller is nonlinear 

with high order variable and many parameters that need to be optimized to obtain the best 

performance. The system is complicated and parameters need to be adjusted for any 

change in network configuration.   
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It is true that droop controller emulates droop characteristics of synchronous 

generator, but it is assumed to have zero inertia. In transient time a virtual inertia based 

on modifying droop gain with 
𝑑𝑓

𝑑𝑡
⁄   will supply higher power when frequency is 

reduced. When rate of change in frequency exceed specific limit the droop gain is 

modified to increase inertia of inverter. This technique enhance the transient response of 

droop controller[25].  

In conventional P-f droop controller the droop gain is constant providing constant 

slope for different real power operating points, and for some operating points the system 

might be drifted from the stability region. Instead of fixed slope, arctan power-frequency 

droop controller is used to set an upper and lower bound on frequency, yielding to a more 

stable system at higher power operating point[26, 27].  

Reactive power control through voltage-droop controller allows sharing reactive 

power between different DGs in MG in autonomous operation mode. However, the 

voltage might be varied from optimal value due inaccuracy in reactive power control 

caused by transmission line impedances and local reactive load. Terminal voltage can be 

restored to reference value through 𝑄 − �̇� droop controller [28, 29], where �̇� is the rate of 

change of voltage. Droop controller employs rate of change of voltage instead of voltage 

itself. 𝑄 − �̇� controller consist of V̇ restoration loop which will produce a set point for 

reactive power, which is then fed to the droop controller to generate a reference for 

voltage rate of change.  

In order to change output real or reactive power of DG units in MG, the droop 

gains are adjusted to obtain desirable power. However, stability constraints put some 

limitations on the values that can be given to droop gains because some values of droop 
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gain may drive MG to the unstable region; so scheduling droop gains process must 

consider stability limits[30, 31]. 

  The control of real power and reactive power is not completely decoupled, and 

can be affected by each other. For that reason virtual impedance is used to decouple 

control of real power from reactive power control. The virtual impedance can be 

resistive, inductive, or complex depending on the nature lines and DGs output 

impedances. Usually low voltage MG lines have resistive impedance, and so, the virtual 

impedance should be resistive. On the other hand, medium voltage MGs has complex 

impedance. While in high voltage MG the lines are inductive [23, 32-35].     

So far, different distributed control methods applied in AC MG were reviewed 

and discussed. Here, a brief discussion of DC MG control is presented.  In standalone 

operation DC MG,  DC power can be drooped against DC voltage or DC current[36]. 

While in grid-connected operation  𝑉𝑔/𝑉𝑑𝑐 droop controller is used where real power is 

balanced by drooping the dc link voltage against the microgrid output voltage using 

𝑉𝑔/𝑉𝑑𝑐 controller. This controller changes the power flow to the grid from DG unit while 

keeping constant output power from DG [37]. However, this control method may cause 

voltage violation if the grid voltage exceeds the limits, therefore, combining 𝑃/𝑉𝑔 with 

𝑉𝑔/𝑉𝑑𝑐 controller is used to undo the voltage violation whenever it takes place [37, 38]. 

𝑉𝑔/𝑉𝑑𝑐 avoids frequency changes in delivered power unlike the conventional droop 

controller, and as previously mentioned the 𝑃/𝑉𝑔 controller avoids voltage violations. So, 

by combining the two controllers the advantages of both are obtained. 

 Apart from droop controllers; current sharing techniques are sometimes used for 

equal current sharing among different MG inverters with different capacities and output 
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impedance. There are three types for current sharing techniques i.e. circular chain current 

(CCC) technique [39, 40], master slave current (MSC) technique[41, 42], and 

instantaneous average current sharing technique (IACS) [43-46]. In CCC technique each 

inverter tracks the current of the previous one in successive manner until the last inverter 

flows the first invertor, so any failure of any inverter current loop will cause complete 

control chain failure unless detected and isolated. In MSC, one inverter acts as voltage 

source and the other inverters act as current source, sharing load current equally between 

them. Finally in IACS the currents from all inverters are summed up and their average is 

sent to each invertor as current set point. The current sharing methods require a simple 

information exchange structure between inverters. 

2.1.3 Hierarchical Control of MG 

As previously mentioned the centralized control of MG requires high bandwidth 

communication link and losing this link leads to entire control system failure. On the 

other hand distributed control requires no communication, but the operation of MG might 

not be optimal. Besides that, sharing active and reactive power might sacrifice frequency 

and voltage amplitude regulation to nominal values. The hierarchical control combines 

good features of both centralized and decentralized control by employing multi-level 

control. Each level of control supervises the lower level until primary control (local 

control) is reached. The information is exchanged between different levels via low 

bandwidth communication channel. In bottom level the real and reactive power are 

shared by a local controller such as droop controller. In the upper levels the setting for 

droop controller is an external signal to restore voltage and frequency to optimal value, 

and mode of operation for each DG inverter is determined and sent to a lower level. Loss 
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of communication drifts the MG from optimal operation, but MG continues to operate by 

the local controller. There is neither unified definition nor standard structure for 

hierarchical control. Furthermore, the tasks assigned to each level of control significantly 

vary from one control strategy to another. Some hierarchical strategies suggest that the 

bottom level of control is in charge of the primary voltage and frequency regulation 

through droop controller or other controllers. The middle layer is responsible for 

secondary regulation, where voltage and frequency are restored to their nominal values. 

Also, if MG is connected to main grid, a tertiary control in upper level is employed to 

control the amount of power exported or imported from the main grid. On other hand, 

some strategies go in completely different direction and propose a multi-layer control 

approach with primary level represented by local controller, second level for optimization 

and supervision of MG, and third level for load and weather forecasting.  [47-55].[56]. In 

general, hierarchical control approaches provides more secure, optimal, and accurate 

operation of MG. MAS can be employed as an upper level of hierarchical control to 

handle different tasks such as energy management, optimization, economic dispatch, and 

islanding of MG. In the next section, the applications of MAS in MG are reviewed.    

2.2 MAS Applications in MG Management and Control  

Several researches addressed use MAS in controlling and managing MG. The 

approaches vary in complexity, reliability, and effectiveness. The different natures of 

MGs being investigated in terms of type of DGs and loads, and the control objectives of 

different researches make comparison between different researches not straight forward. 

Some of researches adopt central control approach, while others go for decentralized and 

hierarchical control approach. Load and weather forecasting, environment conditions, 
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energy prices, operation modes, and optimal operations are disregarded in some 

researches, and addressed in others.  

Design of general MAS-Based control of MG was presented in [57] . The control 

system include energy management system (EMS), load flow analysis, automatic 

generation control (AGC), and other controls. AGC was taken as a specific application 

and simulated.       

Short-time generation scheduling and load following control using MAS were 

presented in [58-60]. [58] depends on forecasted load performed by neural network and 

fuzzy controller, in addition to, real time measurement of load. A supervisory and control 

agent (SC) was introduced in this research to collect measurement from loads and DGs, 

sending them to the central controller, and receiving control settings. Therefore, the 

control system is still centralized and the overall contribution of MAS is minimized. 

Schedule coordinator agent (SC) created by MG management agent was proposed in [59, 

60] to enable negotiation between DGs and Load to obtain optimal generation schedule.  

Multi-agent based three layer hierarchical control for MG was presented in [50, 

61]. In the upper layer an agent responsible for multi objective optimization is employed. 

The objectives of optimization include cost, emission, and minimization of losses. The 

middle layer is responsible of the assignment of modes of operation for each type 

generation and storage system. And finally the lower agents represent the local controller 

for DGs and loads. [61] adds to [50] the intelligent mode switching. Also, voltage and 

frequency stability were addressed in [61]. The Proposed control system in the previous 

two references is very complicated, and requires a lot of information about the system. 
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Operation mode transition and reconfiguration of MG control is also addressed in [62] 

where event-triggered control is proposed.   

  A decentralized load generation balance was presented in [63-65]. In [63] Each 

DG unit and load was assigned an agent. Through three step communication between 

neighbor agents, the total power mismatch was calculated. Using the same 

communication method the generation and demand was balanced. No central agent was 

employed to supervise the system. The optimal operation was not an objective. The load 

following was performed online without a future plan. The work in [63] is extended in 

[64]. The control strategy is arranged in three control layers. The lower layer is the local 

controllers, the middle layer is utilized for load-generation balance, and the upper layer is 

employed to perform economic dispatch. While [63] does not adopt any DG to be the 

master unit, [64] used a master-slave control method. [65] Introduced agents for loads, 

buses, generators, and feeders. The capacity of each feeder was considered. In addition, 

when imbalance is detected in the system, the generators are ranked according to price; 

then a request is sent to the generator with the lowest price, it will continue until a 

balance is reached, thus the economic operation in MG is fulfilled.     

 [66-68] introduces the concept of multi-agents reinforcement learning in MG control to 

deal with a large amount of variables and the stochastic environment of MG, making 

control of micro-grid adaptive and reactive with system changes. 

 In [69-73], MAS system was applied in intelligent energy management system of grid- 

connected and standalone MG with hybrid energy resources. The generation system in 

[69] comprises PV, battery, and diesel generator working in standalone mode. The 

proposed control system aims to minimize diesel consumption by utilizing PV and 
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battery efficiently. Load shedding process was employed to disconnect non-critical loads 

in case of surplus demand. The same system was investigated in [72] but in grid-

connected operation. The performance factor for each type generation and storage system 

was involved in management process. Besides, the price of energy in the electricity 

market decides if the MG will buy energy from grid, or commits the diesel generator. In 

[70, 74] MAS is employed to control DC MG consisting of PV, Fuel Cell, and battery. 

MAS is responsible for maintaining stability of DC bus voltage by achieving 

generation/Load balance, and protecting battery DC voltage rise by switching PV mode 

of operation from maximum power point MPP to bus voltage level BVL. It is also 

responsible for load disconnection when generation cannot meet the load. In [71] 

Characteristics of different type of energy sources and storage system were considered to 

achieve optimal operation of a grid-connected MG with PV, Wind, fuel cell, and battery 

system. Weather conditions were also involved in management process. A simple 

centralized Agents-based load generation balance control is applied in [73] for MG with 

PV, wind, fuel cell, and gas turbine. An agent is created for each type generation, and a 

central control agent collect running parameters from all DGs and perform generation 

balance      

Mode transition of MG using MAS were discussed in [75-79].Intelligent agent 

was employed in [78] to handle transition of MG from grid-connected to islanded mode, 

and also to synchronize the voltage of MG with main grid prior to reconnection to main 

grid, to  improve the performance of MG and its interaction with the main network,  

under grid voltage transients. Transition between grid-connected operation and islanded 

operation using simple control with one DG unit based on internet protocol IP and MAS 
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was also investigated in [75]. Similar work to [75] was applied to IDAPS MG in [76]. In 

addition to performing mode transition, MAS was employed to control PV generation 

system to secure critical load in islanded mode and activate load shedding mechanism to 

keep system stable in  [77], and to detect and isolate  faults in [79].   

A description of MAS-based hybrid hierarchical/distributed control of MG was presented 

in [80]. 

Regional MAS was introduced in [81, 82] where a group of local agents LA 

managed by a regional agent (RA). LAs can exchange information through RA. RA can 

coordinate with other RAs in the system. Another type of agent is defined in [81] which  

is service agent SA. SA provided services to LAs such as weather forecast, and 

calculations. Two learning systems are adopted to perform generation scheduling i.e. 

online learning and offline learning. The generation schedule is obtained based day-ahead 

forecasting and online measurement. On the other hand no SA was used in [82], but a 

coordination agent CA was in charge of coordination between RAs. It is possible to relate 

previous researches to MAS-based multi-MGs management proposed in [83], With 

difference in agent types, and responsibilities, and information flow. In the same context, 

power system was divided into multiple MGs in normal and emergency operation was 

addressed in [84]. each MG seeks to supply its vital and non-vital loads, and request 

surplus generation from other MG when it has shortage. When MG encounters an 

emergency such as fault or sudden drop in renewable generation it enters restoration 

mode until healing and back to normal operation. In [85], optimal power flow in a group 

smart micro grids were obtained based on cooperative agents which allow MG to 
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exchange information and determine the optimal power flow locally and globally. The 

power flow problem was formulated using linear quadratic (LQ) method.   

Demand side management (DSM) based on MAS was introduced in [86-91]. 

DSM agent was employed to perform load shifting and curtailment based on load 

forecasting, market price, and available renewable generation to achieve low operational 

cost and utilize renewable energy in [86]. Where in [87] A framework for DSM 

maintaining divisional auction market and zonal auction market for multiple MG was 

developed to enable end-consumer to participate in energy trading and perform load 

shifting. The proposed MGs contain generation and energy storage system. A mutli-

agents based DSM system is proposed in [88], for a building with multiple rooms to 

manage power consumption of air conditioners based on an auction agency considering 

thermal behavior of the building. Reinforcement learning is used for load shifting based 

on day-ahead forecasted load and online load measurements. The control system is 

applied to house electrical devices including electric vehicles [89]. In [90], a heuristic 

technique is used for load shifting with fuzzy logic-based biding strategy. Priority index 

concept is introduced in [91] where consumers with large size and number of time of 

participation in energy market are given a lower energy cost.  

2.3 MPPT Techniques 

 

Many MPPT techniques are proposed in literature to harvest the maximum 

available power produced by PV arrays. These techniques vary in complexity, accuracy, 

speed, and cost. Perturb and observe P&O/Hill Climbing method, and incremental 

conductance (IC) is the most popular methods. In P&O method the voltage is increased 
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gradually and the power is observed. If the power is found to be increasing the voltage is 

increased until reaching a point where no more increase in the power. On the other hand, 

if incrementing voltage resulted in reducing of output power the voltage is decremented 

and continues to decrease until maximum power is reached [92-100]. The flow chart for 

P&O algorithm is depicted in Figure (2-1). 

Sample V(t),  I(t)

P(n)=V(n)I(n)

P(n-1)=V(n-1)I(n-1)

P(n)-P(n-1)=0

Increment Vref Decrement Vref

Return

P(n)>P(n-1) and V(n)>V(n-1)

OR

P(n)<P(n-1) and V(n)<V(n-1)

No

Yes

No

Yes

 

Figure 2-1 Flowchart of P&O Technique 
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Base d on the fact that the slop of power-voltage (P-V) curve is positive to the right MPP, 

zero at MPP, and negative left of MPP, the IC method was developed to track maximum 

power by incrementing or decrementing voltage and measure conductance and 

incremental conductance and compare them to take the proper control action and 

determine whether to increase or decrease the duty cycle of DC-DC convertor or decide 

that the MPP has been reached [100-109]. Figure (2-2) illustrates the algorithm for IC 

method. P&O method is simpler and less accurate than IC method. 

Sample V(t),  I(t)

∆V=V(n)-V(n-1)

∆I=I(n)-I(n-1)

∆V=0?

∆I/∆V=-I/V? ∆I=0?

∆I/∆V>-I/V? ∆I>0?

Decrement VrefIncrement Vref Decrement Vref Increment Vref

Yes

No

No

Yes

No

Yes

No

No

Return

YesYes

 

Figure 2-2 Flowchart of IC Technique  
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Other techniques for MPPT includes Steepest-Decent technique [110], Gauss Newton 

technique, intelligent techniques such as artificial neural network ANN and fuzzy logic 

[111-114], current sweep[115], forced oscillation[116] , constant voltage [117-119], 

feedback voltage or current techniques[120].[121] 

2.4 Control of Micro-Hydro Generation System 

 

Small scale hydro plants ranges from 1 KW to 15 MW, for generating capacity 

between 1 MW to 15 MW its classified as small hydro plants, and whenever the capacity 

ranges from 100 KW to 1 MW it is considered as mini hydro plant. Micro hydro units are 

between 10 KW to 100 KW. Plants bellow 10 KW is labeled as Pico hydro [8]. Among 

the advantages of small hydro generation, is that its reliability and long life cycle. It is 

also more predictable compared with other renewable resources, in addition to that it has 

limited impact on environment, and requires minimal maintenance and short construction 

schedule[122]. Small hydro generating system is built up of water turbine, water wheel, 

gear box, spillway, cross regulator, and electric generator [123, 124]. 

Several types of turbines are used in hydro generation, and the selection criteria for 

turbine are basically the head of water and speed of flow. The most common types of 

turbine are Pelton turbine, Francis turbine, Kaplan and propeller turbine. Pelton turbine is 

suitable for low specific speed and high head, whereas Kaplan turbine is used for medium 

specific speed and medium head, and for high speed with low head Kaplan and propeller 

turbine us used. Other types of turbines include bulb turbine, PIT turbine, S-type turbine, 

and cross flow turbine [122]. 
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Small generated power of micro-hydro makes using synchronous generator (SG) 

expensive and sometime impractical. However, in order to obtain dispatchable renewable 

energy from hydro station, the SG is the best choice, especially when dealing with 

reservoir-type hydro generation.   On the other hand,  for variable speed hydro generation 

which do not require generation control, but need energy harvesting mechanism  using 

induction generator (IG) might be a better choice considering its low cost, high 

efficiency, and compact size [122]. It is true that IG has no voltage regulation capability. 

Nevertheless, this problem can be overcome by using power factor correction capacitor 

bank [125], doubly fed induction generator (DFIG) [126, 127] where the output voltage is 

rectified and required reactive power is supplied by inverter [128], or by combining 

DFIG with capacitor bank to reduce the size of invertor[129].  SG can be paralleled with 

IG to regulate the voltage as in [130, 131]. Permanent magnet synchronous generator 

(PMSG) is also commonly used in micro-hydro generation with full conversion of AC 

power into DC power and controlling real and reactive power by PQ invertor[121, 132-

134]. The full conversion of AC power into DC power can be also applied for IG [135].    

Using speed governor for micro-hydro might be expensive and impractical, so in order to 

achieve generation/load balance in standalone operation electronic controlled load is 

proposed in literature to dump the excess generation and maintain the nominal 

frequency[136-139]. The amount of dumped energy can be reduced by reducing the 

amount of water flow using three pipe system control proposed in [140]. 
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3 CHAPTER 3 

Microgrid Modeling 

3.1 MG Structure  

The general structure of MG comprises DGs, energy storage system ESS, voltage 

and current controller, power sharing controller, synchronization algorithm, loss of main 

detection algorithm, and load shedding mechanism[15, 16]. DGs are mainly 

electronically interfaced EI-DG (PV, wind, fuel cell…etc.)  , which are mainly variables, 

and uncontrollable source of generation; but conventional generation sources can also 

exist in MG such as diesel generator. MG could be operated in grid-connected mode or 

islanded mode [3, 141, 142]. When MG is operated in grid connected operation, the 

frequency and voltage are ruled by main grid; and MG converters are controlled as 

current source to supply constant power to feed local loads partially or completely, with 

the possibility to export and import power from and to main grid. On the other hand, 

when MG is disconnected from the main grid, voltage and frequency need to be 

controlled to maintain stability and good power quality [143-145]. Whenever the demand 

exceeds the rated generation capacity of MG, a load shedding mechanism must be 

activated to disconnect part of local load to maintain voltage and frequency stability[146, 

147][148]. Loss of the main connection must be detected to take the necessary control 

actions; thereby the loss of main detection algorithm is required[149]. Furthermore, prior 

to the reconnection to the main grid, the voltage of MG should be synchronized with the 

main grid voltage by means of synchronization method[29, 150]. 
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The structure of the studied MG is depicted in Figure 3-1. The considered MG has 

seven buses i.e. four generation buses and three load buses. PV panels with a battery bank 

are connected to bus 1, MHP is connected to bus 3, diesel generator is attached to bus 7, 

and battery bank is placed at bus 5. Bus 2, bus 4, and bus 6 are load buses. PV panel is 

interfaced to a dc link through boost converter which is controlled by MPPT controller to 

harvest maximum available solar power. The battery is responsible for smoothing output 

power from the PV panel, and to store PV surplus power, and supply lacking power by 

supervising charging/discharging rates accomplished by buck-boost converter controller. 

The DC output power at DC link is converted to AC power through 3-phase inverter to 

supply AC loads. When the battery is working alone (without PV), it is controlled to 

supply or store a specific amount of power. In both cases (with PV connected or 

disconnected), buck-boost converter maintains constant DC voltage across the capacitor 

all the time in order to enable proper control of the inverter. MHP consists of water 

reservoir represented by a water dam, hydraulic turbine, governor, exciter, and 

synchronous generator. Obtaining optimal size of the proposed system is out of the scope 

of this work. The system is sized such that RES with BSS can autonomously supply the 

load, with diesel as back up generation. The total connected load is assumed to be 100 

KW peak with load factor of 0.45.  The generation capacity for MH, PV, and diesel 

generator is 100 KW. BSS has 120 KWh capacity.       
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Figure 3-1 Schematic Circuit of Studied MG 

       

3.2 Battery and Charging/Discharging Controller Modeling  

 

The model of the battery is shown in Figure 3-2. It's merely a controlled voltage 

source with internal resistance. The internal voltage E of the battery is a function of 

extracted capacity It and low frequency component I*. The internal voltage of the battery 

in charging mode is different from that in discharging mode. Equations (3.1) and (3.2) 

express the battery voltage in charging and discharging mode respectively.     
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Figure 3-2 Battery Model 

 

 

𝐸𝑐ℎ𝑎𝑟𝑔𝑒 = 𝐸0 − 𝐾.
𝑄

𝑖𝑡+.01.𝑄
. 𝑖∗ − 𝐾.

𝑄

𝑄−𝑖𝑡
. 𝑖𝑡 + 𝐴. 𝑒(−𝐵.𝑖𝑡)                         (3.1) 

𝐸𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 = 𝐸0 − 𝐾.
𝑄

𝑄−𝑖𝑡
. 𝑖∗ − 𝐾.

𝑄

𝑄−𝑖𝑡
. 𝑖𝑡 + 𝐴. 𝑒(−𝐵.𝑖𝑡)                         (3.2) 

Where  

𝐸0: Battery constant voltage 

𝐾: Polarization constant (Ah-1) or polarization resistance (Ω) 

𝑖∗: Low frequency current dynamics (A) 

𝑖𝑡: Extracted capacity (Ah) 

𝑄: Maximum battery capacity (Ah) 

𝐴: Exponential voltage (V) 
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𝐵: Exponential capacity (Ah-1) 

To control battery in both charging and discharging mode, a converter with bidirectional 

power flow capability is required. In this work a half bridge buck-boost converter is used. 

The circuit of the converter is shown in Figure 3-3; it consists of an inductor (LB) 

responsible of current smoothing and voltage boosting, followed by two transistors (T1 & 

T2) which are controlled to provide the desired output voltage. A capacitor (CB) is 

connected at the output terminal to filter and minimize the ripple of dc output voltage. 

The bidirectional converter for the battery is described in equation (3.3)-(3.5) 

𝑉𝑇1 = 𝑉𝐵 + 𝐿𝐵
𝑑𝐼𝐵

𝑑𝑡
                                                                                       (3.3) 

𝑉𝑑𝑐 = 𝐷𝑇2𝑉𝑇1                                                                                              (3.4) 

𝐼𝐶 = 𝐶𝐵
𝑑𝑉𝑑𝑐

𝑑𝑡
                                                                                                 (3.5) 

Where 𝑉𝐵, 𝑉𝑇1 are battery voltage and voltage across T1. 𝐷𝑇2 is the duty ration of T2,  

and 𝐼𝐶 is current flowing in capacitor 𝐶𝐵. 

 T1VB CB

+

Vdc

  

LB

IB

 T2

LB

VT1

 

Figure 3-3 Bidirectional Converter Circuit 
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The battery can be controlled as the voltage source or current source depending on the 

application i.e. if the purpose of the control is maintaining a constant output dc voltage, 

then battery has to be controlled as the voltage source. On the other hand, if the battery is 

installed to supply specific amount of dc power, then a current controller will suit this 

goal. In this work, battery voltage is controlled to maintain dc link voltage at the inverter 

input terminals. The voltage controller block diagram is illustrated in Figure 3-4; the dc 

output voltage (Vdc) and battery current (IB) are sensed and fed to voltage controller. The 

desired voltage (Vdc(ref)) is compared with the measured voltage (Vdc) and  error is 

inputted to the PI controller whose output is a reference current  (IB(ref)). A second PI 

controller is employed to control the current by producing a proper value for the duty 

ratio (Duty) and feed it to a pulse generator which in turns generates the pulses that 

controls switching of transistors. By looking at the block diagram of the voltage 

controller, it can be easily noticed that both transistor are never on at the same time as the 

control signal for one of them is an inverted version of the other. It is worth mentioning 

that the extracted current from battery should not exceed the current limit. Therefore, the 

controller must be equipped with protection circuit against high current level. 

Vdc

Vdc(ref) +
   _ PI +

   _ PI
Pulse 

Generator

IB

IB(ref) Duty

Gate1 

Gate2 

 

Figure 3-4 Block Diagram of Battery Voltage Controller 
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3.3 PV Panel and MPPT controller modeling 

 

Photovoltaic generation has many advantages like Short lead time for designing 

and installing new systems, output power matching with peak load demands, static 

structure with no moving parts, long life, no noise, high power capacity per unit of 

weight, pollution free, highly mobile and portable because of its light weight, and very 

low operation and maintenance cost [151, 152]. The main disadvantages of photovoltaic 

are output fluctuation, and high investment cost [153]. One diode model is the simplest 

and the most popular model of PV. The schematic circuit in Figure 3-5 describes PV 

model; it consists of current source representing photoelectric current produced from the 

PV module, one diode to represent the P-N junction, and series resistance (Rs), and 

parallel resistance (Rp). 

Rp

Rs

CPV

IPV
+

VPV

  

IPh

ID

 

Figure 3-5 Schematic Circuit of PV Model  

The PV model is described by equation (3.6)-(3.10). 
 

𝐼𝑃𝑉 = 𝐼𝑝ℎ − 𝐼𝐷             (3.6) 

𝐼𝐷 = 𝐼𝑂 [exp (
𝑞(𝑉+𝐼𝑅𝑠)

𝛾𝐾𝑇𝐶
) − 1]          (3.7) 
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𝐼𝑃𝑉 = 𝐼𝑃ℎ − 𝐼𝑂 [exp (
𝑞(𝑉+𝐼𝑅𝑠)

𝛾𝐾𝑇𝐶
) − 1]         (3.8) 

𝐼𝑂 = 𝐼𝑂,𝑅𝐸𝐹(
𝑇𝐶

𝑇𝐶,𝑅𝐸𝐹
)3𝑒𝑥𝑝 [(

𝑞𝐸𝑔

𝐾𝛾
) (

1

𝑇𝐶,𝑅𝐸𝐹
−

1

𝑇𝐶
)]        (3.9)                                                                            

 𝐼𝐿 = (
𝐺

𝐺𝑅𝐸𝐹
) [𝐼𝐿,𝑅𝐸𝐹 + µ𝐼𝑆𝐶(𝑇𝐶 − 𝑇𝐶,𝑅𝐸𝐹)]      (3.10)                                                       

Where; 

ID   is the diode current (A) 

Iph   is the photoelectric current (A) 

V   is the output voltage (V) 

Io   is the saturation current (A) 

TC   is the module temperature (K) 

Rs   is the series resistance (Ω) 

Eg   is energy gap (Wh) 

G   is the radiation W/m2 

GREF   is the radiation under standard condition (W/m2) 

ILREF   is the photoelectric current under standard condition (A) 

TCREF   is the module temperature under standard condition (K) 

µISC   is the temperature coefficient of the short circuit current [A/K] 

The photoelectric current Iph is directly proportional to solar irradiance, and inversely 

proportional to ambient temperature. 

The power-voltage (P-V) curve and current-voltage (I-V) curve for different 

values of sun irradiance are shown in Figures 3-6 and 3-7 respectively. It is obvious that 

the amount of power produced by PV arrays increases as the irradiance increases. On the 
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other hand, a rise in the ambient temperature results in a reduction of solar generated 

Power as can be noticed from Figure 3-8 and 3-9 which shows P-V, and I-V curves at 

different values of ambient temperature. For particular values of irradiance and 

temperature, the amount of extracted power varies with voltage across the PV terminal, 

and it is maximum at a unique value of voltage called Vmpp. 

 

Figure 3-6 P-V Curves of PV at Different Irradiance Values 

 

Figure 3-7 I-V Curves of PV at Different Irradiance Values 
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Figure 3-8 P-V Curves of PV at Different Temperatures 

 

Figure 3-9 I-V Curves of PV at Different Temperatures 

The maximum power that could be harvested from PV panel is called maximum power 

point MPP. In order to fully extract available solar power, a converter controlled by 

MPPT algorithm is employed. Different algorithms for MPPT were previously 

introduced in literature survey. Here, IC method is used due to its simplicity, and since 

the MPPT improvement is out of scope of this work, IC was determined to be suitable,  
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The converter used for controlling Ppv is a boost converter. The schematic circuit 

of the boost converter is shown in Figure 3-10. The circuit of the boost converter is 

composed of an inductor (Lconv) for boosting voltage and smoothing current, a transistor 

(T) acting as a switch, a diode, and a filtering capacitor (Cconv).  

T Cconv

+

Vo

  

Vi

Lconv

Iconv

Rconv VT

 

Figure 3-10 Schematic Circuit of Boost Converter 

The dynamics of the converter and input/output relationship is described in equations 

(3.11) and (3.12). 

𝑉𝑖 = 𝑉𝑇 + 𝐿𝑐𝑜𝑛𝑣
𝑑𝐼𝑐𝑜𝑛𝑣

𝑑𝑡
+ 𝑅𝑐𝑜𝑛𝑣𝐼𝑐𝑜𝑛𝑣                                                         (3.11) 

𝑉𝑜 = 𝑉𝑇(1 − 𝐷)                                                                                         (3.12) 

Where 𝑉𝑖, 𝑉𝑇, and 𝑉𝑜 are input voltage, transistor voltage, and output voltage 

respectively. D is the duty ratio of control signal of T. Figure 3-11 shows how battery and 

PV could be connected in parallel. Without a battery connection the voltage at Cconv will 

change according to the voltage set point generated by MPPT controller, but the output 

DC voltage is needed to be constant at a suitable level for proper control of the inverter. 

Therefore, the battery is in charge of keeping DC voltage constant. As a matter of fact, a 

constant voltage at DC link is achieved through matching power at the input and output 
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of the DC link. In other word the battery will supply or absorb power mismatch between 

PV output power and inverter output power.   

     

Rp

Rs

CPV Tconv Cconv

 T1Battery CB

+

Vdc

  

LB

IB

IPV
+

VPV

  

 T2

PV model

 

Figure 3-11 Parallel Connection of PV and Battery 

   

3.4 Control of MG inverter 

 

The DC output voltage from the PV and the battery is converted to a suitable AC 

voltage using 3-phase inverter. In this thesis the distribution voltage VL-L is 380 V, and 

the frequency is 60 Hz. The inverter used in this work is depicted in Figure 3-12. It is 

composed of six IGBTs with anti-parallel diodes arranged in three half -bridges. 

Switching of the transistor is controlled by sinusoidal pulse width modulation (SPWM). 

SPWM generates firing pulses by comparing 3-phase sine wave with saw tooth signal. 
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The output voltage of the inverter contains high order harmonics which are filtered by 

LCL filter.         

 T1  T3  T5

 T2  T4  T6

 

Figure 3-12 Three-phase Inverter 

There are two control strategies for MG inverter i.e. PQ inverter, and voltage 

source inverter (VSI).  PQ inverter is used to supply a given active and reactive power 

set-point. While VSI feeds the load with predefined values of voltage and frequency, the 

real and reactive power drawn from VSI is determined by the connected load. In fact, PQ 

control mode is used when voltage and frequency is ruled or governed by another source 

of energy; it could be the main-grid in case of grid-connected operation, or if MG is 

disconnected from grid,  a diesel generator for example connected to MG network can 

regulate the voltage and frequency. In autonomous MG with multiple inverters, two main 

control strategies are possible i.e. single master operation (SMO), and multi master 

operation (MSO).  In SMO a single inverter is operated as VSI and acts as the master 

providing a reference voltage for MG. Being that, all other inverters operate in PQ mode 

(slaves). On the other hand, MSO has more than one inverter operating as VSI (masters), 
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with other PQ inverters. In this thesis SMO is chosen as a control strategy. The 

considered MG has two inverters, and two synchronous generators used MH and diesel 

generator. When any of the two synchronous generators is brought online, it would act as 

the voltage reference, and both inverters are controlled as PQ inverters. On the other 

hand, when the battery and PV can withstand the load alone, and both MH and diesel 

generators are disconnected from network, the PV inverter acts as master leaving battery 

as slave. 

The block diagram for the inverter controlled as VSI is illustrated in Figure 3-13. 

The building blocks of the VSI controller are: power controller, voltage controller, and 

current controller. The output current 𝑖𝑜, and the output voltage 𝑣𝑜, are measured and 

inputted to the droop controller and voltage controller. The output of the power controller 

is the voltage reference 𝑣𝑜
∗, which is used as the input to the voltage controller which in 

turns produces a reference current 𝑖𝑙
∗ used by the current controller. In addition to 𝑖𝑙

∗, 

current controller receive also 𝑖𝑙.            
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Figure 3-13 Block Diagram of VSI 
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The block diagram of the power controller is depicted in Figure 3-14. The power 

controller consists of PQ calculator, LPF, and droop controller. The droop controller 

mimics the governor of SG. Instantaneous real power (p) and reactive power (q) are 

calculated using output voltage and current. After that, p and q are passed through LPF 

with cutting frequency ωc to obtain the real power P and reactive power Q. Finally, P and 

Q are fed to the droop controller to produce reference voltage magnitude 𝑣𝑜𝑑
∗  and phase 

angle 𝜃. It can be seen from the block diagram that voltage and current are transformed 

from stationary frame (abc) in to synchronous frame (d-q) using the transformation 

matrix described in equation (3.13) 

𝑣𝑑𝑞 = [
cos(𝜃) cos(𝜃 −

2𝜋

3
) cos(𝜃 +

2𝜋

3
)

− sin(𝜃) − sin(𝜃 −
2𝜋

3
) −sin(𝜃 +

2𝜋

3
)
] 𝑣𝑎𝑏𝑐                         (3.13) 
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Figure 3-14 Block Diagram of Power Controller 

p, and q are given by equations (3.14) and (3.15) 

𝑝 =
3

2
(𝑣𝑜𝑑𝑖𝑜𝑑 + 𝑣𝑜𝑞𝑖𝑜𝑞)                                                                            (3.14) 

𝑞 =
3

2
(𝑣𝑜𝑑𝑖𝑜𝑞 − 𝑣𝑜𝑞𝑖𝑜𝑑)                                                                            (3.15) 
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P, and Q are expressed in equation (3.16) and (3.17) 

𝑃 =
 𝜔𝑐

𝑠+𝜔𝑐
𝑝                                                                                                 (3.16) 

 𝑄 =
𝜔𝑐

𝑠+𝜔𝑐
𝑞                                                                                                (3.17) 

The reference frequency ω obtained from P/ω droop controller is given by: 

𝜔 = 𝜔𝑛 − 𝑚𝑝𝑃                                                                                          (3.18)   

Where 𝜔𝑛, is the nominal frequency and 𝑚𝑝, is the P/ω droop gain. θ is obtained by 

integrating ω.  

The reference voltage 𝑣𝑜𝑑
∗  is obtained from Q/V droop controller as in equation (3.19) 

𝑣𝑜𝑑
∗ = 𝑣𝑛 − 𝑛𝑞𝑄                                                                                       (3.19) 

Where 𝑣𝑛, is the nominal voltage and 𝑛𝑞, is the Q/V droop gain. 

The block diagram for the voltage controller is shown in Figure 3-15. It accepts reference 

voltage 𝑣𝑜𝑑𝑞
∗ , measured output voltage 𝑣𝑜𝑑, and measured output current 𝑖𝑜𝑑 as inputs 

and generates reference filter current  𝑖𝑖𝑑𝑞
∗ .  𝑣𝑜𝑑 is subtracted from 𝑣𝑜𝑑𝑞

∗ , and the resulting 

error is fed to the PI controller. By adding a feed forward terms of  𝑣𝑜𝑑 and 𝑖𝑜𝑑 to the 

output of PI controller, 𝑖𝑖𝑑𝑞
∗  is obtained. The voltage controller can be described by the 

state equation (3.20) and (3.21) along with algebraic equations (3.22) and (3.23) 
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Figure 3-15 Block Diagram of Voltage Controller  

  

𝑑𝜙𝑑

𝑑𝑡
= 𝑣𝑜𝑑

∗ − 𝑣𝑜𝑑                                                                                       (3.20) 

𝑑𝜙𝑞

𝑑𝑡
= 𝑣𝑜𝑞

∗ − 𝑣𝑜𝑞                                                                                        (3.21) 

𝑖𝑙𝑑
∗ = 𝐹. 𝑖𝑜𝑑 − 𝜔𝑛𝐶𝑓𝑣𝑜𝑑 + 𝐾𝑝𝑣(𝑣𝑜𝑑

∗ − 𝑣𝑜𝑑) + 𝐾𝑖𝑣𝜙𝑑                               (3.22) 

𝑖𝑙𝑞
∗ = 𝐹. 𝑖𝑜𝑞 + 𝜔𝑛𝐶𝑓𝑣𝑜𝑞 + 𝐾𝑝𝑣(𝑣𝑜𝑞

∗ − 𝑣𝑜𝑞) + 𝐾𝑖𝑣𝜙𝑞                                (3.23) 

Where F is the current feed forward gain, 𝐶𝑓 is the filter capacitance,  𝐾𝑝𝑣 and 𝐾𝑖𝑣 are the 

proportional and integral gain respectively.   

The structure of current controller is exposed in Figure (3-14). The corresponding state 

equation are: 

𝑑𝛾𝑑

𝑑𝑡
= 𝑖𝑙𝑑

∗ − 𝑖𝑙𝑑 (3.24) 
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𝑑𝛾𝑞

𝑑𝑡
= 𝑖𝑙𝑞

∗ − 𝑖𝑙𝑞 (3.25) 

Along with algebraic equation 

𝑖𝑙𝑑
∗ = −𝜔𝑛𝐿𝑓𝑖𝑙𝑑 + 𝐾𝑝𝑐(𝑖𝑙𝑑

∗ − 𝑖𝑙𝑑) + 𝐾𝑖𝑐𝛾𝑑                                                (3.26) 

𝑖𝑙𝑞
∗ = −𝜔𝑛𝐿𝑓𝑖𝑙𝑞 + 𝐾𝑝𝑐(𝑖𝑙𝑞

∗ − 𝑖𝑙𝑞) + 𝐾𝑖𝑐𝛾𝑞                                                 (3.27) 
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Figure 3-16 Block Diagram of Current Controller 

PQ inverter block diagram is illustrated in Figure 3-17. Since the voltage is governed by 

another source of energy, the voltage controller is no longer needed. The PQ controller 

calculates the reference current 𝑖𝑙𝑑𝑞
∗  required to produce predefined PQ set-points (P* and 

Q*), and passes to the current controller. A typical PQ controller is depicted in Figure 3-

18.  
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Figure 3-17 Block Diagram of PQ Inverter 






















*

*
1

3

2

Q

P

vv

vv

odoq

oqod

   +
+
    -

   +
-
   +

Low Pass Filter

*

oqi

*

odi

odi

oqi

ldi

lqi

*

ldi

*

lqi

*

*

Q

P

oq

od

v

v

 

Figure 3-18 PQ Controller 

The reference output currents 𝑖𝑜𝑑
∗ , 𝑖𝑜𝑞

∗  are calculated using reference real and reactive 

power 𝑃∗, 𝑄∗ and measured output voltage 𝑣𝑜𝑑, 𝑣𝑜𝑞 by equations (3.26) and (3.27)   

𝑖𝑜𝑑
∗ =

2

3
.
𝑣𝑜𝑑𝑃∗ − 𝑣𝑜𝑞𝑄∗

𝑣𝑜𝑑
2 + 𝑣𝑜𝑞

2
                                                             (3.26) 

𝑖𝑜𝑞
∗ =

2

3
.
𝑣𝑜𝑞𝑃∗ + 𝑣𝑜𝑞𝑄∗

𝑣𝑜𝑑
2 + 𝑣𝑜𝑞

2
                                                             (3.27)                      
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The reference inductance coupling current 𝑖𝑑
∑

, 𝑖𝑞
∑

  are obtained as follows:   

𝑖𝑑
∑

= 𝑖𝑜𝑑
∗ + (𝑖𝑙𝑑 − 𝑖𝑜𝑑)                                                                               (3.28) 

𝑖𝑞
∑

= −𝑖𝑜𝑞
∗ + (𝑖𝑙𝑞 + 𝑖𝑜𝑞)                                                                            (3.29) 

𝑖𝑑
∑

, 𝑖𝑞
∑

  are passed through LPF to obtain𝑖𝑙𝑑
∗ , 𝑖𝑙𝑞

∗ . 

As will be discussed later, the inverter will be switched from PQ inverter mode to VSI 

mode and vice versa as illustrated in Figure 3-19.
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Figure 3-19 Mode Transition of Inverter Operation  

3.5 Micro Hydro modeling 

The principle of hydro generation is to convert potential energy of water at high 

level to kinetic energy by discharging water into a lower level, and then converts the 

resulting energy into electrical energy by using the kinetic energy of water to driver a 

turbine which in turns drives an electric generator. The maximum power that can be 
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produced depends on mainly the head of water and flow rate. The power produced by 

hydro-generation is given by (3.30) 

𝑃𝐻 = 𝛾. 𝑄. 𝐻. 𝜂𝑇. 𝜂𝐺       (3.30) 

Where: 

𝑃𝐻 Hydroelectric power (W) 

γ Specific weight of water (9810 N/m2)  

Q Water flow rate (m3/s), 

H Water fall height (Head) (m)  

ηT Efficiency of turbine  

ηG Efficiency of generator                                                  

For a simple hydraulic system with a water dam, water flow control system and penstock; 

the hydrodynamic equations are: 

𝑈 = 𝐾𝑢𝐺√𝐻                                                                                              (3.31) 

𝑃𝑚 = 𝐾𝑝𝐻𝑈                                                                                               (3.32) 

𝑑𝑈

𝑑𝑡
= −

𝑎𝑔

𝐿
(𝐻 − 𝐻0) (3.32) 

𝑄 = 𝐴𝑈                                                                                                      (3.34) 

Where: 

𝑈: Water speed  

G: Gate opening  

𝐻0: Initial steady-state value of  𝐻 

𝑃𝑚: Turbine mechanical power  

𝐿: Length of conduit 

𝐴: Pipe Area 

𝑎𝑔: Gravity acceleration 
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𝐾𝑢, 𝐾𝑝 constants of proportionality  

 

Based on the rated values, (3.31)-(3.34) are normalized as follows: 

�̅� = (
�̅�

�̅�
)

2

                             (3.35) 

�̅�

�̅� − 𝐻0
̅̅̅̅

=
1

𝑇𝑤𝑠
                             (3.36) 

𝑇𝑤 =
𝐿𝑈

𝑎𝑔𝐻𝑟
=

𝐿𝑄𝑟

𝑎𝑔𝐻𝑟
                             (3.37) 

�̅�𝑚 = (
𝜔0

𝜔
) �̅�𝑚 (

𝑃𝑟

𝑀𝑉𝐴𝑏𝑎𝑠𝑒
) =

1

�̅�
(�̅� − �̅�𝑁𝐿)�̅��̅�𝑟                             (3.38) 

�̅� = 𝐴𝑡�̅�                             (3.39) 

𝐴𝑡 =
1

�̅�𝐹𝐿 − �̅�𝑁𝐿
                             (3.40) 

 

With reference to (3.30), the amount of generated power by hydro facility can be 

regulated by controlling the rate of water flow through the adjustment of the gate opening 

G. The Block diagram of hydroelectric generation control system is depicted in Figure 3-

20. 
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Figure 3-20 Block Diagram of Hydroelectric Generation Control System 

Speed is regulated using a PID controller which drives a servo motor which in turns 

defines the required gate opening (g). Each value of g corresponds for a specific amount 

of water flow Q. The water flow drives the hydraulic turbine producing a certain 

mechanical power Pm used to rotate SG and produce electric power. Block diagrams of 

the servo motor and hydraulic turbine are shown in Figures 3-21 and 3-22 respectively. 
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Figure 3-21 Block Diagram of Servo-Motor 
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Figure 3-22 Block Diagram of Hydraulic Turbine  

 

3.6 Diesel Generator Modeling  

Diesel generator is commonly used for back up generation, as it has fast response 

and the output power can be regulated rapidly. It is also used to supply power to isolated 

and remote areas. The investment cost of Diesel generator is low. However, it is running 

cost is high, and it is not friendly with environment [154, 155]. The Model of diesel 

generator is shown in Figure 3-23. The model is composed of a speed controller, actuator, 

and diesel engine. Speed error is fed to a speed controller which regulates the frequency 

of the generated voltage, and the output of the speed controller is weighted by gain K and 

inputted to the actuator which controls the fuel pumped to diesel engine. The diesel 

engine acts as a prime mover driving the SG. Speed controller and actuator are 

represented by second order transfer functions, while the diesel engine is modeled by a 

time delay Td. TC1, TC2, and TC3 , time constants of speed controller, and TA1, TA2, and TA3 

and time constants of actuator.   

 



49 

 

     

ωref Pm+
    _

K ʃ 
1

1

2

2

21

3





sTsTT

sT

CCC

C

1

1

2

1





sT

sT

A

A

1

1

2 sTA

sTde
 ×  

    ×   

ω
Speed Controller Gain

Actuator

Integrator Engine

 

Figure 3-23 Diesel Generator Model 
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4 CHAPTER 4 

Proposed Control and Management Strategy  

4.1   Hierarchy of proposed strategy  

The MG under study cannot be managed using distributed controllers (e.g. droop 

controller); it requires a supervisory controller for the following reasons: 

 BSS can run out of energy and the controller has to be aware of that when it 

happens. 

 PV generation is fluctuating and it is available during specified hours only. 

 Any DG unit may encounter a technical failure, so it has to be disconnected. 

 MH total generated energy in a day has to be monitored. 

 Unit starting up or shutting down has to be managed. 

The proposed control strategy has two levels as shown in Figure 4-1. The upper 

level is an online energy management system (EMS) based on MAS, and the lower level 

is local level, in respond to power commands required by MAS. MAS will perform 

power balance and economic dispatch online based on system information provided by 

every DG and load in MG. MAS will be discussed in details in chapter 5. The local 

controllers for each DG in MG (described in chapter 3) will receive commands from 

MAS and will realize them. The  information required by MAS includes P and Q demand 

at each load bus, available generation capacity for every DG, available solar power at any 

given time, SOC for batteries, and breaker status for both MH and diesel generator. On 
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the other hand, the commands issued by MAS include P and Q setting, mode of operation 

(PQ bus or PV bus), breaker open/close command, charging/discharging mode of 

operation for the battery. In normal conditions the total capacity MH-PV-BSS hybrid 

system should be sufficient to supply the total load. However, if due to unexpected 

weather condition or sudden failure in MH plant then the diesel generator will be started 

to back up generation system.  

 

Figure 4-1 Hierarchy of Control and Management Strategy 

4.2   Flow Chart and Description of EMS 

 

The flow chart for EMS is shown in Figure 4-2. EMS receives required 

information as previously mentioned, then checks if the power from PV generator can 

meet the load demand. If yes then it will set the inverter of PV as the VSI inverter. In this 
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case PV will be autonomously supplying the load, and it will alone form the grid. In case 

the available solar power is not enough to fully electrify the total connected load, the 

battery is checked for available energy to support the PV generators. If it is found that 

energy stored in the battery is not enough then MH will be committed. When MH is 

committed the PV inverter will switch to PQ inverter and hydro-generation will be 

responsible of regulating the voltage and frequency. In addition, BSS will be switched to 

charging. Finally, if MH and PV cannot withstand the load, the diesel generator will be 

committed. In fact, when the diesel generator or MH plant is committed, then it is not 

reasonable to continue discharging BSS. Instead, BSS could be put in off-state to save 

energy and support PV generator when diesel generator or MH go offline, or in case that 

MH is running the hydro power can be used to charge BSS up to specific percentage. 

Moreover, if EMS finds that MH or diesel generators are no longer needed to be running, 

but they did not ran for their minimum up time, then they can be operated at their 

minimum output power and charge the batteries. Based on the aforementioned 

description proposed on EMS, it can be concluded that EMS has the following objectives: 

- To minimize the operational cost by fully utilizing RES. 

- To maintain voltage and frequency of MG at nominal values 

- To handle interactive operation of MG      

- To assign P, and Q settings for each DG in MG 

- To assign operation mode for each DG in MG 

- To supervise the charging/discharging operation of BSS. 

- To perform unit commitment operation of MH and diesel.  
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Figure 4-2 Flow Chart of EMS    

In order to fully utilize the solar energy resources, the battery is installed to store 

or supply the mismatch between PV generation and load. That is not the only reason for 

deploying the battery; the battery is also used to minimize fluctuation of PV generation 

and shave the power. In addition, charging battery from MH will enable MH and PV to 

operate interactively. In fact, two operation and control strategies are possible for MH-PV 

system i.e. interactive operation strategy, and parallel operation strategy [14, 156]. In 

interactive operation, PV with aid of BSS autonomously supplies load during day time. 

That means, PV-BESS system has to keep voltage and frequency at nominal value. In 

other words, PV-BESS inverter has to be operated as VSI.  During night time and early 
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hours in morning, MH is responsible for supplying load independently. This type of 

operation is preferred for dam type hydro generation to reserve the water in reservoir, 

especially in hot season. The other valid strategy of operation is parallel operation where 

PV and MH work in parallel, and this type of operation is preferred for run-off river MH. 

In parallel operation, there are two possibilities for regulating voltage and frequency; the 

first possibility is to let PV inverter act as PQ inverter, supplying predefined P and Q 

setting while MH forms the grid voltage reference. The second approach is to allow both 

MH and PV to form the grid in parallel through droop controllers. In order to operate MG 

interactively, the following considerations have to be taken into account: 

 If the MH or diesel generators are to be committed, then the startup of these units 

must be gradual. Since, BSS will be discharging at maximum rate prior to starting 

of MH or diesel generator, then switching BSS from discharging state to off state 

or charging state immediately after committing MH or diesel generator in on shot, 

will require huge starting power from MH and diesel generator. So, BSS power 

better starts decreasing while MH power start increasing in small steps till BSS 

reaches off state or charging state. This will result in smooth starting up and 

smooth. 

        When EMS discovers that MH and diesel generators are no longer required 

and PV-BSS system can withstand the load, then it is not thinkable that BSS starts 

discharging at maximum rate, and MH/diesel generator goes offline directly. This 

will cause huge disturbance in the system. Instead gradual shut down mechanism 

of conventional generators is activated. In this mechanism, BSS starts to 

discharge at low power level and conventional generators start to decrease their 
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power gradually till the reach minimum generation values. At that moment, the 

units can be shut down and the breaker can be opened. 

 There has to be a spinning reserve always. So, none of DGs working 

autonomously is operated at maximum generation output. Also, when the 

committed units cannot keep the reserve, then a new unit must be brought online. 

 When a new units is about to be started and connect to the existing MG, the 

voltage of MG and the new unit must be synchronized. To achieve that, the 

incoming unit is first started at no load, and the phase of its voltage is modified 

until the phase error between MG voltage and unit become equal or close to zero. 

It is possible also to alter the phase of MG by changing the phase of PV inverter 

until it matches the phase of new unit. In fact, the incoming units can be MH 

generator or diesel generator. In case that MH is the unit which is to be 

committed, then PV inverter controller need to receive the phase of MH generator 

and synchronization triggering signal to start synchronization. The same can be 

done to diesel generator.  

The flow chart for startup operation of MH and diesel generator is shown in Figure 

(4-3). In the proposed MG there are two BSS; one is connected in parallel with PV 

generator at bus 1 (BSS-1), and another is installed at bus 5 (BSS-2). When EMS 

discover that PV generator and BSS maximum power are no longer enough to supply 

the total load, it checks for the availability of MH power, and if it is available, EMS 

closes the breaker of MH and decreases the output of BSS-2 by 2000 W. After that, 

EMS enters in waiting state for specific time using time counter. After waiting time is 

over, it checks if the output of BSS-2 is less than 3000 W. If yes, then EMS starts 



56 

 

decreasing BSS-1 output in the same manner. When output power of both BSS-1 and 

BSS-2 become less than 3000 KW, EMS instructs both batteries to enter off state. It 

is worth mentioning that with every time BSS decreases it is output, MH increases its 

output automatically as it act as voltage reference. 

The gradual shut down of conventional generation units is executed in accordance 

with the flow chart depicted in Figure (4-4). First, EMS has to know what generator is 

running and required to be shut down. This is done by checking the breakers of and 

the amount of generation for MH generator. If MH is running then EMS gradually 

starts to decrease its output until the minimum generation level is reached. At that 

moment EMS open the breaker of MH and transfer PV inverter from VSI to PQ. EMS 

does the same for diesel generator. In this work one MH an diesel generator is 

running at a time.            
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Figure 4-3 The Flowchart of Gradual Start up 
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Figure 4-4 The Flow Chart of Gradual Shut Down  
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Online management might not be optimal as it is not planned. However, for the 

particular generation system proposed here, the most important issue is to obtain the best 

schedule for charging and discharging batteries. Nevertheless, for the studied system , we 

can tell when to charge or discharge the batteries. For example, in interactive operation 

mode, the battery is supposed to be discharged when PV generation cannot meet the load 

and charged when PV generation is greater than the load. The battery can be charged also 

during working hours of MH to store energy enough to make PV-BSS system able to 

withstand the load autonomously and shut down MH plant.  
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5 CHAPTER 5 

Proposed Multi-Agent System (MAS) Development  

5.1   Agent and MAS Definition 

 

Several different definitions were produced to an agent by the computer science 

community. The fact that several definitions were proposed creates difficulty of defining 

notion for agency. In spite of the fact that the definitions of the agents differ from each 

other, they all share a basic set of concepts. The well-known definitions that clearly 

describe and reveal the identity of the agent belongs to Maes, Wooldridge, and Russell 

and Norvig. Maes quotes that “Agents are computational systems that inhabit some 

complex, dynamic environment, sense and act autonomously in this environment, and by 

doing so realize a set of goals or tasks for which they are designed” [157]. According to 

Wooldridge an agent is merely “a software (or hardware) entity that is situated in some 

environment and is able to autonomously react to changes in that environment.” [158]. 

The environment is simply everything external to the agent. Russell and Norvig go 

further, by requiring the scheduling of actions to be in response to some change in the 

environment, and not simply the result of the agent’s in-built knowledge. For an agent to 

be situated in the environment, at least part of this environment should be observable or 

alterable by agent [159].  

 An analogy between a living person in a human society and an agent situated in a 

software or hardware environment can be made, a member of society can observe the 
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events that took place around him and by taking certain actions he might alter the reality 

of society. 

As many are convinced that agents are no different from existing systems, 

Wooldridge extended the definition of an agent to an intelligent agent to give a 

distinguished definition to agent. The intelligent agent has the following properties: 

-Reactivity: an intelligent agent is able to react to changes in its environment in a timely 

fashion, and takes some action based on those changes and the function it is designed to 

achieve. 

-Pro-activeness: intelligent agents exhibit goal-directed behavior. Goal-directed behavior 

connotes that an agent will dynamically change its behavior in order to achieve its goals. 

For example, if an agent loses communication with another agent whose services are 

required to fulfill its goals, it will search for another agent that provides the same services 

-Social ability: intelligent agents are able to interact with other intelligent agents. Social 

ability connotes more than the simple passing of data between different software and 

hardware entities, something many traditional systems do. It connotes the ability to 

negotiate and interact in a cooperative manner  

Now, if more than one agent exists in the same environment they compose MAS. 

Therefore, MAS is simply a system comprising two or more agents or intelligent agents. 

The system has an overall goal which is fulfilled by the cooperation of all agents. These 

agents exchange information, commands, and interact with each other. However, each 

individual agent has its own local goal and pursues to achieve it through a sequence of 

decisions and actions [160]. 
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5.2   Multi-Agents Communication and Coordination 

 

Agents need to communicate with each other in order to cooperate and negotiate. 

In fact, agents need also to make contact with user and system resource. In particular, 

agents interact with each other using some special languages, called agent 

communication languages (ACL). Among the messaging languages standards, the 

standards defined by the Foundation of Intelligent Physical Agent (FIPA) are widely 

used. FIPA ACL supports different content languages and provides managed 

conversation through interaction protocols. Agents must coordinate with each other to 

ensure that a group of agents in some environment act in consistent manner. The 

necessity of coordination can be justified by a number of reasons; one reason is that 

separate agents' objectives may conflict with each other, that is to say, a particular agent 

might take some action to achieve its goal without coordination and affect other agents 

adversely. Another reason is that agents' goal might be dependent. Besides, agent may 

have different capabilities and different knowledge so they need coordination to share 

knowledge and help each other. Moreover, coordination can help achieving the goals of 

agents more rapidly.  

Many approaches can be used to handle agent coordination including 

organizational structuring, and multi-agent planning. In organizational structuring the 

simplest way is to use a master agent to gather information from a group of slave agents, 

create plans and assign tasks to each individual slave agent. This approach is difficult to 

realize in practice, and conflicts with decentralized nature of MAS. Another technique 

used in organizational structuring is contracting net protocol (CNP). It is a very useful 
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and efficient technique for allocation of resources and tasks among agents. CNP is based 

on decentralized market structure. Each agent does not solve its local problem using its 

local resources and knowledge, but instead it seeks for help from other agents. An agent 

announces a contract through a manager agent, submits its bids through contractor agents, 

and evaluates the bids of the other agents received through the contractor agent, and 

decides which offer is the best. 

The other way to deal with coordination problem is to treat it as a planning 

problem. Multi-agents can plan their actions to avoid inconsistency between the different 

agents’ local goals. This can be done in centralized manner where a coordination agent 

receives local plans and future actions and modifies them to eliminate any conflict. Also, 

an agent can communicate with each other directly or indirectly (through other agents) in 

decentralized manner without a need for a coordinator, and they can agree on the plans 

that guarantee coherence. In This Thesis the decentralized communication is used [161]. 

5.3     Creating Agents Environment 

 

In order to build agents, a platform or a software environment compliant with 

FIPA standards is required. In this work Java Agent Development Environment (JADE) 

is used. JADE is a software framework fully implemented in Java language. It simplifies 

the implementation of multi-agent systems through a middle-ware that complies with the 

FIPA specifications and through a set of graphical tools that supports the debugging and 

deployment phases. In order to generate and execute the required Java code, a java-based 

open source platform called Eclipse is used. Eclipse allows creating customized 

development environment (IDE) from plug-in components. To build agents, first the 
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main container is launched activating JADE management GUI (-gui). Other containers 

can be built and registered to the main container in the same platform. Agents are created 

or terminated in the main container or in another normal container. The main container 

holds two special types of agents, namely Agent Management System (AMS), and 

Directory Facilitator (DF). AMS provide naming services i.e. each agent will have a 

unique name. It also represents the authority in the platform. On the other hand, DF 

provides yellow page service to enable different agents to find each other and make 

contact. Other main containers can be started in other platform and the agents with can be 

found and contacted using their unique names. Figure 5-1 illustrated an example of 

containers and platforms; two main containers are launched within two separate 

platforms. Two other normal containers are started in the first platform and register to 

main container. A1-A5 represents agents’ names created in different containers.          
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Figure 5-1 Platforms and Container of MAS [162] 

Once the agent platform is built, agents can communicate with each other and 

exchange messages containing information, requests, or commands. In JADE there are 

various message template formats such as CPF (call for proposal), PROPOSE, 

REQUEST-PROPOSAL, ACCEPT, REFUSE, and INFORM.     

 

5.4   Proposed MAS Architecture 

 

MG under study was described in chapter 3. As MG has 7 buses, then 7 agents 

have to be created. Each individual agent corresponds to a particular bus. MAS will 

contain three load agents (LA), and four generation agents (GA). GAs are further 

classified according to the type of generation attached at their corresponding buses, PV 
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agent (PVA), battery agent (BA), micro-hydro agent (MHA), and diesel generator agent 

(DGA). In addition, service agent (SA) can be built to provide load and weather 

forecasting services required for energy management process. As mentioned before, 

agents need to communicate and coordinate with each other to achieve local and global 

goals which in this case maximize the utilization of renewable energy resources. In other 

words, MAS aims to minimize cost of operation by coordinating between different agents 

in the system. Control and management strategy was detailed in chapter 4. As previously 

mentioned, the communication approach adopted in this work is a decentralized 

approach, with no coordinator agent existing. To accomplish communication, first a 

communication tree (spanning tree) is formed, so every agent knows agents that can be 

contacted for exchanging information and commands. This means that the information 

flow route is established to enable proper flow of messages between different agents of 

the system. Figure 5-2 shows a simplified single line diagram of the proposed MG. It is 

assumed that only agents whose corresponding buses are interconnected can construct 

direct link of communication between them. Furthermore, agents with direct link need to 

have what is called parent/child relationship where the child agent reports its local view 

of the system to its parent agent which in turns sends commands or action request to its 

child. Agent can have only one parent and multiple children. Once two agents have 

established Parent/child relationship, each of the two agents store its parent's or child ID.   
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Figure 5-2 Single Line Diagram of MG 

In the stage of establishing a communication tree, any agent can possibly be the starting 

agent. Taking PVA for example as a starting agent, the procedure for forming a complete 

communication tree can be described as follows: 

 PVA sends a contact request to LA1, and LA1 accepts it if it is possible. PVA 

stores LA1 ID as its children, and LA1 stores PVA ID as its parent. 

 LA sends two communication requests; one for LA2, and another for MHA. In 

case nothing prevents this communication link from being constructed, then LA2 

will have two children; LA2 and MHA. Consequently, LA2, MHA have LA1 as 

their parents. 
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 LA2 send request to BA, so the second one becomes a child of the first one. As a 

matter of fact, BA receives another request from MHA, as they have their buses 

interconnected. However, it chooses to refuse it, since it can have only one parent. 

Nevertheless, both of LA2 and MHA in this case, are always potential parents. 

What decides which agent will be accepted as a parent is simply the time of 

request reception. In other words, an agent accepts the first received request and 

reject all other coming next.     

 The outcome of the remaining steps can be easily concluded; BA becomes a 

parent of LA3 and DGA becomes a child of MHA. 

After the spanning tree is completed, the flow of information between the agents 

starts as depicted in Figure 5-3. Every agent sends its local system view to its parent, and 

when any agent receive view from its child it combines it with its local view and send a 

new data package to its parent. This procedure continues until a starting agent is reached. 

In fact, the starting agent can see the whole system view and can process the system 

information to issue commands to different agents in order to achieve system global goal. 

The content of messages and message format sent by a particular agent depends on the 

type of agent. All agents have to send their ID and type along with other information. The 

type of each agent is denoted by a letter, for example LA is denoted by 'L', and battery is 

denoted by the letter 'B' and so on. A description of messages sent by each agent is 

presented as follows: 

 PVA sends available solar power PPV, SOC of battery, total real Power PG and 

reactive power QG capacities. The message format is <ID,PVB, PG, QG, PPV, 

SOC>  
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 LAs sends real and reactive power demand PL, QL. The message format is 

<ID,L,PL,QL> 

 DGA: real and reactive power capacity, breaker status (BRK), running time (RT),  

The message format is <ID,D,PG,QG,BRK,RT>   

 MHA: real and reactive power capacity, breaker status. The message format is 

<ID,H,PG,QG,BRK,RT>   

 BA: SOC of battery, real and reactive power capacity. The message format is 

<ID,B,PG,QG,SOC>  

Load Agent

Load Agent
Hydro 
Agent

Battery 
Agent

Load Agent

Diesel 
Agent

PV-Battery 
agent

(View)
<A6,LPL,QL,SOC>

(View)
<A5,B,PG,QG,SOC>

(View)

(Command)
Load Shedding 

(Command)
P, Q settings

Operation Mode

(Command)
P, Q settings

Operation Mode 

(View)

(View)
<A4,LPL,QL,SOC>

(View)
<A3,H,PG,QG,BRK,RT>

(View)
<A7,D,PG,QG,BRK,RT>

 

Figure 5-3 Information Flow between Agents 

RT is necessary for handling unit commitment of diesel and MHP; it is not acceptable for 

the hydro station or diesel generator to start and stop repeatedly every short period. If the 

MHP or diesel generator is started and a load drop takes place right after that, then the 
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MHP or diesel generator will be used to charge batteries. In order to achieve this task, 

after each unit commitment the MHA and DGA start a time counter to let the starting 

agent know the running time and consider it. The previous message formatting enables 

the starting agent to identify every agent ID and type of agent, whether it is a load or 

generator. In case it is a generation agent, the starting agent has to know the type of 

generation. After that, the starting agent processes system information using EMS flow 

chart described in chapter 4, and sends commands to every agent and adds agent IDs at 

the starting of its corresponding commands. This is so that the receiving agents can 

extract the commands related to it, and this will be the third stage of communication. 

Assuming again that the starting agent is PVBA, the procedure for processing the system 

information and issuing commands are described as follows: 

- Once PVBA has the complete system view, it conducts an online optimization 

process based on the flowchart illustrated in Figure 4-2 to obtain P, Q settings, 

mode of operation, and breaker open close command. 

- PVBA  merges all command in one message, and add agent IDs at the beginning 

of the commands corresponding to that agent 

-   PVBA passes the message containing all commands to its Child LA1, and LA1 

searches for its ID and extracts the information that belongs to it and eliminates 

them from the message obtaining a new message.  

- LA1 sends the new message to its child, and since it has two children (LA2 and 

MHA) it will send the same message for both of them. LA2 and MHA can search 

for their commands, extract them, and delete them. 

- This procedure continues until the last agent receives its command.  
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Different types of agents receive different command packages due to their disparities in 

control requirements. For example, in addition to P and Q settings, PVBA receives 

inverter mode of operation (PQ or VSI). In general, all generation agents receive breaker 

open/close commands to allow MAS to isolate any generation unit if required.    The 

commands formats for the different types of agents in the system are as follows: 

- PVBA receives P, Q settings, inverter mode of operation (MOD) breaker open/close 

command (BRK). The package sent to PVBA from starting agents has the following 

format <ID,P,Q,MOD,BRK> 

- LAs receive the same values of P and Q that were sent by them. In case load shedding is 

required, the amount of required load shed is cut from the original P and Q values and 

sent to LA. The message format is <ID, P, Q> 

- BA receives P, Q setting, MOD, charging/discharging mode selection (MOCH), and 

BRK. The message format is <ID, P, Q, MOD, MOCH, BRK > 

-MHA and DGA receive P, Q setting, and BRK and their commands are arranged in the 

following format <ID, P, Q, BRK> 

Once every agent receives its commands, it will send them to their corresponding control 

system, and this will be the end of the three stages or sweeps of communication. This 

procedure is continuously repeated to keep EMS updated. Important issues regarding the 

previous procedure have to be highlighted which are the possibility of failure in 

completion of the spanning tree or information flow and the impact of this failure on the 

system. In fact, communication failure is probable, and this may cause one agent or group 

of agents to lose the communication of the system, and if they have no alternative 
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communication path, this will lead to incompletion of flow information process. With 

lack of information the starting agent will not be able to have the right decisions. An 

alternative plan has to exist to deal with such situation. In this case, adaptive 

communication and zonal control is introduced to fix this problem. 

5.5 Zonal Control 

First of all, we have to explain how an agent can recognize that it is a starting 

agent. In fact, the agent with no parents can realize that it is a starting agent. After the 

spanning tree construction stage or information flow stage, more than one starting agent 

can be found, this will be due to partial failure in the communication network. Any 

starting agent has to process whatever information it receives and issue proper commands 

for other agents in contact. This means that the communication system is dynamic and 

adaptive, and if more than one starting agents exist in the system this means that the 

management system is divided into zones. The group of agents contained in each zone act 

based on partial information they have and construct the best possible operation plan. The 

complete system view in this case will not be available for any starting agent, so the 

operation schedule will not be optimal. Nevertheless, the MG will be running in 

suboptimal operation until the communication system is recovered. The communication 

failure is not the only case that requires zonal management and control; a fault can occur 

in some feeder or at a particular bus. This will cause the breaker to operate and isolate 

parts of the system from the others. In that case automatic zonal formation is very useful 

as it provides an alternative temporary plan for MG management. However, there are a 

number of limitations and constraints faced by zonal control.  Among these limitation ,we 

can mention the type of agents contained by a particulate zone. If all of the agents in the 
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zone are of generation type or load type then those agent are out of options and no 

proposed plan is available. Nevertheless, the opportunity for this case to happen becomes 

less as MG becomes larger and the number of agents increases. Moreover, avoiding the 

similarity of adjacent agents (neighbor agents) will minimize or even eliminate the 

possibility of having zones out of plans. There is another issue to care about when 

applying zonal control which are the voltage and frequency reference. Since MG is 

operated in SMO, and as zones are caused by either power failure, communication failure 

or both, then there should be something to indicate the reason of zone formation; this is 

because when there is a fault isolating the zone from the source that’s providing the 

voltage reference, then the agents within the zone have to manage themselves in order to 

provide their own voltage reference. On the other hand, if there is no power isolation and 

just communication isolation, then the objective of control would be only load/generation 

balance in zone. Due to the small size of proposed MG and number of agents there will 

be not much options or alternative plans for zonal control, so, a single scenario will be 

simulated to show the validity of this proposed approach. The case that is going to be 

simulated is when BA loses communication with LA2. In this case BA will search for an 

alternative communication path. Fortunately, MAS enables the agent to search online for 

other agents. In our system BA will find MHA and send a communication request, and if 

the link is successfully built, then the problem is solved and everything is back to normal. 

However, due to some reason the connection could not be established between BA and 

MHA, or we can assume that there was no physical communication channel between the 

two agents in the first place. In this situation, BA will process the system view it has 

which is in this case BA generation capacity with SOC and load demand received from 
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LA3. Suppose that BA is not capable of supplying the whole load demand at bus 6. In 

that situation BA instructs LA3 to curtail part of the load. The remaining part of the 

complete system will act based on the information they have. MG might not be operated 

optimally under such conditions, and possibly the battery at bus 5 was supposed to be 

charged at the time of isolation.      

5.6 Interfacing MAS with MG network Model 

 

As previously mentioned MAS is developed in JADE, while the model for MG 

including different generation systems models, load model, and controllers' model etc. 

are implemented in SIMULINK environment. The agents need not only to communicate 

with each other, but also to exchange information with system resources which are in this 

case the loads, and generators with their control system located at different buses. In 

other words a mean of communication between JADE and Simulink is required to allow 

bidirectional information flow as in Figure 5-4. For that purpose UDP ports are used to 

link each agent with its corresponding bus as illustrated in Figure 5-5. A single UDP port 

is assigned to one particular agent to exchange data between SIMULINK model at one 

bus and one JADE agent. In order to manage the information flow between SIMULINK 

and JADE, a MATLAB code was generated to receive data from SIMULINK via 

'listeners' every specific time and send them to JADE through UDP socket. Once all 

agents in JADE receive their data they will start internal information exchange, and 

whenever they receive the commands they upload it to their dedicated UPD sockets. Then 

MATLAB will read the content of UDPs and apply them to SIMULINK by modifying 

the model parameters. In addition to managing and organizing information exchange, the 
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developed code generates a graphical user interface (GUI) which enables user to monitor 

the different system measurement such as RMS voltage, frequency, and loads. In 

addition, the GUI plots the waveforms of the output real power for each type of 

generator. At the same time, it plots the voltages and currents waveforms at any bus. 

Moreover, GUI gives the user the option to change the load and the sun irradiance to 

examine the impacts of these changes on the system and how EMS responds to them. A 

snapshot of GUI is shown in Figure 5-6.    

 

 

Figure 5-4 Data Exchange between Simulink and JADE 
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Figure 5-5 Interfacing Agents with MG Buses through UDP Ports 
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Figure 5-6 MATLAB GUI 
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6 CHAPTER 6 

RESULTS AND DISCUSSION 

In order to test the proposed control and management strategy, MG power and 

control circuit models were built in SIMULINK environment. The MAS was created in 

JADE by generating the required Java code. In order to verify the validity of the proposed 

system, first, 24 hours generation schedule is obtained for the different days in the year 

using online EMS described in Figure (4-2). The next step in testing the system is to 

check the functionality of interface between Simulink and JADE, and show that 

controllers can execute the commands received from MAS. 

The data for MH generation and diesel generation are show in Appendix A 

6.1 Simulation of Power and Control Circuits  

In this section, Simulink model, controller parameters and gains with some simulation 

results for EI-DGs (PV, battery) and Inverter are shown. 

6.1.1 Simulation of Battery Controller 

The model used for battery is built in SIMULINK environment. The circuit of 

bidirectional converter was implemented using discrete elements including IGBT, diodes, 

capacitor and inductor. The controller of the converter was also built from discrete blocks 

including PI controllers and summing junctions. The complete SIMULINK model 

composed of battery, bidirectional converter, and voltage controller is shown in Figure 6-

1.   
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Figure 6-1 Simulink Model of Battery with Charging/Discharging Controller 

 

As mentioned before, there are two batteries in the system; one is connected parallel with 

PV panel, and the other is working alone. Here the standalone battery is simulated. The 

simulation parameters are shown in Table 6-1. The battery controller is expected to 

maintain DC voltage at capacitor at constant value for variable loads. Figure 6-2 depicts 

the voltage at capacitor link. While Figure 6-3 shows the current drawn from battery. 

Initially resistive load of 100 Ω was connected at output terminals, and at time 0.8 sec the 

load was doubled by reducing the resistance to half. As expected the controller was able 

to restore the DC voltage to nominal value (600 V). We can observe the increase in the 

load by looking at current plot. The current drawn by battery was stepped up indicating a 

load stepping up. The block named 'SOC2' is used to send SOC value to work space so 

MATLAB m file can read it.   
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Table 6-1  Simulation Parameter for Battery and its Controller 

Parameter Value 

Battery nominal voltage   280 V 

Rated Capacity  285 Ah 

Nominal Discharge Current 75 A 

Reference DC voltage  600 V 

DC link Capacitance   3000 µF 

Battery coil inductance 1 mH 

Voltage regulator proportional gain 1 

Voltage regulator integral gain 10 

Voltage regulator proportional gain 1 

Voltage regulator integral gain 20 

   

 

Figure 6-2 Plot of Battery DC link Voltage 
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Figure 6-3 Plot of Battery Current 

 

6.1.2 Simulation of PV model and MPPT controller 

The PV model is built using algebraic equation (3.6)-(3.10), and the boost converter 

circuit is assembled from discrete electrical components. MPPT controller is developed 

with reference to Figure 2-2. The complete system model consisting of PV panel, boost 

converter and MPPT controller is exposed in Figure 6-4. The simulation parameter is 

shown in Table 6-2. In order to test MPPT controller, different values of irradiance are 

inputted to PV module and the PV output power is obtained. Figure 6-5 shows plots for 

irradiance, extracted solar power, and PV DC voltage. MPPT keep tracking the maximum 

power by searching for Vmp value and force the PV output voltage to follow that value, 

and as the PV voltage keep changing, the DC link voltage is also changing. However, DC 

link voltage must kept constant at reference value in order for the inverter to work 
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properly. Therefore a battery is connected in parallel with PV array to regulate the DC 

voltage.    

 

Figure 6-4 SIMULINK MODEL of PV and MPPT 

Table 6-2  Simulation Parameters of PV model 

Module open circuit voltage, VOC 64.2 V 

Module short circuit current, IOC 5.96 A 

PV array rated output power  100 KW 

PV array open circuit voltage, VOC 500 

PV array Short circuit current, IOC 400 A 

Number of module in series  8 

Number of modules in parallel 42 

PV capacitor  100 µF 

DC link Capacitor 600 µF 

Boost converter inductance  5 mH 
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Figure 6-5 Plot of irradiance, PV Power, and PV Voltage 

6.1.3 Simulation of Inverter 

The complete simulation model for Inverter is illustrated in Figure 6-6; it is composed of 

six IGBTs, LCL filter, PQ controller, droop controller, voltage controller, current 

controller, and PWM generator. The block with name 'PVmode' receives its parameter 

value from MAS to set the mode of operation for inverter (PQ inverter or VSI). Figures 

(6-6)-(6-8) depict voltage controller, and current controller respectively. The controllers 

gains and the simulation parameters are illustrated in Table 6-4. When inverter is working 

in standalone mode it must be controlled as VSI to maintain voltage and frequency at 

nominal values. A resistive load of 10 KW was connected to inverter and VSI was 

simulated to obtain load voltage and current waveforms. Figures (6-9)–(6-10) show plots 

of load voltage and current respectively. At time =0.5 sec, step load change of 10 kW was 

applied and as result the current increased while the voltage remained unchanged.  
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Figure 6-6 Simulink Model of Inverter and its Controllers  

 

 
 

Figure 6-7 Simulink Model of Inverter Voltage controller 



85 

 

 

Figure 6-8 Simulink Model of Inverter Current Controller 

 

 

Table 6-3  Inverter Test Parameters  

Parameter Value Parameter Value 

fs 10 KHz mp -9.4 X10^-5 

Lf 1.35 mH nq -1.3X10^-3 

Cf 50 µF Kpv 0.05 

rf 0.1 Ω Kiv 390 

LC 0.35 mH Kpc 10.5 

ωc 31.41 rad/sec Kic 16000 

rLC 0.03 Ω F 0.75 
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Figure 6-9 Load Voltage Waveform  
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Figure 6-10  Load Current Waveform 

 

6.2 Online Optimal Generation Schedule 

24-hour generation schedule for June, 1st  was obtained using online EMS. The 

optimization process was executed hour by hour. The data for solar irradiance were 

obtained via internet using the longitude and latitude coordination of Wadi Baisha dam 

where MH plant is supposed to be constructed. The solar irradiance data for a typical day 

in June are shown in Figure 6-11.  The optimal daily generation schedule is illustrated in 

Figure 6-12. It can be noticed that MH alone completely electrify the load during night 

time, and early morning hours. While PV is able to autonomously supplying the total load 

from hour 12 to hour 17 during day time. BSS is charged when PV power is greater load 

demand, and discharged when PV power fall below load demand. In this case, the 

contribution of BSS is not great as the durations where PV power exceeds load demand 
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are short, and surplus power is small. However, this not the case always and the 

contribution of BSS can vary from season to another and even from day to another in the 

same season can noticed in Figure 6-14 which exposes the generation plan for another 

day in January. Obviously, the contribution of BSS is greater than previous one. The 

amount of stored power is considerable, and by discharging this power the amount of 

generated power by MH is diminished. BSS helps eliminating wasted power and saving 

water supply. The power contribution from different types of generation is shown in 

Table 6-4, while total energy supplied from different type of generators are depicted in 

Table 6-5.   From the previous two cases it can be concluded that BSS is charged from 

PV power and never charged by MH. From cost perspective this seems to be logical. 

However, charging BSS from MH will lead to reducing working hours of MH which can 

beneficial in more than one way. Since reducing running hours of MH is accomplished 

by charging BSS from MH, low level MH generation is avoided in most hours increasing 

the efficiency of MH. Moreover, assuming that the discharged water is used for irrigation 

purposes, then it is better to have larger flow rate. Figure 6-15 shows the generation 

schedule for the same day as previous with reduced MH operational hours. Clearly 

charging BSS from MH yields to reducing MH working hours significantly. In addition 

to, the generation level of MH is increased. None of the previous case required 

committing diesel generator. However, during cloudy days, PV power is significantly 

reduced, and if MH cannot compensate for the power mismatch, then diesel generator 

must be operated. In spite the fact that the generation capacity of MH matches the load 

peak, the total energy that can be obtained from MH is limited by the potential energy of 

the water required for irrigation for one day. If there were no limitations on MH 
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generation, then there would be no need for PV in the first place. But PV was installed to 

support MH in electrifying the load. Another case where diesel is needed to be running is 

when a technical failure MH plant or irrigation system occurs. In that situation diesel has 

to back up the system.    

 

 

Figure 6-11 Solar Irradiance Curve for a Typical Day in summer 
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Figure 6-12  24 hours Generation Schedule for June, 1st Obtain from EMS 

 

 

Figure 6-13 Solar Irradiance Curve for a Typical Day in winter   
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Figure 6-14 24 hours Generation Schedule for Jan, 1st Obtain from EMS 
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Table 6-4  Power Contribution Percentage from Different DGs  

Hour 
Power Contribution Percentage 

MH PV BSS 

1 100 0 0 

2 100 0 0 

3 100 0 0 

4 100 0 0 

5 100 0 0 

6 100 0 0 

7 100 0 0 

8 80 20 0 

9 51 49 0 

10 17 83 0 

11 0 127 -27 

12 0 152 -52 

13 0 144 -44 

14 0 133 -33 

15 0 125 -25 

16 0 74 26 

17 34 23 43 

18 63 5 32 

19 70 0 30 

20 99 0 1 

21 100 0 0 

22 100 0 0 

23 100 0 0 

24 100 0 0 
 

Table 6-5 Total Energy Supplied from Different DGs in One Day 

Total Load Energy 

(KWh) 

Total MH Supplied 

Energy (KWh) 

Total PV Supplied 

Energy (KWh) 

Total BSS Supplied 

Energy (KWh) 

1713 1158 462 93 
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Figure 6-15 24 hours Generation Schedule for Jan, 1st Obtain from EMS with Reduced MH Working 

Hours 

 

6.3 Simulation of MAS  

Seven agents were created in JADE by generating Java code for each one, Each 

agent is represented by Java class and it is programmed to achieve set of goals. All agents 

were started in one container on the same PC. Although in reality, every agent will be 

located on remote host, for purpose of simulation it is enough to use one PC so the agents 

use local host IP to communicate. The modification required to work on muli-platforms is 

simplified by the option of searching online available in JADE. Once the agent created 

the GUI is launched showing the agents names as in Figure 6-16. The agents were given 

the names DG1-DG7. After building the agent they start the first sweep of 

communication to form the spanning tree as illustrated in Figure 6-17. At this stage, 
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Figure 6-16 Snapshot of JADE GUI Showing Seven Agents created in Main container  

           

 

Figure 6-17 Snapshot from JADE Sniffer during Construction of Spanning Tree 
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After the completion of the first sweep, every agent knows its child and its parent. The 

results are shown as follows:  

DG2 has Parent DG1@10.80.4.169:1099/JADE 
DG1 has right child DG2@10.80.4.169:1099/JADE 
DG3 has Parent DG2@10.80.4.169:1099/JADE 
DG7 has Parent DG3@10.80.4.169:1099/JADE 
DG 2 has right child DG3@10.80.4.169:1099/JADE 
DG3 has right child DG7@10.80.4.169:1099/JADE 
DG4 has Parent DG2@10.80.4.169:1099/JADE 
DG 2 has left child DG4@10.80.4.169:1099/JADE 
DG5 has Parent DG4@10.80.4.169:1099/JADE 
DG4 has right child DG5@10.80.4.169:1099/JADE 

The general structure of the agent name inside JADE environment has the format of: 

<Local Name@IP address> 

Next, in second sweep, the agents start flowing information and sending their local view 

(as received from MATLAB) of the system to their parents as shown in Figure 6-17. 

When the starting agent has the complete view of the system it will process the 

information, take decisions, and issue the proposer commands. The information starts 

flowing in opposite direction of that for the second sweep (from parent to child). When 

any agents extract its information from the received message it sends it to MATLAB via 

UDP socket. MATLAB then, forward the information to controllers built in SIMULINK.  
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Figure 6-18 Information Flow between Agents  

 

6.4 Simulation Complete Control and Management System 

 

In order to simulate the two layer control (MAS and Local controller), Simulink and 

JADE are started together. JADE receive measurement and status signal from Simulink 

which represent the physical electrical network. Each bus in Simulink is bonded with on 

agent in JADE and the exchange information via UDP. To test the system capability of 

operating MG with minimum cost by maximizing the utilization of RES and BSS, the 

generation schedule was obtained for varying load and irradiance. The system was tested 

for different scenarios. In scenario 1 PV and BSS are autonomously supplying the load, 

and MH is committed at the end of simulation period. In the second scenario MH forms 

the grid and PV follows the grid. At the end of end of this scenario MH will be shut down 

leaving PV and BSS alone. In the third scenario interactive operation for diesel generator 

and PV generator are simulated. In summary the three scenarios are 
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Scenario 1: PV-BSS working autonomously and MH is committed when necessary 

Scenario 2: MH generator is operated in parallel with PV-BSS and shut down when PV-

BSS can supply the load 

Scenario 3: The diesel is committed to back up PV-BSS system and shut down when no 

longer required    

6.4.1    Simulation of Scenario 1 

  The sun irradiance curve is illustrated in Figure 6-19. The output of PV power, 

MH Power, and BSS were obtained as depicted in Figure 6-20. As can be seen from the 

plot, when the available power from PV exceeds the total connected load, the MAS send 

charging command to batteries along with the amount of charging power, and when PV 

power falls below the load, MAS instructs batteries to start discharging. The load 

continues to increase until it exceeds the maximum power from PV and batteries. At this 

point MAS decides to commit MH to compensate for the mismatch. When the MH is 

started PV inverter switches from VSI to PQ inverter. The load then increases further and 

so does the output of MH. Figure 6-21 shows the current of PV inverter when it starts to 

decrease at time =15 sec due drop in sun irradiance. The transient in PV inverter voltage 

when switching to PQ mode is exposed in Figure 6-22. Figures 6-23 and 6-24 are the 

plots of DC current for BSS-1 and BSS-2 respectively. The negative current indicates that 

the battery is charging. While positive current means that battery is being discharged. 

There three state of operation for BSS; off state, charging state, and discharging states. 

Figure 6-25 shows current during different transitions.  Finally Figure 6-26 depicts the 

load current at bus 6 during load stepping up. In fact, in order to bring MH generator 
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online, the voltage of MH generator must be synchronized with MG voltage. So, the MH 

should be started first without closing its breaker, and after synchronizing is completed 

the breaker can be closed. In the simulation, since MH response is slow, it is kept running 

at low load without closing the breaker, and at the moment when MAS instruct MH to 

start up synchronization can be completed fast. Although in practical this not the case, 

here, since the simulation period is only few seconds, it was allowed for purpose of 

simulation only. As explained before the MG is running in SMO mode and when PV-

BSS system is running autonomously then PV inverter acts as VSI and be responsible for 

regulating voltage and frequency of the MG. Figure 6-27 shows short term load following 

by PV inverter for fast changing load. When the MH generator is connected it regulates 

the frequency and follow load changes in short term as depicted in Figure 6-28.      

 

Figure 6-19 Irradiance Curve for Scenario 1 
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Figure 6-20  Generation Schedule using MAS for Scenario 1    

 

Figure 6-21 PV Inverter Current Waveform (Scenario 1) 
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Figure 6-22 PV Generator Voltage during Transition from VSI Mode to PQ Mode (Scenario 1)   

  

 

Figure 6-23 Battery-1 DC Current (Scenario 1) 
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Figure 6-24 Battery-2 DC Current (Scenario 1) 

 

Figure 6-25 Battery Inverter Current during Transitions between Different States (Scenario 1)   
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Figure 6-26 Load 3 Current Transition at Time =4 sec (Scenario 1)   

 

 

Figure 6-27 Load Flowing From PV Generator 
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Figure 6-28 Load Following from HH Generator 

 

6.4.2 Simulation of Scenario 2 

 

In this scenario simulate morning time where PV power starts to increase till it 

can supply the total load alone. Due to limited data memory and huge amount of obtained 

data in addition to very slow simulation, the simulation time is in seconds, but the 

response of MH takes several seconds. So, we expect the bad frequency regulation when 

changing the load every two seconds. In order to simulate the systems in seconds, the 

starting time Tw of MH and the response time of SG were reduced to minimum values. In 

addition, 1 Hz fluctuation was tolerated. The fluctuation of frequency will results in bad 

transients when switching PV inverter to VSI inverter, and this will be disregarded.  

The sun irradiance curve for this scenario is exposed in Figure 6-29.The output 

power from different DGs is shown in Figure 6-30.  During the first 13 seconds, MH 

generator supplies the majority of the load, and any available solar power is injected to 
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the grid. During this period, MAS decide to leave both batteries in off state and save 

energy to support PV generator during day time. It is possible also to charge batteries in 

this period, but it assumed that batteries are fully charged. Of course, BSS-1 still needs to 

regulate the DC voltage at inverter voltage.  At time = 13 seconds MAS finds that PV 

with aid of BSS can full supply the load. So, it instructs the Hydro to shut down. At the 

same time, MAS sends discharging commands to batteries to support PV. Figure 6-31, 

shows the voltage waveform of PV inverter during the switching from PQ inverter mode 

to VSI mode. Obviously the voltage distortion in this case is higher than distortion due to 

switching from VSI to PQ. This can be referred to two reasons; the frequency deviation 

that was permitted for simulation purpose and the sudden shut down operation. The 

current waveform of MH generator Current is depicted in Figure 6-32. In order to 

overcome the sudden shut down problem, the gradual shut down mechanism is used 

instead. The output power from MH generator and BSS generator during gradual shut 

down is illustrated in Figure 6-33. Apparently the power transients are eliminated and 

shut down process becomes smooth. The voltage of PV during mode transition is shown 

in Figure 6-34. The distortion in the voltage is minimized compared with the previous 

case. The current waveform of MH generator during shut down is depicted in Figure 6-

35. The current are reduced in steps until it reaches zero. The DC current of BSS 

increases in steps with power increases as shown in Figure 6-36.              
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Figure 6-29 Sun Irradiance Curve (Scenario 2)  

 

 

Figure 6-30 Output Power from Different DGs (Scenario 2)  
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Figure 6-31 PV Inverter Voltage during Switching from PQ Mode to VSI Mode 

 

 

Figure 6-32 MH Generator Current during Shutting Down 
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Figure 6-33 Generation Output of MH and PV during Gradual Shut Down   

 

 

Figure 6-34 PV Generator Voltage during Transition from PQ Inverter to VSI in Gradual Shut Down 
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Figure 6-35 MH Generator Current during Gradual Shut Down 

 

 

 

Figure 6-36 BSS  DC Current during Gradual Shut Down 
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6.4.3 Simulation of Scenario 3 

In this scenario, it is shown how diesel is gradually started up to back up PV-BSS system 

when the total capacity of PV-BSS cannot withstand the load, and MH generation is not 

available due to some technical failure. The sun irradiance curve for this scenario is 

illustrated in Figure 6-37. The output powers from different type of generators are 

depicted in Figure 6-38. Apparently, when the load demand exceeds the capacity of PV-

BSS system, MAS instructs the diesel generator to start up. The output generation of the 

diesel is increased in steps and at the same time the BSS decreases its output. This will 

continue until BSS enters off state. The moment when the  diesel is started PV inverter is 

switched to PQ inverter. The diesel generator governs the voltage and the frequency of 

MG as long as it runs. When MAS finds out that diesel generator is no longer needed and 

PV-BSS is capable of supplying the load autonomously, it commands diesel to start 

gradual shut down. Prior to opening of the diesel generator breaker, MAS convert PV 

inverter control mode to VSI. The current of diesel generator during gradual start up and 

gradual shut down is shown in Figures 6-39 and 6-40 respectively.   
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Figure 6-37 Sun Irradiance Curve (Scenario 3) 

 

Figure 6-38 Output Generation from Different DGs (Scenario 3 )  
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Figure 6-39 Diesel Generator Current during Start up (Scenario 3) 

 

Figure 6-40 Diesel Generator Current during Shut down (Scenario 3)  

 

6.5 Simulation of Zonal Control of MH  

As discussed earlier, the small size of proposed MG won't allow flexibility in 

applying zonal control. Here one scenario simulated and that is when BA can't find parent 

to report to. Since BA has LA3 as a child agent, it acts as a starting agent for the two of 
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them. The only available plan for BA and LA is to fully or partially electrify the load 

corresponding to LA3 as long as it has energy stored in the BSS. The reaming agents 

including LA1, LA2, PVBA, DGA, and MHA will in turn form another zone, and choose 

the best options based on the available information. In fact, the plans of agents in 

different zones may conflict with each other; so, it is better for them to electrically isolate 

themselves from each other. The simulation results for the proposed scenario are shown 

in Figure 6-41 which expose the output power from different resources. The plots of 

Figure 6-41 are split into two sets of plots one for agents in first zone, and another for 

those agents in second zone. It can be clearly noticed from looking at Figure 6-42 that 

BA generation always following LA3 load demand. In other words, BA and LA3 are 

acting on their own. The other group of agent working without coordination with BA, and 

LA as depicted in Figure 6-43. 

 

 

Figure 6-41  Load and Generation curves in Zonal Control   
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Figure 6-42  Plots of LA3 Load and BA Generation in zone 1  

 

 

Figure 6-43 Load and Generation plots for Agents in Zone 2 
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7 CHAPTER 7 

CONCLUSION AND FUTURE WORK 

7.1 Conclusion 

In this thesis, two level energy management and control strategy based on MAS were 

proposed, designed, and simulated. The proposed strategy was applied on MG containing 

PV, MH, diesel generator, and BSS. The main achievements of this thesis can be 

summarized in the following points: 

 A Complete dynamic model for MG containing PV, MH generator, diesel 

generator, and BSS was developed and simulated in MATLAB. 

 The optimal generation schedule was obtained for the considered system using 

online management.   

 MAS-based online energy management and control system was designed and 

simulated in JADE. The MAS was linked to MG network to supervise it and 

provide it with control settings that lead to optimal operation. 

 The proposed MAS has shown the capability of running MG in optimal operation 

by fully utilizing RES. 

 The Proposed MAS was responsible for reconfiguration of MG and operation 

mode transitions including switching of inverter control mode from PQ inverter 

and VSI and vice versa, and Switching battery between chagrining state, off state, 

and discharging state.    
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 Interactive operation of MH generator and PV generator was managed in 

decentralized manner using MAS 

  The Proposed MAS can handle unit commitment operation and it has the feature 

of smooth unit start up and shut down. 

 A new information flow and communication system has been proposed to enable 

different agents with different types in the system to coordinate with each other  

 MAS-based zonal control approach has been proposed to deal with power and 

communication failure in the system. 

7.2 Future Work 

As a future work, the following can be done to extend the work of this thesis: 

 The proposed system can be simulated in RTDS to obtain real time measurements 

and verify it validity.  

 More type of generator such as wind and fuel cell can be integrated with system 

to give more variety and flexibility in generation system. 

  The design MAS can be improved to incorporate more features and tasks such as 

protection. 
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APPENDEX A 

The data for Wadi Baisha Dam are shown in Figure A-1 and the data for 

hydraulic turbine and speed governor are illustrated in Table A-2. 

Table 0-1  Data for Wadi Baisha Dam 

S (170  39' 56" N, and 420  39' 27" E) Location 

339 m  a.s.l Crest Elevation 

265 m  a.s.l Riverbed Elevation 

233 m  a.s.l Foundation Elevation 

106 m Height Above Foundation 

4600 km2 Catchment Area is about                                              

74.5 MCM Mean Annual Flow 

9864 m3/sec Maximum Flood 

337.5 m a.s. Maximum Reservoir Level 

308.5 m a.s.l Reservoir Level for Dead Storage            

193.6  MCM 
Volume of  Reservoir at a Level of 

Spillway Crest      
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Table 0-2  Hydraulic Turbine and Speed Controller Parameters   

Parameter Value 

Water starting time (TW) 0.874 sec 

Speed controller proportional gain (KP) 1.163   

Speed controller integral gain (KI) 0.105 

Permanent droop gain (Rp) 0.01 

Servo motor gain (Ka) 3.3 

Servo motor time constant (TG) .07 sec 

 

 Table A-3 shows the data for diesel generator. Figure A-1 depicts a typical fuel 

consumption curve for 120 KV diesel generators. 

Table 0-3  Diesel Generator Parameters  

Parameter Value 

Speed controller time constants [TC1 TC2 TC3 ] [ 0.2 0.00002 0.01] sec 

Speed controller gain K 40   

Actuator time constants  [TA1 TA2 TA3 ] [0.25 0.009 0.0384] sec 

Engine time delay (Td) 0.024 sec 
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Figure 0-1 Typical Fuel Consumption Curve for 120 KVA Diesel Generator   
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