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This thesis investigates the use of Ultra Wideband (UWB) Orthogonal Frequency Division 

Multiplexing (OFDM) in Synthetic Aperture Radar (SAR) cross range reconstruction and 

SAR imaging for single and multiple targets. For the single target, the cross range profile 

is reconstructed via matched filtering of the estimated phase history with a reference 

function in time domain, and the performance of the reconstruction process is evaluated in 

terms of target reconstruction accuracy, the impact of varying the number of subcarriers on 

the main lobe and side lobe levels of the Cross-range Profile Reconstruction (CPR). It is 

shown that increasing the number of subcarriers results in an improvement in the target 

reconstruction but at the cost of having a wider main lobe. For the phase history grid search, 

it is observed that decreasing the step size will not necessarily give a better result and as 

such an optimal number of subcarriers depends on the intended scenario.  

We later extend the work to multiple targets and present the necessary conditions for the 

radar to distinguish echoes received from different targets. These conditions are range and 

cross range resolution. If either of these conditions is satisfied, the receiver can distinguish 

the different target positions otherwise it will image them as a single large target. 

For the SAR imaging, the image is formed by taking the product of each Range Profile 

Reconstruction (RPR) with the corresponding CPR value. Also Information from the CPR 

is used for Range Migration Correction (RMC) while OFDM waveforms are designed 

using uniform/random assignment of the subcarrier vector and Pseudo-Noise (PN) 

sequences such as Gold and Kasami codes to suppress range ambiguity.   
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 الرسالة ملخص
 
 

 محمد طاهر بخاري :الاسم الكامل
 

 ( باستخدام الترددات المتعامدة فائقة العرضSARمعالجة عمليات الرادار ذو الفتحة التركيبية ) :عنوان الرسالة
 

 هندسة اتصالات التخصص:
 

 4102مارس  :تاريخ الدرجة العلمية
 

 
( لإعادة UWB( ذات النطاق الفائق العرض )OFDM) ترميز تقسيم التردد المتعامدهذه الرسالة تدرس استخدام 

( والتصوير الراداري باستخدام رادار واحد، وذلك لحالتي SARتشكيل المسافة العرضية لرادار ذي الفتحة التركيبية )

وجود هدف واحد أو أهداف متعددة. يتم إعادة تشكيل ملف المسافة العرضية عن طريق مرشحات متطابقة مع تاريخ 

المقدرة مع دالة مرجعية في المجال الزمني. ويتم قياس أداء عملية إعادة التشكيل من خلال دقتها في اكتشاف الطور 

الهدف وأثر التفاوت في عدد الحوامل الجزئية على المنطقة الرئيسة للهوائي، ومستوى المناطق الجانبية للهوائي عند 

د الحوامل الجزئية يؤدي إلى تحسن في دقة إعادة تشكيل الهدف إعادة تشكيل ملف الماسفة العرضية. تبين أن زيادة عد

على حساب توسع المنطقة الرئيسة للهوائي. وبالنسبة للبحث الشبكي لتاريخ الطور، لوحظ أن تقليص حجم الخطوة لن 

 لمقصود.ايعطي بالضرورة نتيجة أفضل وعلى هذا النحو فإن العدد الأمثل من الحوامل الجزئية يعتمد على السيناريو 

في ما يتعلق بنتائج المحاكاة، باعتبار وجود هدف واحد في المرحلة الأولى، تم مقارنة النتائج مع مرجع الطور لحالة 

تردد واحد. قمنا بعد ذلك بتوسيع المفهوم نفسه في حالة وجود أهداف متعددة وقدمنا الشروط اللازمة للرادار لتمييز 

عندما تلبي الأصداء هذه الشروط، يستطيع المتلقي التمييز بين المواقع المختلفة  الأصداء الواردة من أهداف مختلفة.

 لهذه الأهداف, وإلا فإنه سيعتبرهم كهدف واحد كبير. 

بالنسبة للتصوير الراداري باستخدام رادار ذي الفتحة التركيبية, يتم تشكيل الصورة باستخدام معلومات ملف الماسفة 

ماسفة العرضية الذين تم إعادة تشكيلهما. وتستخدَم المعلومات من ملف الماسفة العرضية  المعادة تشكيلها وملف ال

( لازالة الالتباس في OFDM) ترميز تقسيم التردد المتعامد( بينما تصمم موجات  RMCلتصحيح نزوح المسافة ) 

شكل عشؤائي منتظم وعن طريق متسلسلات المسافات. وتصمم هذه الموجات عن طريق تعيين الحوامل الجزئية ب

ضوضائية مزيفة. النتائج المعروضة تظهر فعالية التقنية المستخدمة لإعادة التشكيل وتصوير الهدف سواء ذلك لهدف 

 واحد أو أكثر.
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

Radio Detection and Ranging popularly known as RADAR is one of the earliest 

applications used in military (since World War II) mainly for the purpose of detection and 

ranging of targets of interest. In the old days, radars were used only in determining range 

(distance) of targets [1]. However in the late 1960’s, radar imaging was introduced and by 

the mid 1970’s it has grown into an important field of research owing to the advancement 

witnessed in solid state electronics and Digital Signal Processing (DSP) as a result of which 

the imaging concept is still used today [2]. Although many types of imaging sensors exist 

(for example optical and Light Detection and Ranging (Lidar) imaging), radar imaging 

became more popular because of its robustness to many environmental/weather conditions 

such as rain, lightening and fog. This is due to the fact that radar uses Radio Frequency 

(RF) signals which has greater level of immunity to such environmental conditions and 

thus is more reliable, robust and a better option in imaging applications. 

 In our modern world today, radar finds applications not only in the military but also for 

civilian purposes such as weather forecast, navigation of ships, police traffic used for 

enforcing speed limits, air traffic control and non-destructive material test. To use radar for 

these applications, a high resolution radar image sensor is needed in order to have a clearer 
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view of the target coordinates. Synthetic Aperture Radar (SAR) offer high resolution 

images and are mainly used for this purpose. It can be used for both Range Profile 

Reconstruction (RPR) and Cross range Profile Reconstruction (CPR). For RPR, the signal 

is processed via matched filtering in fast time whereas in CPR, the signal processing can 

be done in several ways depending on the SAR signal used.  Moreover, cross range imaging 

largely depends on the SAR system’s ability to operate with the phase of the return signal. 

This is because the CPR (or azimuth) also depends on the phase history of the received 

signals which in turn requires the analysis of a specific radar signal for the phase history 

extraction [3].  

In general, for a given framework the generic single frequency radar waveform model is 

seen to derive a spherical shape Phase Modulated (PM) signal form. It is a nonlinear 

function of target location and the radar position (also known as phase history). High 

resolution radar imaging can be generated by combining Ultra Wideband (UWB) 

Orthogonal Frequency Division Multiplexing (OFDM) with SAR [4]. This will make the 

system resilient to narrow band jamming, noise as well as interference. In particular using 

UWB OFDM in SAR processing improves the resolution of the reconstructed image which 

significantly enhance the potential of identifying a target easily. So the objective of this 

research is to investigate the use of UWB OFDM signals in SAR cross range (axis 

perpendicular to the range) reconstruction and SAR imaging for single and multiple targets.  

 



3 

 

1.2 Thesis Organization 

After the introduction given in this chapter, the remaining part of this thesis is organized 

as follows: Chapter 2 gives an overview of the literature from the preliminary study of 

OFDM SAR to the recent development in the field. Detailed background on the concept of 

SAR, OFDM and UWB and the benefit of combining these technologies together is also 

explained. Chapter 3 deals with CPR methodology and simulation of a single target 

detection of OFDM SAR. This work is extended to multiple target scenes and establishes 

the necessary conditions to distinguish echoes received from different targets of interest. 

Chapter 4 describes the idea of Synthetic Aperture Radar (SAR) imaging and the problems 

associated with range imaging and how to overcome them. Chapter 5 deals with OFDM 

waveform design for range ambiguity suppression where an investigation is carried out on 

how to choose the OFDM waveform that can give the best performance. In Chapter 6, we 

give the summary and conclusions derived from the work as well as future research work. 

1.3 Thesis Contributions 

A lot of research work has been carried out and is still on going in the field of UWB OFDM 

SAR. Having gone through the literature, we identify the following research gaps and our 

contributions focus on these points: 

1. For the single target scenario, we look at how to decide on the phase delay given 

the many received OFDM components. Since the SAR is moving, the phase history 

will contain many minima and maxima and using grid search with small step size 
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might not necessarily give the best result. So we look at the effect of the grid search 

in the choice of the number of subcarriers. 

2. Comparing the OFDM SAR with a single frequency, we investigated the tradeoff 

between increasing the number of subcarriers and the main lobe width of the cross 

range profile. Points 1 and 2 can then be used to help the designer in a proper choice 

for the number of subcarriers to use. 

3. Most of the previous researchers assumed a single target. Based on this, we extend 

the work to multiple targets scenes and examined the necessary conditions for the 

radar to distinguish echoes received from different targets. This is done for both the 

cross range detection and the SAR imaging process. 

4. As there is always a tradeoff between uniform or random assignment of the 

subcarrier coefficients which results in either low or high range side lobes, we 

investigated an OFDM waveform design for range ambiguity suppression using PN 

sequences (such as Gold and Kasami codes) and uniform/random coding. 
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CHAPTER 2 

TECHNICAL BACKGROUND AND LITERATURE 

REVIEW  

2.1 Introduction 

In this chapter, we give a detailed technical background of all the concept involved in 

OFDM SAR follow by an overview of the literature related to high resolution SAR and 

OFDM SAR, and OFDM waveform design for range ambiguity suppression. 

2.2 Technical Background 

This section provides a detail technical background of the concept used in SAR and OFDM. 

They include the concept of SAR, radar terminologies and functions, basic principles of 

OFDM, UWB technologies, matched filtering and the benefits of UWB OFDM SAR 

system. 

2.2.1 Concept of Synthetic Aperture Radar  

Radar uses modulated waveforms and directive antennas to transmit electromagnet energy 

into a specific volume in space to search for targets [5]. In other words, radar measure the 

distance to an object by transmitting electromagnetic wave to the target and receiving an 

echo of the reflected signal from it. By definition, range is the radial distance between the 

target position and the radar antenna. Mathematically the range (distance) 𝑅 is given by 
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  𝑅 =
1

2
× 𝑐𝑡                                              (2.1) 

where 𝑡 is the round trip propagation time and 𝑐 is the speed of light. 

There are two types of radar, namely Real Aperture Radar (RAR) and Synthetic Aperture 

Radar (SAR). RARs are radars that are controlled by the physical length of the antenna [4] 

while SARs are forms of radars whose defining characteristics is the use of relative motion 

between an antenna and its target region [6]. In other words, a SAR image is produced 

using a forward movement of the radar. As it passes a given target (scatterer), the signals 

are reflected, refracted or diffracted. So by recording and combining these signals, a 

“synthetic aperture” is created which provides an improved imaging resolution. For 

example, consider the scene in Figure 2.1 in which a SAR moving platform is used to 

image a target (car). The SAR uses one antenna but in time multiplex. Hence the different 

geometric positions of the radar is as a result of the moving platform. At each position, the 

radar records amplitudes and phases of all the returned signals from position 𝐴 to 𝐷. So as 

the target enters the radar beam, the returned echoes from each transmitted pulse is 

recorded until the target leaves the view of the radar beam. These recorded echoes are then 

used in image reconstruction of the target. 
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D C B A

SYNTHETIC LENGTH OF SAR 

 

 

 

 

 

 

 

 

Figure 2.1 Example of an image formation in SAR 

 

2.2.2 Radar Terminology 

The understanding of the following parameters is needed in SAR design systems: 

Pulse Repetition Interval (PRI) and Pulse Repetition Frequency (PRF) 

SAR measurements are taken on a moving vehicle and as such we have to take some 

parameters into consideration. Given a pulse radar, the transmission and reception process 

of these train of pulses is as shown in Figure 2.2 [7]. 
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Figure 2.2 PRI and PRF  

From Figure 2.2, each pulse has a duration 𝜏 and time interval between successive pulses 𝑇. 

This time separation 𝑇 is called the Pulse Repetition Interval (PRI) and its reciprocal is 

known as the Pulse Repetition Frequency (PRF). This parameter needs to be controlled for 

appropriate measurement in SAR. 

Range Ambiguity 

In any radar system, the range measurement is measured based on the elapses time between 

the transmission and reception of a signal. To unambiguously measure the range to the 

target (object), we have to wait sufficiently so that echoes from targets at the maximum 

range return before the next transmission otherwise ambiguity (uncertainty) will occur in 

measuring the range. This phenomenon is known as range ambiguity. 

The unambiguous range can be obtained by substituting 𝑡 in equation (2.1) with the PRI 𝑇. 

i.e.  

𝑅𝑎𝑚𝑏 =
1

2
× 𝑐𝑇                                          (2.2) 

1 2 

𝜏 

4 

Time 

Transmitted Pulses 

1 2 

𝜏 

4 

Received Pulses 

Time 

∆𝑡 

3 

𝑇 

3 



9 

 

Equation (2.2) shows that if the target range is less than 𝑅𝑎𝑚𝑏, the radar can successfully 

measure its range unambiguously else range ambiguity will occur. 

Range Migration 

Range migration is a phenomenon that explains the range curvature as the cross range 

position varies. In other words, the returns from a given target position will be spread over 

different cross range position as we approach the target.  Range Migration Correction 

(RMC) is employed to cancel this effect. The details of how to perform RMC will become 

clearer in subsequent chapters. A typical range migration and its correction is as shown in 

Figure 2.3. 

 

 

(a)                                                                     (b) 

Figure 2.3 SAR imaging (a) Before RMC (b) After RMC 
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2.2.3 Radar Functions 

Most applications of radar can be categorized into detection, tracking and imaging. 

Detection means finding the existence of an object of interest within a specific coverage 

area. This can be done by comparing the amplitude of the received signals with a defined 

threshold, to decide that a target is present or not. 

If we detect the presence of an object, it might be desirable to track its velocity and location. 

Tracking is beyond the scope of this research and we will concentrate on only detection 

and imaging. 

Radar forms the image of an object by mapping the electromagnetic scattering coefficient 

index onto a two dimensional plane. Objects with higher coefficient give a higher optical 

reflective index thereby creating an optical image. Moreover, each pixel (picture element) 

in a radar image represent a radar reflected echo (backscatter) for that area. Darker areas 

signify areas with low backscatter while brighter areas represent high backscatter.  

2.2.4 Basic Principle of OFDM 

OFDM is a multiplexing technique in which a multicarrier system processes signals to be 

transmitted in parallel at different frequencies simultaneously from the same source. It does 

so by dividing the available channel bandwidth into many subcarriers that independently 

send data. The subcarriers are packed tightly together in the frequency domain. Thus, 

signals from each subcarrier extend into adjacent ones [8]. However as can be seen in 

Figure 2.4, the frequency response of each subcarrier is designed so that it is zero at the 

center frequency of the adjacent subcarriers. As such, the subcarriers can therefore be 

sampled at their center frequencies without interference from their neighbors. 
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OFDM finds extensive applications in broadband wired and wireless communication 

systems mainly because of the way it treat the multipath interference at the receiver. 

Multipath generates two effects, namely frequency selective fading and Inter Symbol 

Interference (ISI). The “flatness” perceived by a narrow-band channel overcomes the 

former while modulating at very low symbol rate eliminates the latter.  

In mathematical terms, let �̂� and �̂� represent the double sided vectors of the original OFDM 

signal with 2𝑁 + 1 samples in time and frequency domain, respectively. Then �̂� can be 

expressed using 

 

�̂� = [0 𝑆(1)   𝑆(2),… , 𝑆(𝑁) 𝑆(𝑁) 𝑆(𝑁 − 1),… , 𝑆(1)]                         (2.3) 

where 𝑆(𝑘) are real-valued samples of the one-sided vector 𝑺. 

Figure 2.4 OFDM modulation techniques 

Frequency 

Magnitude 
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The OFDM signal can be represented using 

  𝑆(𝑘) = ∑ �̂�(𝑛)2𝑁+1
𝑛=1 𝑒

−𝑗2𝜋
𝑘𝑛

(2𝑁+1), 𝑘 = 1,… , 𝑁                              (2.4) 

where 𝑁 is number of subcarriers and �̂�(𝑛) is the  𝑘𝑡ℎ data symbol of the time domain 

vector �̂�. 

However in radar applications, great emphasis is given on the detection of our signal by an 

enemy and this motivates shortening of the transmitted signal by eliminating the symmetric 

half of it for transmission purposes. Hence the transmitted signal in time domain (found by 

taking the Inverse Discrete Fourier Transform (IDFT) of 𝑆(𝑘) ) becomes 

  𝑠(𝑛) =
1

2𝑁+1
∑ �̂�(𝑘).2𝑁+1
𝑘=1 𝑒𝑗2𝜋

(𝑘−1)(𝑛−1)

2𝑁+1 , 𝑛 = 1,… ,𝑁 + 1         (2.5) 

where  �̂�(𝑘) are samples of �̂� in frequency domain. 

Based on the above definitions, we can deduce that 

�̂� = [𝑠(2)   𝑠(3), … , 𝑠(𝑁 + 1) 𝑠(𝑁 + 1) 𝑠(𝑁),… , 𝑠(1)]                         (2.6) 

 

2.2.5 UWB Technology 

UWB is a promising technology used in transmission of high data rates via low power 

transmission. It is ideally used for high speed transmission with short range in 

communication systems. It can be used within a frequency range of 3.1 – 10.6 GHz which 

gives a bandwidth of more than 7 GHz wide, a transmission rate of 450Mbps, and travel a 

distance of up to 10 meters. However this bandwidth is regulated by the FCC. The FCC 
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ruling permits an UWB overlay of the spectrum shown in Figure 2.5 [9]. Also the basic 

principle of UWB can be explained by the diagram in Figure 2.6. 

 

 

Figure 2.5 FCC ruling for UWB spectrum overlay  

 

 

Figure 2.6 UWB behavior in frequency and time domain  
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Figure 2.6 shows the basic difference between Narrow Band (NB) communications and 

UWB communications. Most standards for data transmission use NB signals but they 

operate within a quite narrow frequency band allowing for just small deviations from the 

carrier frequency. A typical energy distribution of an NB (802.11b) transmitter is shown in 

the upper right hand corner of Figure 2.6. It has a very narrow spectral band of 20 MHz 

with a reference frequency of 2.4 GHz. 

In contrast to NB, UWB transmits short pulses in time space and distributes all the energy 

of the pulse within the given wide spectral range (approximately from 3 GHz to 10 GHZ). 

In addition, even though UWB technology generates digital pulses that can be modulated 

in many ways whether in time, amplitude or phase it can also be modulated directly from 

the baseband signal as opposed to using a high frequency carrier and as such this renders 

modulation unnecessary. This in turn gives UWB technology an advantage of having 

simplicity of design. 

In comparison with other technologies, it has the advantage of being faster than Bluetooth 

and Wi-Fi with data rate of around 450Mbps and can serve as a complementary to 

IEEE802.11.  

2.2.6 Matched Filtering in SAR 

Matched filtering is performed by correlating a known signal with an unknown signal in 

order to extract some relevant information from the received signal that is normally 

corrupted with noise, interference or both. It is the optimal linear filter for maximizing the 

SNR [10].  
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In SAR systems, a matched filter is normally performed by the aid of convolution. 

Convolution is similar to correlation only with one distinct difference where the signal is 

time-reversed in the case of convolution. Moreover, we are supposed to get the same signal 

as the transmitted signal but shifted in time.  

In mathematical terms, given a transmitted signal in frequency domain 𝑆𝑡𝑥(𝜔) and received 

signal 𝑆𝑟𝑥(𝜔), the matched filtering operation in time domain is given by 

  𝑠𝑀(𝑡) =  ℱ−1(𝑆𝑟𝑥(𝜔) ∗  𝑆𝑡𝑥(𝜔))                              (2.7) 

where ℱ−1 is the Inverse Fourier Transform (IFT) operator. 

A block diagram of a typical Matched Filter operation is shown in Figure 2.7. 

 

 

 

2.2.7 Benefits of UWB OFDM SAR System 

Combining UWB OFDM, and SAR can bring a lot of advantages to the system (although 

it will also bring some disadvantages as well). The most notable ones are as follows: 

1. High waveform diversity potential: The pulse diversity of OFDM, afforded by ease 

of signal design is a measure of protection from false target generation.  

2. Dual-use architecture (Communications and radar): Combining these technologies 

give the advantage of using it for dual communication and allows for inexpensive 

implementation. 

𝑆𝑀(𝜔) 

𝑆𝑡𝑥(𝜔) 
𝑆𝑟𝑥(𝜔) 

Figure 2.7 Matched Filtering in SAR 
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3. High resolution and multipath potential: The orthogonality of the OFDM provides 

the UWB signals with easily processed narrowband components, each of which can 

be used to improve the accuracy of the system.  

4. Ease of narrowband jamming and interference mitigation: Because of the frequency 

agility and orthogonality of OFDM signals, it is possible to use OFDM SAR in the 

presence of a jammer, as there is little correlation between the jammer and the radar 

signal. This makes the system resilient to noise and interference as it will be 

difficult to read even when it is intercepted. A comparison between OFDM signal 

with Linear Frequency Modulated (LFM) chirp is illustrated using a spectrogram 

[11]. Both these signals are generated in baseband and we assumed that the jammer 

is capable of intercepting it and predicting what was transmitted. 

 

2.3  Literature Review 

2.3.1 High Resolution SAR and OFDM SAR 

Several research works have been carried out in SAR image processing theoretically and 

experimentally. One of the earliest and well-studied SAR signal is the Linear Frequency 

Modulated (LFM) signal. LFM signal permits efficient frequency domain computation 

methods for Range Doppler Radar processing (a classical approach that continues to 

receive interest). Among the approaches that are still being explored today is the work of 

Meta et al [12]. In their approach, Compact-Frequency modulated wave (FM-CW) is 

combined with high resolution SAR technology which paved a way to many advancement 
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in radar applications. Peng et al [13] extended the work on FM-CW by integrating a SAR 

signal into an operational unmanned airborne vehicle.  

Other approaches that do not depend on LFM signal include the work of Krieger et al [14] 

who proposed the use of beam forming using multidimensional signal encoding which 

enables the generation of SAR systems with flexible imaging capabilities as well as 

improve the performance of the system. In another development, Gebert et al [15] also 

gave a practical implementation of the SAR signal with multi-channel azimuth operated in 

burst mode. However, in all these approaches, a physical implementation of the hardware 

is needed to be able to get the azimuthal components separately. Amin et al [16] employed 

a model that uses multipath SAR signals in an urban radar sensing. The model utilizes a 

propagation through a wall and reflections of interior walls under room surveillance. This 

permits an implementation of an algorithm that helps in improving the radar system 

performance effectively. In another related paper [17], a similar approach was used to get 

a target localization via multipath in order to achieve a localization of a single sensor. The 

approach used time of arrival (TOA) together with non-linear least squares optimization in 

order to localize the targets. 

With the recent advancement in the use of OFDM in communications, many researchers 

proposed the use of OFDM in radar applications. The most notable proposal was that of 

Levanon et al [18] where OFDM signals were used for multicarrier radar applications. As 

a result interest increased significantly in the use of ODFM signals for radar applications 

in various research groups (as illustrated in [19], [20] and [21]). An enemy can use specific 

electronic counter measures to give false imagery information about the target [22], 
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combining OFDM with SAR will in turn make the model resilient to deception and 

jamming. Jonathan et al [1] were able to show that because of the frequency agility and 

orthogonality of OFDM waveforms, it is possible to use OFDM-SAR in the presence of a 

jammer as there is no correlation between the jammer and the radar signal. Another 

breakthrough concept in OFDM SAR was introduced by Garmatyuk [23] that is concerned 

with simulation study of SAR imaging system using OFDM system. He was able to show 

that OFDM can bring certain benefits such as anti-jamming potential, dynamic spectrum 

allocation and a possibility of a dual use of communications/Radar. 

Yan zhi-guo [24] used multi-resolution feature extraction in target detection of UWB SAR. 

He looked at the difference between high frequency SAR and low frequency UWB SAR. 

The method improved the robustness of multi-resolution feature extraction. Chang Yu-lin 

[25] proposed a method for a moving target focusing and parameter estimation using Range 

Of Interest (ROI) of multipath channel UWB SAR imaging. Through experimental work, 

he demonstrated the effectiveness of his method in estimating the target relative velocity, 

range velocity, azimuth velocity, azimuth position and range position based on ROI. 

Kauffman et al [26] developed a signal processing method for using OFDM SAR for 

navigation systems. They [27] developed an algorithm for a novel navigation sensor for 

UWB OFDM radar. The radar is on board a vehicle that collects data in a strip map SAR 

configuration flying over an unknown terrain.  

Hossain et al [28] used a high resolution potentially jamming-resistant SAR in target 

reconstruction using Automatic Target Recognition (ATR). The method revealed that 

UWB OFDM SAR system can be used for anti-jamming purpose through pulse diversity 
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and can also produce high resolution SAR images. In another development [29], they  used 

an algorithm called Omega-𝐾 Algorithm (𝑤𝐾𝐴) to construct SAR images in both friendly 

and hostile environments. This method enhances the resolution of the image as well as 

improves the anti-jamming capabilities of the SAR system.  

Wein-Qin Wang [30] takes a different approach through the use of MIMO-OFDM SAR 

for high resolution imaging that later proves to be efficient in spatial diversity gain and 

improved range resolution. Garmatyuk et al [3] implemented a model for UWB OFDM 

SAR for image reconstruction using matched filtering in fast time for a 1-D cross range 

profile reconstruction. Recently, [31] investigated the performance of UWB OFDM SAR 

cross range in the presence of interference and jamming which also proves resilient to these 

environmental challenges.   

2.3.2 OFDM Waveform Design for Range Ambiguity Suppression 

 

In remote sensing applications, we need a unique signal processor in order to get high 

resolution of the SAR images. However, a known limitation in SAR system design is range 

ambiguity phenomenon that occurs as a result of long delayed echoes of the reflected 

signals. In other words, it occurs as a result of the arrival of unwanted signal after the 

transmission of a new signal. This is so especially if the current transmitted signal does not 

contribute in any way to the back scattered signal received after the transmission of the 

new signal. This kind of echo signal appears as a shadow which can result in a false (ghost) 

target. To solve this problem, a lot of research has been carried out. A known trade off in 

SAR range ambiguity is about increasing or decreasing the Pulse Repetition Frequency 

(PRF) [10]. An increase in PRF result in increasing the azimuth (cross range) ambiguities 
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while reducing the range ambiguities. On the other hand the reverse is the case if we 

decrease the PRF. Based on this problem, Vishal et al [32] proposed a technique to increase 

the PRF without raising the range ambiguity through the use of a coded-OFDM signal and 

claimed that their approach outperforms conventional chirp signal. In another development 

[33], OFDM signals were used in SAR system to reduce the cross correlation between each 

transmitted pulse. Parameters such as Peak Side Lobe Ratio (PLSR), Integrated Side Lobe 

Ratio (ISLR) and the image resolution were used to assess the image quality and based on 

the results obtain, the best coded OFDM was chosen. In [34], a similar concept was 

employed but they added genetic algorithm to optimize the coding of the OFDM signals 

which improves the different imaging quality parameters. Wen-Qin Wang [35] also 

proposed a mitigation technique for range ambiguities in high PRF SAR using OFDM 

wave form diversity. He showed that through the use of OFDM wave form diversity, we 

can suppressed the range ambiguities as well as offer a large time between products which 

is suitable for MIMO SAR imaging.  

Jabran Akhtar [36] proposed cancellation of the range ambiguities using block coding 

technique. He used this technique to distinguish echo reflections originating from the 

recently emitted pulse and those from impending subsequent pulses. To achieve this, he 

used a simple matched filtering operation at the receiver which permit the use of arbitrary 

wave forms with potential for waveforms diversity gains. Jian Fang et al [37] used sparse 

regularization to suppressed the range ambiguity. This can be done using Compressed 

Sensing (CS) since the recognizable targets are approximately sparse in the ambiguous 

range zones thus we can reconstruct the main region and also identify ambiguous targets 

simultaneously. Satyabrata et al [21] proposed an adaptive technique in designing the 
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spectrum of an OFDM signal in improving the radar range ambiguity using the Wideband 

Ambiguity Function (WAF). They developed the received signal model incorporating all 

the scattering coefficients of the target at multiple frequencies. Using this design, they 

design an optimization algorithm to select the OFDM waveform such that the volume of 

the corresponding WAF approximates the range ambiguity. 

2.4 Research Motivation  

Based on the above literature review, UWB OFDM SAR has witnessed a lot of 

advancement and progress. However based on the literature we reviewed, we find out the 

following: 

- Little work has been done in the use of UWB OFDM in SAR target reconstruction 

as well as SAR imaging. 

- Most of the research conducted in UWB OFDM SAR assumed single target 

scenario. Therefore expanding the work to multiple target scenario is desirable. 

- Because of the range ambiguity in OFDM SAR configuration, coded OFDM is 

needed. In other words, we need to investigate the choice of the carrier frequency 

of the OFDM to reduce range ambiguity. 

So the aim of this study is to try find solutions to the above mentioned problems. 
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2.5 Chapter Summary  

The chapter provides an overview of the literature in the field of OFDM SAR as well as 

lays the foundation for a better understanding of what will follow in the subsequent 

chapters. In the literature review, we started from the first preliminary study on OFDM 

SAR when it came into light and later looked at the development that follow suit. This 

gives us a better understanding of what others are doing in this field. In the technical 

background, we introduced the concept of SAR, OFDM, UWB and the benefits of having 

them combined together. Some terminologies needed for this research were also explained. 

In the coming chapter, we will model the scenes for the detection of the targets in cross 

range and later for downrange detection and imaging.  
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CHAPTER 3 

OFDM SAR CROSS RANGE RECONSTRUCTION 

3.1 Introduction  

This chapter deals with cross range reconstruction process of a single and multiple targets. 

The geometric and the signal model are presented and all the parameters needed are 

explained. Starting with the single target model, we estimate the cross range position of the 

target and use parameters such as Root Mean Square Error (RMSE), cumulative side lobe 

levels and the main lobe width to test the accuracy of the estimation process. Also we look 

at the effect of varying the step interval of the grid search on the number of subcarrier 

coefficients in target location. For the multiple target scenario, we look at different cases 

of when the radar can distinguish between one target from another and when not. 

3.2 Single Target Cross Range Reconstruction  

In this section, the methodology of a single target cross range reconstruction is explained. 

At first we describe the geometric model, followed by the signal model, phase history 

estimate and the CPR. 

3.2.1 SAR System Geometric Model  

Consider a SAR platform shown in Figure 3.1. The radar is mounted on a vehicle moving 

back and forth within the SAR platform to locate the position of the target by sending 
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signals towards the target. When the signal reaches the target, part of the signal get 

refracted, diffracted while other parts are reflected back to the radar as an echo. Due to the 

nature of the environment, the signal may not reach the radar in a line of sight. The received 

signal contains information about the location of the target.  It is our objective to localize 

the target position from the received signal.  

To develop a system model using SAR geometry, we either use a squint target model in 

which the center of the target area, (𝑢𝑐, 𝑌𝑐), is not located at the origin of the cross range or 

we use a broadside target where the center is based at the origin, (𝑢𝑐 = 0, 𝑌𝑐) as in Figure 

3.1.  In this thesis, a broadside target model is used. Also for the transmitted/received signal 

model, we use UWB-OFDM signal because of the advantage of using more OFDM 

subcarriers. The utilized system model shown in Figure 3.1 follows the work of Garmatyuk 

et al [26]. 

 

 

 

 

 

 

 

 Figure 3.1 Single target system model 
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The target is located at (𝑢0, 𝑌0) and the center of the target is at (0, 𝑌𝑐). The radar position 

is located at (𝑢𝑚, 0) and moves across the SAR platform ranging from – 𝐿 to +𝐿 with a 

step size ∆𝑢. Also the distance between the radar and the target is denoted as 𝑅𝑚 and radial 

velocity measured from the radar to the target is denoted as  𝑉𝑟𝑚. 

3.2.2 Transmit/Receive Signal Models 

For the transmit/receive signal model, a baseband OFDM signal is used. Starting with 

 𝑁 number of subcarrier coefficients and using IDFT, a 2𝑁 + 1 samples of the transmitted 

signal can be generated. The resulting time-domain sampled signal will be truncated to 

(𝑁 + 1) length to remove redundancy. This result is then converted to continuous time-

domain using a Digital to Analog (D/A) converter [31]. The continuous transmit signal 

𝑠𝑡𝑥(𝑡)  is given by 

  𝑠𝑡𝑥(𝑡) = {
1

2𝑁+1
∑ 𝑆(𝑘).2𝑁+1
𝑘=1 𝑒𝑗

2𝜋𝑡

2𝑁+1
(𝑘−1)𝐹𝑠   𝑡 ∈ (0,

𝑁

𝐹𝑠
]

0  𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

           
                                       (3.1) 

where 𝑆(𝑘) are elements of the frequency domain vector 𝑺,  

𝑠𝑡𝑥(𝑡) is the signal transmitted by the radar  as in the model shown in Figure 3.1  to obtain 

the reflected signal given by 

  𝑠𝑟𝑥(𝑡) = 𝐴𝑚𝑠𝑡𝑥(𝑡 − 𝐷𝑚)                                           (3.2) 

where 𝐴𝑚 is the target reflectivity coefficient and 𝐷𝑚 is the time delay given by 

  𝐷𝑚 =
2𝑅𝑚

𝑐−𝑉𝑟𝑚
                                                                (3.3) 
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The reflected signal is sampled with (𝑁 + 1) samples to get 

𝑠𝑟𝑥(𝑛) =
𝐴𝑚

2𝑁+1
∑ 𝑆(𝑘).2𝑁+1
𝑘=1 𝑒𝑗

2𝜋((
𝑛−1
𝐹𝑠

−(𝐷𝑚−𝜏))

2𝑁+1
(𝑘−1)𝐹𝑠 , 𝑛 = 1,… ,𝑁 + 1                     (3.4) 

where 𝜏 is the delay at the starting sampling time. 

The true received signal however will be the ideal signal with noise. This noise is added in 

form of Additive White Gaussian Noise (AWGN). 

After generating the transmit/receive signal model, an estimate for the phase history can 

be formed from the reflected (received) signal. 

3.2.3 Phase History Estimate Using Least Square Method 

To estimate the phase history, we first convert the received sampled OFDM signals to 

frequency domain in order to get back the original number of subcarriers 𝑁. This can be 

achieved using DFT. After some mathematical manipulations,  the DFT of the received 

signal is given by [3] [38] 

𝑆𝑟𝑥(𝑘) = ∑ 𝑠𝑟𝑥(𝑛 + 1).

𝑁

𝑛=1

𝑒−𝑗2𝜋
𝑘𝑛

2𝑁+1
 + ∑ 𝑠𝑟𝑥(2(𝑁 + 1) − 𝑛).

2𝑁+1

𝑛=𝑁+1

𝑒−𝑗2𝜋
𝑘𝑛

2𝑁+1
 , 𝑘 = 1,…𝑁   (3.5) 

Equation (3.5) is the DFT of the received signal (Obtained using equation (2.2) and 

equation (2.3)) which is an expression in terms of the original number of subcarriers 

in 𝑆 (𝑘). Also notice that the 𝑒−𝑗2𝜋
𝑘𝑛

2𝑁+1
  term is (2𝑁 + 1)-cyclic. Hence subtracting (2𝑁 +

1) from 𝑛 in the second sum will not necessarily affect its value. 
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Further simplifications of equation (3.5)  leads to [3] [38] 

𝑺𝑟𝑥 =
𝐴𝑚

(2𝑁+1)
𝚪𝚿                                                             (3.6) 

where  

𝚪 = [

𝛾1,1 ⋯ 𝛾1,2𝑁
⋮ ⋱ ⋮

𝛾𝑁,1 ⋯ 𝛾𝑁,2𝑁
] and  𝚿 = [

𝜓1−2𝑁

⋮
𝜓2𝑁−1

]      ,                     (3.7) 

and 

𝜓 = 𝑒−𝑗
𝜋𝛽

2𝑁+1
 
                                                                      (3.8) 

 𝛽 = (𝐷𝑚 − 𝜏)𝐹𝑠                                                           (3.9) 

𝛾𝑘,𝑟 = 𝐶𝑘,𝑟𝑆(𝑟 + 1)                                                     (3.10) 

where 

𝐶𝑘,𝑟 =

{
  
 

  
 −

𝑗

2
[Θ1(𝑘, 𝑟) + Θ2(𝑘, 𝑟)], for 𝑘 + 𝑟 = even, 𝑘 ≠ 𝑟                 

+
𝑗

2
[

1

Θ1(𝑘,𝑟)
+

1

Θ2(𝑘,𝑟)
] , for 𝑘 + 𝑟 = odd, 𝑘 + 𝑟 ≠ 2𝑁 + 1

−
𝑗

2
Θ1(𝑘, 𝑟) +

2𝑁+1

2
,          for 𝑘 = 𝑟                                             

+
𝑗

2

1

Θ2(𝑘,𝑟)
+

2𝑁+1

2
,         for 𝑘 + 𝑟 = 2𝑁 + 1                         

                 (3.11) 

and 

Θ1(𝑘, 𝑟) = tan (
𝜋

2
.
𝑘+𝑟

2𝑁+1
)

Θ2(𝑘, 𝑟) = tan (−
𝜋

2
.
𝑘−𝑟

2𝑁+1
)
                                                  (3.12) 
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At the end, the received signal becomes 

𝑺𝑟𝑥 =
𝐴𝑚

2𝑁+1
 𝚪𝚿                                                            (3.13) 

The next step is to introduce iid AWGN noise into the system to obtain the noisy value of 

the received signal as  

�̂�𝑟𝑥 = 𝑺𝑟𝑥 +𝑵𝐴𝑊𝐺𝑁                                                            (3.14) 

where 𝑺𝒓𝒙 is defined by (3.13) and 𝑵𝐴𝑊𝐺𝑁 is the noise introduce into the system. 

Using equation (3.13), we formulate the L2-norm to estimate the phase history, 𝛽 using 

휀(𝛽) = ‖�̂�𝑟𝑥 − 𝐴𝑚𝚪𝚿‖
2
                                                       (3.15) 

Through the minimization of this error function, we can obtain an estimate for 𝛽. However 

equation (3.15) can only be used if we know the value of 𝐴𝑚. But this is not the case in 

real life as mostly 𝐴𝑚 is unknown. As such an estimate for 𝐴𝑚 needs to be first derived 

and then used with equation (3.15) to arrive at the direct expression for the estimate of 𝛽 

(full derivation shown in [3]) 

�̂� = argmax
𝛽

‖
𝑺𝑟𝑥

𝑯
𝚪𝚿

|𝚪𝚿|
‖
2

                                                         (3.16) 

Equation (3.16) is the phase history estimate of the received signal which can be used to 

find the CPR. 
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3.2.4 Cross Range Profile Reconstruction  

 Having derived an estimate for 𝛽 from the OFDM signal, we can now find the phase 

assuming a single complex sinusoid, which is given by  

𝜙𝑚 = 𝑒−𝑗2𝜋
�̂�𝑚
2𝑁+1

 
                                                                 (3.17) 

This phase of the single complex sinusoid can be used to find the CPR via matched filtering 

with a reference function that is given by 

𝜙𝑚
𝑟𝑒𝑓

= 𝒆−𝒋𝟐𝝅
(�̂�𝑚−𝝉)

𝟐𝑵+𝟏
 .𝑭𝒔                                                         (3.18) 

where  

�̂�𝑚 =
2√𝑢𝑚

2 +𝑌𝑐
2

𝑐−𝑉𝑢
𝑆𝐴𝑅 cos(tan−1{

𝑌𝑐
𝑢𝑚

})
                                                  (3.19) 

The CPR can be found using 

𝑪𝒑𝒓(𝑢𝑚) = 𝜙𝑚
𝑟𝑒𝑓

⨂𝜙𝑚                                                         (3.20) 

where ⨂ is the cross-correlation operator. 

Using the CPR of (3.20), we can estimate the actual location of the target by finding the 

cross range coordinate that makes 𝑪𝒑𝒓(𝑢𝑚) maximum using 

�̂�𝑚0
= max

𝑢𝑚
(𝑪𝒑𝒓(𝑢𝑚))                                                         (3.21) 

In summary, the methodology for the single target scenario used in this report is as shown 

in Figure 3.2.  
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Figure 3.2 Summary of the procedure of a single target cross range reconstruction. 
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3.2.5 Simulation and Results  

In this section, we present the results obtained from the methods described in Section 3.2.2 

for the single target scenario. Parameters such as RMSE, cumulative side lobe levels and 

the main lobe width are used to test the accuracy of the reconstructed CPR. Also we look 

at the effect of varying the step interval of the grid search on the number of subcarrier 

coefficients in localizing the target.  

To simulate the cross range reconstruction process, we used 𝑁 = 4, 8 and 16 for the number 

of subcarriers assuming equal energy. The rest of the model parameters are set to the 

following values (typical of normal conventional SAR): 𝑌𝑐 = 535m; 𝐿 = 150m; 𝑌0 = 520m; 

𝑢0 = 70m; pulse repetition frequency,  𝑓𝑃𝑅𝐹 = 35Hz; sampling frequency, 𝐹𝑠= 1GHz, speed 

of the moving radar, 𝑉𝑢
𝑆𝐴𝑅 = 35m/s. The number of step size ∆𝑢 is given by 𝑢=301. The 

clutter model used is AWGN through justification by [19]. 

 Using the parameters stated in Section 3.2.2, we evaluate the performance of the 

reconstruction process using the following parameters: 

i. Root Mean Square Error (RMSE) to quantify the error between the peak 

location of �̂�𝑚0
 and the true position of the target 𝑢0  and calculated for all radar 

positions 𝑚. This can be found using 

𝑅𝑀𝑆𝐸 = √𝑚𝑒𝑎𝑛(�̂�𝑚0
− 𝑢0)2                                                                   (3.22) 

ii. Cumulative side-lobe level, 𝜌𝑠, of the CPR by taking the ratio of the areas 

beneath the noisy CPR and the noiseless CPR using [38] 
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𝜌𝑠 =
𝐴𝑛𝑜𝑖𝑠𝑦

𝐴𝑛𝑜𝑖𝑠𝑒𝑙𝑒𝑠𝑠
                                                                              (3.23) 

where 𝐴𝑛𝑜𝑖𝑠𝑦 is the area under the CPR for the AWGN case and 𝐴𝑛𝑜𝑖𝑠𝑒𝑙𝑒𝑠𝑠 is 

the area under the CPR for the noiseless case. 

iii. Main lobe width, which is a measure of the quality of cross range resolution, is 

found by taking the 3dB width of the CPR main lobe.  

Using these parameters, two cases were considered namely equal subcarrier coefficients 

and unequal subcarrier coefficients. For the former case, we assume all 𝑁 sub-bands are 

ON (ones) while for the latter case, the subcarrier coefficients are generated randomly 

using uniform distribution. The uniform distribution contains values of zeroes and ones. A 

1 means the sub-band is ON while a zero means the sub-band is OFF. Under the same 

signal to noise ratio conditions, both cases were compared with the Single Frequency (SF) 

signal evaluated at frequency 𝑓0 = 𝐹𝑠 17.⁄  This corresponds to the highest fundamental 

frequency 𝐹𝑠 (2𝑁 + 1) ⁄ of the reference function for the case of 𝑁 = 8. The results obtained 

are shown in Figure 3.3, and 3.4 respectively. 
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(a)          (b) 

 

(c) 

Figure 3.3 Uniform assignment of the 𝑵 sub-bands (a) Cross range target position 

estimation. (b) Cumulative side-lobe level (c) Main lobe width 
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(a)                                                                  (b) 

 

(c) 

Figure 3.4 Random assignment of the 𝑵 sub-bands (a) Cross range target position 

estimation. (b) Cumulative side-lobe level (c) Main lobe width 

From Figure 3.3, and 3.4, it can be seen that as the number of subcarriers increases (while 

keeping the total energy of the signal constant), the RMSE decreases significantly. This is 

because as 𝑁 increases, we have more data available for estimation. In comparison to the 

SF case, we can see that the OFDM case performs better than the SF case for both cases of 
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of 𝑁 = 16 performs better than the SF case. This is because equal assignment of 𝑁 gives 

the best performance for the OFDM case but is only ideal for friendly environment. In a 

hostile environment, random assignment of 𝑁 is desirable in order for the transmitted signal 

not to be identified even when intercepted. So using higher values of 𝑁 will be better. 

 Also in Figure 3.3(a) and Figure 3.4(a), we observed three different regions of interest 

namely low, medium and high SNR region. In the low SNR region (below −12𝑑𝐵) the 

region is very noisy that choosing a high value of 𝑁 might even give the worst performance 

due to the wider main lobe (to be explained), therefore choosing a small 𝑁 will be a better 

choice. This first region is not usually the range of interest because the range of error is 

already very high.  In the medium SNR region, 𝑁 = 16 gives a better RMSE compared to 

either 𝑁 = 4 or 𝑁 = 8. In the high SNR region, all the values of 𝑁 give the same behaviour 

and this is expected because as only one carrier is enough for reconstructing the cross range. 

Therefore choosing a lower value of 𝑁 will be the better choice.  

Increasing the number of 𝑁 results in widening the main lobe as shown in Figure 3.3(b). 

This is true because looking at the fundamental frequency 𝐹𝑠 (2𝑁 + 1)⁄ , as 𝑁 increases, 

the fundamental frequency decreases and hence the main lobe tends to become wider and 

wider. This is why 𝑁 = 8 gives a better result than the case of 𝑁 = 16. So to use a higher 

value of 𝑁, we have to pay the price of having a wider main lobe.  To see this phenomenon 

clearly, we investigate this effect in details for the Least Square Estimation (LSE) of the 

CPR using different values of 𝑁 (𝑁 = 4, 8, and 16) and compare the performance with the 

SF signal at SNR of 1𝑑𝐵. The results are shown in Figure 3.5. This affects the number of 

needed measurements in the cross range, 𝑢. 
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(a)       (b) 

 

(c) 

Figure 3.5 Normalized Cross range profile for (a) 𝑵 = 4. (b) 𝑵 = 8. (c) 𝑵 = 16 

It can be seen from Figure 3.5 that as 𝑁 increases, the model behaves more like the SF case 

but the main lobe becomes wider and wider as observed earlier on SNR plots. This shows 

that the value of N must be traded off to achieve a better performance. 
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Effect of Varying the Grid Search on 𝑵  

Grid search method is used when we have a multiple dimensional variable for an 

optimization problem. Moreover as the spectra of the grid search has a complex structure 

comprising of many minima and maxima residual, there is need to find the global 

minimum. Using grid search method, we can easily find the global minimum if it is very 

close to zero and located in a narrow region which distinguishes it from other local minima. 

For a SAR system, because of the fact that the radar is constantly changing positions the 

phase history 𝛽 contains many minima and maxima and therefore care must be taken in 

choosing the right step interval  ∆𝛽 for the grid search. This can be controlled by the 

sampling step, ∆𝑢, for the CPR . It has been shown that the sampling step of the CPR is 

given by [3] 

∆𝑢 ≤
𝑐(2𝑁+1)√𝑌0

2+4𝐿2

8𝐿.𝐹𝑠
                                                         (3.24) 

where  ∆𝑢  is the sampling step and the rest of the parameters have their normal definitions. 

So since 𝑌0, 𝐿, 𝑐 and 𝐹𝑠 are fixed in our analysis, by varying the number of subcarriers 𝑁, 

we can observe the effect of the grid search on the estimate we are making. Using 𝑁=4, 8, 

and 16, we find the RMSE and the cumulative side-lobe level for different values of the 

step size ∆𝛽 = 0.05(step size 𝑢 = 301), 0.03(𝑢 = 601) and 0.01(𝑢 = 1201). 

The results are as shown in Figure 3.6, Figure 3.7, and Figure 3.8, respectively. 
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(a)                 (b) 

Figure 3.6 Grid search for 𝑵= 4. (a) Cross range target position estimation 

(b) Cumulative side-lobe level. 

 

 

(a)                                                (b) 

Figure 3.7 Grid search for 𝑵= 8. (a) Cross range target position estimation.  

(b) Cumulative side-lobe level. 
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(a)                                                (b) 

Figure 3.8 Grid search for 𝑵= 16. (a) Cross range target position estimation. 

(b) Cumulative side-lobe level. 

From Figure 3.6, 3.7, and 3.8, we can see that for different values of 𝑁 and for the specific 

target position, the grid search behaves in a different way. Whereas the performance of the 

system improves by decreasing the step interval ∆𝛽 for the case of 𝑁 = 4, the reverse is the 

case for 𝑁 = 8 and almost has no effect when 𝑁 = 16. This also shows that as 𝑁 increases, 

variations in ∆𝛽 becomes insignificant and the system behaviour improves. This is because 

as 𝑁 increases, we have more carrier with different wavelength and hence more phase 

resolution for estimation. 

3.3 Multiple Targets Cross Range Reconstruction   

In this section, we describe the reconstruction process of a multiple target model. The 

procedure for estimation is similar to the single target model only that more targets are now 

present in the scene. After we establish the system geometry, the same signal model and 
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methodology of the single target scenario are employed here and in the course of this 

discussion, we will see how they differ.  Reconstruction process of multiple targets is 

possible if we meet some certain conditions.  

3.3.1 Multiple Targets SAR Geometry  

When we have more than one target, additional requirements come into play for the radar 

to distinguish between two or more closely spaced targets (objects). Echoes from the 

targets must be received at different times for the radar to properly distinguish them. To 

understand these requirements, we first consider the case of two targets and later extend it 

to more than two targets. The system model is as shown in Figure 3.9. These requirements 

are as follows: 

 

 

 

 

 

 

 

 

 

Figure 3.9 System model for two targets scenario 
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3.3.2 Range Resolution  

Consider the geometric model shown in Figure 3.9 which follows the same model for the 

single target scenario only that the number of the targets is now two. Assume a pulse of 

length 𝐿𝑝 is approaching the two targets and the slant range distance between the two 

targets is  𝑑𝑅 and cross range spacing 𝑑𝐶. The part of the signal reflected by object 𝐴 is 𝐴𝐶 

while that reflected by 𝐵 is 𝐵𝐶. To reach the target and come back, 𝐵𝐶 has to cover an 

extra distance of 2𝑑𝑅 and thus is at slightly shorter distance than 𝐿𝑝 behind 𝐴𝐶. Because 

of this, the end of 𝐴𝐶 and the beginning of 𝐵𝐶 overlap when they reach the receiver. As a 

consequence, they are imaged as one single large target which extends from 𝐴 to 𝐵. The 

question that normally arise is when can the radar distinguish echoes from the different 

targets? This can be answered by the necessary condition that 𝑑𝑅 > 𝐿𝑝 2⁄ . So once the 

slant range distance 𝑑𝑅 between 𝐴 and 𝐵 is slightly greater than 𝐿𝑝 2⁄ , the two-pulses 

would not overlap and the radar can distinguish between the two-echoed signals from the 

targets in terms of the range coordinates. The distance 𝑑𝑅 is known as the range resolution 

denoted as ∆𝑅. For a pulse radar, the range resolution can be found using 

  ∆𝑅 =
𝑐𝐿𝑝

2
=

𝑐

2𝐵
                                             (3.25) 

where 𝐵 is the bandwidth. 

From equation (3.25), we can see that the range resolution improves as we increase the 

bandwidth. In other words, systems with higher bandwidth have better range resolution. 

Figure 3.9 shows the variation of range resolution with bandwidth. We can see that a 

resolution of 1.5 m will be achieved with a bandwidth of 100𝑀𝐻𝑧 theoretically.  However, 
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this chapter deals with cross range reconstruction of the target and the range resolution will 

not play a role here. We will revisit the range resolution condition in chapter 4. 

 

Figure 3.10 Variation of range resolution with bandwidth 

 

3.3.3 Cross Range Resolution  

Cross range (azimuth) resolution describes the ability of an imaging radar to separate two 

closely spaced objects in the direction parallel to the motion vector of the sensor and it is a 

function of the antenna beam width. It has been shown that the azimuth resolution, 𝛿𝑥, of 

a SAR system with an antenna of aperture size 𝐿𝑎 is given by [10] 

  𝛿𝑥 =
𝐿𝑎

2
                                             (3.28) 

0 0.5 1 1.5 2 2.5 3 3.5 4
0

500

1000

1500

100

Range resolution(m)

B
a
n
d
w

id
th

 (
M

H
z
)

Variationof Range resolution with Bandwidth



43 

 

The azimuth resolution is half of the size of the antenna aperture. One of the greatest 

advantage of SAR system is that they achieve very good azimuth resolution which is 

independent of the slant range and this is a desirable result for imaging. From Figure 3.9, 

if the cross range spacing 𝑑𝐶 between the targets is less than, 𝛿𝑥, the radar will image them 

as one single large target. On the other hand, if 𝑑𝐶 >  𝛿𝑥 , the radar can resolve the targets. 

The cross range resolution is responsible for the cross range reconstruction of the target. 

Once the cross range resolution condition is met, the radar can distinguish between echoes 

from different target otherwise it will image the targets as one. 

3.3.4 Simulation and Results  

Using the requirements stated in Section 3.3.3 (cross range resolution), we can reconstruct 

multiple targets scenes using the single target model previously obtained. The result at the 

receiver will then be a superposition of the individual received signals from the individual 

targets. The spherical phase function can be reconstructed using [26]  

  𝜙𝑚
𝑁𝑇 = ∑ 𝑒−𝑗2𝜋

𝛽𝑛
2𝑁+1

𝑁𝑇
𝑛=1                                             (3.29) 

where 𝛽𝑛 is the fundamental phase (delay) at the 𝑛𝑡ℎ  point like target and 𝑁𝑇 is the number 

of targets. 

As a rule of thumb, the number of subcarriers 𝑁 of an OFDM SAR signal must be greater 

than the number of the targets 𝑁𝑇 i.e. 𝑁 > 𝑁𝑇 [26].  

Moreover since we are dealing with cross range reconstruction in this chapter, a fixed range 

position 𝑌0 = 520𝑚 is used for all the targets and the following cases are considered:  
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Case I : Closely Spaced Targets (𝒅𝑪 < 𝜹𝒙 ) ∶ 

Closely spaced targets means the targets are closely spaced to each other on the cross range 

coordinates and the spacing, 𝑑𝐶 is less than the cross range resolution, 𝛿𝑥. For the two 

targets scenario, we use 𝑢01 = 70𝑚 , 𝑢02 = 80𝑚 and 𝑁= 16 in the simulation and the 

result is shown in Figure 3.11. 

 

Figure 3.11 Cross range profile for the case of two targets when 𝒅𝑪 < 𝜹𝒙 
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Figure 3. 12 Cross range profile for the case of multiple targets when 𝒅𝑪 < 𝜹𝒙 

From Figure 3.11, we can see that because the targets are close to each other (i.e 𝑑𝐶 < 𝛿𝑥), 

the radar imaged the two targets as one single large target extending from 70 to 80m. In 

the same vein, if we consider more than two targets closely spaced to each other, the radar 

will still image them as one single large target extending from the first target to the last. 

For illustration, we simulated the CPR for 15 equally weighted equidistance point like 

distributed cross range from 20 to 55m and the result is as shown in Figure 3.12. 

Case II: Separated Targets (𝒅𝑪 ≥ 𝜹𝒙) : 

Separated targets means that the two targets are far away from each other satisfying the 

condition 𝑑𝐶 ≥ 𝛿𝑥. For the two targets scenario, we demonstrate this by using  𝑢01 = 40𝑚 

and 𝑢02 = 90𝑚 in the simulation and the result is as shown in Figure 3.13.  
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Figure 3.13 Cross range profile for the case of two targets when 𝒅𝑪 ≥ 𝜹𝒙 

From Figure 3.13, we can see that in this scenario, the radar successfully distinguish 

between the two targets positions. For the case of more than two targets, we simulated the 

CPR of 4 equally weighted equidistance point like distributed cross range position at -130, 

-45, 45 and 130m respectively and the result is shown in Figure 3.14. 
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Figure 3.14 Cross range profile for the case of multiple targets when 𝒅𝑪 ≥ 𝜹𝒙 

From Figure 3.14, we can see that even with the presence of multiple targets, the radar still 

successfully distinguish the position of each targets. However it is important to note that 

as we have many targets present, the probability of making error in the position of the target 

increases. This probability of error is known as probability of false alarm and it can be 

taken care of by setting a threshold level of which each response of the target has to reach 

before it can be recorded as target positions otherwise it will be discarded.  
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3.4 Chapter Summary  

This chapter deals with the detection process of single target and multiple targets scenarios. 

For the single target scenario, the geometric and signal model was presented and using the 

received signal of this model, we estimated the phase history which was later used in cross 

range profile reconstruction via matched filtering. In the simulation results, parameters 

such as RMSE, main lobe width and cumulative side lobe level were used to examine the 

accuracy of this approach. It was observed that as we increase the number of subcarriers, 

the performance of the system improves, however the main lobe become wider. We also 

observed that for different number of subcarriers, the grid search for the phase history 

behaves in a different way. Whereas the performance of the system –for the specific 

considered parameters- improves by decreasing the step interval ∆𝛽 for the case of 𝑁 = 4, 

the reverse is the case for 𝑁 = 8 and almost has no effect when 𝑁 = 16. This is true because 

as 𝑁 increases, we have more data available for estimation.  

For the multiple targets scenario, we looked at the case of having multiple targets within 

the region of interest. At first, we discussed the necessary conditions needed for the radar 

to distinguish between the echoed received from different targets. One of the condition is 

that the cross range spacing, 𝑑𝐶, must be greater than the cross range resolution 𝛿𝑥. 

However we see that as the number of targets increases, the probability of detecting a false 

target also increases. This can be taken care of by setting a threshold for the amplitude of 

the CPR.  
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CHAPTER 4 

SAR IMAGE RECONSTRUCTION 

4.1 Introduction  

Since its inception radar has been used primarily for detection and tracking, however with 

advancement in technology, it is now used for imaging of 2D and 3D scenes. SAR imaging 

is normally used for 2D imaging and often applied for imaging of static ground scene. In 

particular, SAR imaging is used when general information of a broad target is needed like 

in surveillance and reconnaissance [10]. To develop a SAR image, two pieces of 

information are needed namely range imaging and cross range imaging. In subsequent 

sections, we will discuss how to form the image for the UWB-OFDM radar. 

4.2 Range Imaging  

In SAR imaging, the range is the distance of the target that is perpendicular to the motion 

of the SAR platform. A 2D range imaging system is shown in Figure 4.1. 

From Figure 4.1, given a fixed cross range, each of the targets that are within the coverage 

area of the antenna will have a range 𝑌𝑛 and a reflectivity 𝐴𝑛. For 𝑁𝑇   number of targets, 

the range domain function 𝑓0(𝑦) is given by 

  𝑓0(𝑦) = ∑ 𝐴𝑛𝛿(𝑦 − 𝑦𝑛)
𝑁𝑇  
𝑛=1                                            (4.1) 
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where 𝑦𝑛 is the range position of the target at position 𝑛 and 𝛿(∙) is an impulse function. 

 

 

 

 

 

 

 

 

 

From the model we developed in Chapter 3, the range profile reconstruction at a given 

cross range 𝑢𝑚  is given by 

  𝒀𝑚
𝑅 (𝑡) = |ℱ−1 (𝑺𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡 . (�̂�𝑟𝑥))|                                     (4.2) 

where 𝒀𝑚
𝑅 (t) is the range profile (range imaging) in time domain at a given cross range 

position 𝑚 and the superscript 𝑅 indicates range, ℱ−1 is the Inverse Discrete Fourier 

Transform (IDFT), 𝑺𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡 is the reference transmitted signal in frequency domain and 

�̂�𝑟𝑥 is the received signal corrupted with noise. 𝒀𝑚
𝑅 (𝑡) is converted from the time domain 

Figure 4.1 SAR Range Imaging 
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to the range domain 𝒀𝑚
𝑅 (𝑦)  using 𝑡 =

2𝑦

𝑐
. So using the parameters presented in Chapter 3, 

we simulate the range imaging 𝒀𝑚
𝑅 (𝑦)   and the result is shown in Figure 4.2. The target is 

placed at position (𝑢0, 𝑦0) = (0, 530𝑚). 

 

Figure 4.2 SAR Imaging before RMC 

From Figure 4.2, it is clearly seen that range migration has occurred. This is because the 

range is a function of the radar position and the relative velocity between the radar and the 

target. As a result, the image obtained is distorted and that is what is responsible for the 

hyperbolic shape in the range imaging. To solve this problem, we need the cross range 
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4.3 Range Migration Correction (RMC) 

In SAR, since the radar moves along the cross range coordinates during the data collection 

process, the cross range information can be used to reduce the problem associated with 

range migration. 

 

 

 

 

 

 

 

 

Looking at the cross range illustrated in Figure 4.3, we can see that each target that is within 

the coverage area has a cross range 𝑢𝑛 and reflectivity 𝐴𝑛. Also given 𝑁𝑇 targets, the 

received signal is given by 

𝑆𝑟(𝑡, 𝑢) = ∑ 𝐴𝑛𝑆𝑡(𝑡 − 𝑡𝑛)
𝑁𝑇
𝑛=1                                               (4.3) 

Figure 4.3 SAR Cross range Imaging 
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To improve the image in Figure 4.2, we need to correct the migration in range through a 

process known as Range Migration Correction (RMC). This can be done as follows: 

From equation (3.20) in Chapter 3, we established the matched filter equation for the CPR. 

Using this equation, we find an estimate of the actual target position in cross range as 

shown by equation (3.21). These two equations are used to compute the phase correction 

term for the RMC. 

Expanding equation (3.3) using geometry  

  𝐷𝑚 =
2√𝑦0

2+(𝑢0−𝑢𝑚)2

𝑐−𝑉𝑟𝑚
=

2𝑦0

𝑐−𝑉𝑟𝑚
+

(𝑢0−𝑢𝑚)2

𝑦0(𝑐−𝑉𝑟𝑚)
                                         (4.4) 

The second term in equation (4.4) is what is responsible for the curvature obtained with the 

range.  This can be taken care of by introducing a compensation term 𝜃𝑐𝑜𝑟𝑟𝑒𝑐𝑡 at each cross 

range position 𝑢𝑚 given by 

  𝜃𝑐𝑜𝑟𝑟𝑒𝑐𝑡(𝑢𝑚) =
(𝑢0−𝑢𝑚)2

𝑌𝑐(𝑐+𝑉𝑢
𝑆𝐴𝑅cos 

(

 𝑎𝑟𝑐𝑠𝑖𝑛(
𝑌𝑐

√𝑦𝑜
2+𝑢𝑚

2
)

)

 

                             (4.5) 

Using this correction term, we now update our received signals to become 

  �̂�𝑟𝑥𝑛𝑒𝑤  = �̂�𝑟𝑥. 𝑒
𝑗𝜔𝜃𝑐𝑜𝑟𝑟𝑒𝑐𝑡(𝑢𝑚)                                            (4.6) 

So if we use �̂�𝑟𝑥𝑛𝑒𝑤  in place of �̂�𝑟𝑥 in equation (4.2), we can solve the problem of the 

curvature shape associated with the range imaging. We employed this correction process 

and the result is as shown in Figure 4.4. 
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Figure 4.4 SAR Imaging after RMC 
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is formed. The rows of the matrix contain the range profiles while the columns contain the 

range. To form the 2D-SAR image, we simply take the product of each range profile with 

the corresponding CPR value. The summary of the procedure of forming the 2D SAR 

image is shown in Figure 4.5. 
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4.5 Simulation and Results 

For the simulation, reference is made to both the single and multiple target scenarios 

presented in Chapter 3. Both the two scenarios were imaged using the procedure discussed 

in the previous sections. 

4.5.1 Single Target Imaging 

For the single target imaging, we assume that the target is located at 𝑢0 = 30𝑚 and 𝑦0 =

535𝑚 and the results are shown in Figure 4.6. The images before and after RMC are shown 

here and after taking the product of the range and cross range profiles, the image in Figure 

4.6(c) is obtained. The target position was identified, however there are some ghost targets 

present in the scene. This is a result of range ambiguity discussed earlier in chapter 2. 

Reducing the range ambiguity will surely reduce the ghost targets. 
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(a)                                                                    (b) 

 

(c) 

Figure 4.6 2D SAR Imaging for (a) Image before RMC. (b) Image after RMC.  

(c) Final Image 
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4.5.2 Multiple Targets Imaging 

For the multiple target imaging, the range resolution described in chapter 3 comes into 

play. This is because for SAR imaging, both the cross range and range information are 

needed. So given a cross range resolution, 𝛿𝑥, and range resolution, ∆𝑅, if any of the 

condition  𝑑𝐶 ≥ 𝛿𝑥  or 𝑑𝑅 ≥ ∆𝑅 is satisfied, the radar can resolve the targets, otherwise it 

will image them as one single target. Keeping this in mind, the following cases are 

considered: 

Case I: 𝒅𝑪 < 𝜹𝒙 and 𝒅𝑹 < ∆𝑹: 

In this case, the targets are both closely spaced to each other in range and cross range 

coordinates. For two targets scenario, the targets were located at 𝑢01 = 70𝑚 , 𝑢𝑜2 = 80𝑚 

and 𝑁= 32 both at a range position of 𝑦0 = 535𝑚 and image of the scene is shown in 

Figure 4.7. We observed that since the targets are close to each other (i.e. 𝑑𝐶 < 𝛿𝑥) and 

because of the fact that they are both at the same range, the radar imaged the two targets as 

one single large target extending from 70 to 80m. Also considering the case of more than 

two targets closely space to each other, the radar still images these targets as one single 

targets as shown in Figure 4.8. In this case, the image of 15 equally weighted equidistance 

point like targets at cross range positions ranging between 20 to 50m all at a range position 

of  𝑦0 = 530𝑚 is shown as one single large target.  
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(a)                         (b) 

 

(c) 

Figure 4.7 2D SAR Image for two targets scenario when 𝒅𝑪 < 𝜹𝒙 and 𝒅𝑹 < ∆𝑹 for 

(a) Image before RMC. (b) Image after RMC.  (c) Final Image. 
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Figure 4.8 2D SAR Image for multiple targets scenario when 𝒅𝑪 < 𝜹𝒙 and  𝒅𝑹 < ∆𝑹 

 

Case II: 𝒅𝑪 < 𝜹𝒙 and 𝒅𝑹 ≥ ∆𝑹: 

When the targets are at different range positions, even though 𝑑𝐶 < 𝛿𝑥, the radar can 

successfully resolve the targets. This is because the range information helps the radar in 

distinguishing the targets. In this case, the two targets are located at 𝑢01 = 70𝑚 𝑢𝑜2 =

80𝑚 at range positions of 𝑦01 = 535𝑚 and  𝑦02 = 540𝑚 respectively. The results are 

shown in Figure 4.9. 
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(a)                                                                   (b) 

 

(c) 

Figure 4.9 2D SAR Image for two targets scenario when 𝒅𝑪 < 𝜹𝒙 and 𝒅𝑹 ≥ ∆𝑹 for 

(a) Image before RMC. (b) Image after RMC.  (c) Final Image. 
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both targets are at the same range position of 𝑦0 = 535𝑚. This effectively makes  𝑑𝑅 zero 

and hence  𝑑𝑅 < ∆𝑅. The results are shown in Figure 4.10. It can be seen that even 
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though  𝑑𝑅 < ∆𝑅, the radar successfully resolved the two targets since the condition 𝑑𝐶 ≥

𝛿𝑥 is met for the cross range position. 

For more than two targets, four targets are considered located at cross range positions of    

-50, 0, 50 and 90m all located at the range position  𝑦0 = 535𝑚. The results are shown in 

Figure 4.11. Also, we can see that the radar successfully distinguished the targets. 

 

(a)                                                                   (b) 

 

    (c) 

Figure 4.10 2D SAR Image for two targets scenario when 𝒅𝑪 ≥ 𝜹𝒙 and 𝒅𝑹 < ∆𝑹 for 

(a) Image before RMC. (b) Image after RMC.  (c) Final Image. 
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(a)                                                                  (b) 

 

        (c) 

Figure 4.11 2D SAR Image for multiple targets scenario when 𝒅𝑪 ≥ 𝜹𝒙 and 𝒅𝑹 < ∆𝑹 

for (a) Image before RMC. (b) Image after RMC.  (c) Final Image. 
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met, the radar imaged the scenes successfully distinguishing between the two targets 

positions. In the same vein, for the case of more than two targets, we simulated the image 

scene of 4 equally spaced points like targets at cross range positions of -50, 0, 50 and 90m 

and range positions of 540, 530,535 and 540m respectively and the result is shown in 

Figure 4.13. 

  

(a)                                                                    (b) 

 

                    (c) 

Figure 4.12 2D SAR Image for two targets scenario when 𝒅𝑪 ≥ 𝜹𝒙 and  𝒅𝑹 ≥ ∆𝑹 for 

(a) Image before RMC. (b) Image after RMC.  (c) Final Image. 
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(a)                                                                   (b) 

 

            (c) 

Figure 4.13 2D SAR Image for multiple targets scenario when 𝒅𝑪 ≥ 𝜹𝒙 and  𝒅𝑹 ≥

∆𝑹 for (a) Image before RMC. (b) Image after RMC.  (c) Final Image. 

From Figure 4.13, even with the presence of multiple targets, since both targets satisfy the 

conditions that 𝑑𝐶 ≥ 𝛿𝑥 and  𝑑𝑅 ≥ ∆𝑅, the radar successfully distinguishes the image of 

each targets. However in both the two scenes, they also suffer from ghost images as a result 

of range ambiguity. This can be reduced by employing a system that can suppress the range 

ambiguity and thereby eliminating the problem of ghost images.  
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4.6 Chapter Summary  

This chapter deals with formation of a 2D SAR image. To form a 2D SAR image, both the 

range and cross range profiles are needed for the image formation which can be obtained 

by simply taking the product of each of the RPR with the corresponding CPR. The range 

profile RPR suffers from two problems range migration and range ambiguity. The problem 

of range migration can be solved using RMC while for the range ambiguity, it depends on 

the choice of the OFDM subcarriers whether random or uniform assignment of the sub-

bands and this reduce the ambiguity in the range significantly. Range ambiguity is among 

the factors responsible for the appearance of ghost images in the scene. Moreover, two 

cases for the imaging were considered namely single and multiple targets imaging. For 

both cases, the image were reconstructed successfully although some ghost images were 

visible. However for the multiple targets imaging, either of the condition 𝑑𝐶 ≥ 𝛿𝑥 or 𝑑𝑅 ≥

∆𝑅 need to be satisfied for the radar to distinguish between images from different targets 

otherwise it will image them as one single large image. 
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CHAPTER 5 

OFDM WAVEFORM DESIGN FOR RANGE 

AMBIGUITY SUPPRESSION  

5.1 Introduction  

In this chapter, we investigate the impacts of choosing the OFDM signal vector 𝑺 in range 

ambiguity suppression. It has been established that there is always a tradeoff between 

making a random and uniform assignment of sub-bands . Making a uniform assignment of 

the sub-bands gives better imaging results but the transmitted signal becomes vulnerable 

and easily identifiable if intercepted. However choosing the sub-bands  randomly makes 

the range side lobes higher and as a result degrades the system performance. So the problem 

is how to assign the 𝑁 sub-bands efficiently to satisfy both requirements. In the following 

sections, we will see how this is possible. 

5.2 Factors Affecting the Choice of OFDM Signal Vector 𝑺  

In order to make a decision on choosing the OFDM signal vector 𝑺 (random assignment of 

the sub-bands), several factors need to be considered that can affect our choice. These 

factors are as follows: 
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i. Presence of narrowband interference, jamming, noise or both. A noisy channel 

will definitely affect the choice of the 𝑁 sub-bands . This was clearly shown in 

Chapter 3 whereby if we have a low SNR, 𝑁 has to be small and vice versa. 

ii. Reflectivity of the target: The frequency dependence of the target reflectivity 

coefficient also affects the choice of the sub-bands .  

iii. Environmental platform: The platform we are operating can also affect the 

choice of the sub-bands significantly and as such we need to know if the 

environment we are operating can coexist with other friendly platforms. This is 

important because of co-channel interference. 

iv. Tradeoff between 𝑁 and subcarrier symbol time: As a rule of thumb, the more 

subcarriers used, the longer their symbol rate even though the overall rate of 

information remains the same for a lower and higher value of 𝑁, a longer 

symbol rate is desirable in multipath mitigation. Therefore subcarrier spacing 

is a necessary parameter to choose for an OFDM signal. 

5.3 Impact of Choosing 𝑺 Randomly  

In chapter 3, we presented the results for both the case of uniform and random assignments 

of the 𝑁 sub-bands . For convenience, the results of the RMSE are presented here again in 

Figure 5.1. For the case of uniform assignment of the 𝑁 sub-bands   (all sub-bands are ON), 

the result gives a better performance because the side lobes are very low as a result of using 

uniform sub-bands . But in practice, using a uniform assignment of the sub-bands  will 

make the transmitted signal vulnerable and easily intercepted and hence the need to 

randomize the sub-bands . A random assignment of sub-bands makes the transmitted signal 
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almost impossible to be read even when detected but the side lobes levels becomes higher 

which degrades the performance of the system. Because of this tradeoff, a compromise is 

needed to investigate the choice of the OFDM signal that will give a good performance and 

difficult to be identified when intercepted.  

 

(a)                                                                (b) 

Figure 5.1 RMSE for (a) Uniform assignment of the sub-bands. (b) Random 

assignment of the sub-bands.  

 

5.4 Adaptive Design of OFDM subcarrier 𝑵  

From Figure 5.1, it has been shown that the RMSE improves as the SNR increases. Also 
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2𝑑𝐵 and above −2𝑑𝐵 and as such 𝑁 can be made to adapt to the best value of 𝑁 that gives 

a better performance. To show this adaptation scenario clearly, the RMSE result of Figure 

5.1 is extended to cover the region between −20𝑑𝐵 to 2𝑑𝐵 and the result is shown in 

Figure 5.2. It is observed that between -20𝑑𝐵 to -12𝑑𝐵 (the noisy region) 𝑁 = 4 gives the 
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best performance in terms of RMSE than either 𝑁 = 8 or 𝑁 = 16 and therefore the 

adaptive 𝑁 choose the value of 𝑁 = 4. However it is uncommon and nobody will like to 

operate at an error of 70𝑚. From -12𝑑𝐵 to -2𝑑𝐵, 𝑁 = 16 gives a better performance 

compared to 𝑁 = 4 and 𝑁 = 8 and as such the adaptive 𝑁 chooses this path. Above -2𝑑𝐵, 

this region is notably good and therefore any value of 𝑁 can be chosen depending on the 

application in consideration. Therefore, an additional plot is added called Adaptive 𝑁 

which indicate the best choice of 𝑁 in every region. 

 

Figure 5.2 RMSE for Uniform assignment of the sub-bands with Adaptive 𝑵. 
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lower range side lobes but this can only be employed in a friendly environment. In a hostile 

environment such as military applications where much emphasis is given to the design of 

the transmitted signal so that it is almost impossible to be identified even when intercepted, 

we cannot transmit uniform subcarrier coefficients. Moreover, the system needs to be as 

accurate as possible. To start with, there are several ways to approach this problem. One 

possible approach is to maintain the uniform assignment of the sub-bands and modulate it 

with a sequence of random numbers but the sequences must have a lower cross correlation 

values to provide degradation of false targets. Hence PN sequences (such as Gold and 

Kasami) can be used for this purpose. So even if the signal is intercepted, it cannot be easily 

decoded. At the receiver end, the received signal is demodulated to get the original 

transmitted signal. A second approach is to design a coding scheme that will make half of 

the transmitting sequence uniform and the other half random. These two design processes 

are discuss in the coming sections. 

5.5.1 Uniform/Random Coding 

Uniform/random coding means to design a code in which half of the sub-bands are ON 

(ones)  called uniform assignment of the sub-bands and the other half of the sub-bands are  

ON and OFF (consisting of equal number of zeroes and ones) called random assignment 

of the sub-bands. This system of code design will help us find a compromise between 

uniform and random assignment of the subcarrier coefficients without additional costs and 

still achieve the intended result. To do this, the code is divided into four parts and let the 

uniform assignment of the code be 𝜶 and the random assignment be 𝜷. So given a coding 

scheme 𝑪 of length equal to the length of the sub-bands 𝑁, we can divide 𝑪 into four parts 

consisting of 𝜶 and 𝜷 given by 
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𝑪 = 𝜶𝜷𝜶𝜷                                                                   (5.1) 

where 𝑁  is the length of 𝑪 and the code length of each of 𝜶 and 𝜷 is 𝑁/4. By concatenating 

these codes together (𝜶 and 𝜷), we will get back the original size of 𝑪. Considering all the 

possible combinations of 𝜶 and 𝜷, a code in which half of it is uniform and half of it is 

random can be achieved and also get acceptable range side lobes that are in agreement with 

the results obtained previously using uniform subcarrier assignment. Table 5.1 shows all 

of the possible combinations of 𝜶 and  𝜷.  

Table 5.1 Possible Combinations of 𝜶 and 𝜷 

𝑛 Possible Combinations 

1 𝜶𝜶𝜷𝜷 

2 𝜶𝜷𝜶𝜷 

3 𝜶𝜷𝜷𝜶 

4 𝜷𝜶𝜶𝜷 

5 𝜷𝜶𝜷𝜶 

6 𝜷𝜷𝜶𝜶 

 

From Table 5.1, we have six possible combinations to generate the uniform/random codes 

all of which have a lower range side lobes compared to the fully random assignment of the 

sub-bands although the degree of randomness is not as immune as the fully random case. 

To simulate this coding scheme, the same parameters are used as the ones in chapter 4. So 

𝑁 is chosen to be 32 (𝑁 = 32) and all other parameters remain the same. A typical image 

for full random assignment of the sub-bands is shown in Figure 5.3. The target is located 

at (0m, 535m) and it can be seen that it is almost impossible to tell where exactly the target 
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is in the scene. For the uniform/random coding, two imaging scenarios of single and two 

targets are consider and the results are shown in Figure 5.4. For the single target, the target 

is located at (40m, 530m) and for the two targets scenario, the other target is located at 

(90m, 540m).  

 

(a) (b) 

 

      (c) 

Figure 5.3 2D SAR Imaging for full random assignment of the sub-bands (a) Image 

before RMC. (b) Image after RMC. (c) Final Image. 
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(a) (b) 

 

                                (c)                                            (d)  

Figure 5.4 2D SAR Imaging for uniform/random assignment of the sub-bands (a) 

Image before RMC. (b) Image after RMC. (c) Final Image for single target.  

(d) Final Image for two targets. 

From Figure 5.4, it can be observed that by employing the method of uniform/random 

assignment of the sub-bands, we can identify the position of the target in the scene and 

therefore shows the capability of the technique in comparison to full random assignment 

of the sub-bands. 
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5.5.2 Pseudo-Noise (PN) Sequences 

PN sequences are binary sequences that exhibit the characteristics of noise like random 

sequences. For any PN sequences to achieve this degree of randomness, they must satisfies 

three randomness properties namely balance, run and shift property as postulated by 

Golomb [39]. In addition to these properties, to analyze a PN sequences used in 

CDMA/OFDMA applications the following properties need to be defined: 

I. Cross Correlation Function (CCF): This is a measure of similarity between two 

different sequences which can be expressed using 

𝑅𝑥(𝑘, 𝑙) = ∑ (2𝑏𝑖𝑘 − 1)(2𝑏𝑖𝑙 − 1),   0 ≤ 𝑗 ≤ 𝑛 − 1𝑛
𝑖=1                                (5.2) 

where 𝑏𝑖𝑘 and 𝑏𝑖𝑙 are the coefficients of the sequence for the different signals 

to be considered within the period 𝑛. 

II. Auto Correlation Function (ACF): This is an impulse response to suppress 

multipath (i.e. self-interference) and it is the measure of similarity between the 

sequence and it is cyclic shifted copy which can be obtained from equation (5.2) 

by making 𝑘 = 𝑙. 

Waveforms are analyze in terms of their ACF and CCF. The ACF and CCF properties of 

any sequences used in generating the transmitted signal play a significant role in SAR 

imaging and also in detecting false target rejection. In essence, sequences that gives better 

ACF properties provide high resolution in target detection and lower CCF properties 

provide degradation of false targets. So the objective here is to find a sequence that provides 

the lowest cross correlation and higher autocorrelation properties among all the sequences 

used. 
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Given a data signal 𝑠𝑡(𝑡) transmitted at frequency 𝑓 and a PN sequence 𝑃𝑁(𝑡) at a 

frequency of 𝑓𝑐, the transmitted signal is given by 

𝑠(𝑡) = 𝑠𝑡(𝑡)𝑃𝑁(𝑡)                                                       (5.3) 

𝑠(𝑡) is sent through the channel and get reflected back. At the receiver end, the received 

signal is correlated with 𝑃𝑁(𝑡) and the original message will be recovered under the 

assumption that there is perfect synchronization between the transmitted and the received 

sequences. If 𝑟(𝑡) denote the received signal, the recovered signal will be 

𝑠𝑡(𝑡) = 𝑟(𝑡)𝑃𝑁(𝑡)                                                       (5.4) 

A diagrammatic representation of this process is shown in Figure 5.5. 

 

Figure 5.5 Transmission and reception process using PN Sequences. 
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There are different kinds of PN sequence families such as the maximum-length shift 

register (m-sequences), Walsh-Hadamard codes, Gold sequence codes and Kasami codes. 

However among these family of codes, we are interested in the ones that will give us a 

lower CCF and higher ACF and base on this consideration, only Gold and Kasami codes 

satisfies these requirements. So our next discussion will be on these two coding schemes. 

5.5.3 Gold Sequences 

Given a preferred pair of sequences of period 𝑛 = 2𝑚 − 1, we can generate a new family 

of sequences by taking modulo-2 sum between the pair of sequences. The resulting 

sequences are called Gold sequences. These sequences exhibit a 3-values CCF with values 

given by {-1, -𝑡(𝑚), 𝑡(𝑚) − 2}, where 𝑡(𝑚) is given by [40] 

𝑡(𝑚) = { 2
(𝑚+1)/2 + 1  𝑜𝑑𝑑 𝑚

2(𝑚+2)/2 + 1  𝑒𝑣𝑒𝑛 𝑚
                                      (5.5) 

To generate a Gold sequence, two PN sequences namely sequence 1 and sequence 2 are 

combine using exclusive OR (XOR) and the resultant output is the preferred Gold sequence 

as shown in Figure 5.6. The values of these sequences can be determined from Table 5.2  

which shows the list of preferred pairs of PN sequences that can be used to generate the 

Gold sequences. For our case, 𝑚 = 5 so from the Table 5.2, we use the sequence [5 2 0] 

and [5 4 3 2 0] as sequence 1 and sequence 2 respectively. 
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Figure 5.6 Generation of a Gold Sequences 

 

Table 5.2 Preferred pairs of PN sequences to generate Gold sequence 

𝑚 𝑛 SEQUENCE 1 SEQUENCE 2 

5 31 [5 2 0] [5 4 3 2 0] 

6 63 [6 1 0] [6 5 2 1 0] 

7 127 [7 3 0] [7 3 2 1 0] 

9 511 [9 4 0] [9 6 4 3 0] 

10 1023 [10 3 0] [10 8 3 2 0] 

11 2047 [11 2 0] [11 8 5 2 0] 

 

However one of the draw backs of Gold sequences is it inability to operate within the lower 

bound set by Welch bound which stated that given 𝑀 number of sequences of length 𝑛 and 

𝑚 number of stages in the shift register, the maximum cross correlation is given by 

PN SEQUENCE 1 

PN SEQUENCE 2 

GOLD 
SEQUENCE 
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𝑅𝑚𝑎𝑥√
𝑀−1

𝑀𝑛−1
= 𝑛√

𝑀−1

𝑛(𝑀−
1

𝑛
)
≈ √𝑛 for large values of 𝑀 and 𝑛               (5.6) 

This motivates the use of Kasami codes. 

5.5.4 Kasami Sequences 

Kasami codes are optimal in terms of cross correlation as they achieve or operate within 

the Welch bound but they generate a smaller set of codes. Their ACF and CCF take on 

values from the set {−1, −(2𝑚/2 + 1), 2𝑚/2 − 1}. Hence the maximum cross correlation 

value for any pair of sequences from the set is 

𝑅𝑚𝑎𝑥 = 2𝑚/2 + 1     (5.7) 

 

So these PN sequences enable us to use a uniform code or a code with weak randomization 

in hostile environment without the fear of being decoded when intercepted. At the receiver 

end, we just multiply with this PN sequence and get our data back. This technique performs 

the same way with uniform assignment of the sub-bands . 

To simulate this coding scheme, the same parameters are used as the case of 

uniform/random coding and two imaging scenario of single and two targets are consider 

and the results are shown in Figure 5.7 and Figure 5.8. For the single target, the target is 

located at (20m, 535m) and for the two targets scenario, the other target is located at (70m, 

530m). It can be seen that the results behaves in similar way with uniform assignment of 

the sub-bands (i.e. all the sub-bands are ON). Table 5.3 shows the parameters used for the 
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simulation. Both codes are generated using MATLAB following the description outlined 

in the text. 

 

(a)                                                                   (b) 

 

                                 (c)                                                                   (d) 

Figure 5.7 2D SAR Imaging using Gold codes (a) Image before RMC. (b) Image 

after RMC. (c) Final Image for single target. (d) Final Image for two targets. 
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(a)                                                                   (b) 

 

      (c)                                                                   (d) 

Figure 5.8 2D SAR Imaging using Kasami codes (a) Image before RMC. (b) Image 

after RMC. (c) Final Image for single target. (d) Final Image for two targets. 
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Table 5.3 Values of the codes used for the simulation 

CODE TYPE CODE 

Uniform codes (All sub-bands ON) [ 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1] 

Gold Sequence [1 1 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 1 1 0 1 0 0 1 1 0 1 0 0 1 0 1] 

Kasami sequence   [0 0 1 0 0 1 0 1 0 1 0 1 0 1 1 0 0 0 1 1 1 0 1 0 1 0 0 1 1 0 0 1] 

 

5.6 Chapter Summary 

This chapter deals with the factors affecting the choice of subcarrier coefficients vector in 

range ambiguity suppression and how to design an OFDM waveform to overcome such 

challenges. An investigation on the impact of uniform and random assignment of the sub-

bands was carried out. To achieve a lower range side lobes, uniform assignment of the sub-

bands is preferable however it is only applicable in friendly environment. In hostile 

environment, random assignment of the sub-bands is desirable but it has the problem of 

having high range side lobes. Because of this issue, we design an OFDM waveform using 

uniform/random assignment of the sub-bands and PN sequences. For the uniform/random 

assignment of the sub-bands, it was shown that it is possible to design a code that has an 

acceptable range ambiguity (range side lobes). PN sequences however provide us with a 

way to use uniform assignment of the sub-bands in hostile environment by modulating the 

data to be transmitted with a PN sequence. At the receiver end, we demodulate the received 

signal to get back the message sent. 
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CHAPTER 6 

SUMMARY AND CONCLUSIONS 

In this thesis, we investigated the use of UWB OFDM signals in SAR cross range 

reconstruction and SAR imaging for single and multiple targets. At first, a single target 

model was assumed and later extended to multiple targets. Issues associated with range 

profile such as the problem of range migration and how to correct it using RMC, range 

ambiguity and how to efficiently design an OFDM waveform to suppress the high range 

side lobes were discussed. So this chapter concludes the thesis work and give 

recommendations for possible future work. 

6.1 Conclusions 

The thesis focus on the use of UWB OFDM signals in SAR signal processing for both 

single and multiple targets models.  Starting with a single target, the CPR was reconstructed 

via matched filtering of the estimated phase history with a reference function in time 

domain. Parameters such RMSE, cumulative side lobe level and the main lobe width were 

used to test the accuracy of the reconstructed CPR. We also looked at the effect of varying 

the step interval of the phase history grid search using different number of subcarriers in 

target location. It was shown that as the number of subcarriers increases, the accuracy of 

the reconstructed CPR improves, however we pay the price of having a wider main lobe of 

the CPR. Therefore an optimal number of subcarriers for the OFDM signal is needed for 

this approach to be effective.  
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Also we observed that for different values of 𝑁, the grid search for the phase history 

behaves in a different way. Whereas the estimation of the reconstructed CPR improves by 

decreasing the step interval ∆𝛽 for the case of 𝑁 = 4, the reverse is the case for 𝑁 = 8 and 

almost has no effect when 𝑁 = 16.  For 𝑁 = 16, we had enough data available for 

estimation.  

For the multiple targets, we presented the necessary conditions for the radar to distinguish 

echoes received from different targets. These conditions are cross range resolution and 

range resolution. Once the echoes received satisfied any of these conditions, the receiver 

can distinguish the different target positions otherwise it will image them as one single 

large target. At the receiver end, the received signal is found by taking the superposition of 

the individual echoes from different targets. Moreover, as we have many targets present, 

the probability of making error in the position of the target increases. This probability of 

error is known as probability of false alarm and it can be taken care of by setting a threshold 

level of which each response from the target has to reach before it can be recorded as target 

position otherwise it is assumed to be a false alarm and will be discarded. 

In the SAR image formation, the CPR and RPR information were combined by taking the 

product between each of the RPR with the corresponding CPR value. But before using the 

RPR, RMC was performed on the range to correct the effect of range migration as a result 

of the movement of the radar. We have also seen that for the model to be used both in 

friendly and hostile environment, a code was designed to suppress the ambiguity associated 

with the range and make the code impossible to be identified even when it is intercepted. 

This coding scheme was designed using uniform/random assignment of the subcarrier 

vector and PN sequences (Gold and Kasami codes). 
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6.2 Future work 

Based on the work presented in this thesis, there are still possible additions to this work in 

order to make it more effective. The following areas are possible additions: 

I. Extending the work to include the possibility of using compressive sensing to 

compress the OFDM waveform.  

II. The work can also be extended by using a non AWGN channel such as 

Rayleigh. 

III. The use of UWB OFDM in Through the Wall Radar Imaging (TWI). 

IV. Looking at the potential challenges of practical implementation of UWB 

OFDM SAR, such as high Peak-to-Average Power Ratio (PAPR), Inter Carrier 

Interference (ICI) and sensitivity to Doppler shifts which may damage the 

OFDM subcarriers’ orthogonality. 
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