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As power systems grow-up and continue to be interconnected and more power is
transmitted over weak (or limited capacity) transmission lines, low frequency oscillation
becomes a major concern for secure and reliable operation of large power systems. Small
disturbance at poorly damped Low Frequency Oscillation (LFO) system may affect the
stability or lead to unstable the system. So damping controllers are required to damped
out these oscillations and improve the dynamic performance of the power system.
Conventionally, Power System Stabilizers (PSSs) are used to provide supplementary
control action through the excitation system. But these controllers are using local
measurements as inputs and this not effective enough to damp out the inter-area
oscillations. Recently, availability of remote signals provided by Wide Area
Measurement System (WAMS), gives researchers possibilities to design Wide Area
Damping Controller (WADC).

In this thesis, power system stabilizer based on WAMS is proposed and designed. Modal
analysis including controllability, observability and residue analysis are carried out in
order to identify the best location and the combination of input signals of WADC. The
controller location is selected based on Controllability measurements, and the input
signals to the controller will be a combination of all machines that participate in the
concern mode. Locations of local PSS are determined based on residue analysis of certain
oscillation mode.

A multi-machine two-area power system is used to test the performance of the proposed
wide area damping control scheme. Eigenvalue analysis and time domain simulation are
performed to the two area system in order to evaluate the performance of the controller.

It is also aimed for implementing the tested power system equipped with wide area
damping controller (WADC), on Real Time Digital Simulator (RTDS®). The simulation
results are verified and the effectiveness of the proposed wide area damping controller
are assessed.
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CHAPTER 1

INTRODUCTION

1.1 Overview

Power system networks now a days are became very complex, interconnected and have
long transmission lines with limited capacity. To satisfy the grown-up loads demand,
more power needs to be transferred across the transmission lines. As the systems loaded
more and more, power systems operate closer to their stability limits. Stressed operating
conditions can increase the possibility of power oscillations. One of the major problems
in power system operation is the oscillations which caused by insufficient damping in the
system. These oscillations include local modes and inter-area modes. Local modes are
associated with the swinging of the machine with respect to the rest of the power system.
Inter-area modes are associated with swinging of many machines in one part of the
system against machines in other parts [1]. Inter-area modes may be caused by either
high-gain exciters or heavy power transfers across weak tie lines. With the increasing of
the interconnections and power transfer in the networks, inter-area oscillations become
more poorly damped and power system stability becomes more and more of concern [2].
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Damping of inter-area oscillations, as well as the local modes, is normally tackled by
installing power system stabilizers (PSSs). Each installed PSS receives a local signal such
as generator speed or power as an input and provides a supplementary signal to the
generator excitation system. The local measurements based PSSs can provide sufficient
damping for local mode oscillations, on the other hand their effectiveness in damping
inter-area mode oscillations is very limited [3]. It has been proved that under certain
operating conditions an inter-area mode may be controllable from one area and be
observable from different area. So measured signals from different area in the system are

required in order to make the system observable.

In recent years, wide area measurement system (WAMS) has been greatly developed and
it becomes widely used in power system monitoring and control applications. Wide area
measurement systems are using phasor measurement unit (PMU) technology which is a
global positioning system (GPS) base device. With this technology, dynamic data of the
systems such as voltage, current, angle and frequency can be precisely measured,
synchronized and transferred over the whole network [5]. Providing this, wide area

damping control (WADC) can be applied.

1.2 Thesis Motivation

Recently, the concept of wide area measurement and control systems has been widely
used. The idea is mainly based on data collection over the whole network by means of
time synchronized phasor measurements. With the availability of these measurements,

dynamic behavior of the system can be understood, the system becomes highly



observable and most of the important signals will be accessible. Remote signals (global

signals) provided by WAMS give new opportunities for designing WADC:s.

Because of economic constraints, electric utilities are being forced to operate power
system networks under very stringent conditions. Moreover, deregulation has forced
more power transfers over a limited transmission lines. As a result, power systems are
being driven closer to their capacity limits which may lead to system instability problems
[6]. So the main objectives of the power systems are to improve dynamic performance
(stability improvement) and to enhance transfer capacity in weak tie lines. Several studies
were conducted and their results confirmed that due to the lack of the observability in
local measurements for certain inter-area oscillation modes, WADC using remote signals

may be more effective and gives better performance than local control [7]-[10].

Recently, a WADC has been implemented on China’s Southern Power Grid (CSG) to
improve the damping performance of inter-area oscillations in CSG [28]. It is the first
application of PMU measurements used as input to a continuous feedback control system
in real power system. Results show that WADC provides significant improvement of
damping inter-area modes oscillation. CSG’s success implementation of WADC proves

that real time control based on WAMS is effective in power system.

In summary, the main advantages of having WAMS and WADC are:

= Better understanding of power system dynamic behavior;
= Transmission capacity enhancement;

= Power system stability improvement;



= Real time monitoring and control,

= Higher observability of the system compared to local measurement control,

= Event recording and post-disturbance analysis;

= Power system investment planning based on feedback obtained during analysis of

system dynamics.

1.3  Thesis Objectives

The main objective of this thesis is to design inter-area oscillation damping stabilizer
based on wide-area measurement system (WAMS). Two area power system equipped
with the proposed wide-area controller will be implemented and simulated using real-
time digital simulator (RTDS). The controller model will be a widely used lead lag
structure. Modal analysis including controllability, observability and residue analysis will
be carried out in order to get the best performance of wide area damping controller
(WADC). The controller location is selected based on Controllability measurements, and
the input signals to the controller are determined according to the participating factors.
The input signals for the controller going to be a combination of signals from all
machines participating on the concerned inter-area mode. Multi-machine two-area power
system, equipped with local PSS on each area, will be used to test the performance of
WADC. In order to provide wide area signals to the controller, Phasor measurement units

(PMUs) will be considered in all machine buses.

Eigenvalue analysis and time domain simulation will be performed to the two area

system in order to validate the performance of the controller. All modal analysis and non-



linear time domain simulations are carried out using MATLAB software. Same system
setup will be implemented on Real Time Digital Simulator (RTDS®) where two different

cases will be simulated; transient fault condition and huge droop or increase in loads.

1.4  Thesis Organization

This thesis consists of 9 chapters.

Chapter 1: Introduction addresses power system oscillation problem in the complex
and interconnected power systems. Then, conventional way to tackle these oscillations is
highlighted. The new wide area damping control based on PMU technology is introduced
as a proposed solution. This chapter ends with describing the motivation and the

objectives of this thesis.

Chapter 2: Literature Review covers low frequency oscillations definition,
identification and analysis. It presents the PSS as a conventional supplementary controller
to damp out these oscillations. In this chapter, the recent development in WAMS
technology using PMU is highlighted. Also, different designs for WADC based on this
technology are presented here. Finally, introduction to RTDS and its applications in

power systems are given.

Chapter 3: Power System Modeling and Analysis presents the models of the main
components of the power system. This includes synchronous generator, excitation system
and Power System Stabilizer. Then, linearized model of the power system is described.

Finally, modal analysis is carried out to the linearized power system model.



Chapter 4: Wide Area Damping Control Design introduces the WADC structure that
will be used in the thesis. In this chapter, local PSSs and WADC design are described.

Phase compensation technique is utilized to calculate the controller parameters.

Chapter 5: Design of Local PSS for Multimachine Two-Area System considers the
two area power system as a case study to analyze and design PSSs for the purpose of

damping local area modes of oscillations.

Chapter 6: Analysis and Design of WADC considers the same two area power system
that chapter 6 end up with as a case study to analyze and design WADC for the purpose
of damping interarea mode of oscillations. Also, a comparison between local based PSS
and WADC is presented in this chapter. Finally, the parameters of the proposed WADC

is optimized using Particle Swarm Optimization (PSO) technique.

Chapter 7: Real Time Implementation presents the main and the interested part of the
thesis, which is implementing the two area power system equipped with the proposed
WADC at Real Time Digital Simulator (RTDS). Again, a comparison between local
based PSS and WADC is presented. This chapter ends with a comparison between

MATLAB simulations and RTDS simulations results.

Chapter 8: Conclusion and Future Work presents the main conclusions of the work

presented in the thesis. Proposals for possible future work are presented.



CHAPTER 2

LITERATURE REVIEW

2.1 Low Frequency Oscillations

Power system stability has been recognized as an important problem for a secure system
operation since the beginning of last century. Many major blackouts caused by power
system instability have illustrated the importance of this phenomenon [124]. Power
system stability is defined by [124] as “the ability of an electric power system, for a
given initial operating condition, to regain a state of operating equilibrium after being
subjected to a physical disturbance, with most system variable bounded so that

practically the entire system remains intact”.

Generally, power system is a highly nonlinear system that is subjected to a wide range of
disturbances including small disturbances in the form of load changes that occur
frequently or sever nature such as a short circuit on a transmission line or loss of a large
generator. The sever nature disturbances are commonly referred to as large disturbances

which may lead to structural changes due to the isolation of the faulted elements. Power



system may be stable for a given disturbance and unstable for another. Therefore, the
stability of the system, when subject to a disturbance, depends on the initial operating

conditions and the nature of the disturbance.

Power system stability is basically a single problem; however, the various forms of
instabilities, which a power system may experience, cannot be properly understood by
treating it as such. Due to high dimensionality and complexity of power system stability
problems, it is necessary to make suitable simplifying assumptions for analyzing specific
types of problems using an appropriate degree of details system representation and

analytical techniques.

The classification of power system stability proposed here is based on the following
considerations:
= The physical nature of the resulting mode of instability as indicated by the main
system variable in which instability can be observed.
= The size of the disturbance considered which influences the method of calculation
and prediction of stability.

= The devices, processes and the time span that must be taken into consideration in

order to assess stability.

Power system stability can be classified into different categories and subcategories as
shown in Figure 2-1. The descriptions of the corresponding forms of stability phenomena

are given in the following subsections.
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Figure 2-1: Classification of Power System Stability

Low frequency oscillation (LFO) is one of the earliest power system stability problems.
LFOs are machine rotor angle oscillations having a frequency between 0.1-2.0 Hz [2].
The ability of machines of an interconnected power system to remain synchronism after
being subjected to a small disturbance is known as small signal stability. These
oscillations can be created by small disturbance in the system, such as changes in load.
These small disturbances lead to a steady increase or decrease in machine rotor angle
caused by the lack of synchronizing torque or because of rotor oscillations of increasing
amplitude due to insufficient damping torque [1]. The LFOs can be classified as local and
inter-area mode [11]. Local modes are associated with the swinging of the machine with
respect to the rest of the power system with frequency range of 1-2 Hz. Inter-area modes
are on the range of 0.1-0.7 Hz and are associated with swinging of many machines in one
part of the system against machines in other parts.
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The identification and analysis of LFOs are usually studied using small signal stability.
There are different methods to find the dominant modes of inter-area oscillations.
Eigenvalue based technique (Modal analysis) is a well-known technique and widely used
in such analysis [2], [12]. The other more advanced techniques are measure data based
methods such as Fourier algorithm [17], Prony algorithm [13], [15], [16], and Wavelet
algorithm [14], [18]. These algorithms are a signal processing methods that have the

ability to extract the oscillation information from the system.

Theses oscillations are conventionally damped out using power system stabilizer (PSS)
which provide supplementary control action through the excitation system. Also, flexible
ac transmission systems (FACTS) devices are used to maintain the voltage and enhance
the stability of the system using reactive control [19], [20]. But these controllers usually
use local measurements as inputs and cannot always be effective in damping out inter-
area oscillations from the system. With WAMS technology, remote signals can be
measured and transmitted anywhere in the system. So that designing a controller based on
wide area measurements will not be a problem anymore. Recently, WAMS based
controllers show promising results in damping inter-area oscillations. Section 2.3

provides more detail in WADC.

2.2 Power System Stabilizer

Power system stabilizers (PSSs) have been extensively used as supplementary excitation
controllers since 1960’s to damp out the low frequency oscillations and enhance the

overall system stability. The use of supplementary control added to the Automatic
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Voltage Regulator (AVR) is a practical and economic way to supply additional damping
to low frequency oscillations. The PSS extend the system stability limits by modulating
generator excitation to provide damping to the oscillations of synchronous machine rotors
relative to one another. PSS produces a component of torque in phase with rotor speed
deviations in order to enhance the system damping [21]. Extensive researches has been
conducted in such field as effect of PSS on power system stability, PSS input signals,

PSS optimum locations and PSS tuning techniques [25].

Conventional PSS (CPSS) of lead-lag compensation type has been adopted by most
utilities because of its simple structure, flexibility and ease to implementation. It consists
of three blocks: a gain block, a washout block and a phase compensation block. The gain
determines the amount of damping introduced by PSS and it should be set corresponding
to the maximum damping. The washout block works as a high-pass filter. The lead/lag
phase compensation block provides the required phase lead to compensate for the phase
lag between the exciter input and the generator electrical torque [2]. The structure of

lead-lag PSS used in this thesis is provided in chapter 4.

Several approaches and control methods have been applied to PSS design problem and
its parameters tuning. Among them are pole placement [29]-[32], [59]-[63] ; Hoo control
design technique [64], linear matrix inequalities (LMI) [7], [66], [67] , u-Synthesis [66],
[68], [69] linear quadratic regulator (LQR) [70], [71] residue phase compensation,
adaptive control [72]-[80] and the recent intelligent and optimization methods which

includes; Genetic Algorithm [81]-[88], Tabu Search [89]-[92], Particle Swarm
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Optimization [93]-[95], Simulated Annealing [96]-[99], Neural Networks [100]-[108],

Fuzzy Logic [109]-[117], and evolutionary programming [118].

The selections of the most suitable locations for PSS and the control input signals are
very important in the design of the control system. Optimal location of PSS and best
selection of control input signal effect the performance of the PSS in damping out the
oscillations. Several techniques have been proposed in the literature to determine the best
location for PSSs. Participation factor method is one of the first methods in identifying
the contribution of various generators in each mode [119]. Another technique is using
sensitivity of PSS effect (SPE) as a criterion for determining the suitable location of PSSs
[120]. Modal controllability and modal observability is also considered as a measure for
determining the suitable location of PSSs and suitable signal as input of PSSs [121] and
[122]. Other techniques used transfer function to locate the PSSs. In [123] transfer

function residues are used to locate PSSs.

2.3  Wide-Area Damping Controller

The increase in application of WAMS in power systems resulted in an increased in
exploring effectiveness of wide area damping controller (WADC) to damp inter-area
oscillations. Many researches achieved good results by applying remote signals from one
or more distant locations of the power system to the controller [26]. It is found that if
remote signals are applied, the system dynamic performance can be enhanced for inter-

area oscillations.
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The recent developments in WAMS technologies using phasor measurement units
(PMUs) can deliver synchronous phasors and control signals at high speed. Location of
PMUs is chosen such that the system observability is maximum. PMUs measure positive
sequence voltages and currents of those locations. These measurements or signals are
time synchronized using Global Positioning System (GPS) and then transmitted via
telecommunication media (such as power line carrier, microwave links, or fiber-optic) to
the controllers [27]. These signals are often referred to as global or wide-area signals to
illustrate the fact that they contain valuable information about the whole system
dynamics. In contrast to the local control signals which doesn’t have sufficient
observability of some of the inter-area oscillation modes. So, local signals may not be
effective on damping inter-area modes. In order to damp out inter-area oscillation modes,
signal with maximum observability is required for the controller and this signal can be
from remote location or a combination of several signals from different locations [23],

[24] and [9].

First real implementation of WADC has been developed and operated by China Southern
Power Grid (CSG) [28]. The WADC uses modulation of two HVDC systems to damp out
dominant inter-area oscillations. The controller was first operating in open-loop for half
year, responding to various oscillations correctly. Recently, a close-loop field test of
WADC had been conducted and result shows that WADC provides significant damping

to inter-area modes.

Different designs for WADC were proposed in the literature; among them are modal

analysis based, robust and optimal control techniques, adaptive methods and other

13



systematic procedure for designing WADC. Kamwa et al., [9] proposed a
decentralized/hierarchical structure with two loop PSSs: a local loop that based on the
machine rotor speed (simply CPSS); and a global loop that based on a differential
frequency between two remote areas. Wide-area signals based PSS is used to provide
additional damping to local ones. The proposed controller was tuned using sequential
optimization procedure and applied on the Hydro-Quebec’s existing power system.

Simulation results show that WADC improved the dynamic performance of the system.

Modal analysis is very useful in determining the best controller locations and the proper
selection of control inputs. An improved residue matrix is adapted in [23] for choosing
the location of controller and input signals. The modes and the residues associated with
inter-area oscillations are identified. Then, the placement and the stabilizing input of the
controller are determined and finally the wide-area PSS parameters are designed using
residue phase compensation method. Both modal analysis (eigenvalue analysis) and time
domain simulation have shown that the inter-area modes are well damped with the
proposed wide-area PSSs. Modal analysis has been also used in [24] to select the wide-
area controller location and the signals combination based on largest controllability and
observability for the concern inter-area mode. The proposed controller was validated in
two-area power system and simulation results show that the controller is effective and

robust for damping all oscillation modes.

Li et al., [42] analyzes the existing shortcoming of conventional PSS from the point of
view of modal controllability, modal observability and zeros of transfer function. To

overcome this problem, wide-area measurement is introduced as feedback signals to
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improve the modal observability and thus damp the inter-area oscillation. Another wide-
area PSS is proposed on [43]. In this paper, the wide-area PSS location, input signals and
the design of controller were considered. Again modal analysis was used to determine the
best location and the proper remote input signals. The controller was designed using
phase compensation method. The designed control was tested on Kundurs’ system and

results proved the effectiveness of wide-area PSS in damping inter-area oscillations.

Optimal control techniques have been used recently in wide-area controller design. A
linear matrix inequality (LMI) based design of wide-area controller is discussed in [45].
In this paper, the rotor speed of remote generator was used as a wide-area measurement
signal added to the local PSS. The gains of the wide-area controller were obtained by
solving (LMlIs). Kundur’s four-machine two-area system was used to test the
performance of the wide-area damping controller. Results revealed that the wide-area
control can improve the damping characteristics of power system and enhance power
system stability. Another controller design method, employing LMI to design inter-area
damping controller, is presented in [46]. Here, a reduced order state space model with
dominant tow frequency oscillation modes was obtained through system identification
using dynamic response in power system. Then, a matrix inequality theorem is
transformed into LMI form based on variable substitution. The design of the damping
controller is converted to a cone complementarily problem subjecting to LMIs and solved
by linearization iterative algorithm. Finally, the controller feedback gain matrix was
obtained. Same Kundur’s system was considered in order to test the performance of the
controller and results show that the proposed method can well damp the inter-area low
frequency oscillation.
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Hoo - based robust control technique is used in [47] to design the wide-area PSS. This
paper deals with the decentralized PSS which uses selected suitable wide-area PMU
signals as supplementary inputs to achieve a better damping of specific inter-area modes.
These wide-area signals are taken from network locations where the oscillations are well
observable, and the PSS controller uses only those local and remote input signals in
which the assigned single inter-area mode is most observable and it is located at a
generator most effective in controlling that mode. Simulation studies on a 16-machine
test system were conducted to investigate the effectiveness of proposed controllers during
system disturbances. Results show that the controller using remote PMU signals
contribute significantly to the damping of inter-area oscillations. Dotta et al., [48]
propose a design of two-level control structured (decentralized and centralized) based on
optimal control theorem. The decentralized (local) controller corresponding to the
conventional PSS at the generators, ensure a minimum performance of the system. The
centralized controller allows the optimization of the global system performance
especially in situation where critical topological configurations required the retuning of
the conventional PSS. The proposed two-level controller tested in the
Southern/Southeastern Brazil equivalent system and results shown the effectiveness of

the control scheme in damping the critical inter-area mode.

Adaptive concept gets recently involved in designing wide-area damping controller [50]-
[53]. An adaptive supervisory controller (ASC) for robust stabilization of multi-machine
power system is proposed in [50] and [51]. The controller uses the input signals from
conveniently located PMUs in the system and dispatches control signals to available local
controllers in the system. The output signals of ASC are added to the AVRs together with
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the output signal from local PSSs. The ASC was designed by Hoo robust design with
pole-placement constraints and based on LMI approach. The performance and robustness
of the controller were validated on a 4-machine 2-area test system and results show the
system oscillations with the ASC in place are much better damped than without it.
Another adaptive WADC is presented in [52]. This controller is based on generalized
predictive control and model identification. The proposed WADC is implemented by
adding its output signal to the excitation system of a selected generator. To identify the
model of power system, a recursive least-squares algorithm (RLSA) with a varying
forgetting factor is used. Based on this model, the generalized predictive control
considering control output constraints is employed. The validity and effectiveness of the
proposed adaptive WADC was evaluated by a simulation study on a two-area four-
machine power system. The simulation results were compared with that of the
conventional WADC. The comparison results show that the performance of the adaptive
WADC to damp the inter-area oscillation is better than those of the conventional WADC

under wide range of operating conditions and different disturbances.

An adaptive PSS tuning method for damping inter-area oscillation is presented in [53].
The main objective is to adaptively improve the observability of the PSS by utilizing a
combination of remote and local PMU signals. To achieve optimal observability towards
inter-area oscillations, the weighting factors of remote signals are adaptively adjusted and
a relationship between the observability of inputs and active power transfer across a
particular transmission line of interest is formulated under offline condition. Designs
were conducted in MATLAB Simulink and simulations were executed using
DiGSILENT Power Factor and PSS/E software. The proposed technique has
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demonstrated to be better than the traditional local input based design by providing

adequate damping over wider operation conditions.

Many researchs have been developed to design wide-area damping controller using
systematic procedures [54]-[58]. A systematic design procedure for wide-area damping
control systems is described in [54]. A centralized structure is proposed in this paper. The
comparative strength of candidate input signals and the performance of output control
signals at different locations with respect to inter-area modes were evaluated by
geometric measures of controllability and observability. The synthesis of the robust
MIMO controller is defined as a problem of mixed H2/Hoo output — feedback control
with regional pole placement and was resolved by the LMI approach. This design method
was tested on 39-bus New England system. Padhy et al., [55] present another systematic
procedure for designing a wide-area centralized Takagi-Sugeno fuzzy controller to
improve the angular stability of a multi-machine power system. The proposed fuzzy
controller is designed by satisfying certain linear matrix inequality conditions, to stabilize
the system at multiple operating points. The bilinear matrix inequality problem,
encountered in Lyapunov-based stability criterion, has been converted into a convex
optimization problem to eliminate iterative solution. The input-output control signals
were selected by defining joint model controllability and observability index applying
geometric approach. The proposed control scheme employs a global signal from the
centralized controller to damp out the inter-area mode of oscillations, apart from the local
controllers, which are assumed to be there to damp out the local mode of oscillations. The

proposed control scheme has been implemented on three test systems. The combined

18



action of both the CPSS and the proposed TS fuzzy wide-area controller provided better

performance than with only the local CPSS controllers.

Another systematic procedure is presented in [56] for design global power system
stabilizers (GPSSs) based on collocated control to enhance the damping during inter-area
oscillations. Here, the closed loop eigenvalues were excluded from a region of the
complex plane by the collocated control algorithm guaranteeing that low frequency
modes must be damped. The optimum locations for GPSSs were selected using
controllability. The proposed design technique was applied on a 16-machine, 68-bus
system and simulation results show that the control scheme is able to damp out inter-area

oscillations following possible disturbances.

2.4  Modal Analysis as Design Technique

Modal analysis or called eigenvalue analysis is a well-known technique that describes the
behavior of the system based on linear model. It is true that power systems are highly
non-linear, however under normal operations; system behavior can be approximated and
linearized around an operating point [21]. When the linear model of the power system is
available, eigenvalues and eigenvectors can be determined. The stability of the system
can be analyzed by studying the eigenvalues. The system is stable if all of the eigenvalues
are lie on the left-hand side of the imaginary axis of the complex plane, otherwise it is
unstable. Also, eigenvalue analysis helps in identifying poorly damped electromechanical

oscillation modes and type of these modes; local mode or inter-area mode. Additional
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important information that can be determined from the eigenvalue analysis: are the

oscillatory frequency and the damping ratio [2].

Eigen-analysis of the system model will produce eigenvalues and their corresponding
right-eigenvectors and left-eigenvectors. The right-eigenvector long with system output
matrix gives information about system observability which is used to select the controller
signals. The left-eigenvector and system input matrix give information about system
controllability [22]. Utilizing the right-eigenvector and the left-eigenvector information
for certain oscillation mode will result on what is called participating factor (PF). The
participating factor measures the contribution of each state variable of the system for
certain oscillatory mode [23]. The combination of observability and controllability modes
give system residues. Conventionally, local PSSs are located based on residue analysis of
power system. So for certain oscillator mode, PSSs will be located at machines with

largest residue.

Recently, new methods based on modal analysis were proposed to design WADC (or
wide-area PSS) [23] and [24]. These methods select WADC location according to largest
controllability. As well, the input signal for the controller going to be a combination
signals from all machines participating on the concerned inter-area mode. Here, inputs

from wide area locations are selected based on the most observable states.
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2.5 Real Time Digital Simulator (RTDS)

2.5.1 Introduction

Power systems today are operating near their maximum limit and because of that
networks are experiencing unusual generation and power flow patterns and unplanned
congestion. Also, a lot of uncertainties regarding protection and control are introduced to
the system. So, voltage, transient and dynamic stability analysis will be required to study
the system and overcome these problems. Such analysis shall be done under realistic
power system conditions. For this purpose, real-time power system simulators have been
developed. The RTDS simulator is currently applied to many areas of development,
testing and a lot of studies such as; system planning, protection and control, system

operation and behavior, feasibility studies and for research and training purposes [33].

The RTDS is a real-time power system simulator that performs digital electromagnetic
transient simulation. It is a super computer that performs real-time simulation using
parallel computation. It is capable of performing time-domain simulation at real-time
speed using time steps less than 50 microseconds [34]. Such fast computation let RTDS
able to simulate power system phenomena in the range of 0 to 3 kHz with high accuracy

and reliability.

A power system network to be simulated is constructed using a graphical user interface
(GUI) software suit called RSCAD. This software has a large library containing many
power system component and control models. The RSCAD software has different

models, the main two modules are; Draft and Runtime [33]. The Draft module is used for
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building the network and parameters entry. The Runtime module is used to control the
operation of RTDS simulator. Using Runtime, user can performs a lot actions; such as
starting and stopping of simulation, initiating system disturbances, changing some of the
system set points, on-line monitoring and measuring of power system quantities, and

other control functions.

All communication between the RTDS and workstation is carried out by a Workstation
InterFace (WIF) card. An Inter-Rack Communication (IRC) card takes care of
communication between the racks [35]. The RTDS at KFUPM consists of cubicle with

four processor racks, two Giga Processor cards (GPCs).

2.5.2 RTDS Applications

The RTDS simulator is currently applied to many areas of development, testing and a lot
of studies such as; protection and control system, general AC and DC system operations

and behavior, feasibility studies, and for demonstration and training purposes [35].

RTDS is very helpful in testing control systems where real time closed loop feedback is
used. Controls performance can be tested under different conditions; from steady state to
rare emergency operating conditions. The RTDS has been used by many clients to test
different power system controls including; power system stabilizer (PSS), FACTS
devices (STATCOM, UPFC, SSSC,...), Exciter and voltage regulators, TCSC series
compensation, distributed generation (wind, solar, fuel cell,...), smart grid, HVDC, SVC,

. etc [35]. The closed loop interaction of the control system and the network model
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provides insight on both the performance of the controller as well as its effect on the
power system. Followings are some RTDS implementations for different designs of

power system stabilizer (CPSS) and wide-area damping controller (WADC).

Ganesh and Swakshar presented work relating to wide-area controllers and their
implementation on real-time digital simulator (RTDS®) [4], [36]-[38]. Reference [4] and
[36] present the design and the Digital Signal Processor (DSP) implementation of a
nonlinear optimal wide area controller on the RTDS®. The controller is based on
adaptive critic designs and neural networks. The wide-area control system (WACS)
consists of three neural networks; the critic neural network, the action network (WAC)
and the model neural network (WAM). WACS is implemented on the Innovative
Integration M67 DSP card and connected to the RTDS® through DSP-RTDS Interface.
The power system dynamics quantities are estimated online by WAM using a feed-
forward neural network. The DSP implementation of WACS was applied to the two area
power system which is modeled using RTDS®. Simulation results show that WACS

provides better damping of power system oscillations under small and large disturbances.

In reference [37], Ganech et al. considered the communication delays in designing
measurement-based adaptive wide-area control system. The WACS is realized with
single simultaneous recurrent neural network (SRN) which is used for both identification
of power system dynamics and initiation of appropriate damping control signals. This
WACS design was also implemented on the RTDS® and DSP platform. Simulation
results show improvement in damping power system oscillations due to small and large

disturbances over wide range operating conditions.
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Programmable logic controller (PLC) was used in [38] as a platform for exploring
advanced modeling and control methods including computational intelligence based
techniques such as neural networks, particle swarm optimization (PSO) and many others.
In this paper, the controller consists two neural networks; one for modeling and the other
for control. The design and the implementation of the controller is implemented on a
single PLC. The controller is a conventional power system stabilizer (CPSS) that is used
for power system oscillation damping. The PLC control system (PLC-CPSS) is connected
or interfaced to the RTDS®. RTDS® allows for the simulation of power system in real-
time while connecting auxiliary control components to the simulation via analog 1/0.
Real-time simulation results showing that PLC is a suitable hardware platform for

implementing advanced modeling and control techniques for industrial applications.

Palangapour et al., [39] presents wide-area monitoring and control using RTDS and
Synchrophasor Vector Processor (SVP). This paper developed a real-time hardware test
bed in order to analyze the transient stability of a simulated power system by using
synchrophasors to visualize system stress across a transmission line with and without
load-shedding schemes. The main tools used in this work consist of an RTDS, PMUs, a
satellite-synchronized clock, and an SVP. The PMUs obtain wide-area measurements
from the RTDS, and the SVP runs the wide-area control algorithm for implementing the
remedial action schemes (RASSs) for transient stability. The test system was simulated for

normal and fault conditions; results show an improvement in transient stability.

Another RTDS application is presented in [40]. In this paper, particle swarm optimization

(PSO) technique is applied to obtain the optimal parameters of PSSs for a power system
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simulated in real-time. The PSO and PSSs are implemented in a single digital signal
processor (DSP) card and the rest of the power system is simulated in RTDS. The whole
tuning process is done with hardware in loop arrangement. Results show a succeful

implementation of PSO-tuned PSSs in real-time environment.

Modeling and simulation of power systems on three different simulation platforms are
compared at reference [41]. The platforms are RSCAD/RTDS, PSCAD/EMTDC, and
SIMULINK SimPowerSystems. The Kundur’s two area power system with and without
PSS is presented as a case study. Studies under steady state and transient for various
operating conditions were carried out and results confirmed that RTDS is the most

flexible and the efficient way to study power system.
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CHAPTER 3

POWER SYSTEM MODELING AND ANALYSIS

3.1 Introduction

In this chapter, models of the main components of power system are described. This
includes synchronous generators, excitation systems and power system stabilizers.
Following this, linearized model of power system is developed. Then, modal analysis is
carried out, that includes participation factor, modal controllability and observability, and
residues. Models of the power system that presented in this chapter will be used in
nonlinear time domain simulation. likewise, modal analysis presented here will be used to
design the controllers (local PSSs and WADC) that will be applied to the multi-machine

two-area power system.
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3.2 Power System Model

3.2.1 Synchronous Generator and Exciter Models

Synchronous generators form the main source of electric energy in power systems. The
power system stability problem is largely one of keeping interconnected synchronous
machines in synchronism. Therefore, accurate modeling of the dynamic performance of
these generators are very important to study the power system stability [2]. The
synchronous generator model used in this thesis is the 3™ order model. The model

differential equations of ith machine can be written as [89]

6; = wp(w; — 1) (3.1)
. 1

w; = E(Pmi — Po; — Di(w; — 1)) (3.2)
Ey = ﬁ [Efai — Eqi — (xai — x4) iai] (3.3)

Where §; and w; are the rotor angle and speed of the ith machine, respectively. M; and
D; are machine inertia constant and damping coefficient of the ith machine, respectively;
wy, is the synchronous speed; Eg; is the internal voltage behind x;;; Efq; is the equivalent
excitation voltage; T,,; is the time constant of excitation circuit; P,,; and P,; are the input
and output powers of the ith generator, respectively. The output power of the generator
can be expressed in terms of the d-axis and g-axis components of the armature current, i

and terminal voltage, V; as

Poi = Vailgi + Vgilgi (3.4)

27



Where

Vai = Xqilqi » Vg = Eqi — xgilai (3.5)
Synchronous generators are usually equipped with exciter. The basic function of an
excitation system is to provide direct current to the synchronous machine field winding.
In addition, the excitation system performs control and protective functions essential to
the satisfactory performance of the power system by controlling the field voltage and
thereby the field current. The control functions include the control of voltage and reactive
power flow, and the enhancement of system stability. The protective functions ensure that
the capability limits of the synchronous machine, excitation system, and other equipment

are not exceeded.

The exciter model used here is the standard IEEE type-ST1 as shown in Figure 3-1. It can

be described as

: 1
Efqi = — [Kai (Vyesi — Vi + Upssi) — Erail (3.6)

Ai

and,

Vi = ‘/Vgli + Véi (3.7)

Where K,; and Ty; are the gain and time constant of the excitation system, respectively;
V; and V,..¢; are the terminal and reference voltages respectively; wu,; is the PSS output

signal.
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3.2.2 Power System Stabilizer Structure

The basic function of a power system stabilizer is to add damping to the generator rotor
oscillations by controlling its excitation using auxiliary stabilizing signals. A PSS is
added to the automatic voltage regulator (AVR), which controls the generator stator
terminal voltage. PSS uses stabilizing feedback signals such as shaft speed, terminal
frequency and real power to change the input signal of the AVR. To provide damping,
PSS must produce a component of electrical torque in phase with the rotor speed

deviations.

A widely used conventional lead-lag PSS is considered in the feedback loop to generate
a supplementary stabilizing signal u,, see Figure 3-1. As shown in the PSS block, the
rotor speed deviation Aw is used as the input signal to the PSS; Kpgg is the stabilizer gain;

T,, is the washout time constant.

max

14 Erq

+ Ky /
Vrer 1+ s7, / > Era
+

max min
Upss Upgs Efq

/ K sTy 1+ST1] 1+sT3] Aw
/ P551+STW 14 sT, 114 5T,

] PSS
ue

Figure 3-1: IEEE type-ST1 excitation system with PSS
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3.3 Modal Analysis

To model the behavior of dynamic systems, a set of n first order nonlinear ordinary

differential equations are used
Xi = fi(x1, X2, e, Xp 3 U Uy, e, Up; T) i=1,2,..,n (3.8)

Where n is the order of the system and r is the number of inputs. If the derivatives of the

state variables are not explicit functions of time, (3.8) can be reduced to

x = f(x,u) (3.9)

X, U and f denote column vectors of the form

X1 Uy fi
Xn Ur f‘n

The state vector x contains the state variables of the power system, vector u contains the
system inputs and x includes the derivatives of the state variables with respect to time.

The equation relating the outputs to the inputs and state variables can be written as

y=gxu (3.11)

For the general state space system, the linearization of (3.9) and (3.11) about certain

operating point X, and u, yield the linearized state space system

Ax =AAx+ B Au (3.12)

Ay =CAx+ D Au (3.13)
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Where Ax is the n state vector increment, Ay is the m output vector increment, Au is the r
input vector increment, A is the nxn state matrix, B is the nxr input matrix, C is the mxn
output matrix and D is the mxr feed-forward matrix. Specifically, Ax = x — xq, Ay =

Y — Yo, Au=u—u,.

Once the state space system for the power system is written in the linearized matrix form
(3.12), the stability of the system can analyzed by calculating the eigenvalues 4; of the

matrix A.

From previous section, the nonlinear equations (3.1)-(3.3) and (3.6) can be written as

i = f(x,U) (3.14)

Where x = [§,w,Eq,Efq]" and U is the PSS output signals. In the design of

electromechanical mode damping controllers, the linearized incremental models around a
equilibrium point are usually employed. Figure 3-2 shows a block diagram of the ith
machine in a multimachine power system. Where K,;;,Ky;j,..., K, Ke;j are the

linearized constant matrices.
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Figure 3-2: Linearized model of the ith machine in multimachine power system

The linearized state equation of power system with n-machines and m-stabilizers can be

written as

Ak =AAx+BU (3.15)

Where A is (4n x 4n) matrix and B is (4n x m) matrix; Ax is (4n x 1) state vector and U is

(m x 1) input vector.
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3.3.1 Participation Factors and Mode Shape

Once the oscillatory modes have been identified and the modal matrices (right-
eigenvector, &; and left-eigenvector, ¥;) constructed, analysis is performed to find the
specific rotor angle modes. These modes provide the largest contribution to the low
frequency oscillations. Oscillatory modes can be identified by analyzing the right and left

eigenvectors in conjunction with the participation factors.

A matrix called the participation factors matrix, denoted by P, provides a measure of

association between the state variables and the oscillatory modes. It is defined as [2]

P=[P, P, - P,] (3.16)
With
D1i Py i
p = || = (pz‘}l’uiz (3.17)
Pni Dy Vi

The element (py; = Dx; W) is called the participation factor, and gives a measure of the
participation of kth state variable in the ith mode. The use of the participation factor will

be used in analyzing the oscillatory modes of the tested power system.

The mode shape of the rotor-angle modes should be examined to confirm whether the
particular mode is of local or inter-area type. Referring to the system state equation (3.12)

and assuming that the system doesn’t have input (Au = 0)

Ak = A Ax (3.18)
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Equation (3.18) cannot be used in the mode shape analysis. The problem is that the rate
of change of each state variable is a linear combination of all the state variables. As the
result of cross-coupling between the states, it is difficult to separate the parameters that
influence certain oscillatory mode. In order to eliminate the cross-coupling between the
state variables, a new state vector z is consider and related to the original state vector Ax

by the following transformation

Ax = dz (3.19)
Ax1 Zl
ol_e, @, - @7 (3.20)
Axy Zn

Where @ is the modal matrix of A. The variables Ax;, Ax,, ..., Ax, are the original state
variables chosen to represent the dynamic of the system. The variables z,, z,,...,z, are
the transformed state variables such that each variable is associated with only one mode.
In other words, the transformed variables are directly related to the modes. From (3.19),
we can see that the right-eigenvector gives the mode shape, i.e., the relative activity of
the state variables when a particular mode is excited. For example, the degree of activity
of the state variable x in the ith mode is given by the element &,; of the right

eigenvector &; .

3.3.2 Controllability, Observability and Residue

Expressing the linearized state space equations given in (3.12) and (3.13) in terms of the
transformed variable z defined by Equation (3.19) and rearranging them into a
convenient, decoupled form yields
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z=Az+B'Au (3.21)

Ay=C"z+ D Au (3.22)
Where

B =¢7'B (3.23)

c=Co (3.24)

The entries of matrix B’ relate the inputs to the oscillatory modes in the system. As a
result, if the ith row is zero, the inputs have no effect on that mode and the mode is
considered to be uncontrollable. Therefore, B’ is called the mode controllability matrix.
On the other hand, the entries of matrix €’ relate the state variable z; to the outputs of the
system. Because of this, if the ith column is zero, the outputs do not contribute to that
mode and the mode is considered to be unobservable. Hence, €’ is called the mode

observability matrix.

For stability analysis of power systems, the eigenvalue analysis of the system state matrix
is considered. However, for control design, open-loop transfer function between specific
variables is used. To see how this is related to the state matrix and to the eigenproperties,
the transfer function between the output and the input variables need to be obtained [2].
The transfer function representation of linearized model, assuming zero initial conditions,
can be obtained by taking the Laplace transform of (3.12) and (3.13)

_Ay(s) _ _ -1
G(s) = ) C(sl—-A)~"B+D (3.25)
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Similarly, if the same transformation is applied to the transfer function representation

given by (3.25), assuming zero feed-forward matrix D, then (3.25) becomes

A _
G(s) = #8 = Co(sl — N)~'¥B (3.26)

Since A is a diagonal matrix, G (s) can be written as

G(s) = Z Ri (3.27)

i=1 5~

where

R, =Co,¥'B (3.28)

R; is known as the residue of the output variable y and the input variable u with regard to

the ith mode.

3.4 Summary

Models of the main components of power system are briefly presented in this chapter.
This includes synchronous generators, excitation systems and power system stabilizers.
Modal analysis of linearized power system model was introduced. Physical interpretation
of the power system model eigenvalues in the context of system stability was explained.
Importance of the use of right eigenvectors and left eigenvectors in determine the
participation factors and mode shape was addressed. Mode controllability and
observability matrices, which are used in determine the controller’s location and input

signals, were introduced.
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CHAPTER 4

WIDE AREA DAMPING CONTROL DESIGN

4.1 Introduction

This chapter presents the design of WADC which uses wide area signals as additional
measuring information from different part of the system. First section provides details of
local PSSs design and the optimal locations of the PSSs. Second section of this chapter
presents the wide area control system structure used in this thesis. The WADC placement
technique and the method followed in selection of controller input signals combination
are explained. Finally, controller parameters setting are tuned using the conventional

residue-based method (or what is called phase compensation method).

4.2 Local PSSs Placement

Conventionally, local PSSs are designed to damp out both local and interarea oscillations
modes. Here, local PSS will be designed to damp out a specific local mode and the

interarea modes will be left for WADC to deal with.
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In the research area of power system angle stability, electromechanical oscillation modes
correlated with rotor speed are of concern [23] and [24]. As known, there are n-1
electromechanical oscillation modes in an n-machines system. Feedback signals are
selected from the generator rotor speed signal w, while input signals are selected from the
auxiliary control input signal u,ss of exciters given by PSSs. Since conventional PSSs
adopt local machine signals, output feedback signals are obtained from control machines.
Thus, the participation factor is introduced in order to take the selection of both feedback

and control machines into account
Pri = PriVix (4.1)

According to the mode controllability and mode observability that introduced in the
previous chapter, it is necessary to consider the mode controllability of the kth input
signal wu,s as well as the mode observability of the kth machine output signals w with
regard to the ith mode. To determine the best location of PSS, residue is considered as

follows

Rl = C, @, ¥B, (4.2)

RL, measures the relative participation of the kth machine in the ith mode based on the
mode observability and mode controllability. Therefore, PSS should be placed on the kth

machine which has a relatively greater residue with regard to the ith mode.
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4.3  Design of Wide Area Damping Controller

In most power systems, local oscillation modes are often well damped due to the
installation of local PSS. On the other hand, interarea modes are lightly damped because
the control inputs used by those PSSs are local signals and they are often lack of
observability of certain interarea modes. Because of that, wide area controller which uses
wide area measurements as inputs to enhance the damping of interarea oscillations. The
proper placement and selection of control inputs are of vital important for achieving
satisfactory performance of the damping control [23]. So location and selection of inputs

are the two key factors in interarea damping controller design [24].

Figure 4-1 shows the WADC structure that is used in this thesis. In the proposed WADC
system, selected stabilizing signals are measured by PMUs. These measurements or
signals are time synchronized using GPS and then transmitted via telecommunication
links (such as power line carrier, microwave links, or fiber optic) to the controller.

Finally, the WADC provides the require control signal to the generator excitation system.
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Figure 4-1: Wide Area Damping Control System Structure

In designing WADC, observation machines are selected due to the mode observability of
their output signals while control machines are selected due to the mode controllability of
their input signals with regard to concerned interarea modes. That means, when the
output signal w of the jth machine has the maximum mode observability and the input

signal uys of the kth machine has the maximum mode controllability with regard to the

ith interarea mode, it is better to damp the ith mode by feeding back the w of the jth
machine as an input to the WADC that located at kth machine. So, for WADC (4.2) can

be rewritten here as
R}, = C;®, W] By (4.3)
Controllability and observability measures can be introduced from (4.3)

COTlt.ik = |q’l Bkl (44)
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Where Cont.;;, is used to measure the mode controllability of mode i from the kth input

and Obse.;; measures the mode observability of mode i from the jth output.

4.3.1 WADC Placement

As Cont.;, measures the mode controllability of interarea mode i from the kth input, the
input with the largest Cont. should be selected if we expect to control the ith interarea
mode. l.e. the generator related with this input is the location of the WADC. So the
WADC used to damp the ith mode can be located at generator with the maximum Cont.

and this can be expressed by

max, |¥; Byl (4.6)

4.3.2 WADC With a Combination Input Signal

Interarea oscillations appear as group of coherent generators swing against each other.
Mode shape as discussed in chapter 4 can be determined by using eigenvalues analysis.
Dominant generators participating in the oscillation of a specific mode can be gained

according to the mode observability of the rotor speed with regard to this mode [23].

As Obse.;; measures the mode observability of interarea mode i from the jth output, the

system output with the largest Obse. should be selected if we expect to observe the ith
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mode. The input signals of WADC, generally being the rotor speed signals, can be

written as

Where K is a selection vector, Aw is the column-vector of rotor speed and C,, is the
corresponding output matrix. If Awy is selected in the jth output, then K, is 1 or -1.

Otherwise, Kjy, is zero.

In order to have better damping of an interarea oscillations, signals from both sides of the
oscillating generator groups need to be introduced to the WADC. Therefore, the
combination of the signals is used as input to the WADC. This provides both the
amplitude and the relative phase of this oscillation. The number of signals from each
group should be same to keep symmetric. Considering the PMUs in a practical system are
not installed sufficiently, the total amount of signals fed back to WADC is constrained by

M.

As summery of the above analysis, the objective function and its bound constraints are

given by
man = K]Cw¢l (49)
s.t.Kj, =0,10r —1; (4.10)
> Kl < ms (4.11)
k
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> K= ) |kl (4.12)
kegroupl kegroup?2

4.4  Controller Parameters Tuning

Assume that the controller is located at generator j having the largest controllability of the
ith mode. The output Aw is fed back to the controller. In the condition of local PSS
design, Aw is the rotor speed from the same generator j. While in the condition of WADC
design, it is the combination of wide area rotor speed signals from different generators

participating in that certain ith mode.

Figure 4-2 shows WADC block diagram connected to the generator exciter. The wide
area damping system consists of i) WAMS block, where all concerned signals
throughout the system are measured using PMUs, time stamped and transmitted to the
controller, and ii) WADC, where the main control action signal is provided. WADC
block consists of simple lead/lag compensation block and the main controller block
which is responsible for selecting controller input signals combination and process the

final wide area damping signal to the Lead/Lag compensation block.
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Figure 4-2: Wide Area Damping Controller

The design of WADC in this chapter is in accordance with the line of “measurement —
identification — design”. The first stage is the measurement and as mentioned before it the
function of WAMS. The second stage is to identify the oscillatory modes of concerned
and to decide which signals combination will be involved in design stage. The last step is
WADC parameters tuning. The phase compensation method is used here in WADC

design. From Figure 4-2, the transfer function of Lead/Lag compensation block is

_ STw |1+sTy| |1+sT;
H(s);j = Kpss 1+sT,, [1+st] [1+ST4] (4.13)
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Where Kpgg is the constant gain of the controller. Ty, T,, T5 and T, are the time constants

of lead/lag compensation block of the controller. T, is the washout time constant (usually
5-10 sec.). The relationship of the eigenvalue 4; and the transfer function H(s); is as

following [24]
02;/90K pss = W;By(0H;(4;)/0K pss) C;P; (4.14)
For small values of gain Kpgg, (4.14) gives

AX; = AKpss¥ By (0H;(4;)/ 0K pss) C;P;
= (C;:)(¥:iBi)AH;(4;) (4.15)

= RjcbH; ()

Where R}k is the residue defined in (4.3). The change of the eigenvalue should be
directed towards the left-hand plan. This can be done by shaping the phase of H;(s) using

phase lead compensation. The required phase lead ¢ is given by

Q=1T— arg(Rjik) (4.16)

Where arg(R},) is the angle of the complex residue R},. Then Ty, Ty, T3 and T, can be

solved by

__1-sin(¢@/2) _ _ 1 . _
a“= 1+sin(¢/2)’ =Tz = wva’ T, =T, =caly (4.17)

Where w is the frequency of the concerned mode in rad/s. The controller gain Kpgg €an

be computed as a function of desired eigenvalues location 2; 4. as follow
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Ai,des_/li
R;-kHj()li)

Kpss = (4.18)

45 Summary

Local PSS was designed using residue analysis which determines the best location of the
controller to damp out the local oscillatory modes. For the WADC design, the optimal
location of the controller was placed based on controllability measure. Then, the
combination input signals to the WADC are selected based on participation of machines
in the interested interarea mode. The last step in WADC design is parameters tuning such
that the performance of the controller in damping inter area oscillations is enhanced. The
phase compensation method was used here in to determine parameters setting which
provide the require phase lead compensation in order to direct the eigenvalue towards the

left-hand plan.
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CHAPTER 5

DESIGN OF LOCAL PSS FOR MULTIMACHINE

TWO-AREA SYSTEM

5.1 Introduction

The main objective of chapter 5 is to analyze and design PSSs for the purpose of damping
local modes of oscillations. A standard two area power system is considered here as a
case study. Eigenvalues analysis (Modal analysis) is carried out on the test system to
identify the nature of the oscillations; local or interarea modes. Additionally, out of the
modal analysis, the required number of PSSs and their optimal locations can be
determined. After that, the stabilizers parameters need to be tuned to improve stabilizers
performance in damping the oscillations. Last section presents the nonlinear time domain
simulation in order to observe the dynamic response of the system after applying local
PSSs. Appendix B shows the details of modal analysis results taken from Matlab

Workspace. However, relevant results will be discussed here.
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5.2 Case Study

A 4-machine two area system which consists of two similar areas connected by a tie-line
as shown in Figure 5-1 is considered. Each area consists of two coupled generating units,
each having rating of 900 MVA and 20 kV. All four generating units are represented by
the same dynamic model and equipped with fast static exciter. The system is operating
with area-1 exporting approximately 400 MW to area-2. This system is considered as one
of the benchmark models for performing studies on interarea oscillation because of its
realistic structure and availability of system parameters [2]. Details of the system data
including the dynamic generators model and exciter data used along with load flow result

are given in Appendix A.

400 MW
Area 1l —_—0 Area 2
Gl 1 5 6 T, 8 9 10 3 G3
7 L8
,  967TMW i 1767 MW 4
100 MVAr 250 MVAr
G2 G4

Figure 5-1: Two area four machine system
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5.3 Modal Analysis

Modal analysis is carried out on the two area system to identify the oscillatory modes,
mode shape and what are the dominant state variables that influence on each oscillatory
mode. Moreover, the optimal location of local PSS in each area will be determined during

the analysis.

The analysis here is carried out on the base case of loading condition given in Appendix
A. The base system is the system without adding any PSSs or any other controller on the
machines. So the size of the state matrix A is 16x16 which consists of 4 state variables
per machine; three for the machine and one for the excitation system. The oscillation
profile of the power system is simply the oscillatory modes information resultant from
the eigenvalue analysis. From the oscillation profile, the oscillatory modes can be
identified and their frequency and damping ratios are calculated. Table 5-1 shows the

oscillatory modes results.

Table 5-1: Oscillatory modes of the system without control

. Frequency Damping

Mode No. Eigenvalue 4y Ratio, {
7 -0.6349 £ j 7.4525 1.1861 0.0849
9 -0.5275 +j 7.3083 1.1632 0.0720
11 0.1056 + j 4.0179 0.6395 -0.0263

From Table 5-1, it is clear that one mode (mode-11) is unstable with a positive real part

and negative damping ratio. The other two modes are stable with negative real parts and
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positive damping ratios. Now further analysis need to be done to identify the type of

oscillation and the dominant states in each oscillatory modes.

The participation factors shall be examined to determine the dominant states involved in
each oscillatory modes. The participation factor magnitudes results for the oscillatory
modes are given in Table 5-2. For mode-7, it can be seen that the participation factor of
the rotor speed (Am) and rotor angle (Ad) of generators G1 and G2 have the largest
magnitudes. This indicates that these states have the greatest participation in this mode.
In case of mode-9, generators G3 and G4 have the largest participation factor magnitudes
and this indicates that these machines contribute more than the others during oscillations.
Last part of Table 5-2 reveals that all machines are participating in mode-11. The
previous information gives a clear indication on the type of oscillation (mode shape) for
the three oscillatory modes; mode-7 is local oscillation mode in area 1, mode-9 is local
oscillation mode in area 2 and mode-11 is interarea oscillation mode between area 1 and

area 2.

Once the dominant states have been identified for each mode, the mode shape can be
determined from the elements in the right-eigenvector corresponding to the state
variables involved in the mode. The rotor angle right-eigenvector elements for the three
modes are shown in Table 5-3. From the magnitude and the sign of the real part of the
eigenvector entries, the mode shape can be determined. For mode-7, G1 has positive real
part whereas G2 has negative one. This indicates that G1 rotate against G2 locally in area
1. Similarly, the second local oscillation of area 2 is between G3 and G4 as they have

different real part signs. For the last mode, mode-11, it can be concluded that this is
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interarea mode, since both G1 and G2 have same sign of real part and opposite to what
G3 and G4 have. Table 5-4 summarized the results that can be concluded from the
participation factors and mode shape analysis. Figure 5-2 and Figure 5-3 show the mode
shapes corresponding to the rotor angle states for the two oscillatory modes, mode-7 and
mode-9. It is clear from the mode shapes that these modes are local oscillation modes. On
the other hand, Figure 5-4 shows mode-11 shape which indicates interarea oscillation

between area 1 generators and area 2 generators.

Table 5-2: Participation factor magnitudes of oscillatory modes

Mode 7
Generator Ad Ao AE’q AEgq
1 0.4913 0.0439 0.0006
2 0.5433 0.1350 0.0029
3 0.0205 0.0015 0.0000
4 0.0379 0.0081 0.0001
Mode 9
Generator Ad A® AE’q AExq
1 0.0406 0.0032 0.0000
2 0.0180 0.0044 0.0002
3 0.4994 0.0398 0.0001
4 0.5196 0.1102 0.0023
Mode 11
Generator Ad A® AE’q AExq
1 0.3096 0.0017 0.0000
2 0.2899 0.0077 0.0004
3 0.2286 0.0015 0.0004
4 0.1602 0.0324 0.0015
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Table 5-3: Right-eigenvector elements (Corresponding to Ad)

Mode 7
Generator Right Eigenvector Entry
1 0.0150 + j 0.0396
2 -0.0210 + j 0.0368
Mode 9
Generator Right Eigenvector Entry
3 0.0189 + j 0.0448
4 -0.0226 +j 0.0411
Mode 11
Generator Right Eigenvector Entry
1 -0.0530 + j 0.0914
2 -0.0456 + j 0.0846
3 0.0226 + j 0.0744
4 0.0226 + j 0.0487

Table 5-4: Oscillatory modes shape for the system without control

Damping Mode
Mode Ratio, Shape
-0.6349 £ j 7.4525 0.0849 Glvs. G2
-0.5275 +j 7.3083 0.0720 G3vs. G4
0.1056 +j 4.0179 -0.0263 G1&G2 vs. G3&G4
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Mode Shape of mode-7 (-0.6349 + j 7.4525)
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Figure 5-2: Mode shape of rotor angle (Mode-7) - System without control

Mode Shape of mode-9 (-0.5275 + j 7.3083)
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Figure 5-3: Mode shape of rotor angle (Mode-9) - System without control
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Mode Shape of mode-11 (0.1056 + j 4.0179)
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Figure 5-4: Mode shape of rotor angle (Mode-11) - System without control

Now, the interested oscillatory modes have been identified. The dominant machines and
their state variables which highly participate in each mode are determined. The next
section objective is to find out the number of PSSs required and their optimal locations in
order to damp the oscillation in the system. Since this chapter focus on the analysis and
design of local PSSs, only local oscillation modes will be considered here. The interarea

oscillation mode will be considered in the next chapter where WADC is designed.

5.4 Local PSSs Design

5.4.1 Local PSSs Placement

To provide additional damping to the system, PSSs are added. Here, one PSS will be

installed at each area. As mentioned, these stabilizers are local based and their objectives
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are to enhance damping the local area oscillations only. Because of that, only local modes

of oscillations will be considered in designing these stabilizers.

The local PSS can be located at the generator with the largest residue for the
corresponding mode. So, calculating controllability measure and residue using previous

section modal analysis are necessary to determine the location of PSS.

From participation factor results, Table 5-2, it can be seen that G2 has the largest PF
among the others for mode-7. That means, this machine has more effect and can
influence the oscillation on this mode more than the other machine in the same area.
Similarly, for mode-9, where G4 has largest PF which indicates that this machine is the
candidate place to install PSS to damp out area 2 oscillations. To support the previous
discussion and confirm placing PSSs at G2 and G4 as optimal locations for damping local
area oscillations, controllability measure and residue should be calculated. The
controllability measures and residues of the four generators associated with local modes
(mode-7 and mode-9) are shown in Figure 5-5 and Figure 5-6. It is clear that placing a
PSS at G2 will improve damping the oscillations of Mode-7 since G2 has the largest
residue in that mode. On the other local mode, G4 has the largest residue. So, the local
PSSs should be located at G2 and G4 in order to get the best improvement in damping

local area oscillations.

Additionally, to confirm the analysis, PSS is placed at each generator one by one and the
eigenvalues and damping ratios are calculated. Typical values were chosen from

reference [2] for the PSS parameters; Kpss=10, Tw=5, T1=T3=0.1 and T,=T,4=0.05. Table

55



5-5 summarizes the results of placing PSS at each generator. The first column gives the
PSS location. Column three and four contain the eigenvalue information followed by the
damping ration of that particular oscillatory mode. Results show that G2 is the best
location to damp out the local area mode (Mode-7) with damping ratio of 0.2291.
Whereas, the best place for PSS, to damp out the second local area mode (Mode-9), is G4
with damping ratio of 0.1952. As expected, eigenvalues and damping ratios results

confirmed modal analysis results.

Mode 7 (Local mode)

Controllability Measure x10%  Observability Measure

0.7

Residues
0.1 T T T T

Magnitude

0.08 [~

0.06 [~

0.04 1~

0.02 1~

1 2 3 4

© 2012, A.F. Mulhim

Generator Number

Figure 5-5: Controllability, observability and residue of Mode-7
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Mode 9 (Local mode)

Controllability Measure

0.7

«10°  Observability Measure

g
g
2 Residues
0.08 T T
0.07 - -
0.06 [~ -
0.05 .
0.04 —~ -
0.03—~ -
0.02 - -
0.01~ .
0 1 2 3
o 2012 A M Generator Number
Figure 5-6: Controllability, observability and residue of Mode-9
Table 5-5: Oscillatory modes for the system with PSS
PSS . Dampin
L ocation Mode Eigenvalue RatF;o g
Mode 7 (Local-areal) -0.6349 £ j 7.4525 0.0849
None Mode 9 (Local-area2) -0.5275 £ j 7.3083 0.0720
Mode 11 (Inter-area) 0.1056 +j 4.0179 -0.0263
Mode 7 (Local-areal) -1.5322 +j 8.0049 0.1880
Gl Mode 9 (Local-area2) -0.5353 j 7.3161 0.0730
Mode 11 (Inter-area) -0.0392 £j 4.0048 0.0098
Mode 7 (Local-areal) -1.8546 +j 7.8797 0.2291
G2 Mode 9 (Local-area2) -0.5317 +j 7.3118 0.0725
Mode 11 (Inter-area) -0.1663 £j 4.1116 0.0404
Mode 7 (Local-areal) -0.6304 +j 7.4451 0.0844
G3 Mode 9 (Local-area2) -1.3940 j 7.7761 0.1765
Mode 11 (Inter-area) -0.0014 +j 4.0394 0.0004
Mode 7 (Local-areal) -0.6279 +j 7.4397 0.0841
G4 Mode 9 (Local-area2) -1.5466 j 7.7721 0.1952
Mode 11 (Inter-area) -0.0301 +j 4.0704 0.0074
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5.4.2 PSSs Parameters Tuning

In order to get the best performance out of PSS, its parameters should be set carefully. As
presented earlier, Phase Compensation method is used to calculate the PSS parameters.
Again, only local oscillatory modes will be considered here during PSS parameters

tuning.

Recall from equation (4.13), the transfer function of lead/lag compensation PSS was

presented as

H(S)j _ Kpss 1sTW [1+ST1] [1+ST3] (5.1)

+sTy L1+5To 1 L1+5T,

Using equations (4.16)-(4.18); Kpss, T1, T2, T3 and T, can be calculated. Table 5-6 lists
the information that is required to apply the above mentioned equations; mainly residues
and eigenvalues of the concerned mode. By employing this information into equation
(4.13), (4.16)-(4.18), local PSSs parameters can be determined. Table 5-7 shows the

calculated parameters results for both local PSSs at G2 and G4.

Table 5-6: Information required to use phase compensation technique for local PSSs

Concerned Residue Eigenvalue o °
Mode (at Gy) A=0ctjw
Mode-7 -0.0707 +j 0.0557 _
- + -
Local Mode 1 (at G,) 0.6349 + j 7.4525 0.6349 7.4525
Mode-9 -0.0593 +j 0.0504 _
- + -
Local Mode 2 (at Ga) 0.5275 + j 7.3083 0.5275 7.3083
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Table 5-7: Local PSSs parameters

Location of
PSS KPSS T]_ & T3 T2 & T4 TW
G2 10.66 0.1885 0.0955 10
G4 11.68 0.1961 0.0955 10

To evaluate the effectiveness of placing two local PSSs (one at each area) with the new
calculated parameters on the oscillatory modes, the new eigenvalues and damping ratios
are determined. Table 5-8 shows the new oscillatory mode after PSSs are applied. It
compares results of applying PSSs with reference [2] parameters and PSSs with the
calculated phase lead compensation technique. It is clear that the oscillatory mode
eigenvalues have been shifted to the left when PSSs are tuned using phase compensation

method, and thus damping ratio improved accordingly.

Table 5-8: Oscillatory modes for the system with tuned PSSs at G2 and G4

) Eigenvalue Damping Ratio
Oscillatory Mode
Kundur [2] Proposed Kundur [2] Proposed
Mode-7 . .
Local Mode 1 -1.8921 +j 7.9598 -1.8930 +j 6.2886 0.2313 0.2882
Mode-9 -1.5027 +j 7.6941 -2.1751 £j 5.7087 01917  0.3560
Local Mode 2 ' = ' = ' '
Mode-11 . .
ode -0.2642 +j 4.2064 -0.5507 +j 4.0233 0.0627 0.1356

Inter area Mode

5.5 Non-Linear Time Domain Simulation

Nonlinear time domain simulation was performed using the developed Matlab code to

validate the damping performance of installing two local PSSs at G2 and G4. A 100 ms

59



three phase fault at bus 8 is considered. Figure 5-7 to Figure 5-23 show machines
responses of the two area power system for such sever disturbance. It can be seen that
system without PSSs experiences serious power oscillations. However, with implement
of PSSs, at G2 and G4, such power oscillations are damped out. Furthermore, the
performance of the PSSs, tuned by phase compensation technique, is greatly improved
comparing to reference [2] and provide better damping characteristics to the power
oscillations and thus enhance the dynamic stability of the power system. The nonlinear

time domain simulation results confirm the conclusion drawn from modal analysis.
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Figure 5-7: Rotor angle &, response with local PSSs at G2 and G4
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Figure 5-8: Rotor angle d3; response with local PSSs at G2 and G4
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Figure 5-9: Rotor angle d4; response with local PSSs at G2 and G4
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Figure 5-10: Rotor speed ®; response with local PSSs at G2 and G4
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Figure 5-11: Rotor speed o, response with local PSSs at G2 and G4
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Figure 5-12: Rotor speed 3 response with local PSSs at G2 and G4
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Figure 5-13: Rotor speed o4 response with local PSSs at G2 and G4
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Figure 5-15: Control response of PSS at G4
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Figure 5-16: Electric power output Pe; response with local PSSs at G2 and G4
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Figure 5-17: Electric power output Pe, response with local PSSs at G2 and G4
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Figure 5-18: Electric power output Pe3 response with local PSSs at G2 and G4
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Figure 5-19: Electric power output Pe4 response with local PSSs at G2 and G4
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Figure 5-20: Terminal voltage V response with local PSSs at G2 and G4
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Figure 5-21: Terminal voltage V¢, response with local PSSs at G2 and G4
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Figure 5-22: Terminal voltage Vs response with local PSSs at G2 and G4
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Figure 5-23: Terminal voltage Vi, response with local PSSs at G2 and G4
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5.6 Summary

System analysis and control design were carried out on the considered two area power
system. Modal analysis parameters included; eigenvalues, eigenvectors, PF,
controllability and observability measures and residues were determined. From, modal
analysis outcomes, type of oscillations modes were identified, and the PSSs were placed
such that they provide better damping characteristics. After the local PSSs are located,
their parameters were tuned using phase lead/lag compensation technique. Eigenvalues of
the system are calculated after applying the tuned PSSs and results show that the
eigenvalues are shifted to the left side of the plan. This indicates that damping is
improved and the dynamic stability is enhanced accordingly. The last section of this
chapter is the machines time domain simulation responses when the system is exposed to
sever disturbance. Machine rotor angles, rotor speeds and the other parameters responses

confirm the conclusion drawn from eigenvalues results.
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CHAPTER 6

ANALYSIS AND DESIGN OF WADC

6.1 Introduction

Similar to what have been done for the local PSSs, the aim here is to analyze and design
the WADC to improve the performance of the control in damping out the interarea
oscillation mode. Modal analysis is carried out on the test system to calculate the system
eigenvalues, PF and controllability measures. Out of the modal analysis, location of the
WADC is determined and the input signals combination are selected. Then, the WADC
parameters are tuned using phase compensation technique. Next, the nonlinear time
domain simulation results are presented in order to observe the dynamic response of the
system after applying WADC. Appendix C shows the details of modal analysis results
taken from Matlab Workspace. However, relevant results will be discussed here. Last
section presents the comparison between the local based PSS and WADC performances
when the controller is applied at only one pre selected machine. In addition to the typical
parameters used for WADC, Particle Swarm Optimization (PSO) is used to tuned the

WADC parameters and output results of this are shown.
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6.2 Case Study

The two area power system equipped with two local PSSs; one at each area, is considered
here. The stabilizers are located at G2 and G4. Figure 6-1 shows the same two area
system but equipped with WADC. One PMU is considered at each generator bus. This
provide the access to measure all generators speeds in order to utilize these measurements

in designing the WADC.

PMU1 -------- >
PMU2 - - - oo - - > WAD
PMU3 - - - —-—--- > WADC Signal
PMU4 -------- >
400 MW
PMU
P'\fu Areal —_— Area 2 X
! :
1

1
!
78 9

I lIO 3 G3
— Tt

1
i
i

1 i f
i

L7 L8

PMU [«-- 2 967 MW ' 1767 MW 4_-» PMU
100 MVAr 250 MVAr
G2 G4
PSS PSS
1 A A 1

Figure 6-1: Two area four machine system equipped with WADC

71



6.3 Modal Analysis

After the local PSSs are added to the system at G2 and G4, modal analysis parameters
should be calculated again. The reason of recalculating the modal analysis parameters is
to locate the WADC and to select input signals based on the concerned interarea mode.
Table 6-1 shows the last oscillatory modes resultant after the local PSSs are added to the
system. In this chapter, the last mode in Table 6-1 (Interarea mode) will be considered in

designing WADC.

Table 6-1: Oscillatory modes for the system with local PSSs

PSSs Damping

Parameters Used Eigenvalue Mode Ratio Frequency

Location
-1.8930 +j 6.2886  Areal 0.2882 1.0009
G2 & G4 -2.1751+j5.7087  Area?2 0.3560 0.9089
-0.5507 +j 4.0233 Interarea 0.1356 0.6403

Phase Lead
Compensation

Recall equation (4.3),
ik = GO W By (6.1)
Controllability and observability measures can be introduced from (6.1) as
Cont.ik= |l}’1 Bkl (62)

Where Cont.;; is used to measure the mode controllability of mode i from the kth input

and Obse.;; measures the mode observability of mode i from the jth output.

72



Analysis results including; eigenvalues, oscillatory modes eigenvalues, PF, and

controllability measure are given in Appendix C.

6.4 WADC Design

6.4.1 WADC Placement

The objective here is to locate the WADC such that it provides additional damping to the
interarea mode of oscillations. As stated previously, that the generator with the maximum
controllability measure related to the interarea mode, should be selected as the location of
the WADC. So, the optimal location of WADC for effective damping of interarea
oscillations is the generator with largest controllability measure. Table 6-2 and Figure 6-2
show the controllability measures of each generator in the interarea mode (-0.5507 %j

4.0233).

Table 6-2: Controllability measure for interarea mode (normalized, 100 %)

Controller Gl G2 G3 G4
Location
Inter-area Mode 0.66.31 0.5029 0.6740 0.4644

The magnitude of the controllability measures of G1 and G3 are the largest comparing to
the others. G1 has value of approximately 66 and G3 has slightly higher magnitude. So, it
can be conclude that placing the WADC at G3 will be more effective on damping the

interarea mode.
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Figure 6-2: Interarea mode controllability measure

6.4.2 WADC Input Signals Selection

The selection of the WADC input signals will be based on the machines that participating
in the concerned interarea mode (-0.5507 £j 4.0233). So, signals from both sides of the
oscillating generator groups are introduced as a combination signal to the WADC. Here,

the number of signals from each group going to be same to keep symmetric.

The selection vector K was introduced to the system input equation

In this case, the number of signals is 4, the same as the number of generators participating

in the interarea mode. So, the input signal is
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Aw = A(_wl_wz + (1)3+(l)4_) (65)
And the selection vector K can be determined
K=[-1 -1 1 1] (6.6)

Thus, based on the previous analysis, it can be conclude that the WADC should be
connected to G3 with input signals combination of A(—w;—w, + wz+w,). So, the

WADC block diagram can be shown as in Figure 6-3.
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fd

+ Ky /
Vrer 1+ sT, 7 > Era
+

max min
Upsss upYs Efq

_____________________________ .
/ sT, [1+ sTl] 1+ 5T3]

K
PSS9 45T, 11 4 sT,1 11 + T,

Upss WAD

signal

min ' Lead/Lag

Ao —> | WAMS [—> A(_wl_wz +w3+w4)

Figure 6-3: Wide Area Damping Controller connected to G3

6.4.3 WADC Parameters Tuning

In order to get the best performance out of the WADC, its parameters should be set

carefully. As presented earlier, Phase Compensation method is used to calculate the
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WADC parameters. Here, the interarea oscillatory mode (-0.5507 +j 4.0233) will be
considered during the tuning process. Similar to the local PSSs parameters tuning, phase

compensation technique is used here to calculate the WADC parameters.

Recall from chapter 5, the transfer function of lead/lag compensation is

H(S)j _ Kpss 1sTW [1+5T1] [1+5T3] 6.7)

+ST,, L1+sT,] L1+sT,

And by using equations (4.16)-(4.18); Kpss, T1, T2, Tz and T, can be calculated. Table 6-3
lists the information that is required to apply the above mentioned equations; mainly
residues and eigenvalues of the concerned interarea mode. By employing this information
into equation (4.13), (4.16)-(4.18), the WADC parameters can be determined. Table 6-4

shows the calculated parameters results.

Table 6-3: Information required to use phase compensation technique for WADC

Concerned Residue Eigenvalue o ©

Interarea Mode (at Gj) A=0ctjw

. -0.0607 +j 0.047 .
-0.5507 +j 4.0233 0.0607 +] 0.0478 -0.5507 +j 4.0233 -0.5507 4.0233
(at Gs)
Table 6-4: WADC parameters
Location of

WADC Kpss T,&T3 T, & Ty Tw
G3 13.23 0.3492 0.1769 10
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To evaluate the effectiveness of placing the WADC at G3 in addition to the two local
PSSs (one at each area), the new eigenvalues and damping ratios are determined. Table 6-
5 shows the new oscillatory mode after the WADC is applied. It compares results of
applying WADC with the local PSSs. It is clear that applying WADC in addition to the

local PSSs gives better performance in damping the interarea oscillation.

Table 6-5: Oscillatory modes for the system with local PSSs and WADC

Eigenvalue Damping Ratio
OS,C\::,Zt: ¥ LocalPss  Local PSSat Loézgéj/at Local PSS Local PSS at Loézg)ézat
atG2&G4  G2.G3&G4 |, U o atG2&G4  G2G3&G4 |\ o
Mode-7 '1;383261] -1é?g§§9¢j '1('5?172581] 0.2882 0.3119 0.2934
Mode-9 25177 g ;fj 'ngfg 4ij 231553 ;331] 0.3560 0.5407 0.5145
Mode-11 'Of(?g;j 'O;gfjgij 120; 11;1;] 0.1356 0.1707 0.3553

6.5 Non-Linear Time Domain Simulation

Nonlinear time domain simulation was performed using Matlab to validate the
performance of applying WADC at G3 in addition to the installed two local PSSs. A 100

ms three phase fault at bus 8 is considered.

Figure 6-4 to Figure 6-21 show machines responses of the two area power system for
such severe disturbance. It can be seen that system without control experiences serious
power oscillations. With implement of PSSs, at G2 and G4, such power oscillations are

damped out slightly better than without applying any control. Furthermore, applying
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three local PSSs at G2, G3 and G4 gives better results. Taking the last case and replacing
the local PSS at G3 with the proposed WADC, this greatly improves the system
responses comparing to the other cases. The WADC in addition to the local PSSs provide
better damping characteristics to the power oscillations and thus enhance the dynamic
stability of the power system. The nonlinear time domain simulation results confirm the

conclusion drawn from eigenvalues analysis.
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Figure 6-4: Rotor angle 3,1 response
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Figure 6-6: Rotor angle 841 response
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Figure 6-8: Rotor speed w; response
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Figure 6-10: Rotor speed w4 response
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Figure 6-12: Control response at G3
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Figure 6-14: Electric power output Pe; response
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Figure 6-15: Electric power output Pg, response
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Figure 6-16: Electric power output Pe3 response
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Figure 6-21: Terminal voltage V4 response

6.6 Comparison Between Local Based PSS and WADC

A comparison is presented here between local based PSS and WADC considering that
controller is applied at G3 only. The main objective, from applying the controller at only
one machine, is to evaluate the performance of each controller alone. The comparison
was done using typical controller parameters in the first part below. Then, PSO technique

is applied to the WADC parameters in the second part.

6.6.1 Using Typical Values for The Controller Parameters

Typical values were chosen from reference [2] for the controller parameters; Kpss=10,

Tw=5, T1=T3=0.1 and T,=T,=0.05. Table 6-6 summarizes the eigenvalue analysis results
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of placing both controllers at G3, local based PSS and proposed WADC. Results show
significant improvement in eigenvalues and damping rations of the Interarea Mode plus

the Local Mode 2 when the proposed WADC is applied to G3.

In addition to the eigenvalue analysis, nonlinear time domain simulations were performed
using Matlab to compare the performance of applying WADC at G3 to the local based
PSS. Again, a 100 ms three phase fault at bus 8 is considered. Figure 6-22 to Figure 6-30
show the machines responses for this case of simulation. . It is clearly that system
oscillations are damped faster in case of applying WADC. Thus, system stability is
significantly improved comparing to the local based PSS. Figure 6-22 to Figure 6-24
show the machines rotor angle responses with respect to G1. Figure 6-25 to Figure 6-28
present the rotor speed responses of the machines. The electric output power responses of

G1 and G3 are given in Figure 6-29 and Figure 6-30.

Table 6-6: Oscillatory modes for the system with controller placed at G3

Eigenvalue Damping Ratio

Oscillatory Mode

Local PSS Proposed WADC Local PSS Proposed WADC

Local Mode 1 -0.5757 +j 7.4982 -0.5778 %j 7.4979 0.0766 0.0768
Local Mode 2 -1.4827 +j 7.7808 -2.6007 %j 8.3302 0.1872 0.2980
Inter area Mode  -0.0204 +j 4.0284 -0.2966 +j 4.1028 0.0051 0.0721
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Figure 6-22: Rotor angle 621 response with controller placed at G3
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Figure 6-23: Rotor angle 631 response with controller placed at G3
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Figure 6-24: Rotor angle 641 response with controller placed at G3
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Figure 6-25: Rotor speed w1 response with controller placed at G3
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Figure 6-26: Rotor speed w2 response with controller placed at G3
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Figure 6-27: Rotor speed 3 response with controller placed at G3
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Figure 6-28: Rotor speed w4 response with controller placed at G3
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Figure 6-29: Electric power output Pel response with controller placed at G3
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Figure 6-30: Electric power output Pe3 response with controller placed at G3

6.6.2 WADC Parameters Optimization Using PSO Technique

In order to get the best performance of the controller, its parameters should be set
carefully and based on certain desired objective function. Particle swarm optimization
(PSO) is used here to optimized the Lead/Lag block parameters (Kpss, T1, T2, Tz=and Ty).
Details of the PSO technique will not be discussed here. For more information regard

applying the PSO, refer to reference [95] from where all information is taken.

To increase the system damping of electromechanical (oscillatory) modes, eigenvalue-

based objective function is considered as follows

J =min[{; ; i€ set of electromechanical modes | (6.8)
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maximize |

Where ¢ is the damping ratio of the ith eigenvalue. In the optimization process, it is
aimed to maximized J in order to improve the damping characteristic of oscillatory mode.
The problem constraints are the optimized parameters limits. So, the optimization

problem will be as follow

Optimize J , Subject to
K < K; < KMax (6.9)
TN < Ty < T2

Typical range of the optimized parameters are used, [0.001-50] for K; and [0.06-1.0] for

time constants T;. The time constant T, is set as 10 sec. The PSO parameters are set as

shown in Table 6-7.

Table 6-7: PSO Parameters

Maximum lteration 100
Population size 50
o — set 0.99
C1,0C 2
No. of Interval 10
Inertia weight, w 0.9

WADC optimized parameters results are given in Table 6-8. The convergence of the
objective function is shown in Figure 6-31. To evaluate the effectiveness of the optimized
WADC on the oscillatory modes, the eigenvalues and damping ratios are determined.
Table 6-9 shows the eigenvalue analysis results of the system with optimized WADC
placed at G3. It is clear that the eigenvalues of both Local Mode 2 and Interarea Mode

have been shifted to the left when the optimized WADC is applied.
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Table 6-8: WADC optimized parameters

Location of WADC K T T, T T, Tw
G3 39.0443 0.7371 0.6765 0.3650 0.5491 10
07
0.65|-
06l
_ossf
g 0.4
035
03l
B % % % s s T s s i

Iterations

Figure 6-31: Convergence of the objective function

Table 6-9: Oscillatory modes for the system with optimized WADC placed at G3

Eigenvalue Damping Ratio

Oscillatory PSO PSO
Mode Local Proposed Optimized Local  Proposed Optimized

PSS WADC WADC PSS WADC WADC

Local Mode  -0.5757  -0.5778 %j -0.5778 1j 0.0766 0.0768 0.0768

1 +j 7.4982 7.4979 7.4981
Local Mode  -1.4827  -2.6007 %j -3.4247 1j
2 +j 7.7808 8.3302 12.1876 0.1872 0.2980 0.2705
Inter area -0.0204  -0.2966 =j -0.4478 1)
Mode +j 4.0284 4.1028 4.3726 0.0051 0.0721 0.1019
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Again, nonlinear time domain simulations were performed to validate the robustness of
the optimized WADC. A 100 ms three phase disturbance is applied at Bus 8. System
responses, after the PSO optimized WADC is applied, are shown in Figure 6-32 to Figure
6-38. Plots also shows comparison of optimized WADC responses to the responses
obtained in the previous section that controller use typical value of WADC and local
based PSS. It can be seen that the performance of the WADC after optimized its
parameters, is greatly improved and provide much better damping characteristics to the

power oscillations and thus enhance the dynamic stability of the power system.
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Figure 6-32: Rotor angle 621 response with controller placed at G3 (Optimized WADC)
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Figure 6-33: Rotor angle 631 response with controller placed at G3 (Optimized WADC)
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Figure 6-34: Rotor angle 641 response with controller placed at G3 (Optimized WADC)
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Figure 6-35: Rotor speed w1 response with controller placed at G3 (Optimized WADC)
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Figure 6-37: Rotor speed w3 response with controller placed at G3 (Optimized WADC)
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Figure 6-38: Rotor speed w4 response with controller placed at G3 (Optimized WADC)
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6.7 Summary

System analysis and control design were carried out on the considered two area power
system. Modal analysis parameters included; eigenvalues, eigenvectors, PF, and
controllability measures were determined. From, modal analysis outcomes, the WADC
placement is located. Results show that G3 is the best place to locate the control at, and
that is because G3 has the largest controllability measure corresponding to interarea
mode. The control input signals combination is identified based on K vector selection
which reflects the participation of the machines in the concerned interarea mode. After
the WADC is located and their input signals combination are selected, control parameters
were tuned using phase lead/lag compensation technique. Eigenvalues of the system are
calculated after applying the proposed WADC at G3 and results show that the
eigenvalues corresponding to the interarea mode are shifted to the left side of the plan.
This indicates that interarea oscillations damping is improved and the dynamic stability is
enhanced accordingly. Also, the time domain simulation responses were considered when
the system is exposed to severe disturbance. Machine rotor angles, rotor speeds and the
other parameters responses confirm the conclusion drawn from eigenvalues results.
Finally, the WADC parameters were optimized using PSO and resulted system responses

are shown and compared to the typical parameters WADC and local based PSS results.

100



CHAPTER 7

REAL-TIME IMPLEMENTATION

7.1 Introduction

This chapter presents the experimental part of the research work, which is implementing
the two area power system equipped with the proposed WADC at real-time platform
simulator. First, an overview of the real-time simulator used (RTDS) is given. Then, a
laboratory setup for the simulated power system is described. Two different scenarios are
taking into consider; i) for fault disturbance case, and ii) for sudden load change. Finally,
RTDS simulations are carried out when local based PSS and WADC are applied at G3,

one each a time, for comparison purpose.

7.2 Real Time Digital Simulator (RTDS) Overview

Dynamic stability analysis now a days is very important and essential to study the system
and test the performance of protection and control systems. Such critical analysis shall be

done under realistic power system conditions. Because of that, real-time power system
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simulators have been developed [33]. RTDS® is one of the powerful simulators that can

perform dynamic stability in realistic and fast manner.

The RTDS is a real-time power system simulator that performs digital electromagnetic
transient simulation. It is a super computer that performs real-time simulation using
parallel computation. It is capable of performing time-domain simulation at real-time
speed using time steps less than 50 microseconds [34]. Such fast computation, let RTDS
able to simulate power system phenomena in the range of 0 to 3 kHz with high accuracy

and reliability.

The RTDS simulator consists of custom hardware and software, specifically designed to
perform real time electromagnetic transient simulations. The RTDS simulator’s fully
digital parallel processing hardware architecture is capable of simulating complex
networks using a typical time step of 50 microseconds. The simulator also allows for
small time step sub-networks that operate with time steps in the range of 1-4
microseconds for simulation of fast switching power electronic devices. The hardware is
bundled into modular units called racks that allow easy expansion of the simulator’s

computing capability as required [35].

The RTDS software is the link to the simulator hardware. The main elements of the
software are the graphical user interface (GUI), RSCAD and the libraries of power and
control system component models. RSCAD represents a family of software tools
consisting of individual modules that accomplish the different tasks involved in operating
the simulator. Through RSCAD, simulation projects and cases can be organized and
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shared. RSCAD has the ability to; assemble circuit diagrams using predefined or user-
defined power and control system component models; automate or interact with simulator
operation, and analyze and post-process simulation results. So, power system network to
be simulated is constructed RSCAD. This software has a large library containing many
power system component and control models. The RSCAD software has different
models, the main two modules are; Draft and Runtime [33]. The Draft module is used for
building the network and parameters entry. The Runtime module is used to control the
operation of RTDS simulator. Using Runtime, user can performs a lot actions; such as
starting and stopping of simulation, initiating system disturbances, changing some of the
system set points, on-line monitoring and measuring of power system quantities, and

other control functions.

The RTDS simulator is currently applied to many areas of development, testing and a lot
of studies such as; protection and control system, general AC and DC system operations

and behavior, feasibility studies, and for demonstration and training purposes [35].
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7.3 Laboratory Setup for RTDS Simulation

In this section, the case study of the two area power system, with the complete control
system designed in chapter 6, is considered. Control system includes local PSSs at G2 &
G4 and WADC at G3. For the purpose of circuit components assembly and parameters
entry, RSCAD/Draft module has been used. The Draft screen is divided into two
sections; the library section and the circuit assembly section. Individual components

icons are selected from the library and placed in the circuit assembly section.

Figure 7-1 shows the three phase diagram view of the synchronous generator model;
including generator control systems (Governor, Exciter and PSS). Where the parameters
can be easily set. Figure 7-2 to Figure 7-4 represent the block diagrams of the governor,
the exciter and the PSS used in the model, respectively. Parameters used for the
generators, governors, exciters and PSSs are given in Table D-1 to Table D-7 in

Appendix D.

WAMS model, which consists of four PMUs; one at each generator bus, is shown in
Figure 7-5. The PMU component is suitable for providing the symmetrical component
information related to a pair of 3 sets of instantaneous values of voltage and current. Each
PMU can be configured easily; by setting the voltages and currents measurements of the
related bus as inputs to the PMU. In addition to symmetrical and zero sequence voltages
and currents, PMU can measure frequency and rate of change of frequency. In the case
study, frequencies were measured and speeds in rad/sec are calculated accordingly. These

speeds signals are sent to the WADC as shown in Figure 7-6.
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Final components to complete the system model are loads and transmission lines. The
load and the basic components of transmission line models are shown in Figure 7-7.
Loads and transmission lines parameters are given in Table D-8 and Table D-9 in
Appendix D. Finally, a fault branch is connected to Bus 8 as shown in Figure 7-8, in
order to simulate a short circuit at this point. The fault branch consists of a switch whose
open resistance is very large and whose closed resistance is specified by the user. The
type of fault, line-ground or line-line, is specified by the ‘Type’ parameter in the fault
component configuration menu. With this, the system assembly is completed and ready to

be run.
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7.4 RTDS Simulation

Figure 7-9 shows the two area power system as modeled in RSCAD. To run the
simulation, the circuit built in the previous section needs to be compiled first from
RSCAD/Draft and then the case can be load into RSCAD/RunTime module. RunTime is
used to control the simulation case being performed on the RTDS hardware. Simulation
control; including start/stop commands, set point adjustment, fault application, etc. are
performed through the RunTime Operator’s Console [35]. Additionally, meters and plots
can be created to monitor various system quantities such as bus voltages, line currents,

generators rotor speed, generators power output, etc.

The system was simulated for two different cases; i) for transient fault, and ii) sudden
change in loads. The simulation results are presented here in two means; first one is the
usual plots of the system parameters response, and the other representation displays the
on-line responses of some of the system parameters at the RunTime. Figure 7-10 shows
graphical representation of the two-area power system RunTime module. This
representation gives flexibility and easy interface with the system and allowed the user to
select different form of results, such as numerical values, trends, plots, meters and other
measurements display means. On-line flow of MW and MVAR can be shown also on

each branch of the circuit.

Figure 7-10 shows the on-line normal operation case where around 400 MW and 16
MVAR are transferred across the tie line from area 1 to area 2. It is clear that the system

is stable before applying any disturbance.
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Figure 7-9: Two-area power system as modeled in RSCAD
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7.4.1 Simulation Results

7.4.1.1 Case-1: Fault Disturbance

Here, the system was exposed to a severe disturbance in order to test the performance of
the proposed WADC and its effectiveness in damping out the inter area oscillations. So,
three phase fault was applied at Bus 8 for 5 cycles and system responses were plotted for
the four control system designs (without controller; PSSs at G2 & G4; PSSs at G2, G3 &

G4; PSSs at G2 & G4 and WADC at G3).

Figure 7-11 to Figure 7-14 show the rotor speed responses of all machines for different
control system designs applied. It is clear from these figures that the local PSSs can
stabilize the system. Moreover, the WADC provides better oscillations damping than the

local based PSSs. Figure 7-15 shows the control signals action as result of 3-phase fault
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applied at Bus 8. Figure 7-16 to Figure 7-19 show the electric power output responses of
each machine. Again, responses indicated that the performance of the control system with
WADC is improved and provide better damping action than the control with local PSSs.
The MW transfer through the tie line during the fault is shown in Figure 7-24. This figure
presents one tie line of the two parallel lines and each line transfer around 200 MW from

area 1 to area 2. Figure 7-20 to Figure 7-23 show the voltages at each generator terminal.

The results show significant improvement in damping the inter area oscillation using
combination of PSSs, one on each area and WADC installed based on the modal analysis

of the system.
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Figure 7-11: Rotor Speed response of G1 for a 3-phase fault at Bus 8 (RTDS)
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Figure 7-12: Rotor Speed response of G2 for a 3-phase fault at Bus 8 (RTDS)
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Figure 7-13: Rotor Speed response of G3 for a 3-phase fault at Bus 8 (RTDS)
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Figure 7-14: Rotor Speed response of G4 for a 3-phase fault at Bus 8 (RTDS)
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Figure 7-15: Control responses for 3-phase fault at Bus 8 (RTDS)
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Figure 7-16: Electric power output response of G1 for 3-phase fault at Bus 8 (RTDS)
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Figure 7-17: Electric power output response of G2 for 3-phase fault at Bus 8 (RTDS)
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Figure 7-18: Electric power output response of G3 for 3-phase fault at Bus 8 (RTDS)
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Figure 7-19: Electric power output response of G4 for 3-phase fault at Bus 8 (RTDS)

118



**Without Controller
™ PSEs @ GG
™ PS5s @ G2 GARGY

**PE55s @ GREGANWADC @ G3

Machine Terminal Voltage (w1
[FTT]T1 wTt vt

-
2

)

J

L]
1624841 213371 2642581 3151451 3.EED03Z1 4163191 4 673061

Time (sec])

Figure 7-20: Terminal voltage response of G1 for 3-phase fault at Bus 8 (RTDS)
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Figure 7-21: Terminal voltage response of G2 for 3-phase fault at Bus 8 (RTDS)
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Figure 7-22: Terminal voltage response of G3 for 3-phase fault at Bus 8 (RTDS)
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Figure 7-23: Terminal voltage response of G4 for 3-phase fault at Bus 8 (RTDS)
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Figure 7-24: Power transfer across one of the tie lines for 3-phase fault at Bus 8 (RTDS)

7.4.1.2 Case-2: Load Change Disturbance

In the second case, the system was tested for small disturbance such as load change. A
sudden decreased in the LOAD 8 with amount of 60 MW was simulated. So the total
power transfer from area 1 to area 2 becomes 340 MW plus the power losses in the

transmission lines.

The rotor speed responses due to this decreased in LOAD 8 are shown in Figure 7-25 to
Figure 7-28. Here, since this is considered to be small disturbance, the rotor speed

oscillations are small comparing to short circuit case. Because of that, responses look
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similar for all controllers applied. So the proposed WADC performance cannot be
evaluated correctly by referring to rotor speed response of the machine. It is observable
that there is a small steady state error in the speed response causing 0.079% change in the

rotor speed. This as a result of the speed governors have a 5% droop setting.

However, this is not the case, if the electric power output of the machine or/and the
power transfer through the system, are referred to. Figure 7-29 to Figure 7-32 show the
electric power output responses of the machines for the decreased in LOAD 8. The
difference in the controllers’ performance can be noticed here. The oscillation damping
using the WADC has better characteristic comparing to the other controllers. Same thing
can be observed in Figure 7-33, where the oscillations in the power transfer through tie

lines from area 1 to area 2 are damped faster using WADC controller.
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Figure 7-25: Rotor speed response of G1 for sudden decreased in LOAD 8 (RTDS)
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Figure 7-26: Rotor speed response of G2 for sudden decreased in LOAD 8 (RTDS)
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Figure 7-27: Rotor speed response of G3 for sudden decreased in LOAD 8 (RTDS)
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Figure 7-28: Rotor speed response of G4 for sudden decreased in LOAD 8 (RTDS)
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Figure 7-29: Electric power output response of G1 for sudden decreased in LOAD 8 (RTDS)
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Figure 7-30: Electric power output response of G2 for sudden decreased in LOAD 8 (RTDS)
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Figure 7-31: Electric power output response of G3 for sudden decreased in LOAD 8 (RTDS)

fachine Electric Power Qutputs -EOMWY
[FRAPCHT | PhisCH4 PhAACHE PhASCHH

T
o0
el g
z ANAAAANAAA
'IJ O W S
fiE0 ¥ AR
70
1]
o 4 1664 #3338 124392 16 665G 0832 I4.9954

Time (sec)

Figure 7-32: Electric power output response of G4 for sudden decreased in LOAD 8 (RTDS)
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7.4.2 RUNTIME Interface (On-Line) Results

7.4.2.1 Case-1: Fault Disturbance

This section presents the same simulation results of previous section but in RunTime On-
Line trends. Since space is limited in this graphical representation, only two parameters
on-line results were selected to be displayed. The rotor speed of machine 1 and the power

transfer through one of the tie-line are the selected two parameters.
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3-phase transient fault was applied at Bus 8 for 5 cycles and On-Line simulation results
are captured. This process was done for the system without any controller applied and

also for the system with different control system combinations.

The responses of the system without controller are shown in Figure 7-34. Results show
that the system experienced a sever oscillations and since there is no control system is
acting, damping out these oscillations take long time. Placing local based PSSs, improve
the damping characteristic and shorten the damping slightly as shown in Figure 7-35 and
Figure 7-36. The significant enhancement in damping out the oscillations is observed,
when the local PSS at G3 is replaced with the proposed WADC, see Figure 7-37. It is
extremely cleared, from rotor speed of machine 1 and the power transfer through tie-line

responses, which the proposed WADC contribute effectively in the total control action.

7.4.2.2 Case-2: Load Change Disturbance

Same amount of MW was dropped suddenly from LOAD 8 (60 MW). Simulation results
are shown in Figure 7-38 to Figure 7-41. Again RunTime results confirmed that the

performance of the proposed WADC is more robust than local based stabilizer.
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7.5 RTDS Comparison Between Local Based PSS and WADC

A comparison is presented here between local based PSS and WADC considering that
controller is applied at G3 only. The main objective, from applying the controller at only
one machine, is to evaluate the performance of each controller alone. The comparison
was done using typical controller parameters in the first part below. Then, WADC
parameters which optimized using PSO technique in the previous chapter will be used in

the second part.

7.5.1 Using Typical Values for The Controller Parameters

Typical values were chosen from reference [2] for the controller parameters; KPSS=10,
TW=5, T1=T3=0.1 and T2=T4=0.05. As mentioned the controller is applied at G3 only
to compare the system output responses of using local based PSS and WADC, one each a
time. RTDS simulations were carried out for the case of three phase disturbance was

applied at Bus 8 for 5 cycles.

Figure 7-42 to Figure 7-45 show the rotor speed responses of the machines. Figure 7-46
to Figure 7-48 show the machines electric power output. The power transfer through one
of the tie lines is presented in Figure 7-49. It is clear from these figures that the local PSS
can stabilize the system. Moreover, the WADC provides better oscillations damping than

the local based PSS.

133



Machine Ratar Speeds 041D
PR @OT]. ~ WiAlC @ 063

ITag
are ﬂ
i
M BTTS i
-
i
177 fi LN AN AN AN -
WY
ITES
o 4. 1664 .33 124002 16,6656 0.2 24.00924
Time (sec)

Figure 7-42: Rotor speed w1 response with controller placed at G3 (RTDS)
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Figure 7-43: Rotor speed w2 response with controller placed at G3 (RTDS)
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Figure 7-45: Rotor speed w4 response with controller placed at G3 (RTDS)
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Figure 7-47: Electric power output Pe2 response with controller placed at G3 (RTDS)
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Figure 7-48: Electric power output Pe3 response with controller placed at G3 (RTDS)
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Figure 7-49: Power transfer through one of the tie lines response with controller placed at
G3 (RTDS)
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7.5.2 Using WADC Parameters Optimized By PSO Technique

The same optimized WADC parameters resulted from previous chapter is used here. The
responses presented in Figure 7-50 to Figure 7-54, provide a promise results in the area of
WADC parameters optimization. A slight enhancement can be notice in damping the

oscillations after using optimized WADC.
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Figure 70-50: Rotor speed w1 response with controller placed at G3 (Optimized RTDS)
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Figure 7-51: Rotor speed 3 response with controller placed at G3 (Optimized RTDS)

Machine Electric Power Qutput (Pet)
P53 @03, |™ WADC @ G3, ™ WADC PS0 @ 63

an0

AvARYARVELS Sl

% G0

a00

400
1] 4. 1664 .33 12,4992 16 GESE 0232 240084

Time (zec])

Figure 7-52: Electric power output Pelresponse with controller placed at G3 (Optimized
RTDS)
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Figure 7-53: Electric power output Pe2 response with controller placed at G3 (Optimized
RTDS)
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Figure 7-54: Power transfer through one of the tie lines response with controller placed at
G3 (Optimized RTDS)
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7.6 Comparison Between Simulation and RTDS Results

In order to validate the proposed WADC design and to verify the accuracy of the system
responses after applied the WADC controller, MATLAB simulations and RTDS
simulations results are compared together. The previous section case is simulated here
where the WADC controller is applied at G3 only. The recent PSO optimized parameters

are used for both MATLAB and RTDS simulations.

Selected machines parameters are plotted for this comparison purpose as shown in Figure
7-55 to Figure 7-57. The electric power output responses of machines 1 and 3 (Pel and
Pe3) are given in Figure 7-55 and Figure 7-56. Figure 7-57 shows the terminal voltage of
machine 1 in pu. In view of the fact that the power system is modeled in very details in
terms of dynamic perspective at RTDS, it can be seen that RTDS gives more practical
and realistic results than the MATLAB. Although, both MATLAB Simulation and RTDS

results are compatible to a certain extend.

In spite of the small difference, comparing results confirmed that the output results of the

system with the proposed WADC are acceptable in terms of accuracy and correctness.
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Figure 7-55: Electric power output Pel response with controller placed at G3 (MATLAB
and RTDS)
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Figure 7-56: Electric power output Pe3 response with controller placed at G3 (MATLAB
and RTDS)
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Figure 7-57: Terminal voltage Vt1 response with controller placed at G3 (MATLAB and

RTDS)

7.7 Summary

Real-time implementation of the system through RTDS has been presented in this
chapter. The system with the proposed WADC was modeled using RSCAD/Draft
module. Each component modeled dynamically using either IEEE standard models or

different standard that’s available in the RSCAD library.

Simulations were conducted for two different cases. The first one is when the system is
subjected to transient fault (three phase fault). System responses for different control
designs, confirmed that using combination of PSSs (one at each area) and WADC

provide better damping characteristics comparing to the others.
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The second case is for a sudden change in loads. Loosing 60 MW was simulated in this
case such that the amount of MW transferred through the tie-line is reduced. Machines
rotor speed responses for all control designs give almost same damping characteristic.
However, the responses of machines electric power and power flow through system tie-
line show that using WADC in the control system enhance the stability of the system and

makes the performance of the controller more robust.

At the end of this chapter, a comparison between the local based PSS and WADC is
presented for the case of the controller is applied at G3. Moreover, WADC parameters
were optimized using PSO technique and results confirmed an improvement in the
WADC performance. Finally, both simulations using MATLAB and RTDS are compared

together and results confirmed the validity of the proposed WADC.
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CHAPTER 8

CONCLUSIONS AND FUTURE WORK

8.1 Conclusions

In this thesis, the effectiveness of wide area damping control system to enhance the
power system stability has been investigated. The control system used consists mainly of
the proposed WADC which based on wide area measurement signals and the
conventional local based PSSs. The WADC structure used is simple lead-lag
compensation block, where its stabilizing signals are measured by PMUs that are
installed at different areas of the system. These measured signals are synchronized in
time through GPS and transmitted via telecommunication links to the controller. The
WADC was designed such that it focuses on stabilizing the interarea oscillations in the
system while leaving local modes of oscillations to be controlled by local PSSs. Two-area

multimachine power system was taken as a case study for this research.

The main contributions and conclusions of this research are summarized below:
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Modal analysis was carried out on the two area system and parameters including;
eigenvalues, eigenvectors, PF, controllability and observability measures and
residues were determined. From the analysis, two local based PSSs were
concluded to be installed; one at each area. Moreover, stabilizers were located
such that they provide better damping for local area oscillations and their
parameters were tuned using phase compensation technique. After the local based
PSSs are placed and their parameters are tuned, modal analysis of the system
equipped with the stabilizers were carried out. Results show that the eigenvalues

are shifted to the left side of the plan.

To confirm that system stability is improved, a non-linear time domain simulation
was conducted, where three phase short circuit is applied in the system.
Simulation responses indicate that damping characteristic is improved and this

confirmed the eigenvalue results.

The WADC was designed for the purpose of enhancement the interarea mode of
oscillations. Analysis was carried out to the power system to determine the best
WADC location and the controller combination signals input. Based on the
controllability measure corresponding to the interarea mode, it was found that G3
is the best place to locate the WADC at.

For the controller input, the vector selection K was defined to reflect the

participation of the machines in the concerned interarea mode.

After the WADC is located and their input signals combinations are selected,

controller parameters were tuned using phase compensation technique.

The performance of the designed WADC was investigated by applying three-
phase short circuit at the tie-line and results show great improved in damping the
inter-area mode. This can be seen from the calculated eigenvalues of the system
which show that the eigenvalue corresponding to the interarea is shifted to the left

side of the imaginary plan.
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The enhancement in the system stability can be also observed from the non-linear
time domain simulation responses. Clearly, simulation results confirmed that
applying the proposed WADC improve the damping characteristics and thus
overall system stability enhanced accordingly.

Comparing the machines mechanical parameters such as rotor angles and rotor
speeds responses for the two considered control system cases; the local based
control design (PSSs at G2, G3 and G4) and the WADC based control design
(PSSs at G2 & G4 and WADC at G3), it can be concluded that using WADC in

the control system providing more damping action than using local based PSS.

In the experimental part of this thesis, the two area power system case study is
implemented in Real-time simulator, that’s RTDS. System components including;
WADC and PMUs, were modeled at RSCAD/Draft module using the models
available in the library. Two different cases were considered in the real-time
simulation. First, when the system is subjected to fault disturbance at the tie-line
(BUS 8) and the second case was simulating a sudden change in loads.

Different controllers, that designed based on the previous chapters analysis, were
considered in the simulation. System responses, for the case of applying three-
phase fault at BUS8, confirmed that using combination of PSSs (one at each area)
and WADC enhance the system stability and provide better damping
characteristics comparing to the others. This is clear from the machines rotor

speeds simulation results and the power transferred through the tie-line.

Sudden decreased in the power transferred from area 1 to area 2 with amount of
60 MW was examined in the second case of the real-time simulation. Rotor
speeds results revealed that both local based and wide-area based control designs
give almost the same damping characteristics. That is because the load change is
considered to be small disturbance compared to the sever three-phase short
circuit. Even though, system stability enhancement can be noticed clearly from
the machines electric power output responses and the responses of the power

transferred through tie-line.
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= PSO technique is used to optimized the proposed WADC parameters. Simulation

results provide a promise results in the area of WADC parameters optimization.

8.2 Future Work

The research presented in this thesis study the effectiveness of WADC in improvement
the damping of power system oscillations. The main objective is to design WADC using
modal analysis and to implement the system with WADC in real-time simulator platform.
The WADC structure used here is a simple lead-lag controller and the modal analysis was

the basis of the design (WADC placement and inputs).

Although this research achieved their objectives and promising results were obtained
using simple control structure and straight forward design procedure, there are many
control structures and design techniques can be considered. Design includes the
placement of the controller and the selection of the input signals. It mainly includes the

following aspects;

= Wide area damping controller based on different control design techniques. This
includes; pole placement, Hy/H., approaches, linear matrix inequalities (LMI)

technique, singular value decomposition (p-Synthesis), and others.

= Centralized/decentralized wide area control scheme for both local and inter-area
damping.

= Wide area control schemes that using individual power electronics devices, such

as HVDC, TCSC and SVC are very good research areas.
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Wide area damping controller parameters optimization techniques; Bacteria
Foraging Optimization Algorithm (BFOA), Partial Swarm Optimization (PSO),
and other heuristic search algorithms.

Designing wide area damping controller considering the communication delays of

the remote signals measured from the WAMS.

Observability measurement in selecting the optimal input signals for the

concerned oscillatory mode.
Signal processing techniques in selecting the proper measured signals.

Optimal PMU placement algorithms, such as dual search technique, bisecting

search approach and simulated annealing method.

Applications of wide area damping controllers in renewable systems such as

photovoltaic (PV) plants and wind farms.

Implementation of WADC on larger system with more than one tie line.

149



APPENDICES

Appendix A.

4-Machine Two Area System Data

* The system base is 100 MV A with nominal voltage of 230 kV. Bus 1 is the slack bus.

1. Generators Data

Table A-1: Generator Dynamic Data

H X Xq X4 X% s Tgo
Gen D mMwsmvA) o) u  pu)  pu) g g T
1 0 55.575 0.2 0.19 0.033 0.061 8 04 200 0.01
2 0 55.575 0.2 0.19 0.033 0.061 8 04 200 0.01
3 0 58.5 0.2 0.19 0.033 0.061 8 04 200 0.01
4 0 58.5 0.2 0.19 0.033 0.061 8 04 200 0.01
2. Bus Data
Table A-2: System Bus Data
Voltage Generation Load
Bus no. Type (pu) Angle P Q P Q
(MW)  (MVAR) (MW) (MVAR)
1 1 1.03 0 0 0 0 0
2 2 1.01 0 700 0 0 0
3 2 1.03 0 719 0 0 0
4 2 1.01 0 700 0 0 0
5 3 1.00 0 0 0 0 0
6 3 1.00 0 0 0 0 0
7 3 1.00 0 0 0 967 100
8 3 1.00 0 0 0 1767 250
9 3 1.00 0 0 0 0 0
10 3 1.00 0 0 0 0 0
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3. Transmission Lines Data

Table A-3: System Transmission Lines Data (in pu. value)

Line no. From To R X B

1 1 5 0 0.0576 0.00

2 2 0 0.0625 0.00

3 3 10 0 0.0586 0.00

4 4 9 0 0.0850 0.088

5 5 6 0.0025 0.025 0.021875

6 6 7 0.001 0.01 0.00875

7 7 8 0.011 0.11 0.385

8 8 9 0.001 0.01 0.00875

9 9 10 0.0025 0.025 0.021875

4. Load Flow Results
Table A-4: System Load Flow Results
B o Voltage Angle S GeneratlonQ S Load 5
(pu) (Degree)
(MW) (MVAR) (MW) (MVAR)

1 1.03 0 699.94 179.56 0 0
2 1.01 -9.75 700 221.19 0 0
3 1.03 -27.15 719 169.71 0 0
4 1.01 -37.32 700 186.69 0 0
5 1.0073 -6.47 0 0 0 0
6 0.9803 -16.53 0 0 0 0
7 0.9649 -24.9 0 0 967 100
8 1..0092 -33.78 0 0 1767 250
9 0.9859 -44.06 0 0 0 0
10 0.9759 -52.43 0 0 0 0
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Appendix B.  Modal Analysis Results (Base system)

1. System Eigenvalues:
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3. Participating Factors for Oscillatory modes:
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5. Left-Eigenvectors corresponding to Oscillatory modes:
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8.

Residue measure corresponding to Local area Oscillatory modes:
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Appendix C. Modal Analysis Results (to Design WADC)

1. System Eigenvalues:
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Appendix D.

RTDS Power System Components Parameters

1. Synchronous Generator with Embedded Transformer:
* Based on generator rated MVA (900 MVA)

Table D-1: Generator parameters

Parameter Description Value*
H Inertia Constant 6.175 MWs/MVA
D Synchronous Mechanical Damping 0 pu/pu
Xa Stator Leakage Reactance 0.2 pu
Xd D-axis: Unsaturated Reactance 1.8 pu
Xd' D: Unsaturated Transient Reactance 0.3 pu
Xd" D: Unsaturated Sub-Trans. Reactance 0.25pu
Gfld D: Real Component of Transfer Admit. 100.0 pu
Bfld D: Imag Component of Transfer Admit. 100.0 pu
Xq Q-axis Unsaturated Reactance 1.7 pu
Xq' Q: Unsaturated Transient Reactance 0.55 pu
Xq" Q: Unsaturated Sub-Trans. Reactance 0.25 pu
Ra Stator Resistance 0.0025 pu
Tdo' D: Unsat. Transient Open T Const. 8 sec
Tdo" D: Unsat. Sub-Trans. Open T Const. 0.03 sec
Tqo' Q: Unsat. Transient Open T Const. 0.4 sec
Tgo" Q: Unsat. Sub-Trans. Open T Const. 0.05 sec
Table D-2: Transformer parameters
Parameter Description Value*
vtpri Transformer Primary L-L RMS kV 230 kV
visec Transformer Secondary L-L RMS kV 20 kV
dlagp Delta Leads or Lags Primary 30 Deg. Lags
TMVA Transformer MVA rating 900 MVA
trpos Positive Sequence Resistance: 0.0 pu
txpos Positive Sequence Reactance: 0.15pu
itzro Is there a TRF zero sequence path ? Yes
trzro -- Zero Sequence Resistance: 0.0 pu
txzro -- Zero Sequence Reactance: 0.1 pu
tloss Shunt Conductance at TRF Primary: 0.0001 pu
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2.

IEEE Type 1 Speed Governor:

Table D-3: Speed governer parameters

Parameter Description Value
K Constant K 20.000000

T1 Time Constant T1 0.01 sec
T2 Time Constant T2 0.001 sec
T3 Time Constant T3 0.025 sec
Uo Upper Rate Limit 0.114 pul/sec
Uc Lower Rate Limit -1.139 pu/sec
Pmx Upper Limit Pmax 1.07 pu
Pmn Lower Limit Pmin 0.0000 pu
T4 Time Constant T4 0 sec
K1 Constant K1 0
K2 Constant K2 0.000000
T5 Time Constant T5 0.2 sec
K3 Constant K3 0.3
K4 Constant K4 0.000000
T6 Time Constant T6 6 sec
K5 Constant K5 0.3
K6 Constant K6 0.000000
T7 Time Constant T7 0.4 sec
K7 Constant K7 0.4
K8 Constant K8 0.000000
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3. IEEE Type AC4 Excitation System:

Table D-4: Exciter parameters

Parameter Description Value
Gen Generator Name GEN1
Mon Monitor Internal Variable No
PSS Include Stabalizer Input? Yes
Vbs Bus Voltage Input source Vpu
VDb Rated RMS Phase Voltage 11.548 kV
Vi Initial Terminal VVoltage 1.0pu
Tr Time Constant Tr 0.01 sec

Vimx Maximum Limit Vi max 1.2 pu
Vimn Minimum Limit Vi min -1.2 pu
Tc Lead Time Constant Tc 0 sec
Th lag Time Constant Tb 0 sec
Ka Gain Ka 200
Ta Time Constant Ta 0 sec
Vrmx Maximum Limit Vr max 999 pu
Vrmn Minimum Limit Vr min -999 pu

Kc Constant Kc 0
prtyp Solve Model on card type: GPC
Proc Assigned Controls Processor 1

Pri Priority Level 18
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4. |EEE Type ST PSSs:
Table D-5: PSS2 parameters
Parameter Description Value
Gen Generator Name GEN2
Mon Monitor Internal Variable? No
IC Input Signal w
HTZ Generator Base angular Frequency 60.0 Hz
MVA Generator MVA 900 MVA
Vbs Bus Voltage Input source Vpu
Vrate Rated I-I rms bus voltage for 3 Phase 20
Al Filter Constant Al 0
A2 Filter Constant A2 0
A3 Filter Constant A3 0
Ad Filter Constant A4 0
A5 Filter Constant A5 0
A6 Filter Constant A6 0
Tl Lead Time Constant T1 (1st leadlag) 0.1885 sec
T2 Lag Time Constant T2 (1st leadlag) 0.0955 sec
T3 Lead Time Constant T3 (2nd leadlag) 0.1885 sec
T4 Lag Time Constant T4 (2nd leadlag) 0.0955 sec
T5 Time Constant T5 (washout) 10 sec
T6 Time Constant T6 (washout) 10 sec
Ks Gain (washout) 10.66
UL Maximum Limit Lsmax 0.2 pu
LL Minimum Limit Lsmin -0.2 pu
Vcu Output limiter Upper Limit 1.2 pu
Vel Output limiter Lower Limit 0.2 pu
prtyp Solve Model on card type: GPC
Proc Assigned Controls Processor 1
Pri Priority Level 21
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Table D-6: PSS3 parameters

Parameter Description Value
Gen Generator Name GEN3
Mon Monitor Internal Variable? No

IC Input Signal w
HTZ Generator Base angular Frequency 60.0 Hz
MVA Generator MVA 900 MVA
Vbs Bus Voltage Input source Vpu
Vrate Rated I-I rms bus voltage for 3 Phase 20

Al Filter Constant Al 0

A2 Filter Constant A2 0

A3 Filter Constant A3 0

Ad Filter Constant A4 0

A5 Filter Constant A5 0

A6 Filter Constant A6 0

Tl Lead Time Constant T1 (1st leadlag) 0.3492 sec

T2 Lag Time Constant T2 (1st leadlag) 0.1769 sec

T3 Lead Time Constant T3 (2nd leadlag) 0.3492 sec

T4 Lag Time Constant T4 (2nd leadlag) 0.1769 sec

T5 Time Constant T5 (washout) 10 sec

T6 Time Constant T6 (washout) 10 sec

Ks Gain (washout) 13.23

UL Maximum Limit Lsmax 0.2 pu

LL Minimum Limit Lsmin -0.2 pu
Vcu Output limiter Upper Limit 1.2 pu
Vel Output limiter Lower Limit 0.2 pu
prtyp Solve Model on card type: GPC
Proc Assigned Controls Processor 1

Pri Priority Level 35
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Table D-7: PSS4 parameters

Parameter Description Value
Gen Generator Name GEN4
Mon Monitor Internal Variable? No

IC Input Signal w
HTZ Generator Base angular Frequency 60.0 Hz
MVA Generator MVA 900 MVA
Vbs Bus Voltage Input source Vpu
Vrate Rated I-I rms bus voltage for 3 Phase 20

Al Filter Constant Al 0

A2 Filter Constant A2 0

A3 Filter Constant A3 0

Ad Filter Constant A4 0

A5 Filter Constant A5 0

A6 Filter Constant A6 0

Tl Lead Time Constant T1 (1st leadlag) 0.1961 sec

T2 Lag Time Constant T2 (1st leadlag) 0.0955 sec

T3 Lead Time Constant T3 (2nd leadlag) 0.1961 sec

T4 Lag Time Constant T4 (2nd leadlag) 0.0955 sec

T5 Time Constant T5 (washout) 10 sec

T6 Time Constant T6 (washout) 10 sec

Ks Gain (washout) 11.68

UL Maximum Limit Lsmax 0.2 pu

LL Minimum Limit Lsmin -0.2 pu
Vcu Output limiter Upper Limit 1.2 pu
Vel Output limiter Lower Limit 0.2 pu
prtyp Solve Model on card type: GPC
Proc Assigned Controls Processor 1

Pri Priority Level 27
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5. Load Model:

Table D-8: Load parameters

— Value
Parameter Description Load 7 L oad 8
name Component Name RLDload7 RLDload8
type Type of Load RX RX
btype R & X in parallel ? R/IX R/IX
cc P & Q Controlled by Slider Slider
gnd Include Neutral Connection Point? Yes Yes
Vmeas Bus Voltage Measurement Internal Internal
Vbus Rated Line to Line Bus Voltage 230 230
Vmin Minimum Bus Voltage(L-L) 0.8 0.8
constF Assume Constant Freq Yes Yes
freq Base Frequency 60 60
T Time Constant for setting R, X values 0.01 0.01
m Time Constant for measuring Vbus 0.003 0.003
Pinit Initial Real Power 967 1767
Pmin Minimum Real Power 0.1 0.1
Pmax Maximum Real Power 1000 2000
Qinit Initial Reactive Power -100 -250
Qmin Minimum Reactive Power -200 -250
Qmax Maximum Reactive Power 1000 1000
prtyp Type of Processor Card GPC GPC
6. Transmission Line Model:
Table D-9: Trnsmission line data
Value (in pu)

Parameter With base of 100 MVVA and 230 kV

TL109 TL56 TL67 TL781 TL782 TL98

Number of Phases 3 3 3 3 3 3
Positive Seq. Series Resistance 0.0025 0.0025 0.001 0.022 0.022 0.0010
Positive Seq. Series Ind. React  0.025 0.025 0.01 0.22 0.22 0.01
Positive Seqg. Shunt Cap. React  22.85 22.85 5714 2597 2597 57.14

Zero Seq. Series Resistance 0.0025 0.0025 0.001 0.022 0.022 0.001
Zero Seq. Series Ind. React 0.075 0.075 0.03 0.66 0.66 0.03
Zero Seq. Shunt Cap. React 69.0 69.0 171.0 8.0 8.0 171.0
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