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 خلاصة الرسالة 

 علي حسن یاسین المحمد : اسم الطالب        

عنوان الرسالة      
  

التحدید التكیفي لمواقع الاعطال في شبكات الأنظمة الكھربائیة باستخدام وحدات  :
 قیاس الأطوار المتزامن للكمیات الكھربیة

 كھربائیةھندسة  : التخصص           

 م  2012 اكتوبر : تاریخ الشھادة      

) المعتمدة على Phasor Measurement Unitsتعتبر وحدات قیاس الأطوار المتزامن للكمیات الكھربیة (
أھم أدوات القیاس التي ستشكل مستقبل أنظمة الطاقة الكھربائیة. وتتمیز ) من GPSالنظام العالمي لتحدید المواقع (

بقدرتھا الفریدة على قیاس أطوار الجھد والتیار بشكل متزامن في الزمن الحقیقي لمواقع متباعدة في  ھذه الوحدات
في شبكات الكھرباء. وشھد تصنیع ھذه الوحدات تطورا ملموسا في السنوات القلیلة الماضیة مما أتاح استخدامھا 

  دامھا في تحدید مواقع الأعطال.ختطبیقات كثیرة وواعدة ومنھا است
وعلى الرغم من أن وحدات القیاس ھذه لھا القدرة على احداث ثورة في طریقة المراقبة والتحكم بانظمة الطاقة 
الكھربائیة الا أن تركیبھا في الشبكات یجب أن یدرس ویقنن من حیث المكان والعدد لاعتبارات اقتصادیة. تبحث 

صیاغة ر المتزامن في الشبكات الكھربائیة وتعرض مشكلة ایجاد الوضع الامثل لوحدات قیاس الاطواالرسالة ھذه 
لا تأخذ بعین الاعتبار الوحدات الجدیدة المراد تركیبھا فقط وانما تشمل أیضا الوحدات القائمة  مشكلةھذه الجدیدة ل

التي ربما تبقى في مكانھا أو تنقل لمكان اخر في الشبكة تبعا للحل الأمثل. كما تأخذ ھذه الصیاغة بعض القیود 
والمواقع التي یجب تركیب والمحددات العملیة بعین الاعتبار كالقدرة على ملاحظة حالة النظام بشكل كامل 

وحدات قیاس بھا أو تلك التي ینبغي تحاشي تركیب الوحدات بھا لاعتبارات مختلفة. كما تعرض الرسالة حل 
تم ) Differential Evolutionي (طریقة التطور التفاضلالمشكلة المذكورة آنفا باستخدام خوارزم یحاكي 

بحیث یمكن ملاحظة حالة النظام باستخدام أقل عدد من ھذه الوحدات مع  )MATLAB(برمجتھ باستخدام لغة 
ھذه الطریقة مع الحلول المنشورة التي ول العملیة. ولتأكید جودة الحل تم مقارنة حلوالمحددات القیود تحقیق جمیع 

  . مختلفةقیاسیة ق اخرى لانظمة تم الحصول علیھا باستخدام طر
كذلك  ھذه الرسالةوادراكا لاھمیة موضوع تحدید مواقع الأعطال في شبكات الكھرباء بشكل دقیق وسریع اشتملت 

على قیاسات الجھد والتیار فقط  عتمادلااباقتراح خوارزمیات تقوم بتحدید مواقع الاعطال بشكل تكیفي على 
المتزامن حیث تقوم ھذه الخوارزمیات بحساب البارامترات المطلوبة في  المأخوذة من وحدات قیاس الأطوار

الزمن الحقیقي دون الحاجة لان یتم تزوید ھذه البارامترات من قبل شركات الكھرباء اذ لا یتم عندئذ أخذ حالة 
ثلاث نھایات  لاعتبار. ویمكن تطبیق ھذه الخوارزمیات على خطوط لھا نھایتان أونظر االتشغیل الفعلیة للنظام ب

. ولتقییم اعتمادیة طرفیة وكذلك الخطوط المزودة بمعوضات القدرة المفاعلة المربوطة على التسلسل
عدد من العوامل كمكان العطل ونوعھ ومقاومتھ ووقت بدایة حدوثھ دراسة تأثیر الخوارزمیات المقترحة تم 

برمجة ھذه الخوارزمیات حل المتحصل علیھ. تم على دقة الوأحمال ما قبل العطل ونسبة تعویض القدرة المفاعلة 
تطبیق محدد ) كما تم PSCAD/EMTDC) وتمثیل الشبكات باستخدام برنامج (MATLABباستخدام لغة (

على شبكة نظام المقترحة الخوارزمیات جمیع طبقت الاعطال المقترح باستخدام محاكي في الزمن الحقیقي. 
باعتمادیتھا تمتاز الخوارزمیات ھذه تم الحصول علیھا یمكن الاستنتاج أن  ومن خلال النتائج التيكھربائي حقیقي 

 . تحدید مواقع الأعطالفي أو المتزامن سواء في ایجاد الوضع الأمثل لوحدات القیاس  دقتھا العالیةو
 

 درجة الدكتوراه في الفلسفة 
 جامعة الملك فھد للبترول والمعادن

السعودیةالظھران ، المملكة العربیة   
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퐼  : ith sequence component of current at bus A  

퐼  : ith sequence component of current at point X  

푑  : Unknown distance to fault [p.u.] on the section B-Y 

푅  : Unknown fault resistance for fault on section B-Y 

푉 , 퐼  : Fault loop voltage and current for fault on section B-Y 

퐼  : Total fault current for fault on section B-Y 

푍  : Positive sequence impedance of the line section B-Y 

퐼  : ith sequence component of current at bus B  

퐼  : ith sequence component of current at point Y  
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CHAPTER 1 

Introduction 

The electrical grids are amongst the most complex systems worldwide. The power system 

planners and operators work hard to operate the system in a reliable manner to provide the 

safe and satisfied electric power to the customers. With the introduction of free marketing 

and deregulation of the power system, the economic factors are added to the power system 

operation, leading to new uncertainties and challenges to large interconnected power 

system. Power systems continue to be stressed as they are operated in many instances at 

or near their full capacities. In such a situation, power system protection and control 

becomes an important safeguard of power system and also the key enabler to meet the 

challenges of the electrical grid in the 21st century. [1] 

Nowadays, electric power systems are growing in size and complexity. As a result, 

they will be always exposed to failures of their components. In the case of a failure, the 

faulty element should be disconnected from the rest of the healthy system in order to 
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minimize the damage of the faulty element and to remove the emergency situation for the 

entire system. This action, which is accomplished by a set of automatic protective relaying 

devices, should be taken quickly and accurately. At the same time, it is very important for 

the utility to identify the fault location as fast as possible for improving the service 

reliability. If a fault location cannot be identified quickly and this produces prolonged line 

outage during a period of peak load, severe economic losses may occur and reliability of 

service may be questioned. In recent years, fault-location research studies become greatly 

important and the problem has attracted widespread attention among researchers in power 

system technology because of all the above-mentioned circumstances. [2]   

Transmission and distribution lines experience faults that are caused by storms, 

lightning, snow, freezing rain, insulation breakdown and, short circuits caused by birds 

and other external objects. In most cases, electrical faults manifest in mechanical damage, 

which must be repaired before returning the line to service. Power line faults must be 

located accurately to allow maintenance crews to arrive at the scene and repair the faulted 

section as soon as possible. Rugged terrain and geographical layout cause some sections 

of power transmission lines to be difficult to reach. Therefore, robustness of the accurate 

fault location determination under a variety of power system operating constraints and 

fault conditions is an important requirement. [2, 3] 

In modern society, customers are more sensitive to the outages. Therefore, more 

efficient methods for fault location, supply restoration and high-quality customer service, 

which reduce the overall costs, are required. Fast location of the faulted section in power 

networks results in minimizing the inconvenience caused to the affected customers. This 

is becoming more important as there is an increasing emphasis placed on quality and 
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reliability of supply and, therefore, fault location is considered to be one of the first 

functions to be integrated into modern substation control system. [2, 4] 

The lessons learned from several recent major blackouts revealed that current 

protection systems were not always sufficient to stop an uncontrolled cascading failure of 

the power system and, therefore, the application of existing protection system should be 

revisited. Phasor measurement units (PMUs) using synchronization signals from the 

satellite global positioning system (GPS) have recently evolved into mature tools with the 

potential to revolutionize the way electric power systems are monitored and controlled. 

Since PMUs were introduced into power system thirty years ago, their values have been 

proved by their extensive applications in power system operation and planning. In recent 

years, varieties of PMU application areas, including the area of fault location, have been 

studied, proposed and implemented with their significant benefits. At present, a large 

number of PMUs have been installed and the wide area measurement system (WAMS) 

that gathers real-time phasor measurements by PMUs across broad geographical areas has 

been gradually implemented. [1] 

 

1.1   Importance of locating faults 

The process aimed at locating a fault with the highest possible accuracy is known as fault 

location. A fault locator is mainly supplementary protection equipment applying fault-

location algorithms for estimating the distance to fault. When locating faults on a line 

having more than one section as in the case of a three-terminal or a multi-terminal line, 

the fault-location function consists in this case of two steps. The faulted section has to be 

first identified and, secondly, location of a fault on this section has to be determined. [2]  
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Practically speaking, a fault-location function is possible to be implemented into four 

main options, namely microprocessor-based protective relays, digital fault recorders 

(DFRs), stand-alone fault locators and post-fault analysis programs. The first option is 

commonly used in practice and, in this case, high computational capability and 

communication with remote sites of modern relays are utilized at almost no additional 

cost. Moreover, the second option enables easy and cheap incorporation of the fault-

location function. The third option is only applied in the case of using sophisticated fault-

location algorithms and under the condition that higher cost of the implementation is 

accepted. The fourth option is related to post-fault analysis programs with included fault-

location algorithms which are used mainly for verification of operation of protective 

relays. [2] 

Faults on transmission and distribution lines could be either temporary or 

permanent. Temporary faults are the most dominant on overhead lines. As temporary 

faults are self cleared, the power-supply continuity is not permanently affected. In the case 

if a permanent fault occurs, the related protective relaying equipment enables the 

associated circuit breakers to isolate the faulted sections. If a certain line is taken out of 

service due to a permanent fault, the connected loads are either not supplied or, if 

possible, the other lines are forced to supply the loads which used to be supplied by the 

tripped line. In addition, a series of cascading trips can possibly happen if successively 

larger and larger parts of the system are taken out of service. This can lead even to 

blackouts of large power systems in some unfavorable cases as has happened recently in 

some countries. In order to avoid or at least minimize such blackouts, a special care ought 

to be paid in equipping power systems with protection and control devices especially 
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when we take into account the fact that contemporary power systems operate closer and 

closer to their operating limits. [2]    

In the case of permanent faults, the power supply can be restored only after the 

maintenance crew finishes the repair of the damage caused by such faults. For this 

purpose, the fault position shall be known or else the whole line has to be inspected to 

find the damage place. Therefore, it is quite significant that the location of a fault is either 

known or can be estimated with reasonably high accuracy. This not only allows saving 

money and time for the inspection and repair but also provides a better service due to the 

possibility of faster restoration of power supply. Furthermore, this enables the blackouts 

to be minimized. In the case of temporary faults, the fault location is also important as it 

can help to pinpoint the weak spots on the line and, hence, maintenance schedules can be 

planned for avoiding further problems in the future. [2] 

Fault locators perform a valuable service even when helicopters are immediately 

available for patrol following unsuccessful reclosing because trouble cannot always be 

found with a routine patrol with no indication of where the fault occurred. For instance, 

tree growth could reduce clearances, resulting in a flashover during severe conductor 

sagging. However, by the time the patrol arrives the conductors have cooled, increasing 

the clearance to the tree, and the weak spot is not obvious. The importance of fault 

locators is more obvious on long lines, in rough terrain where foot patrols are relied upon. 

Fault locators can also help where maintenance jurisdiction is divided between different 

companies or divisions within a company. Moreover, fault locators are valuable even 

where the line has been restored either automatically or non-automatically since they 

allow rapid arrival at the site before the evidence is removed or the ‘trail becomes cold’. 
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Examples of this category include faults caused by cranes swinging into the line, 

brushfires, damaged insulators and vandalism. Furthermore, the knowledge that repeating 

faults are occurring in the same area can be valuable in detecting the cause. Weak spots 

that are not obvious may be found because a more thorough inspection can be focused in 

the limited area defined by the fault locator. [2] 

 

1.2   Fault location techniques and algorithms 

Power system faults can be located naturally by foot patrols or by patrols equipped with 

different transportation means and binoculars. In addition, calls from witnesses of 

damages on the power line or customer can provide the required knowledge about the 

fault position. However, such primitive ways are time-consuming and do not satisfy the 

requirements imposed on fault location. Therefore, faults shall be located automatically. 

Automatic fault location, which is based on determining the physical location of a fault by 

processing the voltage and current waveform values, can be classified into the following 

four main categories [2]: 

 Techniques based on fundamental-frequency currents and voltages, mainly on 

impedance measurement 

 Techniques based on traveling-wave phenomenon 

 Techniques based on high-frequency components of currents and voltages 

generated by faults 

 Knowledge-based (artificial intelligence) approaches 

Travelling-wave methods consider the voltage and current waves travelling at the speed of 

light from the fault location towards the line terminals. These methods, although accurate, 
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are not widely used since they are expensive and complex for implementation due to the 

requirement of high sampling frequency. The technique based on high-frequency 

components of currents and voltages generated by faults is also costly and complex for 

implementation due to the requirement of specially tuned filters for measuring high-

frequency components and, therefore, not widely used. Knowledge-based techniques are 

still in the development stage and, recently, a lot of efforts have been focused on such 

techniques. [2]  

The technique based on fundamental frequency currents and voltages exhibits 

numerous advantages and is considered the most popular in real applications. Varieties of 

fault-location algorithms have been developed so far. The majority of them are based on 

an impedance principle, making use of the fundamental frequency voltages and currents. 

Depending on the availability of the input signals, they can be categorized as [2]: 

 One-end algorithms  

 Two-end algorithms  

 Multi-end algorithms  

 

1.3   Factors affecting fault location accuracy 

There are different factors that affect the accuracy of fault-location methods. Generally 

speaking, without specifying the fault-location method, the main factors can be listed as 

follows [2]: 

 Inaccurate compensation for the reactance effect in the case of fault-location 

algorithms using one-end measurements.  
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 Inaccurate fault-type (faulted phases) identification for fault-locating algorithms 

based on considering the natural fault loops (phase-to-earth or phase-to-phase 

loops), similarly as applied in distance relays. 

 Inaccuracy of / uncertainty about the line parameters, particularly for the zero-

sequence impedance. It is often difficult to obtain the accurate zero-sequence 

impedance for the line. This is so because this impedance is affected by the soil 

resistivity, which may be variable under the whole line route, and it is also 

dependent on weather conditions. 

 Inaccurate compensation for the mutual effects on the zero-sequence components. 

This takes place if the current required for compensating for the mutual coupling 

is for some reasons unavailable. 

 Insufficient accuracy of the line model, i.e., if untransposed lines are represented 

as being transposed, and line shunt capacitance is not considered. 

 Presence of shunt reactors and capacitors or series capacitor compensating 

devices. 

 Load unbalance. 

 Errors of current and voltage instrument transformers and unfaithful reproduction 

of the primary signals due to their limited bandwidth. 

 Insufficient sampling frequency and bit resolution of A/D system. 

To improve the fault-location estimation, it is important to eliminate, or at least to reduce 

possible errors associated with the used technique. 
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1.4   Motivation 

Due to their importance, fault-location research studies have recently attracted widespread 

attention among researchers in power system technology. Fast and accurate fault location 

on a power network can expedite repair of faulted components, speed-up power 

restoration and thus enhance power system reliability and availability. Rapid restoration 

of service could reduce customer complaints, outage time, loss of revenue and crew repair 

expense. This also enables the blackouts to be minimized.  

At present, PMUs have come out of their academic infancy with commercial 

viability. There are now about 24 commercial manufacturers of PMUs and pertinent 

industry standards have made possible the interoperability of units from different 

manufacturers [5]. A PMU has the potential to revolutionize the monitoring and control of 

electric power systems. This device has the ability to measure current, voltage, and 

calculate the angle between the two. Phase angles from buses around the system can then 

be calculated in real time. This is possible because of two important advantages over 

traditional measurement; time stamping and synchronization. With the satellite GPS 

availability, digital measurements at different line terminals can be performed 

synchronously to the accuracy of one micro-second. The ability of GPS to provide a time 

reference signal, synchronized at widely separated locations has been widely recognized 

as having many applications in power-systems including the application for fault location. 

PMU-based fault location algorithms are highly accurate and, therefore, needed to cope 

with the modern power system requirements.  

When power system operates normally, over-current occurs in the transmission 

line because of the fault of the other part in the system. The over-current will change the 
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sag of the line which will change the parameters of the line. On the other hand, the 

surrounding environments such as the humidity and temperature make the impedance and 

admittance of the line being different from the parameters provided by the power utility. 

Moreover, the system’s impedance provided by the power utility is not constant and it 

changes with the loading conditions. Uncertainty about the line parameters and system’s 

impedance is one of the most severe factors that could impact on the fault location 

accuracy. In order to enhance the accuracy of the fault-location algorithm, the effect of 

parameter uncertainty shall be reduced or eliminated. Synchronized phasor measurements 

obtained from PMUs can be utilized for online determination of such parameters and 

hence calculate the fault location adaptively.  

The majority of published PMU-based fault location algorithms are conventional 

impedance-based that require both line parameters and system Thevenin’s equivalents to 

be provided by the electric utility. Adaptive PMU-based fault location algorithms reported 

in the literature are very few and they require the system Thevenin’s equivalent to be 

provided by the electric utility. The biggest stimulus in this research work is to propose 

PMU-based adaptive fault location algorithms that depend only on PMU measurements to 

determine the fault location and do not require any data to be provided by the electric 

utility. This shall improve the fault location accuracy since data provided by the electric 

utility is ideal and does not reflect the practical operating conditions of the system. In 

addition, no adaptive PMU-based fault location algorithm has been proposed in the 

literature for series compensated lines to the best knowledge of the author and this thesis 

attempts to address this subject.     
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1.5   Thesis objectives 

The work under this thesis is concerned with utilizing the synchronized phasor 

measurements obtained from optimally-allocated PMUs to locate, in an adaptive manner, 

faults that may occur in electrical networks. The specific objectives are as follows: 

 Developing a novel formulation for the optimal PMU placement (OPP) problem in 

electrical networks and solving it using a population-based optimization technique 

prior to utilizing the synchronized phasor measurements obtained by the 

optimally-allocated PMUs in fault location studies. 

 Proposing novel approaches for adaptive fault location in two-terminal, three-

terminal and series-compensated transmission networks which utilize only the 

synchronized fundamental-frequency currents and voltages measured by the 

installed PMUs to determine the fault location.  

 Performing the fault-location accuracy evaluation of the proposed adaptive fault 

location approaches taking into account various factors that are commonly 

considered as changeable during the evaluation analysis. These factors include, but 

not limited to, fault position, fault type, fault resistance, fault inception angle and 

pre-fault loading.  

 Building and testing a prototype of a PMU-based adaptive fault locator using real 

time digital simulator (RTDS) to validate the proposed adaptive fault location 

algorithm.  
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1.6   Contributions 

The main contributions of the work carried out under this thesis can be summarized as 

follows: 

 Development of a novel formulation of the OPP problem that considers not only 

the new PMUs to be installed but also the existing PMUs to be retained or 

relocated. In addition, the new formulation considers some practical constraints 

and limitations such as the set of power system buses at which PMUs must be 

installed, the set of buses at which PMU installation should be avoided and the set 

of zero-injection buses. 

 Development of an OPP problem solver based on Differential Evolution 

optimization algorithm to achieve full network observability at the minimum PMU 

installation/relocation cost and, at the same time, the maximum PMU 

measurement redundancy.  

 Proposal of novel and very accurate algorithms for adaptive fault location in two-

terminal, three-terminal and series-compensated electrical networks that determine 

the required system parameters online and thus consider the system’s practical 

operating conditions during the fault. These algorithms utilize only the 

synchronized phasor measurements obtained by the PMUs and do not require any 

data to be provided by the electric utility.  

 Development of an adaptive PMU-based fault locator prototype using RTDS. The 

said fault locator prototype will help enhance power system availability and 

reliability and hence utilize electrical networks in a more efficient way. The 

developed prototype system will help in building research capacity in the area of 
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application of synchronized phasor measurements for adaptive fault location in 

electrical networks.  

 

1.7   Organization of the thesis 

The material of this thesis is organized in twelve chapters. It starts, after this introductory 

chapter, with an extensive literature review addressing the subject of fault location based 

on synchronized phasor measurements in Chapter 2. Chapter, 3, is dedicated to the 

synchronized phasor measurements and their applications in power systems. The OPP 

problem is formulated in Chapter 4. Differential evolution (DE) for solving OPP problem 

is presented in Chapter 5. The issue of transmission line parameter identification using 

PMU synchronized measurements is addressed in Chapter 6. Chapter 7 is included to 

describe the use of synchronized phasor measurements for online determination of 

system’s Thevenin’s equivalent at a particular node. PMU-based adaptive fault location 

algorithms in two-terminal-, three-terminal and series-compensated- transmission 

networks are proposed in Chapter 8, Chapter 9 and Chapter 10 respectively. RTDS 

implementation of the proposed PMU-based fault locator is described in Chapter 11. 

Finally, Chapter 12 highlights some conclusions and future work in the area of adaptive 

fault location using synchronized phasor measurements. 
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CHAPTER 2 

Literature Review 

This chapter presents a comprehensive survey on fault location based on synchronized 

phasor measurements. Varieties of fault-location algorithms have been developed and 

presented in literature. The majority of them are based on an impedance principle, 

making use of the fundamental frequency voltages and currents. Fault-location 

algorithms based on traveling-wave phenomenon, high-frequency components of currents 

and voltages generated by faults and artificial intelligence such as fuzzy neural network 

[6] have also been developed. Depending on the availability of the fault-locator input 

signals, fault location algorithms can be categorized as one-end, two-end and multi-end. 

This survey is concerned with the two-end and multi-end algorithms utilizing 

synchronized measurements. A Fault location algorithm based on aforesaid 

measurements prove to be robust under power swing and out-of-step conditions [7] and 

has been proposed [8] as part of a strategy aimed at preventing or mitigating the 
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cascading blackouts that involve relay misoperations or inadequate local diagnostic 

support.    

In this chapter, the issue of fault location utilizing two-end synchronized 

measurements is addressed in the next section. Fault location on three-terminal and multi-

terminal lines is then presented in Section 2.2. A special attention shall be paid while 

developing a fault location algorithm for a series-compensated transmission line in order 

to locate any fault accurately. Therefore, Section 2.3 is devoted to discuss this matter. In 

order to overcome the limitations of the conventional fault location algorithms, some 

work has been carried out to locate power system faults in an adaptive manner and this 

subject is reported in Section 2.4. In comparison with the work pertaining to fault 

location on transmission lines, there is a quite limited published work related to fault 

location on power system networks. This work is highlighted in Section 2.5 along with a 

short review of the non-standard high-frequency-related fault location techniques based 

on wavelet transform.  

 

2.1   Fault location utilizing two-end synchronized measurements 

As mentioned in Chapter 1, a PMU has the ability to measure current, voltage, and 

calculate the angle between the two. Phase angles from buses around the system can then 

be calculated in real time. This is possible because of two important advantages over 

traditional measurement; time stamping and synchronization. With the satellite GPS 

availability, digital measurements at different line terminals can be performed 

synchronously. A synchronized measurement system requires that the measurements 

taken at different substations include, in addition to magnitude, the phase-angle data with 
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respect to an arbitrary but common reference. Phase information is obtained from 

knowledge of the absolute time at which the measurements were obtained (time tagging). 

The time for all measurements must be synchronized with a time reference that must be 

the same for all local systems. This time reference is obtained from the GPS. [9]  

The potential uses of the sub-second GPS-synchronized phasor data collected 

from various locations within an electric power system promise endless benefits for the 

applications targeting reliable operation of electric power system [10]. Various PMU 

applications in power systems including fault location [5, 11-16] have been reported. 

Merging of time correlated information from PMU, SCADA and non-operational data 

has also been suggested [17] to improve the effectiveness of alarm processing, accuracy 

of fault location and ability to detect cascades.   

Two-end fault location algorithms have been proposed with the aim of 

overcoming the limitations of the one-end fault location techniques and improving fault-

location accuracy. A schematic diagram for two-end synchronized fault-location 

arrangement using PMUs is shown in Figure 2.1. Fault location algorithms based on two-

end synchronized measurements have been developed using either complete or 

incomplete two-end measurements. With the use of complete two-end measurements the 

three-phase voltages and currents from both line ends are utilized. In case of incomplete 

two end measurements, the following options are of interest [2]: 

 Three-phase voltages from both line ends with three-phase current from only one end  

 Three-phase currents from both line ends with three-phase voltage from only one end  

 Three-phase voltages from both line ends 
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Figure 2.1: Two-end synchronized fault-location arrangement using PMUs 

Various fault location algorithms utilizing complete two-end synchronized measurements 

[3, 18-39] have been developed. Both iterative [18] and non-iterative [25, 27] methods 

have been proposed to locate faults on a single transmission line. In the non-iterative 

method, an analytical synchronization of the unsynchronized voltage and current 

measurements from two ends of a line is performed with use of the determined 

synchronization operator. Then, the distance to fault is calculated as for the synchronized 

measurements. Simultaneous usage of two kinds of symmetrical components for 

determining the synchronization operator makes the calculations simple and highly 

accurate. 

Fault location taking into account the arc faults has been addressed in [22, 26, 30-

33, 36]. The proposed fault detection/location technique [22, 36] for both arcing and 

permanent faults is achieved by a combination of a fault detection index and a fault 

location index which are obtained by processing synchronized fundamental phasors. In 
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order to discriminate between arcing and permanent faults, the proposed technique 

estimates the amplitude of arc voltage by least error squares method through the 

measured synchronized harmonic phasors caused by the nonlinear arc behavior. The 

discrimination is then achieved by comparing the estimated amplitude of arc voltage to a 

given threshold value. In order to eliminate the error caused by exponentially decaying dc 

offset on the computations of fundamental and harmonic phasors, an extended discrete 

Fourier transform (DFT) algorithm is also proposed. In [26, 30, 31, 33], the electric arc is 

considered as a source of higher harmonics and included in the complete fault model 

accordingly. The developed algorithm can determine both the arc and the fault resistance. 

In [32], the fault location algorithm is derived in the time domain. The faulted phase 

voltage is modeled as a serial connection of fault resistance and arc voltage. The 

algorithm does not require the line zero sequence resistance as an input datum. The 

influences of remote infeed, fault resistance, higher order harmonics, network topology 

are investigated.  

For short and medium-length lines using the lumped model is usually sufficient. 

In order to improve fault-location accuracy, especially in the case of long-length lines, 

the distributed nature of overhead-line parameters has to be considered [2]. Algorithms 

presented in [21, 34, 38, 39] take such requirement into account by representing long 

lines with distributed parameters where shunt capacitance is included in the line model.    

Transmission systems may sometimes consist of an overhead line in combination 

with an underground power cable. The fault location scheme developed in [23, 37] for 

such systems requires synchronized phasor measurement data at one end of the 



19 
 
transmission line and the most far end of the power cable. The algorithm is derived using 

distributed line model, modal transformation theory and DFT.  

The fault location algorithm presented in [35] takes the three-phase unbalance 

into consideration. The algorithm models the line with its distributed parameters and uses 

the theory of mode transformation. In [40], a fault location algorithm in joint parallel 

lines is proposed using six-sequence fault components in fault location. Although the 

algorithm is not influenced by factors such as the load current, the operating mode of the 

power system or the fault resistance, the associated percentage error can reach up to 2%. 

A fault detection/location algorithm on transmission line based on linear state estimation 

is presented in [41] where fault location and voltage of fault point are added as the new 

state variables in a linear state estimator based on PMU data.    

Fault location algorithms based on incomplete two-end synchronized 

measurements utilizing only three-phase voltages from both line ends [42-45] have also 

been developed. Algorithm proposed in [43] can be applied for both transposed and un-

transposed lines and algorithms presented in [44, 45] suit single or double transmission 

lines. However, algorithm suggested in [44] utilizes, in addition to the synchronized 

voltage measurements at both ends of the faulted line, the synchronized voltages at 

neighboring nodes. Although the method is highly accurate, the number of utilized PMUs 

is not optimal. Fault location algorithms utilizing only synchronized measurements of 

two-end voltages have the advantage of being immune to CT saturation as they 

completely reject the currents from the input signals.  
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2.2   Fault location on three-terminal and multi-terminal lines 

Use is made of multi-terminal and tapped lines for economical or environmental-

protection reasons. Lines having three or more terminals with substantial generation 

behind each are named multi-terminal lines. Tapped lines are those having three or more 

terminals with substantial power generation behind, at a maximum at two of them. The 

taps themselves feed only loads, which means that they are terminated by the passive 

networks, while at the remaining terminals there are active networks. [2] 

Various fault location algorithms on three-terminal lines are presented in [46-52]. 

In [46], a fault location method is developed based on synchronized measurements of 

three-phase current from all three terminals and additionally three-phase voltage from the 

terminal at which a fault locator is installed. The delivered fault-location algorithm 

consists of three subroutines designated for locating faults within particular line sections 

and a procedure for indicating the faulted line section. An approach for fault location on 

EHV teed feeders [47] utilizes synchronized voltages and currents at all three ends of a 

teed feeder. Measurements are then digitally filtered to accurately extract the power 

frequency phasors. In this approach, use is made of superimposed modal components of 

signals so as to minimize errors arising in accuracy due to line loading or source 

impedances. Algorithms presented in [48, 49] use synchronized voltage and current data 

from two terminals only. They are not influenced by fault resistance, fault location, pre-

fault loading conditions, source impedance and fault types. 

Algorithms discussed in [53-59] are related to multi-terminal lines. The iterative 

method presented in [53] uses synchronized voltage and current measurements from all 

terminals. Current measurements, however, were avoided in [54] to overcome current-
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transformer errors in the current measurements that can be as high as 10%. In [56], a 

universal non-iterative fault location technique for N-terminal transmission lines based on 

two-terminal fault location technique is presented. The method discussed in [57] is also 

non-iterative and it is based on distributed line model and synchronized positive sequence 

voltage and current phasors. In [55], a fault location algorithm for transmission line with 

tapped legs is developed. The algorithm only uses the synchronized phasors measured on 

two terminals of the original line to calculate the fault location. The algorithm does not 

need the model of tapped leg and, therefore, can be applied to any type of tapped leg such 

as generators, loads or combined system.  

 

2.3   Fault location on series-compensated lines 

The one-line diagrams of a series-compensated transmission line (SCL) with Series 

Capacitors (SCs) and MOVs installed at midpoint and at both ends of the line are shown 

respectively in Figure 2.2 and Figure 2.3. MOVs are installed to protect SCs against over-

voltages.  

 

Figure 2.2: Transmission line compensated with SCs and MOVs installed at midpoint 
 

 

Figure 2.3: Transmission line compensated with SCs and MOVs installed at both ends 
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Various fault location algorithms on SCLs are presented in [60-65]. A fault location 

algorithm, presented in [60-62] does not need the series device model and information of 

the protection function of series device to predict the voltage drop. Instead, two iteration 

steps, pre-location step and correction step are used to calculate the voltage drop and fault 

location. The algorithm can be applied to any series FACTS system with a very high 

accuracy. 

Use of instantaneous values for fault location of SCLs while avoiding the 

accuracy limitation caused by the operation of MOV is discussed in [63]. The method 

requires only a short duration of fault measurement data to estimate the location and can 

be applied with minimum filtering of high frequencies. It is independent of the fault type 

and does not require the fault to be pure resistive. However, it requires knowledge of the 

source impedance at both ends of the line. 

In [64], a fault location algorithm based on distributed time domain line model for 

a transmission line with a FACTS device connected in series is presented. The algorithm 

can be applied to any series FACTS compensated line since the series device model and 

knowledge of the operating mode of the compensating device are not utilized to compute 

the voltage drop across the series device during the fault period. Filtering of DC and other 

frequency components is not needed.  The algorithm is not sensitive to fault resistance 

and fault inception angle and does not require knowledge of source impedance.  

 

2.4   Adaptive fault location 

The prime aim of adaptive fault location algorithms is to achieve a better fault location 

accuracy. The idea of adaptive fault location on transmission lines boils down to proper 
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estimation of line parameters and system impedance. The surrounding environment and 

operation history such as overcurrent and overload change the sag of the transmission 

line. Increasing the current causes the conductor temperature to increase and, 

consequently, the conductors to elongate and sag. The line resistance changes with the 

change in the temperature of the line. The reactance is related with the distance between 

the phase lines that is changed when the sag of the line is changed. Uncertainty about the 

line parameters is one of the most severe factors that could impact on the fault location 

accuracy. The effect of parameters uncertainty on fault location accuracy can reach up to 

6.7 % if the parameters used in fault location vary 20 % of the practical parameters. The 

line parameters will vary not only with the environmental conditions but also with the 

system operation situations. It is difficult to precisely presage what will happen to the line 

parameters with the transmission line in service. The parameters provided by the power 

utility are very ideal and do not reflect the operation history of the line. [66]  

When a power system operates normally, PMU monitors the voltage of the two 

ends and current of the line. The measured pre-fault phase and amplitude of the voltages 

and currents can be employed to calculate the parameters of the line. Four methods are 

presented in [67] to identify transmission line impedance parameters from synchronized 

measurements. 

Algorithms discussed in [66, 68-81] are related to adaptive fault location on 

transmission lines. All adaptive fault location algorithms presented in above-mentioned 

references utilize synchronized voltage and current measurements at both ends of a 

transmission line. Adaptive fault location for aged power cables is presented in [70, 79]. 

The algorithm is incorporated with distributed line model, modal transformation theory 
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and DFT. It solves the problem of cable changing parameters especially the change of the 

relative permittivity over its age and, thus, for the operating positive, negative and zero-

sequence capacitance changes.  

Algorithm presented in [71] utilizes synchronized measurements for on-line 

estimation of line parameters. A fault location index in terms of Clarke components of 

the synchronized voltage and current phasors is proposed to calculate the fault location. 

Also, a DFT-based algorithm is proposed to eliminate system noise and measurement 

errors. This work has been extended in [76, 77] by adding a fault detection index to the 

algorithm. A similar adaptive relaying scheme has been developed in [74, 75]. 

An adaptive fault protection scheme for transmission lines is discussed in [68, 

69]. The work includes fault detection, direction discrimination, classification and 

location. Both fault detection and fault location indices are derived by using two-terminal 

synchronized measurements incorporated with distributed line model and modal 

transformation theory. The fault detection index is composed of two complex phasors and 

the angle difference between the two phasors determines whether the fault is internal or 

external to the protected zone. The fault types can be classified by the modal fault 

detection index. The proposed scheme also combines on-line parameter estimation to 

assure protection scheme performance and to achieve adaptive protection. Simulation 

studies show that fault location accuracy is high under various system and fault 

conditions.  

An adaptive protection scheme is presented in [72, 73] for both transposed and 

untransposed parallel transmission lines based on the distributed line model. The fault 

detection and location indices are derived using the eigenvalue/eigenvector theory to 
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decouple the mutual coupling effects between parallel lines. The two proposed indices 

are used in coordination such that the internal and external fault events can be 

distinguished. By on-line estimating of line parameters under the actual system 

conditions, the proposed scheme responds more accurately to power system faults. 

In [80], an adaptive fault location algorithm for transmission line tapped with a 

source of generation using the concept of superimposed voltage and current phasors is 

discussed. A discrimination index is proposed to identify the faulted section while taking 

the effects caused by tapped lines into account. The equivalent source impedance outside 

the considered transmission lines is estimated on-line.   

Adaptive fault location for single, double and teed transmission lines is addressed 

in [66]. In the proposed algorithm, line parameters are calculated online. In addition, 

suddenly changed voltage and current are utilized to obtain suddenly changed positive 

voltage and current components to solve the system’s impedance at the fault time that 

exactly reflects the generation mode of the power system. The subject of adaptive fault 

location for double-circuit transmission lines has also been discussed in [81] where a six-

sequence fault component method is employed to implement fault location. Line 

parameters are estimated online and the line is represented with its distributed 

parameters. 

 

2.5   Fault location in power system networks 

Fault location in distribution networks creates new problems compared with the same 

task in HV and EHV transmission lines. In HV and EHV networks each transmission line 

may be equipped with a dedicated fault locator (FL). In such a case, the FL algorithm is a 
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numerical procedure that converts voltage and current into a single number being a 

distance to fault. The distribution networks, in contrast to the transmission lines, are 

usually non-homogeneous with branches and loads along the line which make the fault 

location difficult. [2] 

Various fault location algorithms in power system networks are presented in [82-

96]. A method for location of single phase to ground faults in distribution network based 

on wide-area synchronizing information is discussed in [82]. Network lines are modeled 

with their distributed parameters and a fault location function is constructed according to 

the relations between fault current and fault distance. The transverse fault current 

corresponding to the hypothetic fault distance is obtained using synchronized voltage and 

currents from two ends of a line. The maximum transverse fault current is obtained using 

the interactive search algorithm on the whole line and the distance corresponding to the 

maximum of the transverse fault current is the fault distance. 

In [84], a fault location algorithm for urban distribution system with distributed 

generation is presented. The method uses only currents and thus avoids the need for 

installation of voltage transformers. A differential current ratio (DCR) contains the 

differential current information to describe the feature of the faulted segment and 

differential current information of normal one. The faulted segment would have a DCR of 

a value less than one while the normal one would have a DCR greater than one. The 

largest fault current would be sensed by one feeder terminal unit (FTU) in the faulted 

segment. 

Fault-location observability with minimum installation of PMUs in a power system 

network is an optimization problem that has been solved by different methods such as 
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GA [88], branch and bound [89] and tabu search [94]. The aim here is to utilize 

synchronized measurements of optimally-installed PMUs in a suitable algorithm to locate 

faults that occur anywhere in the network.  

Some attempts to use discriminant analysis theory of multivariate statistical 

analysis theory [90], cluster analysis theory [91], power flow fingerprint [92], depth first 

search of graph theory [93], neural networks [86, 96] and structural analysis [95] have 

also been reported for fault location in power system networks.  

In addition to above-mentioned standard nominal-frequency-related fault location 

techniques, some non-standard high-frequency-related techniques based on wavelet 

transform (WT) have been reported in the literature. The idea of the WT-based fault 

location method is illustrated in Figure 2.4. Measurement of arriving times of waves at 

the terminal buses, together with knowing the velocity of these waves, allows 

determination of a distance to fault. Thus, the problem in fact boils down to proper 

detection of arriving waves, to distinguish the type of these waves (direct waves or 

reflected waves) and to capture times of their arriving at terminal buses. All these tasks 

can be directly realized by using WTs (time location of wave) combined with artificial 

neural network (ANN) (distinguishing kinds of wave). [2] 

Various fault location algorithms using WT are presented in [85, 97-102]. A fault-

location scheme for multi-end aged cable system utilizing synchronized measurements at 

the two terminals of each cable is presented in [98]. The developed scheme is applied on 

the modal coordinates instead of the phase coordinates. It can eliminate the impact of the 

change in the propagation velocity of the travelling waves on the fault-location 
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calculations. This solves the problem of cable changing parameters especially the change 

of the relative permittivity of the cable with age.  

 
Figure 2.4: Illustration of a distorted voltage analysis using wavelet transform 

The application of Discrete Wavelet Transform (DWT) for fault location on 

power distribution lines with tapped loads is investigated in [99]. When a fault occurs, a 

transient wave travels from the fault point to substation busbars and load terminals. The 

time taken for the fault generated transient wave to arrive at busbars or load terminals 

depends on the distance traveled and the velocity of the travelling wave. Fault transient 

detectors are installed at substation busbars and load terminals to capture the time taken 

for the transient to arrive and be synchronized with a GPS clock. From the recorded time 

and the topological structure of the network, fault location is deduced.  

Fault location for teed circuits with mutually coupled lines and SCs is proposed in 

[101], based on DWT, by processing of travelling waves to extract the arrival times of 

fault initiated waves reflected from the discontinuities. The method is not influenced by 

series compensation rate and its location, fault resistance, fault type and any existing 

mutual coupling between the lines.       
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Fault location for three-terminal transmission lines is addressed in [100, 102] 

where WT is used to analyze high and low frequency components generated by a fault. 

The proposed fault location scheme is based on travelling waves and on calculation of the 

fundamental frequency component. The method is independent of fault impedance, fault 

type, fault inception angle, fault position and mutual coupling effects. 
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CHAPTER 3 

Synchronized Phasor Measurements and 
Their Applications 
 

 

The introduction of PMUs in power systems greatly improves the possibilities of power 

system monitoring and analyzing of its dynamics. PMUs can directly measure phase 

angles between corresponding phasors in different locations within the power system. 

With PMU improved monitoring and remedial action capabilities, network operators can 

utilize the existing power system in a more efficient way. Synchronized measurements 

not only allow fast and reliable emergency actions but also make it possible to reduce the 

need for relatively high transmission margins required by potential power system 

disturbances.  

Synchronized phasor measurements are no longer an academic curiosity as they 

presently provide solutions that otherwise would have been too expensive or too 

complicated to implement with traditional approaches. This chapter provides a brief 



31 
 
introduction to the PMU and wide-area measurement system (WAMS) technology and 

discusses the uses of these measurements in power systems.           

 

3.1   Historical overview 

The PMU has the potential to revolutionize the way electric power systems are monitored 

and controlled. This device has the ability to measure current, voltage, and calculate the 

angle between the two. Phase angles from buses around the system can then be calculated 

in real time. This is possible because of two important advantages over traditional meters; 

time stamping and synchronization. The algorithms behind phasor measurement date 

back to the development of symmetrical component distance relays (SCDR) in the 

1970’s. The major breakthrough of SCDR was its ability to calculate symmetric positive 

sequence voltage and current using a recursive DFT. The recursive algorithm continually 

updates the sample data array by including the newest sample and removing the oldest 

sample to produce a constant phasor. The advent of the GPS in the 1980’s was the second 

breakthrough that enabled the modern PMU. Researchers at Virginia Tech’s Power 

Systems Laboratory in the mid-1980’s were able to use the pulses from the GPS satellites 

to time stamp and synchronize the phasor data with an accuracy of 1.0 μs. With the 

addition of effective communication and data collection systems, voltage and current 

phasors from different locations could be compared in real-time. Prototype PMUs 

produced by Virginia Tech were supplied to American Electric Power (AEP) and the 

Bonneville Power administration (BPA). These units were tested and used by these 

utilities for several years before the first commercial unit, the Macrodyne 1690, was 

introduced in 1991. Using the original PMUs, AEP and BPA built phasor measurement 
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systems that only provided recorded data for analysis with basic plotting tools. BPA 

redesigned the measurement system in 1997 into a true real-time, wide-area measurement 

system using commercial PMUs and a custom phasor data concentrator (PDC). [9, 103]  

At present, PMUs have come out of their academic infancy with commercial 

viability. They are now commercially produced by all major IED providers in the power 

industry. Many more PMU models have become available with a range of options. 

Several variations of PDC units have been produced, and many applications are available 

for analysis of recorded phasor data as well as real-time display and alarming. To aid the 

maturing of the industry, an important standard has been developed by the IEEE. The 

IEEE synchrophasor standard, C37.118-2005, was developed from an earlier version, the 

IEEE 1344-1995. It ensures that PMUs from different manufacturers operate well 

together. [9, 103]  

 

3.2   Classical definition of a phasor 

A phasor is simply a unique complex number used to represent a pure sinusoidal 

waveform. Considering a sinusoidal signal given by 

 푥(푡) = 푋 cos	(휔푡 + 휑) (3.1) 

The phasor representation of this sinusoid is given by 

 푋 =
푋
√2

푒 =
푋
√2

(푐표푠휑 + 푗푠푖푛휑) (3.2) 

Note that the signal frequency is not explicitly stated in (3.2). The magnitude of the 

phasor is the rms value of the sinusoid 푋 √2⁄  and its phase angle is 휑, the phase angle 

of the signal in (3.1). Positive phase angles are measured in a counter-clockwise direction 



33 
 
from the real axis. Since the frequency of the sinusoid is implicit in the phasor definition, 

it is clear that all phasors that are included in a single phasor diagram must have the same 

frequency. Phasor representation of the sinusoid implies that the signal remains stationary 

at all times, leading to a constant phasor representation. [104]  

 

3.3   Phasor measurement concepts 

Although a constant phasor implies a stationary sinusoidal waveform, it is necessary in 

practice to deal with phasor measurements which consider the input signal over a finite 

data window. In many PMUs the data window in use is one period of the fundamental 

frequency of the input signal. To shed some light on phasor measurement, let us consider 

the steady-state waveform of a nominal power frequency signal as shown in Figure 3.1. If 

the waveform observation starts at the instant 푡 = 0, the steady-state waveform may be 

represented, as highlighted earlier, by a complex number with a magnitude equal to the 

rms value of the signal and with a phase angle equal to the angle a  

 
Figure 3.1: Phasor representation of a sinusoidal waveform 

In a digital measuring system, samples of the waveform for one (nominal) period are 

collected, starting at  푡 = 0, and then the fundamental frequency component of the DFT 

is calculated according to the relation: 
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 푋 = √2 푁 	 푥[푘]푒 ⁄  (3.3) 

where Ns  is the total number of samples in one period, X is the phasor, and 푥[푘] is the 

waveform samples. This definition of the phasor has the merit that it uses a number of 

samples Ns of the waveform, and is the correct representation of the fundamental 

frequency component, when other transient components are present. The DFT phasor 

estimation technique produces an accurate and very usable phasor value for most system 

conditions if a sufficient sample rate and accurate synchronization with coordinated 

universal time (UTC) is maintained. Once the phasors (푋 , 푋 	푎푛푑	푋 ) for the three 

phases are computed, a positive, negative and zero sequence phasors (푋 , 푋 	푎푛푑	푋 ) are 

computed using the following transformation [20, 104-109]: 

 
푋
푋
푋

=
1
3	

1 훼 훼
1 훼 훼
1 1 1

∙
푋
푋
푋

 (3.4) 

with 훼 = 푒 ⁄  

 

3.4   Synchrophasor definition and measurements 

Synchrophasor is a term used to describe a phasor that has been estimated at an instant 

known as the time tag of the synchrophasor. To obtain simultaneous measurement of 

phasors across a wide area of the power system, it is necessary to synchronize these time 

tags, so that all phasor measurements which belong to the same time tag are truly 

simultaneous. Consider the marker 푡 = 0	 in Figure 3.1 is the time tag of the 

measurement. The PMU must then provide the phasor given by (3.2) using the sampled 

data of the input signal. Since sampled data are used to represent the input signal, it is 
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essential that anti-aliasing filters be applied to the signal before data samples are taken. 

The anti-aliasing filters are analog devices that limit the bandwidth of the bass band to 

less than half the data sampling frequency as per Nyquist criterion. The anti-aliasing 

filters produce a phase delay depending upon the filter characteristic. Moreover, this 

delay will be a function of the signal frequency. The task of the PMU is to compensate 

for this delay because the sampled data are taken after the anti-aliasing delay is 

introduced by the filter. [104]  

The synchronization is achieved by using a sampling clock which is phase-locked 

to the one-pulse-per-second signal provided by a GPS receiver. The receiver may be built 

in the PMU or may be installed in the substation and the synchronizing pulse distributed 

to the PMU and to any other device which requires it. [104] 

The time tags are at intervals that are multiples of a period of the nominal power 

system frequency. It should also be noted that the normal output of the PMU is the 

positive sequence voltage and current phasors. In many instances the PMUs are also able 

to provide phasors for individual phase voltages and currents. [104] 

 

3.5   A generic PMU 

The PMUs manufactured by different manufacturers differ from each other in many 

important aspects. Therefore, it is difficult to discuss the PMU hardware configuration in 

a universally-applicable way. It is, however, possible to discuss a generic PMU [5, 108-

109] capturing the major PMU components. Figure 3.2 illustrates the block logic diagram 

of a modern PMU [5]. Recalling that PMUs evolved out of the development of the 

SCDR, the structure shown in Figure 3.2 parallels that of a computer relay. The analog 
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inputs are voltages and currents obtained from the secondary windings of the voltage and 

current transformers. All three phase voltages and currents are used so that positive-

sequence measurement can be carried out. A PMU, in contrast to a relay, may have 

currents in several feeders originating in the substation and voltages belonging to various 

buses in the substation.  

 

Figure 3.2: PMU block logic diagram 

The current and voltage signals are converted to voltages with appropriate shunts 

or instrument transformers (typically within the range of ±10 volts) so that they are 

matched with the requirements of the analog-to-digital converters. The sampling rate 

selected for the sampling process dictates the frequency response of the anti-aliasing 

filters. In most cases these are analog-type filters with a cut-off frequency less than half 

the sampling frequency in order to satisfy the Nyquist criterion. As in many relay designs 

one may use a high sampling rate (called oversampling) with corresponding high cut-off 

frequency of the analog anti-aliasing filters. This step is then followed by a digital 

‘decimation filter’ which converts the sampled data to a lower sampling rate, thus 
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providing a ‘digital anti-aliasing filter’ concatenated with the analog anti-aliasing filters. 

The advantage of such a scheme is that the effective anti-aliasing filters made up of an 

analog front end and a digital decimation filter are far more stable as far as aging and 

temperature variations are concerned. This ensures that all the analog signals have the 

same phase shift and attenuation, thus assuring that the phase angle differences and 

relative magnitudes of the different signals are unchanged. As an added benefit of the 

oversampling technique, if there is a possibility of storing raw data from samples of the 

analog signals, they can be of great utility as high-bandwidth “digital fault recorders”. [5] 

The sampling clock is phase-locked with the GPS clock pulse. Sampling rates 

have been going up steadily over the years starting, in the first PMUs, with a rate of 12 

samples per cycle of the nominal power frequency to as high as 96 or 128 samples per 

cycle in more modern devices as faster analog-to-digital converters and microprocessors 

have become commonplace. Even higher sampling rates are certainly likely in the future 

leading to more accurate phasor estimates since an improved estimation accuracy is 

achieved with higher sampling rates. [5]   

The microprocessor calculates positive-sequence estimates of all the current and 

voltage signals. Certain other estimates of interest are frequency and rate of change of 

frequency measured locally, and these also are included in the output of the PMU. The 

time-stamp is created from two of the signals derived from the GPS receiver. The time-

stamp identifies the identity of the UTC second and the instant defining the boundary of 

one of the power frequency periods as defined in the IEEE standard. Finally, the principal 

output of the PMU is the time-stamped measurement to be transferred over the 

communication links through suitable modems to a higher level in the measurement 
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system hierarchy. It is the specification of these output file structures which is the subject 

of the industry standard for PMUs. [5] 

 

3.6   Global positioning system (GPS) 

When several voltages and currents in a power system are measured and converted to 

phasors, they are on a common reference if they are sampled at precisely the same 

instant. This is easy to achieve in a substation, where the common sampling clock pulses 

can be distributed to all the measuring systems. However, to measure common-reference 

phasors in substations separated from each other by long distances, the task of 

synchronizing the sampling clocks is not a trivial one. Over the years, recognizing the 

importance of phasors and phase angle difference measurements between remote points 

of a system, many attempts have been made to synchronize the phasor measurements. 

None of these early attempts were too successful, as the technology of the earlier era is 

very limited on what could be accomplished. It is only in recent years, with the advent of 

the GPS satellite transmissions, that the technology has reached a stage whereby we can 

synchronize the sampling processes in distant substations economically and with an error 

of less than 1 microsecond. This error corresponds to 0.021o for a 60 Hz system and 

0.081o for a 50 Hz system and is certainly more accurate than any presently conceived 

application would demand. [107, 110] 

The GPS was initiated in 1978 with the launch of the first Block I satellites by US 

Department of Defense. The complete constellation of 24 modern satellites was put in 

place in 1994. These are arranged in six orbital planes displaced from each other by 60° 

and having an inclination of about 55° with respect to the equatorial plane. The satellites 
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have an orbital radius of 16,500 miles and go around the earth twice a day. They are 

arranged so that at least six satellites are visible at most locations on earth and often as 

many as 10 satellites may be available for viewing. The most common use of the GPS 

system is in determining the coordinates of the receiver. For the PMUs, however, the 

signal which is most important is the one pulse per second. This pulse as received by any 

receiver on earth is coincident with all other received pulses to within 1 microsecond. In 

practice much better accuracies of synchronization, of the order of a few hundred 

nanoseconds, have been realized. [5] 

The GPS satellites keep accurate clocks which provide the one pulse per second 

signal. The time they keep is known as the GPS time which does not take into 

consideration the earth’s rotation. Corrections to the GPS time are made in the GPS 

receivers to account for this difference (leap-second correction) so that the receivers 

provide UTC clock time. The identity of the pulse is defined by the number of seconds 

since the time that the clocks began to count on January 6, 1980. It should be noted that 

the PMU standard uses UNIX time base with a “second-of-century” counter which began 

counting at midnight on January 1, 1970. Presently, there are a number of GPS-like 

systems being deployed by other nations, with similar goals. However, it is expected that 

the GPS system will remain the principal source of synchronization for PMUs for the 

foreseeable future. [5] 

 

3.7   Phasor measurement systems 

The PMUs are installed in power system substations. The selection of substations where 

these installations take place depends upon the intended PMU application. The phasor 
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data could be recorded locally or sent to a remote location in real time. Local recording 

systems have been used successfully but can’t take full advantage of the information 

since it is only available after the fact. In most applications, the phasor data is used at 

locations remote from the PMUs. In order to realize the full benefit of the PMU 

measurement system, an architecture involving PMUs, communication links, and data 

concentrators must exist. Since utility communications have evolved around centralized 

control centers, the simplest solution has been to deploy PMUs at substations and send 

the data to a concentrator at the control center. Figure 3.3 shows a generally accepted 

architecture of such a system. [5, 105, 109] 
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Figure 3.3: Hierarchy of the phasor measurement systems and levels of phasor data concentrators 

In Figure 3.3 the PMUs are located in power system substations and provide 

measurements of time-stamped positive-sequence voltages and currents of all monitored 

buses and feeders. The measurements are stored in local data storage devices that can be 
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accessed remotely for post-mortem or diagnostic purposes. The local storage capacity is 

limited. In addition, the phasor data is available for real time applications in a steady 

stream as soon as the measurements are made. There may be some local application tasks 

requiring PMU data where it can be made available locally for such tasks. The main use 

of the real-time data is, however, at a higher level where data from several PMUs is 

available. [5]  

Due to differences in distances and communication technologies, data measured 

at the same moment in time from remote devices arrives to its destination at different 

times and each device will have a variable time delay for data transmission. In order for 

this data to be used effectively it must be sorted together, by time stamp, waiting long 

enough for the slowest moving measurement to arrive. Even so, because the data move 

typically at speeds of 30 times per second, this wait time cannot be very long, and the 

nature of some applications of this data will be extremely time sensitive. This process of 

waiting for and sorting measurements is known as “data concentration”. In the context of 

phasor measurements, it is “phasor data concentration” performed by a PDC. Typical 

function of the PDCs is to gather data from several PMUs, reject bad data, align the time-

stamps, and create a coherent record of simultaneously recorded data from a wider part of 

the power system. There are local storage facilities in the PDCs and application functions 

which need the PMU data available at the PDC. This can be made available by the PDCs 

to the local applications in real time. [5, 105]  

One may view the first hierarchical level of PDCs as being regional in their data-

gathering capability. On a system-wide scale, one must contemplate another level of the 

hierarchy (Super Data Concentrator in Figure 3.3). The functions at this level are similar 
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to those at the PDC levels in the sense that there is facility for data storage of data aligned 

with time-tags (at a somewhat increased data latency), as well as a steady stream of near 

real time data for applications which require data over the entire system. [5] 

Figure 3.3 shows the communication links to be bidirectional. Indeed, most of the 

data flow is upward in the hierarchy, although there are some tasks which require 

communication capability in the reverse direction. Usually these are commands for 

configuring the downstream components, requesting data in a particular form, etc. In 

general, the capacity for downward communication is not as demanding as one in the 

upward direction. [5]  

 

3.8   Application of phasor measurements 

Phasor measurements obtained from PMUs have a wide variety of applications in 

support of maintaining and improving power system reliability. According to the North 

American Synchrophasor Initiative (NASPI)’s synchrophasor applications table [111- 

112] given in Appendix-A, actual and potential phasor data application areas include 

reliability operations, market operation, planning, and others. Among all, PMU 

application for state estimation, power system protection [113-114], power system 

stability [115-116], model validation and event identification and fault location are 

considered to be of a great significance. 

PMUs have been installed in many countries [103, 117] for different applications. 

All installations are reaching for a hierarchical WAMS so that the measurement obtained 

from various substations on the system can be collected at central locations from which 
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various monitoring, protection and control applications can be developed.  PMU 

deployment in different parts of the world [117] is shown in Table 3.1.  

TABLE 3.1 : PMU DEPLOYMENT IN DIFFERENT PARTS OF THE WORLD  

PMU Applications North 
America Europe China India Brazil Russia 

Post-disturbance analysis       P T   
Stability monitoring       P P   
Thermal overload monitoring       P P   
Power system restoration       P P P 
Model validation       P T   
State Estimation P P P P P P 
Real-time control T T T P P P 
Adaptive protection P P P P P P 
Wide area stabilizer T T T P P P 

T (Testing Phase), P (Planning Phase) 

Modern PMUs are now able to obtain measurements synchronously and thus are 

more accurate than traditional SCADA systems. As a result, PMUs improve the 

performance of state estimation dramatically. Given PMU data can be reported at rates as 

high as 60 times a second, a truly dynamic estimate would be available which can 

provide better input to contingency analysis and other downstream energy management 

system (EMS) functions. Moreover, monitoring of angles to detect possible instabilities 

and taking discrete switching controls in an attempt to militate against these events is a 

form of control made possible only with PMU. One of the early applications of PMU data 

is the detection and location of faults. A typical PMU-based fault detection and location 

algorithm contains two steps: first identify the faulted section and then locate the fault on 

this section. These techniques make use of local fault messages (synchronized voltages 

and currents at two terminals of a transmission line) to estimate fault location. [104, 111, 

118, 119] 
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CHAPTER 4 

Optimal PMU Placement (OPP) Problem 
Formulation 
 

 

It is neither economical nor necessary to install a PMU at each bus of a wide-area power 

network. To achieve the fault-location observability over the entire network, it is 

important to examine minimal PMU placement considering the installation cost of PMUs 

in the PMU-based fault-location scheme. The optimal PMU placement (OPP) problem 

concerns with where and how many PMUs should be installed in a power system to 

achieve full observability at minimum number of PMUs. [111, 120]  

When a PMU is placed at a bus in a power system, the voltage phasor at that bus 

and current phasors in all branches that are incident on that bus can be obtained. A bus is 

said to be observable if the voltage phasor at that bus is known and the power system is 

said to be completely observable when all the buses are observable. Clearly, installation 

of a PMU at a bus makes that bus observable. Since all branch currents at such a bus are 
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also known, the voltage phasors at buses adjacent to this PMU bus can be calculated from 

knowledge of the line parameters. Therefore, a PMU placed at a bus makes that bus and 

all buses adjacent to it observable. [121-124] 

Being an area of a great research interest, different techniques have been used to 

solve OPP problem as summarized in [125]. References [121, 126-128] propose an 

integer linear programming formulation to solve OPP problem. In [126] OPP problem is 

solved under different cases of redundant PMU placement, full observability and 

incomplete observability. The proposed formulation takes the situations with and without 

zero injection measurements into consideration. In [127], OPP problem is solved 

considering not only the base case operating conditions but also the contingency cases. 

The proposed method makes use of a voltage stability based contingency ranking method 

and a graph theoretic approach to modify the constraints under contingency. Reference 

[128] proposes a procedure for multistage scheduling of PMU placement in a given time 

horizon taking into account the zero injection constraints. In [121], the problem of joint 

OPP and conventional measurements to ensure full network observability is addressed. 

The problem is first formulated as a nonlinear integer programming problem and then 

recast into an equivalent integer linear programming problem by introducing auxiliary 

variables and constraints. The branch and bound optimization method is adopted in [129] 

to solve OPP problem considering secondary voltage control. Constraint functions 

considering adjacent zero-injection buses are constructed using a novel hybrid topology 

transformation nonlinear constraint method. References [130, 131] propose solution 

methods to OPP problem based on particle swarm (PSO) optimization. The objective in 

[130] is to solve OPP problem using the minimum number of PMUs while maximizing 
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the measurement redundancy at the power system buses. In [131], the performance of the 

proposed PSO algorithm is compared with that of adaptive GA, CLONALG and adaptive 

CLONALG. An integer quadratic programming approach is used in [132] to solve OPP 

problem by minimizing the total number of PMUs required and, at the same time, 

maximizing the measurement redundancy at the power system buses. The proposed 

formulation considers the existing conventional measurements, outage of a single 

transmission line or a single PMU. The binary search method, proposed in [133], 

accounts also for single branch outages and seeks to maximize the measurement 

redundancy with minimum number of PMUs. An evolutionary-based approach is 

proposed in [134] to solve OPP problem for a power system such that a minimum mean 

square error (MSE) for state estimation is gained in normal operating conditions. The 

proposed approach employs differential evolution (DE) algorithm to do a state estimation 

for a power system, calculate the corresponding MSE and then determine the minimum 

number of PMU needed to make a minimum MSE for the system. Convex relaxation 

method is proposed in [135] to solve the OPP problem. Different OPP problem 

formulations considering probabilistic cost/benefit analysis [136], a defined number of 

PMUs [137] and existing smart meters [138] have also been proposed.         

This chapter proposes a new formulation for OPP problem to achieve full network 

observability while incorporating real-life practical constraints and limitations. It first 

describes the OPP problem as a constrained minimization problem with a single objective 

to achieve full network observability using a minimum number of PMUs. Such 

formulation is then extended by considering the presence of zero-injection buses and 

having another objective to maximize the PMU measurement redundancy at the power 
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system buses. This chapter also details several topological observability rules which are 

applied to assess the electric network observability.  

 

4.1   Introduction 

A general constrained minimization problem [139] can be described as 

 푀푖푛	푦 = 푓(푥) 

subject to 

푔(푥) ≤ 0 

(4.1) 

 

(4.2) 

where 푥 = {푥 }, (푖 = 1, 2,……푛), is the vector of variables where an optimal value is to 

be calculated to minimize 푦; 푓(푥) = 푓 (푥) , (푗 = 1, 2,……	푚 ) , is the vector of 

objective functions, and 푔(푥) = {푔 (푥)}, (푘 = 1, 2, ……	푚 ), is the vector of equality 

and inequality constraints. Let 푚 = 푚 +푚  and assume that 푥  is represented as a 

vector of floating numbers. This minimization problem can be further represented as 

 푀푖푛	퐹(푥) (4.3) 

where 퐹(푥) incorporates the objective function 푓(푥) and the constraint function 푔(푥). 

There are different ways to convert (4.1)–(4.2) into (4.3), among which weighted sum is a 

popular approach as shown in (4.4) with the weighting factors 푤 > 0 

 
퐹(푥) = 푤 푓 (푥) + 푤 푔 (푥) (4.4) 

For (4.3) and (4.4), the local and global minima can be calculated if the region of 

realizability of 푥 is convex. For power system problems, the optimization problem may 

not always be convex and therefore requires heuristic (intelligent optimization) 

algorithms to solve it. 
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 4.2   OPP problem formulation 

The OPP problem concerns with where and how many PMUs should be installed in a 

power system to have it fully observable with minimum number of PMUs. Therefore, the 

objective function of this optimization problem is to minimize the number of PMUs 

subject to the constraint of achieving full network observability. To meet ever-increasing 

growth in the load demand, power systems are expanded in a continuous manner by 

implementing more and more generation power plants, transmission line and substation 

projects. Power system's network topology changes when such projects are introduced. If 

a power system is equipped with some PMUs and its topology changes by introducing 

new expansion projects, then the OPP optimization problem for the expanded system 

shall take the existing PMUs into account. An existing PMU may either be retained in its 

location or relocated to some other location based on the optimal solution obtained. The 

new OPP problem formulation being presented in this chapter takes into account the 

existing PMUs and the associated removal and relocation cost.  

While formulating the OPP problem, one might require PMUs to be installed at 

particular buses due to their specific importance or to better suit a certain PMU 

application. The two ends of a tie line connecting two areas of a power network represent 

an example falling under the set of "must place" buses. Moreover, we may sometimes 

need to prohibit PMU installation at some buses to meet the problem constraints. Power 

system buses lacking communication facilities and virtual buses that are nonexistent in 

reality represent some examples falling under the set of "do not place" buses. Based on 

the above, the OPP problem is treated as a constrained minimization problem and it is 

mathematically formulated as shown in (4.5). 
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 푀푖푛	퐹(푥) 

퐹(푥) = 퐶 푛 + 퐶 푛 + 푊 푈  

푠푢푐ℎ	푡ℎ푎푡	푆 ∈ 푆 , 푆 ∉ 푆  

(4.5) 

푤ℎ푒푟푒 

푁  : Number of buses 

퐶  : Installation cost of a new PMU 

퐶  : Removal and relocation cost of an existing PMU 

푛  : A binary number to indicate PMU installation at bus ‘k’. It is set to 1 if a new 

PMU is installed at bus ‘k’ and 0 otherwise  

푛  : A binary number to indicate PMU removal from bus ‘k’. It is set to 1 if a new 

PMU is removed from bus ‘k’ and 0 otherwise  

푊  : Penalty factor for bus unobservability. Since the aim is to place PMUs to have a 

completely observable system, 푊  is set to be high  

푈  : A binary number to indicate unobservability of bus ‘k’. It is set to 0 if bus ‘k’ is 

observable and 1 otherwise  

푆  : A set of “must place” buses, if any, at which PMUs must be placed 

푆  : A set of “do not place” buses, if any, at which installation of PMUs shall be 

avoided  

푆 : A candidate solution represented by a set of binary numbers indicating PMU 

installation at system buses. Mathematically, it can be represented as follows 

푆 = {푥 푥 푥 … . . … . . 푥 } 

such that 푥 = 1	푖푓	푖	 ∈ 	푆  and 푥 = 0	푖푓	푖	 ∈ 	 푆  
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4.3   Extended OPP problem formulation 

Traditionally, OPP problem is formulated with a single objective to find the minimum 

number of PMUs, and their respective locations, required to have the power system fully 

observable. A natural extension of such formulation is to combine two or more 

objectives. In this section, OPP problem is formulated to achieve dual objectives; to 

minimize the required number of PMUs and to maximize the PMU measurement 

redundancy at the power system buses. Moreover, we consider in this formulation the 

existence of zero-injection buses which are defined as neither generation nor load buses. 

To assess the power network observability, we apply the following topological 

observability rules as depicted in Figure 4.1 [140-143]: 

1. A PMU placed at a bus makes that bus and all buses adjacent to it observable 

2. When buses incident to an observable zero-injection bus are all observable except 

one, then the unobservable bus will also be identified as observable by applying the 

KCL at zero-injection bus 

3. When buses incident to an unobservable zero-injection bus are all observable, then 

the zero-injection bus will also be identified as observable by applying the KCL at 

zero-injection bus 

 

Figure 4.1: Topological observability rules 
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Based on the above, extended OPP problem is mathematically formulated as shown 

below in (4.6)  

 푀푖푛	퐹(푥) 

퐹(푥) = 퐶 푛 + 퐶 푛 + 푊 푈 + 푊 푅  

푠푢푐ℎ	푡ℎ푎푡	푆 ∈ 푆 , 푆 ∉ 푆  

(4.6) 

푤ℎ푒푟푒 

푊  : A design factor to maximize PMU measurement redundancy 

푅  : An integer number to indicate bus ‘k’ observability redundancy index. If 푁  

indicates number of times bus ‘k’ is observed, then: 

푅 = 푁 − 1							푖푓	푁 ≥ 2
0																	푂푡ℎ푒푟푤푖푠푒

 

 

4.4   Justifying OPP problem for fault location application 

As this thesis addresses the subject of adaptive fault location application in power system 

networks based on PMU measurements, we may justify the need to solve OPP problem 

for such application as follows: 

1. Depending on the intended system application, a power system planner may plan 

PMU installation for limited local purposes instead of comprehensive wide area 

measurements. Some applications such as postmortem analysis, congestion 

management, system restoration and separation do not rely on full network 

observability and, therefore, do not require OPP problem to be solved. For fault 
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location application, however, it is pre-requisite to achieve full network observability 

from PMU measurements so that the fault can be located over the entire network 

and, hence, solving OPP problem to satisfy the constraint of full network 

observability becomes mandatory for such application. 

2. PMU placement at all substations allows direct measurement of the state of the 

network. However, PMU placement on each bus of a system is not needed for fault 

location application. As a consequence of Ohm’s Law, when a PMU is placed at a 

bus, neighboring buses also become observable (rule # 1). This implies that the 

system can be made fully observable with a lesser number of PMUs than the number 

of buses and, hence, justifies the need to solve OPP problem to know the minimum 

number of PMUs and their corresponding locations needed to have the system fully 

observable.  

3. PMU placement on each bus of a system for fault location application is practically 

difficult to achieve due to cost factor. The cost of a phasor measurement system 

includes the communication infrastructure costs, unit cost, installation cost and 

testing and commissioning costs of PMUs, phasor data concentrators and super data 

concentrators. Since the total cost of a phasor measurement system depends on the 

number of PMUs to be installed, it becomes therefore mandatory to solve OPP 

problem for fault location application in order to minimize the required number of 

PMUs and hence the cost of the associated phasor measurement system. 

4. In addition to the cost factor, PMU placement on each bus of a system for fault 

location application is practically not possible due to nonexistence of communication 
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facilities in some substations. Therefore, OPP problem shall be solved for fault 

location application considering such a practical constraint.  
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CHAPTER 5 

Differential Evolution (DE) Algorithm for 
Solving OPP Problem 
 

 

As we discussed in chapter 4, several algorithms have been introduced to solve OPP 

problem with the aim of achieving the full observability of a power system with a 

minimum number of PMUs. In this thesis work, we elect to solve OPP problem using 

differential evolution (DE) algorithm due to many advantages that will be pointed out in 

due course.  

This chapter provides an overview of DE algorithm and presents its fundamentals 

and key operators. It also details DE application to OPP problem where MATLAB 

simulation results are presented for IEEE 14-, 30-, 39- and 57-bus test systems and 

compared to the published results obtained using other optimization techniques. 

Moreover, it details DE application to the extended formulation of OPP problem in a 

similar fashion. DE application to OPP problem for a real-life 115 kV transmission 
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system is then presented. Next, the issue of reducing the search space is highlighted in 

relation with the application of virtual buses reduction rules and selection of “don’t 

place” and “must place” buses. Finally, DE performance is analyzed with respect to the 

design of its scaling factor, mutation scheme, population size and crossover rate.      

 

5.1   DE optimization algorithm 

DE is a relatively new population-based optimization technique as it was first proposed 

by Storn and Price at Berkeley over 1994–1996. Since then, DE has been attracting 

increasing attention for a wide variety of engineering applications including power 

engineering. Unlike the conventional evolutionary algorithms (EAs) that depend on pre-

defined probability distribution function for mutation process, DE uses the differences of 

randomly sampled pairs of objective vectors for its mutation process. As a result, the 

object vectors’ differences will pass the objective functions topographical information 

toward the optimization process and therefore provide more efficient global optimization 

capability. DE is a stochastic direct search optimization method. In general, it is 

considered to be simple, accurate, reasonably fast and robust. It is easy to use in solving 

optimization problems that require a minimization process with real-valued and 

multimodal objective functions. DE uses a non-uniform crossover that makes use of child 

vector parameters to guide through the minimization process. In comparison with GAs, 

the mutation operation with DE is performed by arithmetical combinations of individuals 

rather than perturbing the genes in individuals with small probability. Another main 

advantage of DE over many basic EAs is its ability to search with floating point 

representation instead of binary representation. [134, 139, 144, 145] 
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5.1.1   DE fundamentals 

The most significant feature of DE is that it uses the differences of randomly sampled 

pairs of object vectors to guide the mutation operation instead of using probability 

distribution functions as other EAs. The distribution of the differences between randomly 

sampled object vectors is determined by the distribution of these object vectors. Since the 

distribution of the object vectors is mainly determined by the corresponding objective 

function’s topography, the biases where DE tries to optimize the problem match those of 

the function to be optimized. This enables DE to function robustly and more as a generic 

global optimizer than other EAs. According to [139, 146], the main advantages of a DE 

include: 

 Fast and simple for application and modification 

 Effective global optimization capability 

 Parallel processing nature 

 Operating on floating point format with high precision 

 Efficient algorithm without sorting or matrix multiplication 

 Self-referential mutation operation 

 Effective on integer, discrete and mixed parameter optimization 

 Ability to handle non-differentiable, noisy, and/or time-dependent objective 

functions 

 Operates on flat surfaces 

 Ability to provide multiple solutions in a single run and effective in non-linear 

constraint optimization problems with penalty functions 
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Being a member of the EA family, DE also depends on the initial population generation, 

mutation, recombination and selection through repeated generations until the stopping 

criteria is met. DE uses a population of 푁푃 parameter vectors for each generation. At 

generation 	퐺 , the population 푃  is composed of  푥 , 푖 = 1,2, …… . , 푁푃 . If there is 

nothing known about the problem to be optimized, the initial population 푃  can be 

chosen randomly under uniform probability distribution. Otherwise, the preliminary 

solution can be included to the initial population by adding normally distributed random 

deviations to the nominal solution. [139, 146] 

The key characteristic of a DE is the way it generates trial parameter vectors 

throughout the generations. A weighted difference vector between two individuals is 

added to a third individual to form a new parameter vector. The newly generated vector 

will be evaluated by the objective function. The value of the corresponding objective 

function will be compared with a pre-determined individual. If the newly generated 

parameter vector has lower objective function value, it will replace the pre-determined 

parameter vector. The best parameter vector is evaluated for every generation in order to 

track the progress made throughout the minimization process. The random deviations of 

DE are generated by the search distance and direction information from the population. 

This adaptive approach is associated with the normally fast convergence properties of a 

DE. [139, 146] 

DE generates, for each parent parameter vector, a candidate child vector based on 

the distance of two other parameter vectors. For each dimension ∈ [1, 푑] , this process is 

shown in (5.1): 
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 푥 = 푥 + 퐹 ∗ (푥 − 푥 ) (5.1) 

where the random integers 푟1 ≠ 푟2 ≠ 푟3 ≠ 푖 are used as indices to index the current 

parent object vector. 퐹 is a real constant positive scaling factor, normally 퐹 ∈ (0, 1 +) , 

that controls the scale of the differential variation (푥 − 푥 ). Selection of this newly 

generated vector is based on comparison with another control variable, the crossover 

constant  퐶푅 ∈ [0,1], to ensure the search diversity. Some of the newly generated vectors 

will be used as child vector for the next generation and others will remain unchanged. 

The selection process of DE follows the typical EA process. Each new vector 푥  is 

compared with 푥 . The new vector 푥 	replaces 푥  as a member of the next generation if it 

produces a better solution than 푥 . [139, 146] 

5.1.2   DE key operators 

In this section, some specific operators of DE are analyzed in more details to achieve 

better understanding and application of the technique. These include mutation, crossover 

and other operators. The objective of mutation is to enable search diversity in the 

parameter space and to direct the existing object vectors with suitable amount of 

parameter variation in a way that will lead to better results at a suitable time. It keeps the 

search robust and explores new areas in the search domain. In DE, the mutation vectors 

are generated by adaptively scaling and correlating the output of pre-defined, multivariate 

probability distribution. The DE mutation of a vector is achieved by adding the weighted 

difference of two randomly selected vectors [139, 146, 147] as in (5.2): 

 푥 ′ = 푥 + 푓 ∗ (푥 − 푥 ) (5.2) 
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where 퐺  represents the Gth generation; 푟1 ≠ 푟2 ≠ 푖  , and 푟1, 푟2 are randomly selected 

integers within the population size 푁푃  , that is, 푟1, 푟2 ∈ {1, 2, … . . , 푁푃}.  Instead of 

employing a single difference vector as in (5.2), the mutation process can also begin, as 

proposed in [134, 148-150], by randomly selecting four population vectors which are 

then combined to form the sum of two difference vectors as shown in (5.3):    

 푥 ′ = 푥 + 푓 ∗ [(푥 − 푥 ) + (푥 − 푥 )] (5.3) 

Crossover or recombination is the main operator for GAs and a complementary 

process for DE. It aims at reinforcing prior successes by generating child individuals out 

of existing individuals or object vector parameters. The basic recombination process is a 

discrete recombination. The crossover constant 퐶푅  is used to determine if the newly 

generated individual is to be recombined.  

Among other operators, population size and selection operation are considered to 

be the most important. DE usually employs fixed population size throughout the search 

process. Selection of the population size 푁푃  involves conflicting objectives. The 

population size should be as small as possible to achieve fast computational speed. 

However, too small 푁푃 may lead to premature convergence or stagnation. DE adopts a 

very simple selection operator. A newly generated child individual 푥 ′  is selected to 

replace the parent individual 푥  only if its corresponding objective function is of a lower 

value. This ensures that the cost of the individual and the overall population will not 

increase throughout the search process. Figure 5.1 shows the flow chart of a typical DE 

optimization process. [139, 146, 151] 
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Figure 5.1: Flow chart of a typical DE optimization process 

 

5.2   DE application to OPP problem 

A MATLAB program is developed to simulate a DE-based algorithm to solve the OPP 

problem formulated as described in (4.5). The program is used to solve the OPP problem 

by finding the minimum number of PMUs, required to have the system completely 

observable, and their respective locations. The proposed solution method is applied to 
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IEEE 14-bus, 30-bus, 39-bus and 57-bus test systems. Appendix-B shows the one line 

diagrams of aforesaid systems. We shall now present the results obtained and compare 

them with those obtained and published using some other optimization techniques.  

5.2.1   Application to IEEE 14-bus test system 

Table 5.1 summarizes the simulation results obtained for the IEEE 14-bus test system. 

Three different values of scaling factor F, namely 0.9, 0.8 and 0.7 are considered. For 

each value of F, the crossover constant CR is varied from 0.4 to 0.9 with an increment of 

0.1. The population size is fixed throughout the search process and it is selected as 30. 

The table also displays the number of generations required before DE algorithm 

convergence is reached NG for each combination of F and CR. It also displays number of 

PMUs NPMU in the optimal solution. A minimum of 4 and a maximum of 24 generations 

are required by DE algorithm to converge depending on the selection of F and CR values. 

Simulation results reveal that the IEEE 14-bus test system can be observed 

completely by installing a minimum of 4 PMUs. However, the solution is not unique as 

far as PMU locations are concerned in accordance with Table 5.1. Out of the 4 candidate 

PMU locations, only bus-2 is found common in all the optimal solutions obtained. The 

optimal solutions listed, although different in PMU locations, are considered to be the 

same since the OPP problem is formulated considering a single objective to minimize the 

number of PMUs needed to have the system completely observable. ORI is an index that 

shall be defined and discussed later. Figures 5.2-5.4 display DE algorithm convergence 

for each scaling factor F with different crossover constants CR. Although not a rule of 

thumb, we may generally state based on these figures that DE algorithm converges faster 

with higher crossover rates from 0.7 to 0.9.  
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TABLE 5.1 : OPP OF IEEE 14-BUS TEST SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 
0.4 0.9 6 

4 

2,6,7,9 5 
0.5 0.9 7 2,7,11,13 2 
0.6 0.9 5 2,6,7,9 5 
0.7 0.9 13 2,6,7,9 5 
0.8 0.9 6 2,7,10,13 2 
0.9 0.9 4 2,8,10,13 0 
0.4 0.8 14 2,7,10,13 2 
0.5 0.8 14 2,7,10,13 2 
0.6 0.8 16 2,7,10,13 2 
0.7 0.8 10 2,6,8,9 3 
0.8 0.8 12 2,7,10,13 2 
0.9 0.8 9 2,6,7,9 5 
0.4 0.7 24 2,7,11,13 2 
0.5 0.7 18 2,7,11,13 2 
0.6 0.7 12 2,7,10,13 2 
0.7 0.7 5 2,6,8,9 3 
0.8 0.7 13 2,7,10,13 2 
0.9 0.7 8 2,6,7,9 5 

 

 

 

Figure 5.2: IEEE 14-bus: DE algorithm convergence for F=0.9 and different values of CR 
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Figure 5.3: IEEE 14-bus: DE algorithm convergence for F=0.8 and different values of CR 

 

Figure 5.4: IEEE 14-bus: DE algorithm convergence for F=0.7 and different values of CR 

5.2.2   Application to IEEE 30-bus test system 

Table 5.2 displays the simulation results obtained for the IEEE 30-bus test system. The 
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candidate PMU locations, only bus-10 and bus-12 are found common in all the optimal 

solutions obtained. Figures 5.5-5.7 display DE algorithm convergence for each scaling 

factor F with different crossover constants CR.  

TABLE 5.2 : OPP OF IEEE 30-BUS TEST SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 
0.4 0.9 49 

10 

1,5,8,10,11,12,19,23,26,29 5 
0.5 0.9 39 1,5,10,11,12,19,23,25,27,28 10 
0.6 0.9 29 1,6,7,10,11,12,18,23,26,30 10 
0.7 0.9 40 1,7,10,11,12,19,24,26,28,30 7 
0.8 0.9 29 1,5,9,10,12,19,23,26,27,28 10 
0.9 0.9 27 2,3,6,9,10,12,18,23,25,29 16 
0.4 0.8 62 1,5,8,10,11,12,19,23,26,29 5 
0.5 0.8 51 1,7,10,11,12,18,24,25,28,30 9 
0.6 0.8 24 3,5,9,10,12,19,24,25,27,28 13 
0.7 0.8 25 3,5,8,10,11,12,18,23,26,29 5 
0.8 0.8 17 3,5,10,11,12,15,18,25,27,28 12 
0.9 0.8 21 1,5,9,10,12,19,24,26,27,28 11 
0.4 0.7 45 1,5,8,9,10,12,18,24,26,30 8 
0.5 0.7 60 1,7,10,11,12,15,20,25,27,28 12 
0.6 0.7 39 1,5,8,9,10,12,15,20,25,29 11 
0.7 0.7 27 1,5,6,10,11,12,18,24,26,27 13 
0.8 0.7 26 1,5,8,9,10,12,19,24,25,27 12 
0.9 0.7 25 1,5,6,9,10,12,18,24,25,27 17 

 

 

Figure 5.5: IEEE 30-bus: DE algorithm convergence for F=0.9 and different values of CR 
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Figure 5.6: IEEE 30-bus: DE algorithm convergence for F=0.8 and different values of CR 

 
 

Figure 5.7: IEEE 30-bus: DE algorithm convergence for F=0.7 and different values of CR 
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Simulation results reveal that this test system can be observed completely by installing a 

minimum of 13 PMUs. However, the solution is again not unique. Out of the 13 
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candidate PMU locations, only bus-2, bus-6, bus-9, bus-14, bus-17, bus-22, bus-23 and 

bus-29 are found common in all the optimal solutions obtained. Figures 5.8-5.10 display 

DE algorithm convergence for each scaling factor F with different CR.  

TABLE 5.3 : OPP OF IEEE 39-BUS TEST SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 
0.4 0.9 66 15 2,3,6,9,10,13,16,19,20,24,26,35,36,37,38 15 
0.5 0.9 80 13 2,6,9,12,14,17,22,23,25,29,32,33,34 7 
0.6 0.9 70 13 2,6,9,12,14,17,22,23,29,32,33,34,37 5 
0.7 0.9 67 13 2,6,9,10,11,14,17,22,23,29,33,34,37 8 
0.8 0.9 63 13 2,6,9,11,14,17,19,22,23,29,32,34,37 8 
0.9 0.9 49 13 2,6,9,10,12,14,17,22,23,25,29,33,34 9 
0.4 0.8 74 14 2,6,9,10,13,14,16,17,19,20,22,23,29,37 17 
0.5 0.8 59 14 2,6,9,10,13,14,17,22,23,24,25,29,33,34 13 
0.6 0.8 57 13 2,6,9,12,14,17,19,22,23,25,29,32,34 9 
0.7 0.8 75 13 2,6,9,12,14,17,20,22,23,25,29,32,33 8 
0.8 0.8 64 13 2,6,9,10,12,14,17,20,22,23,25,29,33 10 
0.9 0.8 56 13 2,6,9,10,11,14,17,19,22,23,25,29,34 12 
0.4 0.7 71 14 2,5,6,13,15,17,20,22,23,25,29,32,33,39 12 
0.5 0.7 66 14 2,5,6,9,10,13,16,17,20,29,33,35,36,37 11 
0.6 0.7 68 13 2,6,9,12,14,17,22,23,25,29,32,33,34 7 
0.7 0.7 65 13 2,6,9,10,12,14,17,19,22,23,25,29,34 11 
0.8 0.7 66 13 2,6,9,13,14,17,19,20,22,23,29,32,37 9 
0.9 0.7 51 13 2,6,9,11,14,17,19,22,23,25,29,32,34 10 

 

 
 

Figure 5.8: IEEE 39-bus: DE algorithm convergence for F=0.9 and different values of CR 
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Figure 5.9: IEEE 39-bus: DE algorithm convergence for F=0.8 and different values of CR 

 
 

Figure 5.10: IEEE 39-bus: DE algorithm convergence for F=0.7 and different values of CR 
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5.11-5.13 display DE convergence for each scaling factor F with different crossover 

constants CR.  

TABLE 5.4 : OPP OF IEEE 57-BUS TEST SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 149 19 3,4,6,12,15,20,24,28,30,33,34,38,39, 
40,41,47,51,52,54 16 

0.5 0.9 116 18 1,4,9,14,20,23,25,27,29,32,35,37,43,44,48,50,54,56 12 

0.6 0.9 142 17 2,6,12,13,19,22,25,27,32,36,39,41,44, 
47,50,52,54 8 

0.7 0.9 126 18 2,6,12,14,18,21,24,26,29,30,32,36,39, 
41,45,48,51,54 10 

0.8 0.9 99 17 1,4,9,19,22,25,27,29,32,36,41,45,46, 
49,51,53,57 10 

0.9 0.9 101 17 1,4,7,9,15,20,23,27,30,32,36,38,41,46,51,53,57 13 

0.4 0.8 146 19 1,6,15,17,18,20,24,28,31,32,36,38,41, 
47,49,51,52,55,57 17 

0.5 0.8 116 18 1,4,9,14,20,23,25,27,29,32,35,37,43,44,48,50,54,56 12 
0.6 0.8 142 17 2,6,12,13,19,22,25,27,32,36,39,41,44, 47,50,52,54 8 
0.7 0.8 124 17 1,4,8,9,20,24,25,28,32,36,38,39,41,45,46,51,53 11 
0.8 0.8 131 17 1,4,7,9,13,19,22,25,27,32,36,41,44,47,51,53,57 12 
0.9 0.8 101 17 1,4,7,9,15,20,23,27,30,32,36,38,41,46,51,53,57 13 

0.4 0.7 137 18 1,4,9,13,20,23,26,29,30,32,36,41,44, 
47,49,50,53,57 16 

0.5 0.7 137 17 1,4,9,13,19,22,25,26,29,32,36,39,41, 
44,47,51,53 12 

0.6 0.7 138 18 1,4,7,9,14,19,22,25,27,32,36,41,44,46,48,50,53,57 13 

0.7 0.7 112 18 1,4,7,13,18,21,24,27,30,32,36,39,41, 
44,47,51,53,54 11 

0.8 0.7 99 17 1,4,9,19,22,25,27,29,32,36,41,45,46, 
49,51,53,57 10 

0.9 0.7 101 17 1,4,7,9,15,20,23,27,30,32,36,38,41,46,51,53,57 13 
 

 
Figure 5.11: IEEE 57-bus: DE algorithm convergence for F=0.9 and different values of CR 
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Figure 5.12: IEEE 57-bus: DE algorithm convergence for F=0.8 and different values of CR 

 
Figure 5.13: IEEE 57-bus: DE algorithm convergence for F=0.7 and different values of CR 
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57-bus system. However, with the reported PMU locations, it was found that bus-26 can’t 

be observed and hence the system is not fully observable. 

TABLE 5.5: NUMBER AND LOCATIONS OF PMUS FROM DE AND OTHER OPTIMIZATION 
ALGORITHMS (WITHOUT CONSIDERING ZI BUSES) 

Algorithm 14-Bus 30-Bus 39-Bus 57-Bus 

DE 
No. 4 10 13 17 

Loc. As per 
Table 5.1 

As per Table 
5.2 As per Table 5.3 As per Table 5.4 

ILP 
[126] 

No. 4 10 -- 17 

Loc. Not 
reported Not reported -- Not reported 

ILP 
[121, 
128] 

No. 4 -- -- 17 

Loc. 2,6,7,9 -- -- 
1,4,9,10,19,22, 

25,26,29,32,36,39, 
41,44,46,49,53 

B&B 
[129] 

No. -- 10 13 16 

Loc. -- 1,5,6,9,10, 
12,15,19,25,29 

2,6,9,10,13,14,17, 
19,22,23,25,29,34 

1,6,9,15,19,22, 
25,28,32,36,38,41, 

47,51,53,57 

BPSO 
[130] 

No. 4 10 -- -- 

Loc. 2,7,10,13 1,5,6,9,10, 
12,15,19,25,27 -- -- 

BPSO 
[131] 

No. 4 -- -- 17 

Loc. 2,7,11,13 -- -- 
2,4,7,12,15,20, 

24,27,30,32,36,38, 
39,41,46,50,54 

IQP 
[132] 

No. 4 10 -- 17 

Loc. 2,7,10,13 2,4,6,9,10, 
12,15,19,25,27 -- 

1,4,6,9,15,20, 
24,25,28,32,36,38, 

41,47,50,53,57 

BSA 
[133] 

No. 4 10 13 -- 

Loc. 2,6,7,9 1,2,6,9,10, 
12,15,19,25,27 

2,6,9,10,11,14,17, 
19,20,22,23,25,29 -- 2,6,9,10,13,14,17, 
19,20,22,23,25,29 

GA 
[152] 

No. 4 10 -- -- 

Loc. 2,6,7,9 2,4,6,9,10, 
12,15,19,25,27 -- -- 
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5.3   DE application to the extended OPP problem 

A MATLAB program is developed to simulate a DE-based algorithm to solve OPP 

problem formulated as described in (4.6). The proposed solution method is applied to 

IEEE 14-, 30-, 39- and 57-bus test systems. The program is used to solve OPP problem 

by finding the minimum number of PMUs, required to have the system completely 

observable, and their respective locations for the following four cases: 

 Case-I: With no consideration of the zero-injection buses and without maximizing 

PMU measurement redundancy 

 Case-II: With no consideration of the zero-injection buses and with maximizing 

PMU measurement redundancy 

 Case-III: With consideration of the zero-injection buses and without maximizing 

PMU measurement redundancy 

 Case-IV: With consideration of the zero-injection buses and with maximizing 

PMU measurement redundancy 

5.3.1   Application to IEEE 14-bus test system 

Table 5.6 summarizes the simulation results of Case-I obtained for the IEEE 14-bus test 

system. Three different values of scaling factor F, namely 0.9, 0.8 and 0.7 are considered. 

For each value of F, CR is varied from 0.4 to 0.9 with an increment of 0.1. The 

population size is fixed throughout the search process and it is selected as 30 for Case-I, 

Case-II and 50 for Case-III and Case-IV. The table displays the number of generations 

required before DE algorithm convergence is reached NG for each combination of F and 

CR. A minimum of 8 and a maximum of 24 generations are required by DE algorithm to 
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converge depending on the selection of F and CR values. Simulation results reveal that 

the IEEE 14-bus test system can be observed completely by installing a minimum of 4 

PMUs at buses 2, 8, 10 and 13. The Observability Redundancy Index ORI of the system 

is the sum of all bus observability redundancy indices as shown in (5.4): 

 
푂푅퐼 = 푅  (5.4) 

For this case, ORI of the optimal solution equals zero meaning that every bus is observed 

only once either by direct PMU measurement or by calculation. This sounds reasonable 

because the OPP solution sought for this case is not meant to maximize the PMU 

measurement redundancy.  

Table 5.7 summarizes the simulation results of Case-II obtained for this test 

system. Simulation results reveal that the IEEE 14-bus test system can be observed 

completely by installing a minimum of 4 PMUs at buses 2, 6, 7 and 9. For this case, ORI 

of the optimal solution equals 5 meaning that some buses are observed more than once 

because the OPP solution sought for this case is meant to maximize the PMU 

measurement redundancy. Effect of the maximization of PMU measurement redundancy 

is shown in Table 5.8. The IEEE 14-bus test system has only one zero injection bus 

which is bus-7. Table 5.9 and Table 5.10 summarize the test results for Case-III and 

Case-IV respectively. As expected, an optimal solution with less number of PMUs (3 for 

Case-III and IV instead of 4 for Case-I and II) is obtained when network observability 

rules are applied considering the zero-injection buses. The same solution is obtained for 

Case-III and Case-IV since it is the only possible solution where this system can be 

completely observed using 3 PMUs.   
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TABLE 5.6 : CASE I OPP OF IEEE 14-BUS TEST SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 
0.4 0.9 18 

4 2,8,10,13 0 

0.5 0.9 18 
0.6 0.9 14 
0.7 0.9 10 
0.8 0.9 19 
0.9 0.9 17 
0.4 0.8 24 
0.5 0.8 13 
0.6 0.8 15 
0.7 0.8 20 
0.8 0.8 17 
0.9 0.8 17 
0.4 0.7 24 
0.5 0.7 24 
0.6 0.7 21 
0.7 0.7 8 
0.8 0.7 14 
0.9 0.7 8 

TABLE 5.7 : CASE II OPP OF IEEE 14-BUS TEST SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 
0.4 0.9 21 

4 2,6,7,9 5 

0.5 0.9 29 
0.6 0.9 17 
0.7 0.9 13 
0.8 0.9 12 
0.9 0.9 20 
0.4 0.8 37 
0.5 0.8 31 
0.6 0.8 15 
0.7 0.8 19 
0.8 0.8 14 
0.9 0.8 6 
0.4 0.7 17 
0.5 0.7 23 
0.6 0.7 17 
0.7 0.7 13 
0.8 0.7 12 
0.9 0.7 17 
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TABLE 5.8 : EFFECT OF THE MAXIMIZATION OF PMU MEASUREMENT REDUNDANCY (CASE-I 
AND CASE-II OPP) 

PMU locations 푵풌 
2,8,10,13 1,1,1,1,1,1,1,1,1,1,1,1,1,1 

2,6,7,9 1,1,1,3,2,1,2,1,2,1,1,1,1,1 

 

TABLE 5.9 : CASE III OPP OF IEEE 14-BUS TEST SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 
0.4 0.9 13 

3 2,6,9 2 

0.5 0.9 9 
0.6 0.9 20 
0.7 0.9 28 
0.8 0.9 16 
0.9 0.9 21 
0.4 0.8 31 
0.5 0.8 21 
0.6 0.8 11 
0.7 0.8 19 
0.8 0.8 13 
0.9 0.8 11 
0.4 0.7 34 
0.5 0.7 19 
0.6 0.7 15 
0.7 0.7 21 
0.8 0.7 20 
0.9 0.7 15 
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TABLE 5.10 : CASE IV OPP OF IEEE 14-BUS TEST SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 
0.4 0.9 34 

3 2,6,9 2 

0.5 0.9 20 
0.6 0.9 30 
0.7 0.9 27 
0.8 0.9 23 
0.9 0.9 24 
0.4 0.8 27 
0.5 0.8 27 
0.6 0.8 15 
0.7 0.8 24 
0.8 0.8 13 
0.9 0.8 12 
0.4 0.7 7 
0.5 0.7 30 
0.6 0.7 20 
0.7 0.7 16 
0.8 0.7 16 
0.9 0.7 15 

Figures 5.14 to 5.17 display DE algorithm convergence for Case-I to Case-IV 

respectively considering a scaling factor of 0.7 with different crossover constants CR. 

Although not a rule of thumb, we may generally state based on these figures that DE 

algorithm converges faster with higher crossover rates from 0.7 to 0.9.  

 

Figure 5.14: DEA Convergence for F=0.7 and Different values of CR (IEEE 14-bus, Case-I) 
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Figure 5.15: DEA Convergence for F=0.7 and Different values of CR (IEEE 14-bus, Case-II) 

 

Figure 5.16: DEA Convergence for F=0.7 and Different values of CR (IEEE 14-bus, Case-III) 

 

Figure 5.17: DEA Convergence for F=0.7 and Different values of CR (IEEE 14-bus, Case-IV) 
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5.3.2   Application to IEEE 30-bus test system 

Table 5.11 summarizes the simulation results of Case-I obtained for the IEEE 30-bus test 

system. Three different values of scaling factor F, namely 0.9, 0.8 and 0.7 are considered. 

For each value of F, the crossover constant CR is varied from 0.4 to 0.9 with an 

increment of 0.1. The population size is fixed throughout the search process and it is 

selected as 60 for Case-I to Case-IV. The table displays the number of generations 

required before DE algorithm convergence is reached NG for each combination of F and 

CR. A minimum of 22 and a maximum of 81 generations are required by DE algorithm to 

converge depending on the selection of F and CR values. Simulation results reveal that 

the IEEE 30-bus test system can be observed completely by installing a minimum of 10 

PMUs at different buses. For this case, ORI of the optimal solution ranges from 5 to 7.  

Table 5.12 summarizes the simulation results of Case-II obtained for this test 

system. Simulation results reveal that the IEEE 30-bus test system can be observed 

completely by installing a minimum of 10 PMUs at different buses. For this case, ORI of 

the optimal solution ranges from 19 to 22. This sounds reasonable because the OPP 

solution sought for this case is meant to maximize the PMU measurement redundancy.  

The IEEE 30-bus test system has a total of six zero injection buses given by 

푍퐼 = {6, 9, 22, 25, 27, 28}. Table 5.13 and Table 5.14 summarize the test results for 

Case-III and Case-IV respectively. As expected, an optimal solution with less number of 

PMUs (7 for Case-III and IV instead of 10 for Case-I and II) is obtained when network 

observability rules are applied considering the zero-injection buses. In addition, ORI of 

the best solution in Case-IV has increased to 6 instead of an ORI of 3 for the best solution 

in Case-III.  



78 
 

TABLE 5.11 : CASE I OPP OF IEEE 30-BUS TEST SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 
0.4 0.9 61 

10 

1,7,8,10,11,12,19,23,25,30 7 
0.5 0.9 52 1,7,8,10,11,12,19,23,26,29 5 
0.6 0.9 46 3,5,8,10,11,12,19,23,26,29 5 
0.7 0.9 38 1,5,8,10,11,12,18,23,26,29 5 
0.8 0.9 34 1,5,8,10,11,12,19,23,26,30 5 
0.9 0.9 33 3,5,8,10,11,12,19,23,26,30 5 
0.4 0.8 63 3,5,10,11,12,19,23,26,28,29 6 
0.5 0.8 42 1,5,8,10,11,12,19,23,26,29 5 
0.6 0.8 50 1,5,8,10,11,12,19,23,26,30 5 
0.7 0.8 64 3,5,8,10,11,12,18,23,26,29 5 
0.8 0.8 23 3,5,8,10,11,12,18,23,26,29 5 
0.9 0.8 22 3,5,8,10,11,12,19,23,26,29 5 
0.4 0.7 81 1,7,8,10,11,12,19,23,26,29 5 
0.5 0.7 41 1,5,8,10,11,12,19,23,26,30 5 
0.6 0.7 53 1,7,8,10,11,12,18,23,26,29 5 
0.7 0.7 44 3,5,8,10,11,12,18,23,26,30 5 
0.8 0.7 26 1,7,8,10,11,12,18,23,26,30 5 
0.9 0.7 33 3,5,8,10,11,12,19,23,26,30 5 

TABLE 5.12 : CASE II OPP OF IEEE 30-BUS TEST SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 
0.4 0.9 50 

10 

2,4,6,9,10,12,18,24,25,29 19 
0.5 0.9 69 2,4,6,9,10,12,18,23,25,27 20 
0.6 0.9 49 1,2,6,9,10,12,15,18,25,27 20 
0.7 0.9 51 2,4,6,9,10,12,15,20,25,29 20 
0.8 0.9 53 2,4,6,10,11,12,15,19,25,27 20 
0.9 0.9 39 1,2,6,9,10,12,15,19,25,27 20 
0.4 0.8 52 1,2,6,9,10,12,15,18,25,27 20 
0.5 0.8 63 2,4,6,9,10,12,15,19,25,27 22 
0.6 0.8 44 2,4,6,9,10,12,18,24,25,27 21 
0.7 0.8 40 2,4,6,10,11,12,15,20,25,27 20 
0.8 0.8 38 2,3,6,9,10,12,15,19,25,27 20 
0.9 0.8 41 2,4,6,9,10,12,19,24,25,27 21 
0.4 0.7 52 1,2,6,9,10,12,15,18,25,27 20 
0.5 0.7 63 2,4,6,9,10,12,15,19,25,27 22 
0.6 0.7 44 2,4,6,9,10,12,18,24,25,27 21 
0.7 0.7 40 2,4,6,10,11,12,15,20,25,27 20 
0.8 0.7 41 2,4,6,9,10,12,19,24,25,27 21 
0.9 0.7 44 2,4,6,9,10,12,19,24,25,27 21 
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TABLE 5.13 : CASE III OPP OF IEEE 30-BUS TEST SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 
0.4 0.9 64 7 3,5,10,12,19,23,27 3 
0.5 0.9 62 7 1,5,10,12,18,23,27 3 
0.6 0.9 16 7 1,7,10,12,18,24,29 3 
0.7 0.9 37 7 1,7,10,12,18,23,27 3 
0.8 0.9 39 7 3,5,10,12,18,24,30 3 
0.9 0.9 48 8 1,5,9,12,17,19,24,27 4 
0.4 0.8 55 7 3,5,10,12,18,23,27 3 
0.5 0.8 62 7 1,5,10,12,18,23,27 3 
0.6 0.8 60 7 3,5,10,12,19,23,27 3 
0.7 0.8 47 7 3,5,10,12,18,23,27 3 
0.8 0.8 52 7 3,5,10,12,18,24,29 3 
0.9 0.8 11 7 3,5,10,12,19,24,29 3 
0.4 0.7 59 7 1,7,10,12,18,24,30 3 
0.5 0.7 57 7 1,5,10,12,19,23,27 3 
0.6 0.7 55 7 1,7,10,12,18,24,30 3 
0.7 0.7 28 7 1,7,10,12,18,24,30 3 
0.8 0.7 32 7 1,7,10,12,18,24,29 3 
0.9 0.7 32 7 1,7,10,12,18,23,27 3 

TABLE 5.14 : CASE IV OPP OF IEEE 30-BUS TEST SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 
0.4 0.9 61 

7 

1,7,10,12,19,23,27 3 
0.5 0.9 52 3,5,10,12,19,24,30 3 
0.6 0.9 45 1,7,10,12,18,24,29 3 
0.7 0.9 36 1,5,10,12,15,20,27 6 
0.8 0.9 42 1,5,10,12,19,23,27 3 
0.9 0.9 40 1,5,10,12,15,20,27 6 
0.4 0.8 42 3,5,10,12,15,20,27 6 
0.5 0.8 50 1,5,10,12,18,23,27 3 
0.6 0.8 55 1,7,10,12,15,18,27 6 
0.7 0.8 34 3,5,10,12,19,24,29 3 
0.8 0.8 48 3,5,10,12,15,20,27 6 
0.9 0.8 46 3,5,10,12,18,24,30 3 
0.4 0.7 63 1,5,10,12,15,18,27 6 
0.5 0.7 59 1,7,10,12,18,23,27 3 
0.6 0.7 24 1,5,10,12,19,24,27 4 
0.7 0.7 31 1,7,10,12,15,18,27 6 
0.8 0.7 51 3,5,10,12,15,20,27 6 
0.9 0.7 32 3,5,10,12,18,24,29 3 

 



80 
 
Figures 5.18 to 5.21 display DE algorithm convergence for Case-I to Case-IV 

respectively considering a scaling factor of 0.7 with different crossover constants CR. 

Although not a rule of thumb, we may generally state based on these figures that DE 

algorithm converges faster with higher crossover rates from 0.7 to 0.9.  

   

 

Figure 5.18: DEA Convergence for F=0.7 and Different values of CR (IEEE 30-bus, Case-I) 

 

Figure 5.19: DEA Convergence for F=0.7 and Different values of CR (IEEE 30-bus, Case-II) 
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Figure 5.20: DEA Convergence for F=0.7 and Different values of CR (IEEE 30-bus, Case-III) 

 

Figure 5.21: DEA Convergence for F=0.7 and Different values of CR (IEEE 30-bus, Case-IV) 
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required by DE algorithm to converge depending on the selection of F and CR values. 

Simulation results reveal that the IEEE 39-bus test system can be observed completely by 

installing a minimum of 13 PMUs at different buses. For this case, ORI of the optimal 

solution ranges from 5 to 7. Table 5.16 summarizes the simulation results of Case-II 

obtained for this test system. Simulation results reveal that the IEEE 39-bus test system 

can be observed completely by installing a minimum of 13 PMUs at different buses. For 

this case, ORI of the optimal solution ranges from 9 to 13 as this case is meant to 

maximize the PMU measurement redundancy.    

TABLE 5.15 : CASE I OPP OF IEEE 39-BUS TEST SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 
0.4 0.9 80 15 2,6,9,13,14,17,20,22,23,29,31,32,33,34,37 11 
0.5 0.9 75 13 2,6,9,13,14,17,22,23,29,32,33,34,37 6 
0.6 0.9 69 13 2,6,9,12,14,17,22,23,25,29,32,33,34 7 
0.7 0.9 57 13 2,6,9,12,14,17,22,23,29,32,33,34,37 5 
0.8 0.9 27 13 2,6,9,13,14,17,22,23,29,32,33,34,37 6 
0.9 0.9 72 13 2,6,9,10,12,14,17,22,23,29,33,34,37 7 
0.4 0.8 76 14 1,2,6,9,12,14,17,20,22,23,29,32,33,37 9 
0.5 0.8 69 13 2,6,9,13,14,17,20,22,23,29,32,33,37 7 
0.6 0.8 65 13 2,6,9,12,14,17,22,23,29,32,33,34,37 5 
0.7 0.8 57 13 2,6,9,12,14,17,22,23,29,32,33,34,37 5 
0.8 0.8 49 13 2,6,9,12,14,17,22,23,29,32,33,34,37 5 
0.9 0.8 59 13 2,6,9,11,14,17,22,23,29,32,33,34,37 6 
0.4 0.7 72 15 1,3,6,9,10,13,16,25,27,29,30,33,34,35,36 11 
0.5 0.7 66 14 2,3,6,9,13,16,20,27,29,32,33,35,36,37 8 
0.6 0.7 78 13 2,6,9,13,14,17,20,22,23,29,32,33,37 7 
0.7 0.7 59 13 2,6,9,12,14,17,22,23,29,32,33,34,37 5 
0.8 0.7 69 13 2,6,9,12,14,17,22,23,29,32,33,34,37 5 
0.9 0.7 51 13 2,6,9,13,14,17,20,22,23,29,32,33,37 7 
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TABLE 5.16 : CASE II OPP OF IEEE 39-BUS TEST SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 
0.4 0.9 79 15 2,3,6,9,10,13,15,18,19,20,22,23,25,26,29 20 
0.5 0.9 79 13 2,6,9,10,13,14,17,19,20,22,23,25,29 13 
0.6 0.9 79 13 2,6,9,10,11,14,17,19,20,22,23,25,29 13 
0.7 0.9 73 13 2,6,9,10,13,14,17,19,22,23,25,29,34 12 
0.8 0.9 62 13 2,6,9,10,13,14,17,19,22,23,29,34,37 10 
0.9 0.9 34 13 2,6,9,13,14,17,20,22,23,25,29,32,33 9 
0.4 0.8 73 15 2,5,6,10,13,16,18,19,20,23,25,26,29,35,39 21 
0.5 0.8 80 13 2,6,9,10,11,14,17,20,22,23,25,29,33 10 
0.6 0.8 66 13 2,6,9,10,12,14,17,19,20,22,23,25,29 12 
0.7 0.8 65 13 2,6,9,10,13,14,17,20,22,23,25,29,33 11 
0.8 0.8 78 13 2,6,9,10,12,14,17,19,20,22,23,25,29 12 
0.9 0.8 66 13 2,6,9,10,11,14,17,19,20,22,23,25,29 13 
0.4 0.7 75 15 2,6,9,10,13,14,17,18,19,20,22,23,25,27,29 19 
0.5 0.7 71 14 2,6,9,10,11,14,17,19,20,22,23,26,37,38 14 
0.6 0.7 64 13 2,6,9,10,13,14,17,19,20,22,23,29,37 11 
0.7 0.7 76 13 2,6,9,10,13,14,17,19,20,22,23,25,29 13 
0.8 0.7 66 13 2,6,9,10,11,14,17,19,20,22,23,25,29 13 
0.9 0.7 70 13 2,6,9,10,11,14,17,19,20,22,23,25,29 13 

 

The IEEE 39-bus test system has a total of twelve zero injection buses given by 푍퐼 =

{1,2,5,6,9,10,11,13,14,17,19,22}. Table 5.17 and Table 5.18 summarize the test results 

for Case-III and Case-IV respectively. As expected, an optimal solution with less number 

of PMUs (8 for Case-III and IV instead of 13 for Case-I and II) is obtained when network 

observability rules are applied considering the zero-injection buses. For this system, ORIs 

of the best solution obtained in Case-III and Case-IV are equal to 4. Figures 5.22 to 5.25 

display DE algorithm convergence for Case-I to Case-IV respectively considering a 

scaling factor of 0.7 with different crossover constants CR. Although not a rule of thumb, 

we may generally state based on these figures that DE algorithm converges faster with 

higher crossover rates from 0.7 to 0.9.  
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TABLE 5.17 : CASE III OPP OF IEEE 39-BUS TEST SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 99 9 3,8,13,16,23,29,34,37,39 2 
0.5 0.9 99 8 3,8,11,16,23,25,29,34 3 
0.6 0.9 92 9 3,8,11,12,16,23,29,34,37 3 
0.7 0.9 68 8 8,13,16,18,23,25,29,34 3 
0.8 0.9 94 8 3,8,10,16,20,23,29,37 2 
0.9 0.9 71 8 3,8,10,16,23,29,34,37 1 
0.4 0.8 98 9 2,7,10,16,23,25,26,29,34 8 
0.5 0.8 71 9 3,8,12,16,19,23,25,29,34 6 
0.6 0.8 86 9 6,9,10,18,20,21,23,25,29 3 
0.7 0.8 99 8 3,8,11,16,20,23,29,37 2 
0.8 0.8 68 8 3,8,13,16,20,23,25,29 4 
0.9 0.8 78 8 3,8,11,16,23,29,34,37 1 
0.4 0.7 90 10 3,6,11,16,21,29,34,36,37,39 4 
0.5 0.7 100 9 3,8,10,16,23,29,30,34,37 2 
0.6 0.7 87 9 1,6,13,16,18,23,29,34,37 2 
0.7 0.7 88 8 8,13,16,18,23,25,29,34 3 
0.8 0.7 83 8 8,11,16,18,23,25,29,34 3 
0.9 0.7 69 8 3,8,11,16,23,29,34,37 1 

TABLE 5.18 : CASE IV OPP OF IEEE 39-BUS TEST SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 98 9 4,8,12,16,23,25,26,34,38 5 
0.5 0.9 95 9 8,10,13,16,18,20,23,25,29 6 
0.6 0.9 85 9 1,6,10,16,18,20,23,25,29 6 
0.7 0.9 87 9 8,13,15,16,18,20,23,25,29 7 
0.8 0.9 98 8 3,8,13,16,20,23,25,29 4 
0.9 0.9 80 8 3,8,10,16,20,23,25,29 4 
0.4 0.8 96 10 2,7,13,16,20,23,25,26,29,32 10 
0.5 0.8 93 9 2,3,6,10,16,20,23,25,29 8 
0.6 0.8 99 9 3,8,11,16,20,22,23,25,29 7 
0.7 0.8 83 8 8,13,16,18,20,23,25,29 4 
0.8 0.8 98 8 3,8,12,16,20,23,25,29 4 
0.9 0.8 67 8 3,8,11,16,20,23,25,29 4 
0.4 0.7 98 10 2,4,8,11,17,20,21,23,29,37 5 
0.5 0.7 96 9 3,8,12,20,21,23,25,26,29 7 
0.6 0.7 81 9 3,8,12,16,23,25,26,29,34 7 
0.7 0.7 84 8 8,11,16,18,20,23,25,29 4 
0.8 0.7 96 8 3,8,11,16,20,23,25,29 4 
0.9 0.7 80 8 3,8,13,16,20,23,25,29 4 
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Figure 5.22: DEA Convergence for F=0.7 and Different values of CR (IEEE 39-bus, Case-I) 

 

Figure 5.23: DEA Convergence for F=0.7 and Different values of CR (IEEE 39-bus, Case-II) 

 

Figure 5.24: DEA Convergence for F=0.7 and Different values of CR (IEEE 39-bus, Case-III) 
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Figure 5.25: DEA Convergence for F=0.7 and Different values of CR (IEEE 39-bus, Case-IV) 
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TABLE 5.19 : CASE I OPP OF IEEE 57-BUS TEST SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 139 18 1,4,8,13,20,22,25,27,32,33,36,39,41,44,47,51,52,55 10 
0.5 0.9 149 19 2,6,12,19,22,26,29,30,33,34,35,37,43,45,46,49,50,54,56 11 
0.6 0.9 129 18 1,4,8,10,20,23,25,26,29,32,36,37,43,44,46,49,54,56 11 
0.7 0.9 145 17 1,4,8,13,20,23,25,26,29,32,36,41,44,47,51,54,57 8 
0.8 0.9 114 17 2,6,12,14,19,22,25,27,32,36,39,41,44,48,50,52,55 6 
0.9 0.9 120 17 1,4,7,13,20,22,25,27,32,36,39,41,44,47,51,52,55 8 
0.4 0.8 141 19 1,4,7,9,18,20,23,25,27,32,36,39,41,45,46,48,50,53,55 14 
0.5 0.8 139 18 1,4,8,13,20,22,25,27,32,33,36,39,41,44,47,51,52,55 10 
0.6 0.8 129 18 1,4,8,10,20,23,25,26,29,32,36,37,43,44,46,49,54,56 11 
0.7 0.8 145 17 1,4,8,13,20,23,25,26,29,32,36,41,44,47,51,54,57 8 
0.8 0.8 114 17 2,6,12,14,19,22,25,27,32,36,39,41,44,48,50,52,55 6 
0.9 0.8 120 17 1,4,7,13,20,22,25,27,32,36,39,41,44,47,51,52,55 8 
0.4 0.7 117 19 1,4,6,12,20,24,25,28,29,32,36,38,39,42,43,45,46,51,54 16 
0.5 0.7 137 19 1,4,7,14,17,20,23,27,30,33,35,36,39,41,44,48,51,53,55 9 
0.6 0.7 142 18 2,4,7,12,14,20,23,25,27,32,36,41,44,47,50,52,54,57 8 
0.7 0.7 118 18 1,4,9,19,22,25,27,29,32,34,37,43,44,46,47,50,53,56 11 
0.8 0.7 114 17 2,6,12,14,19,22,25,27,32,36,39,41,44,48,50,52,55 6 
0.9 0.7 120 17 1,4,7,13,20,22,25,27,32,36,39,41,44,47,51,52,55 8 

TABLE 5.20 : CASE II OPP OF IEEE 57-BUS TEST SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 
0.4 0.9 147 19 2,6,11,12,15,18,21,24,28,29,30,32,36,42,44,47,50,54,57 14 
0.5 0.9 150 18 1,4,9,11,14,20,23,25,27,29,32,36,39,41,45,48,50,54 14 
0.6 0.9 142 17 1,6,7,9,15,19,22,25,27,32,36,38,39,41,46,50,53 14 
0.7 0.9 127 17 1,6,9,15,19,22,25,27,29,32,36,38,41,47,51,53,57 14 
0.8 0.9 125 17 1,4,7,9,13,19,22,25,27,32,36,39,41,45,47,51,53 12 
0.9 0.9 107 17 1,4,9,15,20,23,27,29,30,32,36,38,41,47,51,54,57 13 
0.4 0.8 148 19 1,4,9,10,13,15,20,24,27,29,31,32,36,38,39,41,47,49,53 27 
0.5 0.8 148 17 1,6,9,15,18,21,24,28,31,32,36,38,41,47,50,53,57  13 
0.6 0.8 144 17 2,6,12,15,19,22,25,26,29,32,36,38,39,41,46,50,54 11 
0.7 0.8 145 17 1,4,6,9,15,20,24,28,31,32,36,38,41,47,51,53,57 15 
0.8 0.8 106 17 1,4,7,9,19,22,25,27,32,36,38,39,41,45,46,50,53 11 
0.9 0.8 101 17 1,4,9,20,23,26,29,30,32,36,38,39,41,44,46,50,54 10 
0.4 0.7 147 19 2,6,11,12,15,18,21,24,28,29,30,32,36,42,44,47,50,54,57 14 
0.5 0.7 150 18 1,4,9,11,14,20,23,25,27,29,32,36,39,41,45,48,50,54 14 
0.6 0.7 137 18 1,4,9,11,19,22,26,29,30,32,36,38,39,42,44,46,50,54 14 
0.7 0.7 147 17 1,6,7,9,15,19,22,25,27,32,36,41,45,47,50,53,57 11 
0.8 0.7 103 17 1,6,9,15,18,20,24,28,30,32,36,38,41,47,51,53,57 13 
0.9 0.7 129 17 1,4,9,15,20,24,25,26,29,32,36,38,39,41,46,51,54 14 
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The IEEE 57-bus test system has a total of fifteen zero injection buses given by 푍퐼 =

{4,7,11,21,22,24,26,34,36,37,39,40,45,46,48}.  Table 5.21 and Table 5.22 summarize 

the test results for Case-III and Case-IV respectively. As expected, an optimal solution 

with less number of PMUs (11 for Case-III and Case-IV instead of 17 for Case-I and II) 

is obtained when network observability rules are applied considering the zero-injection 

buses. For this system, ORIs of the best solution obtained in Case-III and Case-IV are 

equal to 3. Figures 5.26 to 5.29 display DE algorithm convergence for Case-I to Case-IV 

respectively considering a scaling factor of 0.7 with different crossover constants CR. 

Although not a rule of thumb, we may generally state based on these figures that DE 

algorithm converges faster with higher crossover rates from 0.7 to 0.9.  

TABLE 5.21 : CASE III OPP OF IEEE 57-BUS TEST SYSTEM 

CR F NG 
Best solution 

NPM

U Locations ORI 

0.4 0.9 193 16 1,3,8,12,19,27,30,32,37,41,44,46,50,52,55,57 20 
0.5 0.9 194 14 3,4,14,16,17,19,25,29,32,35,38,41,51,54 7 
0.6 0.9 189 13 1,9,15,18,22,25,29,31,33,47,50,53,56 6 
0.7 0.9 179 12 1,6,13,19,25,27,32,38,51,52,55,56 3 
0.8 0.9 138 12 1,6,9,19,27,30,33,44,47,50,53,56 1 
0.9 0.9 132 11 1,6,13,19,25,29,32,38,51,54,56 3 
0.4 0.8 199 14 3,5,12,15,20,25,29,32,36,41,48,49,51,54 10 
0.5 0.8 186 13 1,6,13,19,27,30,33,38,44,51,53,55,56 6 
0.6 0.8 200 12 1,6,9,14,19,25,28,32,38,50,53,56 4 
0.7 0.8 184 12 1,5,13,16,19,25,29,32,38,42,51,54 5 
0.8 0.8 169 12 1,6,10,19,25,29,32,38,41,46,50,54 3 
0.9 0.8 159 12 1,4,10,20,25,29,32,38,41,46,50,54 2 
0.4 0.7 199 14 3,5,12,15,20,25,29,32,36,41,48,49,51,54 10 
0.5 0.7 188 13 1,3,9,18,21,25,29,32,38,47,50,54,56 7 
0.6 0.7 185 13 1,4,9,19,27,29,30,33,38,46,50,54,56 4 
0.7 0.7 177 12 1,6,9,19,25,28,32,38,46,50,53,56 2 
0.8 0.7 169 12 1,6,10,19,25,29,32,38,41,46,50,54 3 
0.9 0.7 159 12 1,4,10,20,25,29,32,38,41,46,50,54 2 
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TABLE 5.22 : CASE IV OPP OF IEEE 57-BUS TEST SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 182 15 1,4,7,9,15,18,23,25,29,30,32,38,41,50,53 18 
0.5 0.9 188 13 1,3,9,15,18,23,29,30,33,48,51,53,56 9 
0.6 0.9 186 12 1,9,10,15,18,21,25,29,32,49,54,56 8 
0.7 0.9 188 12 2,4,12,13,20,25,29,32,38,42,51,54 6 
0.8 0.9 153 12 1,6,9,15,19,28,30,32,38,41,50,53 7 
0.9 0.9 183 11 1,4,13,19,25,29,32,38,42,51,54 3 
0.4 0.8 182 15 1,4,7,9,15,18,23,25,29,30,32,38,41,50,53 18 
0.5 0.8 195 12 1,4,13,19,25,29,32,38,49,51,54,56 8 
0.6 0.8 189 13 1,4,9,13,15,20,25,29,32,48,51,54,56 13 
0.7 0.8 197 12 1,6,9,13,19,27,30,32,38,50,53,56 9 
0.8 0.8 198 12 1,9,15,18,21,25,29,32,38,51,54,56 6 
0.9 0.8 183 11 1,4,13,19,25,29,32,38,42,51,54 3 
0.4 0.7 178 14 1,4,6,9,19,26,27,30,32,38,41,46,50,53 10 
0.5 0.7 193 14 1,6,9,13,15,20,28,30,33,46,47,51,53,56 14 
0.6 0.7 193 13 1,4,9,13,14,20,25,28,32,38,41,51,53 11 
0.7 0.7 188 12 2,4,12,13,20,25,29,32,38,42,51,54 6 
0.8 0.7 153 12 1,6,9,15,19,28,30,32,38,41,50,53 7 
0.9 0.7 183 11 1,4,13,19,25,29,32,38,42,51,54 3 

 

 

Figure 5.26: DEA Convergence for F=0.7 and Different values of CR (IEEE 57-bus, Case-I) 
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Figure 5.27: DEA Convergence for F=0.7 and Different values of CR (IEEE 57-bus, Case-II) 

 

Figure 5.28: DEA Convergence for F=0.7 and Different values of CR (IEEE 57-bus, Case-III) 

 

Figure 5.29: DEA Convergence for F=0.7 and Different values of CR (IEEE 57-bus, Case-IV) 
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5.3.5   Comparison with other optimization techniques 

To validate the results obtained using DE algorithm, a comparison is made with the 

published results obtained using other optimization techniques, namely B&B, BPSO, 

BSA, ILP, GA, Modified Binary Particle Swarm Optimization (MPSO) and Immunity 

Genetic Algorithm (IGA). Table 5.23 shows the superiority of the proposed DE algorithm 

when the zero-injection buses are considered.     

5.23: NUMBER AND LOCATIONS OF PMUS FROM DE AND OTHER OPTIMIZATION ALGORITHMS 
(WITH CONSIDERATION OF ZI BUSES) 

Algorithm 14-Bus 30-Bus 39-Bus 57-Bus 

DE 
No. 3 7 8 11 

Loc. As per 
Table 5.10 As per Table 5.14 As per Table 5.18 As per Table 5.22 

ILP 
[121, 
128] 

No. 3 -- -- 14 

Loc. 2,6,9 -- -- 1,4,9,20,24,25,28, 
32,37,44,46,50,53,56 

IGA 
[122] 

No. 3 7 -- 11 

Loc. 2,6,9 1,5,10,12,18,24,30 -- 1,6,13,19,25,29, 
32,38,51,54,56 

ILP 
[126] 

No. 3 7 -- 11 

Loc. Not 
Reported Not Reported -- Not Reported 

B&B 
[129] 

No. -- 7 9 12 

Loc. -- 3,5,10,12,19,24,27 3,9,12,16,23, 
29,31,34,37 

1,5,9,14,15,20, 
25,28,32,50,53,56 

BSA 
[133] 

No. 3 7 8 -- 

Loc. 2,6,9 
1,2,10,12,15,19,27 3,8,10,16,20,23,25,29 

-- 3,8,12,16,20,23,25,29 

1,2,10,12,15,20,27 3,8,13,16,20,23,25,29 
8,13,16,18,20,23,25,29 

ILP 
[140] 

No. 3 7 8 11 

Loc. 2,6,9 3,5,10,12,18,24,27 3,8,11,16,20,23,25,29 1,4,13,20,25,29, 
32,38,51,54,56 

BPSO 
[141] 

No. 3 -- 8 -- 

Loc. 2,6,9 -- 
3,8,13,16,23,29,34,37 

-- 3,8,10,16,20,23,25,29 
8,13,16,18,23,25,29,34 

MPSO 
[142, 
153] 

No. 3 7 -- 11 

Loc. 2,6,9 2,3,10,12,18,24,27 -- 1,5,13,19,25,29, 
32,38,41,51,54 

GA 
[152] 

No. 3 7 -- -- 

Loc. 2,6,9 Not Reported 
Correctly -- -- 
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5.4   Application to a 115 kV system from SEC transmission 

network 

An interconnected 115 kV system is selected from the Saudi Electricity Company (SEC) 

network. The system's base MVA and base voltage are considered as 100 MVA and 115 

kV respectively. Figure 5.30 shows the one line diagram of this system. The system 

consists of 38 substations and 39, 115 kV transmission lines with an approximate total 

length of 500 kilometers. Out of the 38 substations, there are four (4) central substations 

called "Bulk Supply Point" or BSP numbered as bus-1, 17, 21 and 38. It shall be noted 

that these buses are fed directly from the existing generation power plants and are, 

therefore, considered as generation buses.  

Each substation is treated as a 115 kV bus. The majority of the substations in this 

system are outdoor-type where the high side 115 kV equipment are installed in an open-

to-sky switchyard, and thus designed to withstand sever environmental conditions, while 

the low side (34.5 kV or 13.8 kV) equipment are installed indoor, inside air-conditioned 

buildings. In this system, there are few substations that are indoor GIS-type, where GIS 

stands for Gas Insulated Switchgear. In these substations both the high and low side 

equipment (except for power transformers) are installed indoor.  

The transmission lines in this system are all overhead with a maximum line length 

of about 35 kilometers. The old lines in this system were constructed using wooden 

monopoles while the new ones are constructed using steel monopoles. Porcelain and 

glass insulators were used in the majority of the lines, however, composite rubber-silicon 

insulators have replaced these two types of insulators in the newly constructed 

transmission lines.  
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Figure 5.30: One line diagram of SEC 115 kV system 
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This system has only one zero-injection bus which is bus-5. Also, bus-23 is not equipped 

with any communication facility and it is, therefore, specified in the OPP problem 

formulation as a “don’t place” bus. Table 5.24 summarizes the simulation results 

obtained for Case-I. The population size is fixed throughout the search process and it is 

selected as 100 for Case-I & Case-II and 120 for Case-III & Case-IV. The table displays 

the number of generations required before DE algorithm convergence is reached NG for 

each combination of F and CR. A minimum of 46 and a maximum of 80 generations are 

required by DE algorithm to converge depending on the selection of F and CR values. 

Simulation results reveal that SEC 115 kV system can be observed completely by 

installing a minimum of 12 PMUs at different buses. For this case, ORI of the optimal 

solution ranges from 5 to 15. Table 5.25 summarizes the simulation results of Case-II 

with an optimal number of 12 PMUs as well. For this case, ORI of the optimal solution 

ranges from 12 to 17 as this case is meant to maximize the PMU measurement 

redundancy. Table 5.26 and Table 5.27 summarize the test results for Case-III and Case-

IV respectively. As expected, an optimal solution with less number of PMUs (11 for 

Case-III and IV instead of 12 for Case-I and II) is obtained when network observability 

rules are applied considering the zero-injection buses. We may notice here that a 

reduction of only one PMU has been achieved since there is only one zero-injection bus. 

For this system, ORIs of the best solution obtained in Case-III and Case-IV are equal to 9 

and 10 respectively. Figures 5.31 to 5.34 display DE algorithm convergence for Case-I to 

Case-IV considering a scaling factor of 0.7 with different crossover constants CR. 

Although not a rule of thumb, we may generally state based on these figures that DE 

algorithm converges faster with higher crossover rates from 0.7 to 0.9.  
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TABLE 5.24 : CASE I OPP OF SEC 115 KV SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 46 13 1,3,5,7,13,17,19,21,25,29,31,33,36 13 
0.5 0.9 72 12 2,6,7,9,10,17,19,24,29,31,33,38 8 
0.6 0.9 52 12 2,10,11,12,14,18,20,25,31,32,33,38 12 
0.7 0.9 50 12 3,5,9,10,11,17,19,24,30,31,33,38 13 
0.8 0.9 51 12 2,5,7,9,10,17,19,24,30,31,33,36 11 
0.9 0.9 51 12 2,6,8,9,11,17,19,25,30,31,32,38 9 
0.4 0.8 70 13 1,3,5,8,11,17,20,21,24,29,31,33,38 15 
0.5 0.8 80 12 2,5,7,9,13,17,19,25,30,31,33,37 12 
0.6 0.8 70 12 2,9,10,11,13,17,19,25,30,31,33,36 8 
0.7 0.8 63 12 2,7,8,9,13,17,19,25,30,31,33,36 7 
0.8 0.8 64 12 3,5,8,9,11,17,19,24,29,31,32,38 12 
0.9 0.8 46 12 2,5,8,9,11,17,19,24,30,31,32,38 15 
0.4 0.7 70 13 2,5,7,9,13,17,19,23,25,30,31,33,38 18 
0.5 0.7 61 12 3,5,9,10,11,17,19,24,29,31,33,36 9 
0.6 0.7 62 12 2,5,9,10,11,17,19,25,30,31,33,36 11 
0.7 0.7 57 12 2,6,7,8,9,17,19,24,29,31,33,36 5 
0.8 0.7 62 12 2,6,7,8,9,17,19,24,30,31,33,36 6 
0.9 0.7 46 12 2,5,9,11,13,17,19,25,29,31,33,36 12 

TABLE 5.25 : CASE II OPP OF SEC 115 KV SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 68 13 2,5,9,10,11,17,20,21,24,30,31,32,38 17 
0.5 0.9 79 13 3,5,9,11,13,15,17,19,25,30,31,32,38 17 
0.6 0.9 73 12 3,5,8,9,11,17,19,24,29,31,33,38 12 
0.7 0.9 71 12 2,5,9,10,11,17,19,24,30,31,34,38 15 
0.8 0.9 68 12 2,5,8,9,11,17,19,24,30,31,32,38 15 
0.9 0.9 56 12 2,5,9,11,13,17,19,24,30,31,34,38 17 
0.4 0.8 75 12 2,5,8,9,11,17,19,24,30,31,33,36 12 
0.5 0.8 74 12 2,5,9,11,13,17,19,25,29,31,32,38 15 
0.6 0.8 80 12 2,5,8,9,11,17,19,25,30,31,33,38 14 
0.7 0.8 70 12 3,5,9,10,11,17,19,24,30,31,32,38 13 
0.8 0.8 71 12 2,5,9,10,11,17,19,25,30,31,33,36 11 
0.9 0.8 73 12 2,5,9,10,11,17,19,24,30,31,33,38 15 
0.4 0.7 66 13 2,4,5,7,8,17,20,21,25,30,31,33,37 12 
0.5 0.7 75 12 2,6,7,9,10,17,19,24,30,31,34,38 9 
0.6 0.7 77 12 2,5,9,11,13,17,19,25,30,31,32,38 16 
0.7 0.7 80 12 2,5,9,11,13,17,19,24,30,31,33,38 17 
0.8 0.7 55 12 2,5,9,11,13,17,19,24,30,31,33,36 14 
0.9 0.7 78 12 2,5,9,11,13,17,19,24,29,31,34,38 16 
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TABLE 5.26 : CASE III OPP OF SEC 115 KV SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 100 11 2,8,9,11,17,19,25,29,31,34,38 5 
0.5 0.9 68 11 2,8,9,11,17,19,24,29,31,32,38 7 
0.6 0.9 73 11 2,9,10,11,17,19,25,30,31,32,38 7 
0.7 0.9 70 11 2,8,9,11,17,19,25,29,31,34,38 6 
0.8 0.9 81 11 2,7,9,10,17,19,25,30,31,33,38 6 
0.9 0.9 64 11 2,7,9,13,17,19,24,29,31,33,38 8 
0.4 0.8 65 12 1,3,8,11,17,20,21,24,30,31,33,36 6 
0.5 0.8 78 11 2,9,11,13,17,19,25,29,31,33,36 5 
0.6 0.8 100 11 2,7,9,13,17,19,25,29,31,32,38 7 
0.7 0.8 73 11 2,7,9,10,17,19,24,30,31,33,36 4 
0.8 0.8 75 11 2,9,11,13,17,19,24,29,31,34,38 9 
0.9 0.8 45 11 2,7,9,10,17,19,24,30,31,34,38 7 
0.4 0.7 98 11 2,9,10,11,17,19,25,29,31,33,36 3 
0.5 0.7 85 11 2,9,10,11,17,19,24,29,31,32,38 7 
0.6 0.7 72 11 2,9,11,13,17,19,24,29,31,34,38 9 
0.7 0.7 66 11 2,9,10,11,17,19,24,29,31,33,36 4 
0.8 0.7 72 11 2,8,9,11,17,19,25,30,31,33,36 4 
0.9 0.7 76 11 2,9,11,13,17,19,25,30,31,33,37 6 

TABLE 5.27 : CASE IV OPP OF SEC 115 KV SYSTEM 

CR F NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 100 11 2,7,9,13,17,19,25,29,31,33,38 7 
0.5 0.9 98 11 2,9,11,13,17,19,24,30,31,32,38 10 
0.6 0.9 97 11 2,7,9,13,17,19,25,30,31,32,38 8 
0.7 0.9 100 11 2,7,9,13,17,19,24,30,31,33,38 9 
0.8 0.9 72 11 2,9,10,11,17,19,24,30,31,34,38 8 
0.9 0.9 60 11 2,9,11,13,17,19,24,30,31,32,38 10 
0.4 0.8 99 12 2,5,8,9,11,17,19,24,29,31,32,38 14 
0.5 0.8 86 11 2,9,11,13,17,19,24,29,31,32,38 9 
0.6 0.8 83 11 2,7,9,13,17,19,24,30,31,34,38 9 
0.7 0.8 88 11 2,9,11,13,17,19,24,30,31,32,38 10 
0.8 0.8 61 11 2,9,11,13,17,19,24,30,31,32,38 10 
0.9 0.8 50 11 2,9,11,13,17,19,24,30,31,34,38 10 
0.4 0.7 95 12 2,9,11,13,17,19,21,24,30,31,33,38 13 
0.5 0.7 96 11 2,9,11,13,17,19,24,30,31,33,38 10 
0.6 0.7 99 11 2,9,11,13,17,19,24,30,31,34,38 10 
0.7 0.7 73 11 2,9,11,13,17,19,24,30,31,34,38 10 
0.8 0.7 71 11 2,9,11,13,17,19,24,30,31,34,38 10 
0.9 0.7 69 11 2,9,11,13,17,19,24,30,31,34,38 10 
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Figure 5.31: DEA Convergence for F=0.7 and Different values of CR (SEC system, Case-I) 

 

Figure 5.32: DEA Convergence for F=0.7 and Different values of CR (SEC system, Case-II) 

 

Figure 5.33: DEA Convergence for F=0.7 and Different values of CR (SEC system, Case-III) 
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Figure 5.34: DEA Convergence for F=0.7 and Different values of CR (SEC system, Case-IV) 
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nonexistent and non-practical virtual buses. Therefore, methods to exclude these buses 

shall be incorporated in the placement process. In addition, the existence of large 

numbers of virtual buses increases the scale of the system and the dimension of 

optimization problem and, hence, it is necessary to eliminate the virtual buses before 

searching an optimal solution of the OPP problem. [154]  

This section aims at providing some hints that help in reducing the search space 

and achieving high-quality solutions to OPP problem. It first starts by highlighting some 

virtual buses reduction rules that can be applied to reduce the dimension of the 

optimization problem prior to implementing a certain optimization method. Three 

different cases are then discussed to help make proper decisions on the buses that may be 

selected in the set of “must place” or “don’t place” buses to reduce the search space of 

the optimization problem.  

5.5.1   Virtual buses reduction rules 

M. Zhou et al. introduce in [154] a preprocessing methodology to reduce the scale of a 

PMU placement study beforehand, so as to significantly reduce the computation effort. 

The reduction of system size is both beneficial and necessary especially for a large power 

system. Different rules applied in virtual bus reduction depend upon the type of virtual 

bus. In the PMU placement study presented in [154], virtual buses were categorized into 

five different types with the assumption that all local physical line currents are monitored 

by any PMU placed in the system. The categories and the corresponding bus reduction 

rules applied to each type are listed hereunder: 

1. Tapped lines create a bus in the middle of a branch where there are no physical 

measurement facilities to monitor the signals at the tap. For a virtual bus at a 
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tapped line, the bus created by the tapped line and the branches connecting the tap 

point to the system are removed and equivalent injection is added to the adjoining 

buses.  

2. Some power system generators may be grouped together to present an equivalent 

generator connected to the system by a virtual bus. Virtual buses connecting 

equivalent generators are removed and replaced by an equivalent injection on the 

actual bus.  

3. For the convenience of analysis, a shunt circuit is modeled with its own virtual 

bus which physically is the same as the connecting bus. If a virtual bus connects 

to a shunt, the virtual bus and the shunt element are removed and replaced by a 

corresponding injection.  

4. Series capacitors are modeled with a virtual bus which physically does not exist. 

If a virtual bus connects to a series capacitor (regardless of the capacitor line 

location) the bus and the two connecting branches are removed and replaced by 

an equivalent branch.  

5. Three winding transformers are modeled as three 2-winding transformers with 

one side in common. In per unit, the three buses represent the same voltage and if 

needed could be monitored by a single PMU. If a virtual bus is the middle point 

of 3 winding transformers, the corresponding three winding transformer is 

replaced by a single bus. This bus is connected to the buses originally connecting 

the middle and high voltage windings. 

Optimization results from the studies on the reduced system, obtained after applying 

aforesaid rules, will be practical and no PMU will be placed on virtual buses. The 
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observability of the reduced system also ensures the observability of the original system 

since virtual buses reduction only reduces the scale of optimization problem under study, 

but keeps the valid system topology intact.  

5.5.2   Base case 

Prior to studying the effect of various design-related decisions one might make while 

developing a DE-based algorithm to solve OPP problem, we first consider a base case to 

serve as a reference against which the algorithm’s performance is checked when a 

particular decision is adopted. Simulation results given in Tables 5.10, 5.14, 5.18 and 

5.22 are considered to be the base case for OPP problem pertaining to IEEE 14-, 30-, 39- 

and 57-bus systems respectively. In the base case, topological observability rules 

considering the zero-injection buses are taken into account and the algorithm design 

considers dual objectives to minimize the number of PMUs to have the system 

completely observable and, at the same time, maximize the PMU measurement 

redundancy. The DE algorithm for the base case is designed with a real constant positive 

scaling factor which assumes a fixed value (0.7, 0.8 or 0.9) throughout the search process 

and the crossover constant is selected to vary from 0.4 to 0.9 with an increment of 0.1. 

The DE algorithm’s mutation scheme is designed according to (5.1) where three 

independent vectors are used in generating a new candidate child vector. As highlighted 

earlier, the population size is kept constant and selected as 50, 60, 120 and 190 for IEEE 

14-, 30-, 39- and 57-bus systems respectively. The DE algorithm is designed to stop after 

a certain number of generations and this design parameter is selected as 40, 70, 100 and 

200 for IEEE 14-, 30-, 39- and 57-bus systems respectively. For this case, no buses are 

selected to be either in the set of “must place” or in the set of “don’t place” buses.  
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5.5.3   Selection of “don’t place” buses (Case I and II) 

For Case I, we simulate the IEEE systems keeping the same design parameters of the 

base case but we introduce one change only by selecting the zero-injection buses of each 

system to be in the set of “don’t place” buses. The idea behind avoiding PMU placement 

at the zero-injection buses is to limit the search space. Simulation results for this case are 

shown in Tables 5.28-5.31. Comparing the simulation results for this case to those 

presented earlier for the base case, one may note the following: 

1. For the IEEE 14-bus system, the same optimal solution is obtained where the 

system can be fully observed by installing 3 PMUs at buses 2, 6 and 9. However, 

the DE algorithm converges faster for this case. The average number of 

generations for this case to converge is 5.39 compared to 21.11 for the base case. 

2. For the IEEE 30-bus system, a better optimal solution has been obtained for this 

case in comparison with the base case. The optimal number of PMUs equals 7 as 

in the base case but with a best ORI value of 8 compared to a best ORI value of 6 

in the base case. The average cost of optimal solutions obtained here is 6.37 

compared to 6.55 for the base case. Also, the DE algorithm converges faster. The 

average number of generations for the algorithm to converge is 40.28 compared to 

45.05 for the base case. 

3. For the IEEE 39-bus system, the optimal solution of 8 PMUs and an ORI value of 

4 has been obtained for all combinations of CR and F while it was obtained only 

for some combinations of CR and F in the base case. The average cost of optimal 

solutions obtained here is 7.60 compared to 8.11 for the base case. Also, the DE 
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algorithm converges faster. The average number of generations for the algorithm 

to converge is 55.72 compared to 89.67 for the base case. 

4. For the IEEE 57-bus system, the optimal solution of 11 PMUs has been obtained 

for all combinations of CR and F while it was obtained only for some 

combinations of CR and F in the base case. Moreover, with this number of PMUs 

the best ORI value increased to 4 compared to a best ORI value of 3 in the base 

case. The average cost of optimal solutions obtained here is 10.63 compared to 

11.67 for the base case. Also, the DE algorithm converges faster. The average 

number of generations for the algorithm to converge is 131.05 compared to 184 

for the base case. 

TABLE 5.28: IEEE 14-BUS SYSTEM - CASE-I 

CR F NP NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 

50 

14 

3 2,6,9 2 

0.5 0.9 12 
0.6 0.9 6 
0.7 0.9 4 
0.8 0.9 5 
0.9 0.9 6 
0.4 0.8 8 
0.5 0.8 4 
0.6 0.8 3 
0.7 0.8 2 
0.8 0.8 3 
0.9 0.8 2 
0.4 0.7 2 
0.5 0.7 6 
0.6 0.7 4 
0.7 0.7 5 
0.8 0.7 6 
0.9 0.7 5 
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TABLE 5.29: IEEE 30-BUS SYSTEM - CASE-I 

CR F NP NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 

60 

58 

7 

1,2,10,12,18,24,30 6 
0.5 0.9 51 3,7,10,12,18,24,29 4 
0.6 0.9 37 3,7,10,12,19,24,29 4 
0.7 0.9 28 1,2,10,12,18,24,30 6 
0.8 0.9 36 1,7,10,12,19,24,30 3 
0.9 0.9 32 2,4,10,12,18,24,30 8 
0.4 0.8 63 2,4,10,12,19,24,29 8 
0.5 0.8 42 1,2,10,12,18,24,29 6 
0.6 0.8 30 1,2,10,12,18,24,30 6 
0.7 0.8 40 2,3,10,12,19,24,29 6 
0.8 0.8 35 1,2,10,12,18,24,29 6 
0.9 0.8 40 2,3,10,12,19,24,29 6 
0.4 0.7 55 2,4,10,12,18,24,29 8 
0.5 0.7 31 2,4,10,12,18,24,29 8 
0.6 0.7 50 2,4,10,12,18,24,30 8 
0.7 0.7 30 1,2,10,12,19,24,30 6 
0.8 0.7 40 2,3,10,12,19,24,30 6 
0.9 0.7 27 2,4,10,12,19,24,30 8 

TABLE 5.30: IEEE 39-BUS SYSTEM - CASE-I 

CR F NP NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 

120 

92 

8 3,8,12,16,20,23,25,29 4 

0.5 0.9 65 
0.6 0.9 64 
0.7 0.9 60 
0.8 0.9 48 
0.9 0.9 42 
0.4 0.8 68 
0.5 0.8 60 
0.6 0.8 57 
0.7 0.8 46 
0.8 0.8 44 
0.9 0.8 43 
0.4 0.7 66 
0.5 0.7 56 
0.6 0.7 52 
0.7 0.7 61 
0.8 0.7 39 
0.9 0.7 40 
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TABLE 5.31: IEEE 57-BUS SYSTEM - CASE-I 

CR F NP NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 

190 

163 

11 

1,6,13,19,25,29,32,38,41,51,54 4 
0.5 0.9 151 1,6,13,19,25,29,32,38,41,51,54 4 
0.6 0.9 174 1,6,13,19,25,29,32,38,41,51,54 4 
0.7 0.9 127 1,6,13,19,25,29,32,38,41,51,54 4 
0.8 0.9 97 1,6,13,19,25,29,32,38,41,51,54 4 
0.9 0.9 107 1,6,13,19,25,29,32,38,42,51,54 3 
0.4 0.8 194 1,6,13,19,25,29,32,38,51,54,56 3 
0.5 0.8 151 1,6,13,19,25,29,32,38,41,51,54 4 
0.6 0.8 106 1,6,13,19,25,29,32,38,41,51,54 4 
0.7 0.8 115 1,6,13,19,25,29,32,38,41,51,54 4 
0.8 0.8 97 1,6,13,19,25,29,32,38,41,51,54 4 
0.9 0.8 107 1,6,13,19,25,29,32,38,42,51,54 3 
0.4 0.7 194 1,6,13,19,25,29,32,38,51,54,56 3 
0.5 0.7 151 1,6,13,19,25,29,32,38,41,51,54 4 
0.6 0.7 106 1,6,13,19,25,29,32,38,41,51,54 4 
0.7 0.7 115 1,6,13,19,25,29,32,38,41,51,54 4 
0.8 0.7 97 1,6,13,19,25,29,32,38,41,51,54 4 
0.9 0.7 107 1,6,13,19,25,29,32,38,42,51,54 3 

 

Based on the above, we may conclude that designing a DE-based algorithm to solve the 

OPP problem with a constraint to avoid PMU installation at the zero-injection buses not 

only helps produce an optimal solution of a higher quality but also leads to a faster 

convergence of the algorithm.  

To reduce the search space further, we simulate in Case II the IEEE systems 

keeping the same design parameters of the base case but we introduce one change by 

selecting the zero-injection buses and buses that have only one incident line of each 

system to be in the set of “don’t place” buses. Simulation results for this case are shown 

in Tables 5.32-5.35. Comparing the simulation results for this case to those presented 

earlier for the base case, one may note the following: 
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1. For the IEEE 14-bus system, the same optimal solution is obtained where the 

system can be fully observed by installing 3 PMUs at buses 2, 6 and 9. However, 

the DE algorithm converges faster for this case. The average number of 

generations for this case to converge is 5.28 compared to 21.11 for the base case. 

2. For the IEEE 30-bus system, a better optimal solution has been obtained for this 

case in comparison with the base case. The optimal number of PMUs equals 7 as 

in the base case but with a best ORI value of 8 compared to a best ORI value of 6 

in the base case. The average cost of optimal solutions obtained here is 6.33 

compared to 6.55 for the base case. Also, the DE algorithm converges faster. The 

average number of generations for the algorithm to converge is 30.89 compared to 

45.05 for the base case. 

3. For the IEEE 39-bus system, the optimal solution of 8 PMUs and an ORI value of 

4 has been obtained for all combinations of CR and F while it was obtained only 

for some combinations of CR and F in the base case. The average cost of optimal 

solutions obtained here is 7.60 compared to 8.11 for the base case. Also, the DE 

algorithm converges faster. The average number of generations for the algorithm 

to converge is 23.11 compared to 89.67 for the base case. 

4. For the IEEE 57-bus system, the optimal solution of 11 PMUs has been obtained 

for 13 out of 18 combinations of CR and F while it was obtained only for 3 

combinations of CR and F in the base case. Furthermore, with this number of 

PMUs the best ORI value increased to 4 compared to a best ORI value of 3 in the 

base case. The average cost of optimal solutions obtained here is 10.75 compared 

to 11.67 for the base case. Also, the DE algorithm converges faster. The average 
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number of generations for the algorithm to converge is 145.89 compared to 184 

for the base case. 

In light of the above, we may conclude that designing a DE-based algorithm to solve the 

OPP problem with a constraint to avoid PMU installation at the zero-injection buses and 

buses that have only one incident line helps produce an optimal solution of a higher 

quality and leads to a faster convergence of the algorithm. Comparing the calculated 

average number of generations to reach algorithm’s convergence in each system for this 

case to those calculated for Case-I, one can easily find that this case converged faster for 

the IEEE 14-, 30- and 39-bus system. Case-I, however, converged faster for the IEEE 57-

bus system. 

TABLE 5.32: IEEE 14-BUS SYSTEM - CASE-II 

CR F NP NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 

50 

8 

3 2,6,9 2 

0.5 0.9 5 
0.6 0.9 5 
0.7 0.9 5 
0.8 0.9 4 
0.9 0.9 3 
0.4 0.8 6 
0.5 0.8 7 
0.6 0.8 6 
0.7 0.8 4 
0.8 0.8 3 
0.9 0.8 5 
0.4 0.7 11 
0.5 0.7 6 
0.6 0.7 4 
0.7 0.7 4 
0.8 0.7 5 
0.9 0.7 4 
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TABLE 5.33: IEEE 30-BUS SYSTEM - CASE-II 

CR F NP NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 

60 

39 

7 

2,4,10,12,18,24,29 8 
0.5 0.9 41 3,7,10,12,19,24,29 4 
0.6 0.9 29 1,2,10,12,18,24,30 6 
0.7 0.9 35 2,4,10,12,18,24,29 8 
0.8 0.9 22 1,5,10,12,19,24,29 3 
0.9 0.9 28 2,3,10,12,18,24,29 6 
0.4 0.8 31 2,3,10,12,19,24,30 6 
0.5 0.8 35 2,4,10,12,18,24,29 8 
0.6 0.8 38 2,4,10,12,18,24,29 8 
0.7 0.8 35 3,7,10,12,19,24,30 4 
0.8 0.8 28 2,3,10,12,18,24,30 6 
0.9 0.8 16 2,3,10,12,18,24,29 6 
0.4 0.7 61 2,4,10,12,18,24,30 8 
0.5 0.7 14 2,4,10,12,19,24,30 8 
0.6 0.7 30 1,2,10,12,19,24,29 6 
0.7 0.7 17 2,4,10,12,19,24,29 8 
0.8 0.7 27 2,4,10,12,19,24,29 8 
0.9 0.7 30 2,4,10,12,18,24,29 8 

TABLE 5.34: IEEE 39-BUS SYSTEM - CASE-II 

CR F NP NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 

120 

55 

8 3,8,12,16,20,23,25,29 4 

0.5 0.9 32 
0.6 0.9 18 
0.7 0.9 16 
0.8 0.9 12 
0.9 0.9 13 
0.4 0.8 34 
0.5 0.8 33 
0.6 0.8 29 
0.7 0.8 17 
0.8 0.8 13 
0.9 0.8 16 
0.4 0.7 29 
0.5 0.7 24 
0.6 0.7 22 
0.7 0.7 17 
0.8 0.7 20 
0.9 0.7 16 
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TABLE 5.35: IEEE 57-BUS SYSTEM - CASE-II 

CR F NP NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 

190 

193 12 1,5,9,15,19,25,28,32,49,51,53,56 6 
0.5 0.9 187 11 1,5,13,19,25,29,32,38,42,51,54 3 
0.6 0.9 167 11 1,5,13,19,25,29,32,38,42,51,54 3 
0.7 0.9 143 11 1,6,13,19,25,29,32,38,41,51,54 4 
0.8 0.9 89 11 1,6,13,19,25,29,32,38,41,51,54 4 
0.9 0.9 118 11 1,6,13,19,25,29,32,38,41,51,54 4 
0.4 0.8 170 12 1,5,12,13,19,25,29,32,38,41,51,54 9 
0.5 0.8 181 11 1,6,13,19,25,29,32,38,41,51,54 4 
0.6 0.8 167 11 1,5,13,19,25,29,32,38,42,51,54 3 
0.7 0.8 143 11 1,6,13,19,25,29,32,38,41,51,54 4 
0.8 0.8 89 11 1,6,13,19,25,29,32,38,41,51,54 4 
0.9 0.8 118 11 1,6,13,19,25,29,32,38,41,51,54 4 
0.4 0.7 179 12 1,6,9,13,18,27,30,32,38,41,50,53 11 
0.5 0.7 200 12 1,6,9,13,18,25,28,32,38,41,51,53 10 
0.6 0.7 114 11 1,6,13,19,25,29,32,38,51,54,56 3 
0.7 0.7 143 11 1,6,13,19,25,29,32,38,41,51,54 4 
0.8 0.7 135 11 1,6,13,19,25,29,32,38,41,51,54 4 
0.9 0.7 90 12 1,6,9,13,19,25,29,32,38,50,53,56 10 

 

5.5.4   Selection of “must place” buses (Case III) 

In real life, some buses are intentionally selected as candidate locations for PMU 

installation because of their importance in the network or due to some practical necessity. 

One might think, however, that it is a good choice to select beforehand the buses having 

the highest number of incident lines as candidate locations for PMU installation to reduce 

the search space and achieve a high-quality optimal solution. In this case, we simulate the 

IEEE systems keeping the same design parameters of the base case but we introduce one 

change by selecting the buses that have the highest number of incident lines to be in the 

set of “must place” buses. Simulation results for this case are shown in Tables 5.36-5.39. 

Comparing the simulation results for this case to those presented earlier for the base case, 

one may note the following: 
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1. For the IEEE 14-bus system, bus-4 has the highest number of 5 incident lines and 

it is selected as a candidate location for PMU installation. In this case, an optimal 

solution of a lower quality is obtained where the system can be fully observed by 

installing 4 PMUs instead of 3 PMUs in the base case. The average number of 

generations for this case to converge is 17.17 compared to 21.11 for the base case. 

However, this faster convergence is of no value considering that the optimal 

solution obtained is of a lower quality. 

2. For the IEEE 30-bus system, bus-6 has the highest number of 7 incident lines and 

it is selected as a candidate location for PMU installation. In this case, an optimal 

solution of a lower quality is obtained where the system can be fully observed by 

installing 8 PMUs instead of 7 PMUs in the base case. Also, the DE algorithm 

needs more generations to converge. The average number of generations for this 

case to converge is 48.17 compared to 45.05 for the base case.  

3. For the IEEE 39-bus system, bus-16 has the highest number of 5 incident lines 

and it is selected as a candidate location for PMU installation. We may note here 

that bus-16 appears in the optimal solution for the base case unlike the buses 

selected previously for IEEE 14- and 30-bus system that do not appear in the 

optimal solution of the respective base cases. Due to this, an optimal solution of 8 

PMUs has been obtained, in this case, for 14 out of 18 combinations of CR and F 

while it was obtained only for 8 combinations of CR and F in the base case. The 

average cost of optimal solutions obtained here is 7.86 compared to 8.11 for the 

base case. The average number of generations for the algorithm to converge is 

89.67 which equals to that for the base case. 
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4. For the IEEE 57-bus system, bus-9 and bus-13 have the highest number of 6 

incident lines and they are selected as candidate locations for PMU installation. 

We may note here that bus-9 and bus-13 do not appear together in the optimal 

solution for the base case. In this case, the average cost of optimal solutions 

obtained here is 11.50 compared to 11.67 for the base case. Also, the DE 

algorithm converges faster. The average number of generations for this case to 

converge is 173.17 compared to 184 for the base case.  

Therefore, we may conclude that designing a DE-based algorithm to solve the OPP 

problem with a constraint to have PMUs installed at buses having the highest number of 

incident lines may sometimes lead to optimal solutions of a lower quality. In some other 

times, this may not be the case depending on the system topology.   

TABLE 5.36: IEEE 14-BUS SYSTEM - CASE-III 

CR F NP NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 

50 

31 

4 

4,5,6,9 

8 

0.5 0.9 21 2,4,6,9 
0.6 0.9 18 4,5,6,9 
0.7 0.9 11 2,4,6,9 
0.8 0.9 13 4,5,6,9 
0.9 0.9 13 2,4,6,9 
0.4 0.8 18 2,4,6,9 
0.5 0.8 3 2,4,6,9 
0.6 0.8 30 4,5,6,9 
0.7 0.8 17 4,5,6,9 
0.8 0.8 8 2,4,6,9 
0.9 0.8 11 4,5,6,9 
0.4 0.7 29 4,5,6,9 
0.5 0.7 21 4,5,6,9 
0.6 0.7 24 2,4,6,9 
0.7 0.7 18 2,4,6,9 
0.8 0.7 21 2,4,6,9 
0.9 0.7 2 4,5,6,9 
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TABLE 5.37: IEEE 30-BUS SYSTEM - CASE-III 

CR F NP NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 

60 

70 

8 

1,2,6,10,12,15,19,30 14 
0.5 0.9 54 2,3,6,10,12,15,20,30 14 
0.6 0.9 37 2,4,6,10,12,15,20,29 16 
0.7 0.9 48 2,4,6,10,12,15,18,29 16 
0.8 0.9 44 1,6,7,10,12,18,23,27 10 
0.9 0.9 53 1,2,6,10,12,15,18,27 15 
0.4 0.8 70 2,3,6,10,12,19,23,30 11 
0.5 0.8 63 2,3,6,10,12,15,20,29 14 
0.6 0.8 56 1,2,6,10,12,15,20,29 14 
0.7 0.8 46 3,5,6,12,17,19,24,27 8 
0.8 0.8 37 1,5,6,10,12,18,23,29 9 
0.9 0.8 37 2,4,6,10,12,15,19,27 17 
0.4 0.7 54 2,4,6,12,17,19,24,29 10 
0.5 0.7 55 2,3,6,10,12,15,18,27 15 
0.6 0.7 34 1,6,7,10,12,15,20,29 12 
0.7 0.7 42 1,2,6,10,12,15,19,29 14 
0.8 0.7 31 2,4,6,10,12,19,24,27 15 
0.9 0.7 36 1,5,6,10,12,15,19,30 12 

TABLE 5.38: IEEE 39-BUS SYSTEM - CASE-III 

CR F NP NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 

120 

99 8 3,8,12,16,20,23,25,29 4 
0.5 0.9 98 9 3,8,10,16,20,21,23,25,29 7 
0.6 0.9 95 8 8,11,16,18,20,23,25,29 4 
0.7 0.9 94 8 3,8,10,16,20,23,25,29 4 
0.8 0.9 82 8 3,8,10,16,20,23,25,29 4 
0.9 0.9 79 8 3,8,11,16,20,23,25,29 4 
0.4 0.8 100 10 2,8,11,16,20,21,23,26,37,38 8 
0.5 0.8 88 9 2,6,10,16,18,20,23,25,29 8 
0.6 0.8 91 8 3,8,12,16,20,23,25,29 4 
0.7 0.8 78 8 3,8,10,16,20,23,25,29 4 
0.8 0.8 93 8 3,8,10,16,23,29,34,37 1 
0.9 0.8 82 8 3,8,11,16,20,23,25,29 4 
0.4 0.7 78 9 2,8,11,16,20,23,27,29,37 5 
0.5 0.7 89 8 3,8,10,16,23,29,34,37 1 
0.6 0.7 93 8 3,8,11,16,20,23,25,29 4 
0.7 0.7 98 8 3,8,13,16,23,29,34,37 1 
0.8 0.7 86 8 8,11,16,18,20,23,25,29 4 
0.9 0.7 91 8 3,8,11,16,20,23,25,29 4 
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TABLE 5.39: IEEE 57-BUS SYSTEM - CASE-III 

CR F NP NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 

190 

188 13 1,4,9,13,20,25,29,32,38,48,51,53,56 11 
0.5 0.9 198 14 1,6,9,13,14,15,17,20,27,30,33,51,53,56 17 
0.6 0.9 189 12 1,3,9,13,19,25,29,32,38,50,53,56 10 
0.7 0.9 189 12 1,4,9,13,18,25,28,32,38,41,51,53 10 
0.8 0.9 173 12 1,6,9,13,18,25,28,32,38,41,50,53 10 
0.9 0.9 115 12 1,6,9,13,19,25,29,32,38,41,50,54 11 
0.4 0.8 188 13 1,4,9,13,20,25,29,32,38,48,51,53,56 11 
0.5 0.8 190 13 1,4,9,13,19,23,29,30,32,38,41,51,54 12 
0.6 0.8 199 13 1,6,7,9,12,19,25,29,32,38,51,53,56 14 
0.7 0.8 189 13 1,9,13,14,15,18,21,25,29,32,50,53,56 14 
0.8 0.8 152 13 1,3,9,13,19,25,29,32,38,41,49,51,53 16 
0.9 0.8 115 12 1,6,9,13,19,25,29,32,38,41,50,54 11 
0.4 0.7 200 14 2,9,12,13,15,18,23,25,29,32,48,51,53,56 17 
0.5 0.7 192 14 1,9,13,15,18,22,27,29,31,32,38,42,51,54 17 
0.6 0.7 194 13 1,3,9,13,18,25,28,29,32,38,41,50,54 14 
0.7 0.7 116 12 1,6,9,13,19,27,31,32,38,41,51,53 11 
0.8 0.7 165 13 2,9,12,13,18,26,29,30,32,38,41,51,53 13 
0.9 0.7 165 12 1,6,9,13,19,27,31,32,38,51,53,56 10 

 

5.6   DE performance analysis 

In this section, we analyze the DE-based algorithm’s performance considering different 

design aspects in some of its key operators. In particular, two cases are discussed 

considering a DE algorithm design with a variable scaling factor and a modified mutation 

scheme. Finally, few words are stated on proper selection of the DE algorithm population 

size and crossover constant to suit OPP problem.  

5.6.1   DE design with a variable scaling factor (Case IV) 

The DE-based optimization algorithm of the base case is designed assuming a real 

constant positive scaling factor. In this case, we simulate the IEEE systems keeping the 

same design parameters of the base case but we introduce one change by designing the 



114 
 
DE algorithm with a variable scaling factor. Simulation results for this case are shown in 

Tables 5.40-5.43. Comparing the simulation results for this case to the base case results, 

one may note the following: 

1. For the IEEE 14-bus system, the same optimal solution is obtained where the 

system can be fully observed by installing 3 PMUs at buses 2, 6 and 9. However, 

the DE algorithm converges faster for this case. The average number of 

generations for this case to converge is 10.67 compared to 21.11 for the base case. 

2. For the IEEE 30-bus system, a better optimal solution has been obtained for this 

case in comparison with the base case. The optimal number of PMUs equals 7 as 

in the base case but with a best ORI value of 11 compared to a best ORI value of 6 

in the base case. The average cost of optimal solutions obtained here is 5.93 

compared to 6.55 for the base case. However, the DE algorithm needs few more 

generations to converge. The average number of generations for the algorithm to 

converge is 54.33 compared to 45.05 for the base case. 

3. For the IEEE 39-bus system, the optimal solution of 8 PMUs and an ORI value of 

4 has been obtained for this case as obtained for the base case. In addition, the 

average number of generations for the algorithm to converge and the average cost 

of optimal solutions obtained here are almost the same as those obtained in the 

base case.  

4. For the IEEE 57-bus system, the optimal solution of 11 PMUs and an ORI value 

of 3 has been obtained for this case as obtained for the base case. The average 

cost of optimal solutions obtained here is 11.38 compared to 11.67 for the base 
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case. Also, the DE algorithm converges faster. The average number of generations 

for the algorithm to converge is 172.17 compared to 184 for the base case. 

TABLE 5.40: IEEE 14-BUS SYSTEM - CASE-IV 

CR F NP NG 
Best solution 

NPMU Locations ORI 

0.4 

V
ar

ia
bl

e 

50 

14 

3 2,6,9 2 

0.5 7 
0.6 12 
0.7 14 
0.8 10 
0.9 7 

TABLE 5.41: IEEE 30-BUS SYSTEM - CASE-IV 

CR F NP NG 
Best solution 

NPMU Locations ORI 

0.4 

V
ar

ia
bl

e 

60 

57 

7 

2,4,10,12,18,24,27 9 
0.5 53 2,4,10,12,15,18,27 11 
0.6 62 2,4,10,12,15,18,27 11 
0.7 53 2,4,10,12,15,19,27 11 
0.8 48 2,4,10,12,15,19,27 11 
0.9 53 2,4,10,12,15,18,27 11 

TABLE 5.42: IEEE 39-BUS SYSTEM - CASE-IV 

CR F NP NG 
Best solution 

NPMU Locations ORI 

0.4 

V
ar

ia
bl

e 

120 

100 9 3,8,13,16,20,23,25,29,30 5 
0.5 94 9 2,7,10,16,18,23,25,29,34 6 
0.6 97 9 2,6,12,16,23,25,26,29,34 9 
0.7 93 8 8,11,16,18,23,25,29,34 3 
0.8 89 8 3,8,11,16,20,23,29,37 2 
0.9 75 8 8,11,16,18,20,23,25,29 4 
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TABLE 5.43: IEEE 57-BUS SYSTEM - CASE-IV 

CR F NP NG 
Best solution 

NPMU Locations ORI 

0.4 

V
ar

ia
bl

e 
190 

199 15 1,6,9,14,15,18,21,22,24,27,31,32,50,53,56 14 
0.5 200 11 1,4,13,20,25,29,32,38,51,54,56 2 
0.6 183 12 1,6,9,13,19,28,30,32,38,42,50,53 9 
0.7 194 12 1,4,12,13,19,25,29,32,38,41,51,54 10 
0.8 145 12 1,6,9,15,20,27,31,32,49,51,53,56 9 
0.9 112 11 1,5,13,19,25,29,32,38,42,51,54 3 

We may, therefore, conclude that designing a DE-based algorithm to solve the OPP 

problem with a variable scaling factor can sometimes enhance the quality of the optimal 

solution as demonstrated clearly in the case of IEEE 30-bus system. Moreover, such a 

design can also lead to faster convergence.  

5.6.2   DE design with another mutation scheme (Case V) 

The objective of mutation is to enable search diversity in the parameter space and to 

direct the existing object vectors with suitable amount of parameter variation in a way 

that will lead to better results at a suitable time. It keeps the search robust and explores 

new areas in the search domain. In the design of a DE-based optimization algorithm, 

there are many mutation schemes that can be implemented. Some of these schemes can 

be found in [139]. In the base case, the DE mutation operation is designed according to 

(5.1) where three independent vectors are used to generate a new candidate child vector. 

For this case, we simulate the IEEE systems keeping the same design parameters of the 

base case but we introduce one change only by designing the mutation operation of the 

DE algorithm according to the following equation: 

 푥 = 푥 + 퐹 ∗ [(푥 − 푥 ) + (푥 − 푥 )] (5.6) 
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With this mutation scheme, five independent vectors are needed to generate a new 

candidate vector. Simulation results for this case are shown in Tables 5.44-6.47. 

Comparing the simulation results for this case to those presented earlier for the base case, 

one may note the following: 

1. For the IEEE 14-bus system, the same optimal solution is obtained where the 

system can be fully observed by installing 3 PMUs at buses 2, 6 and 9. However, 

the DE algorithm converges faster for this case. The average number of 

generations for this case to converge is 16.72 compared to 21.11 for the base case. 

2. For the IEEE 30-bus system, the optimal number of PMUs equals 7 as in the base 

case but with a best ORI value of 9 compared to a best ORI value of 6 in the base 

case. However, the average cost of optimal solutions obtained here is 6.72 

compared to 6.55 for the base case. Also, the DE algorithm here needs more 

generations to converge. The average number of generations for the algorithm to 

converge is 58.17 compared to 45.05 for the base case.  

3. For the IEEE 39-bus system, the base case optimal solution of 8 PMUs and an 

ORI value of 4 could not be obtained with the new mutation scheme for all CR 

and F combinations. The average cost of optimal solutions obtained here is 10.44 

compared to 8.11 for the base case. The average number of generations for this 

case to converge is 73.11 compared to 89.67 for the base case. However, this 

faster convergence is of no value considering that the optimal solution obtained is 

of a lower quality. 

4. For the IEEE 57-bus system, the base case optimal solution of 11 PMUs with a 

best ORI value of 3 has not been obtained here for all combinations of CR and F. 
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Instead, we obtain an optimal solution of 18 PMUs with a best ORI value of 22. 

The average cost of optimal solutions is 16.29 compared to 11.67 for the base 

case. Also, the DE algorithm converges faster. The average number of generations 

for the algorithm to converge is 145.22 compared to 184 for the base case. 

However, this faster convergence is of no value considering that the optimal 

solution obtained is more costly. 

Considering the above, one might conclude that a DE algorithm designed with mutation 

scheme according to (5.1) performed, most of the time, better than  the DE algorithm 

designed with mutation scheme according to (5.6) with the population size and stopping 

criterion selected as mentioned earlier. In any case, however, there is no rule of thumb on 

the mutation scheme that has always the best performance.  

TABLE 5.44: IEEE 14-BUS SYSTEM - CASE-V 

CR F NP NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 

50 

33 

3 2,6,9 2 

0.5 0.9 15 
0.6 0.9 24 
0.7 0.9 20 
0.8 0.9 18 
0.9 0.9 13 
0.4 0.8 16 
0.5 0.8 17 
0.6 0.8 17 
0.7 0.8 7 
0.8 0.8 15 
0.9 0.8 12 
0.4 0.7 10 
0.5 0.7 20 
0.6 0.7 19 
0.7 0.7 15 
0.8 0.7 16 
0.9 0.7 14 



119 
 

TABLE 5.45: IEEE 30-BUS SYSTEM - CASE-V 

CR F NP NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 

60 

61 8 3,5,10,12,15,18,28,30 8 
0.5 0.9 59 8 3,7,10,12,15,19,27,29 10 
0.6 0.9 64 8 2,4,10,12,19,24,27,29 12 
0.7 0.9 59 7 3,5,10,12,19,23,27 3 
0.8 0.9 68 7 2,3,10,12,19,24,29 4 
0.9 0.9 55 7 2,3,10,12,19,23,27 6 
0.4 0.8 65 8 1,5,6,10,12,15,20,30 12 
0.5 0.8 32 8 1,2,10,12,14,19,23,27 9 
0.6 0.8 63 8 1,2,8,10,12,15,19,29 10 
0.7 0.8 43 7 2,4,10,12,19,24,27 9 
0.8 0.8 70 7 3,7,10,12,19,24,27 5 
0.9 0.8 67 7 1,7,10,12,19,23,27 3 
0.4 0.7 61 7 1,7,10,12,19,23,27 3 
0.5 0.7 46 8 2,3,10,12,18,23,25,30 8 
0.6 0.7 62 7 3,5,10,12,18,24,30 3 
0.7 0.7 70 7 2,3,10,12,19,24,30 6 
0.8 0.7 67 7 3,5,10,12,15,20,27 6 
0.9 0.7 35 7 1,7,10,12,18,24,27 4 

TABLE 5.46: IEEE 39-BUS SYSTEM - CASE-V 

CR F NP NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 

120 

21 12 3,4,10,11,12,16,23,29,31,34,37,39 9 
0.5 0.9 23 12 2,4,6,10,11,16,20,22,23,26,29,37 16 
0.6 0.9 45 11 1,7,11,14,16,18,23,26,29,34,37 8 
0.7 0.9 94 11 8,10,14,18,20,21,23,25,29,30,33 5 
0.8 0.9 94 11 1,2,7,13,16,19,20,23,25,26,29 14 
0.9 0.9 88 11 6,8,11,16,18,19,20,23,25,29,35 12 
0.4 0.8 81 12 8,13,16,18,20,21,25,29,35,36,38,39 9 
0.5 0.8 83 12 6,9,13,17,20,22,23,25,28,30,38,39 7 
0.6 0.8 45 11 2,4,6,20,21,23,27,28,32,37,38 6 
0.7 0.8 100 11 4,8,12,17,18,20,23,24,25,29,35 9 
0.8 0.8 86 11 2,7,12,14,16,18,20,22,23,25,29 12 
0.9 0.8 36 11 3,4,8,13,14,16,22,29,34,36,37 10 
0.4 0.7 80 12 1,4,7,10,18,20,22,23,24,26,37,38 7 
0.5 0.7 85 12 4,6,7,8,18,20,21,23,25,29,32,33 10 
0.6 0.7 86 12 3,5,7,8,11,16,23,24,29,34,37,39 12 
0.7 0.7 92 11 1,3,8,11,16,23,24,29,33,34,37 6 
0.8 0.7 82 11 3,6,10,14,16,20,21,23,29,30,37 10 
0.9 0.7 95 11 6,13,16,17,18,20,23,25,29,30,32 9 
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TABLE 5.47: IEEE 57-BUS SYSTEM - CASE-V 

CR F NP NG 
Best solution 

NPMU Locations ORI 

0.4 0.9 

190 

165 18 2,4,6,7,9,12,14,19,22,27,30,33,35,42, 
45,50,53,57 16 

0.5 0.9 33 19 1,3,4,5,9,15,18,23,24,25,29,32,35,37, 
41,48,51,53,56 26 

0.6 0.9 151 18 3,8,14,15,16,17,18,22,24,29,30,33,36, 
41,47,50,51,54 15 

0.7 0.9 200 18 3,6,8,12,17,19,25,28,29,32,37,40,41,43,
47,51,54 17 

0.8 0.9 198 18 1,6,13,15,18,25,26,27,28,30,33,34,38, 
42,49,51,53,54 22 

0.9 0.9 200 19 1,3,4,9,11,13,18,19,21,26,29,30,32,38, 
40,49,51,53,56 30 

0.4 0.8 122 20 3,8,12,13,17,19,22,23,25,26,28,29,31, 
33,38,49,51,52,55,56 29 

0.5 0.8 136 20 2,5,12,13,20,23,26,29,31,33,34,38,39,4
6,49,50,54,56,57 30 

0.6 0.8 37 20 1,3,6,7,9,10,11,13,14,15,19,20,28,30,32
,49,51,52,55,56 39 

0.7 0.8 182 19 1,3,4,6,7,9,13,19,25,29,31,33,38,39,41,
47,50,54,57 30 

0.8 0.8 180 19 1,5,9,10,11,13,14,15,17,20,25,27,28,32,
39,41,50,53,56 32 

0.9 0.8 149 19 1,4,9,10,11,13,19,23,29,30,31,33,38,40,
45,49,54,56,57 29 

0.4 0.7 165 18 2,4,6,7,9,12,14,19,22,27,30,33,35,42, 
45,50,53,57 16 

0.5 0.7 197 19 1,5,7,9,18,20,28,30,33,36,37,38,41,44,4
7,48,49,50,53 23 

0.6 0.7 100 19 1,6,9,10,15,17,18,20,22,27,31,32,38,42,
44,47,48,50,53 27 

0.7 0.7 70 19 1,5,9,10,13,14,17,19,23,25,27,29,32,45,
46,50,53,54,56 25 

0.8 0.7 180 19 1,5,9,10,11,13,14,15,17,20,25,27,28,32,
39,41,50,53,56 32 

0.9 0.7 149 19 1,4,9,10,11,13,19,23,29,30,31,33,38,40,
45,49,54,56,57 29 

5.6.3   Selection of population size and crossover rate 

DE usually employs fixed population size throughout the search process. Variable 

population size can also be an option with proper size control algorithms to suit different 
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objectives of DE applications [139]. Selection of the population size involves conflicting 

objectives. In order to achieve fast computational speed, the population size should be as 

small as possible. However, too small population size may lead to premature convergence 

or stagnation. For the OPP problem, a population size of two to three times the number of 

buses of the power system under study will usually generate satisfactory results.  

With regard to the crossover rate selection, one might conclude based on all the 

simulation results presented here that designing a DE optimization algorithm to solve the 

OPP problem with crossover rates in the range 0.7-0.9 produces, most of the time, 

solutions of a higher quality compared to the solutions obtained using smaller crossover 

rates in the range 0.4-0.6.   

Having a power system fully observable using optimally allocated PMUs as 

presented in this chapter opens the door for a variety of significant applications in power 

systems as pointed out earlier. In the remaining part of this thesis, we shall discuss one of 

these applications where power system faults are located in an adaptive manner using 

synchronized phasor measurements obtained from optimally allocated PMUs. 

Implementation of a PMU-based adaptive fault location algorithm requires first the line 

parameters and system impedance to be properly estimated and this issue is addressed in 

Chapter 6 and 7. The subsequent three chapters present, in details, various adaptive fault 

location algorithms for two-terminal-, three-terminal and series-compensated 

transmission networks. 
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CHAPTER 6 

Transmission Line Parameter Identification 
Using PMU Synchronized Measurements 
 

 

There are some limitations and shortcomings associated with the traditional way being 

used by the electric utilities for line parameter estimation. This source of error affects the 

accuracy of impedance-based fault location algorithms which depend on the line 

impedance value provided by the electric utility. In the context of adaptive fault location 

aiming at achieving very high fault location accuracy, such source of error is removed by 

having the line parameters calculated online.  

This chapter describes how the synchronized voltage and current measurements, 

obtained by PMUs, are utilized for online determination of transmission line parameters 

including line resistance, line reactance and shunt admittance. Depending on how many 

independent sets of synchronized phasor measurements are available, three PMU-based 

parameter identification methods designated as single measurement method, double 

measurement method and multiple measurement method using linear regression are 



123 
 
presented. In real life, voltage and current measurements are not noise-free. Therefore, 

the accuracy and robustness of aforesaid methods are quantified and verified using 

PSCAD/EMTDC and MATLAB simulations not only in the case of noise-free 

measurements but also in the cases where random noise and biased errors are present.        

 

6.1   Introduction 

Accurate determination of power system parameters, including the transmission line 

parameters, is the foundation to form a reliable power system model that is essential for 

state estimation, network losses analysis, power flow and contingency analysis, stability 

analysis and protective relay setting calculation. Traditionally, electric utilities calculate 

sequence impedances of transmission lines based on the geometric and electrical 

characteristics of the conductors. This method, however, can give considerable errors 

which will translate into incorrect settings on distance relays, fault locators, etc. Part of 

the data utilized for the calculations of positive sequence impedance are the permeability 

constants of the conductor and the environment since the conductor material is assumed 

to be fully paramagnetic. Even when using ferromagnetic conductors, as in the case of 

ACSR conductors, the approximation is utilized since the permeability variation is 

considered small. Moreover, the calculations involve the resistance of the conductor and 

a series of geometric parameters such as radius and distance between conductors to 

obtain the GMR and the GMD and the line length. [16]  

If the line includes ground wires, the calculations require the resistance and the 

geometric arrangement of such wires. The value of conductor resistance varies with the 

temperature and the power flow. Some lines include sections with a different conductor 
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type having different resistance per unit length. Therefore, using a single resistance value 

in the impedance calculation program is a source of errors. With regard to the geometric 

parameters, the conductor arrangement can differ from section to section due to different 

tower configurations. However, the calculations are usually done with an average value 

and this is another source of errors. [16] 

In addition to the parameters above, zero sequence impedance calculations require 

the distance from the conductors to ground (geometric parameter also taken as an 

average), and the ground resistance (evaluated from empirical results by Carson, as a 

function of the frequency). Also is needed the ground resistivity, a piece of information 

hard to estimate accurately due to the non-homogenous return path. Ground resistivity is 

affected by the soil composition, which changes along the line, by the humidity and the 

temperature. Ground conditions are also dependent on the weather. On another aspect, 

ground composition studies do not take into account buried metallic objects, such as 

pipes, cables, etc. [16]. Some classical approaches used to determine the transmission line 

parameters are described in [155-157]. 

Nowadays, PMUs enable a number of different applications to improve the 

efficiency in power systems and one of such applications is their use to determine the 

transmission line parameters. Calculations of sequence impedances based on 

synchronized readings from two PMUs, one at each end of the line, allow for a simple 

method to obtain accurate results. Positive sequence impedance can be obtained anytime, 

derived from positive sequence currents and voltages at both ends of the line. Zero 

sequence impedance requires zero sequence currents and voltages; therefore it can only 

be obtained when there is a zero sequence flow. Such flow will be present during ground 
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faults or serial faults (one or two open phases, impedance unbalances, etc.). In case of 

parallel circuits, zero sequence voltages and currents from both lines allow to derive the 

zero sequence mutual impedance. [16] 

Several methods have been developed in the past by researchers to calculate the 

impedance parameters of the transmission line based on synchronized phasor 

measurements. Wilson et al. [158] proposed to use the synchronized voltage and current 

measurements from both ends of a transmission line to determine the ABCD chain 

parameters of the line from which the impedance parameters can then be obtained. 

Knowing the voltage, current and power measurements at the two ends of the line, the 

transmission line parameters are determined iteratively in [159] using the Newton-

Raphson method. The method considers the distributed nature of the line parameters and 

determines the per-meter line parameters from the equivalent-π network. The least-square 

approach is employed in [160] to find the line parameters in an iterative manner using the 

voltage and current measurements during the fault. The fault location and 

synchronization angle are also determined.  

The non-linear optimal estimation theory is harnessed in [161-164] to determine 

the series resistance, series reactance and shunt susceptance per unit length of a 

transmission line modeled with its distributed parameters. In [161], different sub-

networks including single, double, teed and series-compensated lines are all considered. 

Four different PMU-based methods, three of which are not iterative, utilizing single, 

double and multiple measurements are described in [67] to determine the transmission 

line parameters. The effect of biased and unbiased noise on the performance of these 

methods is also discussed.    
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The least square method is adopted in [165, 166] to identify the transmission line 

parameters. In [165], two methods based on least squares utilizing both synchronized and 

unsynchronized voltage and current phasor measurements are developed for estimating 

positive-sequence line parameters of series-compensated lines. To account for 

measurement inaccuracy, measurements at different moments are taken.  

The fault location algorithm proposed in [167] utilizes only the fault data to 

determine the location of unsymmetrical faults. As a byproduct, positive-sequence line 

parameters are estimated. The effect of measurement errors on both fault location and 

parameter determination is studied. The iterative fault location algorithm proposed in 

[168] estimates the line parameters within the algorithm itself. A simultaneous state and 

parameter estimation algorithm is applied in [106] to an artificial system to find the 

parameters of the line or a transformer.     

 

6.2   Transmission line parameter identification methods 

This section presents three different methods based on [67] for identification of 

transmission line parameters utilizing synchronized voltage and current phasor 

measurements at both ends of the line.   

 6.2.1   Single measurement method 

The measured steady state phase and amplitude of the voltages and currents are employed 

to calculate the parameters of the line. Representing a single line with its π-type 

equivalent circuit as shown in Figure 6.1 below: 
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Figure 6.1: π-type equivalent circuit of a single line 

where  

퐸 	, 퐸  : Equivalent source voltage at terminal A, B 

푍 	, 푍  : Equivalent source impedance at terminal A, B 

푍 : Line impedance 

푌 : Line admittance 

푉  : Phase voltages at bus A during normal operation 

푉  : Phase voltages at bus B during normal operation 

퐼  : Phase currents at bus A during normal operation 

퐼  : Phase currents at bus B during normal operation 

We may calculate the line parameters as shown below: 

 
푌 =

2(퐼 + 퐼 )
푉 + 푉  (6.1) 

 
푍 =

푉 − 푉
푉 퐼 − 푉 퐼  (6.2) 

For parallel lines, positive sequence impedance and admittance are calculated 

respectively for each circuit as per above equations, then averaged values are considered 

as parameters for parallel (double-circuit) line. 푉 , 퐼 , 푉 , 퐼  are influenced by mutual 
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inductance between lines and phases, mutual inductance factor has been considered when 

the positive parameters are calculated. 

6.2.2   Double measurement method 

Two-port ABCD parameters are used to represent the transmission line in the most 

general form. The following two equations can be derived based on Figure 6.1: 

 푉 = 퐴 ∙ 푉 + 퐵 ∙ 퐼  (6.3) 

 퐼 = 퐶 ∙ 푉 + 퐷 ∙ 퐼  (6.4) 

If the PMUs at the two terminals of the line generate two different sets of measurements 

for different load conditions, the ABCD chain parameters can be determined by the 

following equations: 

 푉 = 퐴 ∙ 푉 + 퐵 ∙ 퐼  (6.5) 

 퐼 = 퐶 ∙ 푉 + 퐷 ∙ 퐼  (6.6) 

 푉 = 퐴 ∙ 푉 + 퐵 ∙ 퐼  (6.7) 

 퐼 = 퐶 ∙ 푉 + 퐷 ∙ 퐼  (6.8) 

where 

푉 , 푉 , 퐼 , 퐼  are voltage and current phasors from measurement 1  

푉 , 푉 , 퐼 , 퐼  are voltage and current phasors from measurement 2  

Solving complex equations (6.5) to (6.8) in four unknown parameters using Cramer’s 

Rule gives: 

 퐴 =
퐼 ∙ 푉 − 퐼 ∙ 푉
퐼 ∙ 푉 − 퐼 ∙ 푉  (6.9) 
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 퐵 =
푉 ∙ 푉 − 푉 ∙ 푉
퐼 ∙ 푉 − 퐼 ∙ 푉  (6.10) 

 퐶 =
퐼 ∙ 퐼 − 퐼 ∙ 퐼
퐼 ∙ 푉 − 퐼 ∙ 푉  (6.11) 

 퐷 =
퐼 ∙ 푉 − 퐼 ∙ 푉
퐼 ∙ 푉 − 퐼 ∙ 푉  (6.12) 

Once the ABCD parameters are found, the impedance parameters are directly calculated 

using the following relationships: 

 퐴 = 1 +
푌푍
2  (6.13) 

 퐵 = 푍 (6.14) 

 퐶 = 푌 ∙ 1 +
푌푍
4  (6.15) 

 퐷 = 1 +
푌푍
2  (6.16) 

Since we only have two unknowns, there are two redundant equations. Combining 

equations (6.13) and (6.14) we get: 

 푍 = 퐵 (6.17) 

 
푌 =

2 ∙ (퐴 − 1)
퐵  (6.18) 

6.2.3   Multiple measurement method using linear regression 

Equations (6.3) and (6.4) are two complex equations with eight complex variables. 

Expanding them into four real equations we get: 
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푅푒[푉 ] = 푅푒[퐴] ∙ 푅푒[푉 ] − 퐼푚[퐴] ∙ 퐼푚[푉 ] + 푅푒[퐵] ∙ 푅푒[퐼 ] − 퐼푚[퐵] ∙ 퐼푚[퐼 ] (6.19) 

퐼푚[푉 ] = 푅푒[퐴] ∙ 퐼푚[푉 ] + 퐼푚[퐴] ∙ 푅푒[푉 ] + 푅푒[퐵] ∙ 퐼푚[퐼 ] + 퐼푚[퐵] ∙ 푅푒[퐼 ] (6.20) 

푅푒[퐼 ] = 푅푒[퐶] ∙ 푅푒[푉 ] − 퐼푚[퐶] ∙ 퐼푚[푉 ] + 푅푒[퐷] ∙ 푅푒[퐼 ] − 퐼푚[퐷] ∙ 퐼푚[퐼 ] (6.21) 

퐼푚[퐼 ] = 푅푒[퐶] ∙ 퐼푚[푉 ] + 퐼푚[퐶] ∙ 푅푒[푉 ] + 푅푒[퐷] ∙ 퐼푚[퐼 ] + 퐼푚[퐷] ∙ 푅푒[퐼 ] (6.22) 

We collectively write equations (6.19) to (6.22) into the matrix format and get: 

 
푅푒[푉 ]
퐼푚[푉 ] = 푅푒[푉 ] −퐼푚[푉 ] 푅푒[퐼 ] −퐼푚[퐼 ]

퐼푚[푉 ] 푅푒[푉 ] 퐼푚[퐼 ] 푅푒[퐼 ] ∙

푅푒[퐴]
퐼푚[퐴]
푅푒[퐵]
퐼푚[퐵]

 (6.23) 

 
푅푒[퐼 ]
퐼푚[퐼 ] = 푅푒[푉 ] −퐼푚[푉 ] 푅푒[퐼 ] −퐼푚[퐼 ]

퐼푚[푉 ] 푅푒[푉 ] 퐼푚[퐼 ] 푅푒[퐼 ] ∙

푅푒[퐶]
퐼푚[퐶]
푅푒[퐷]
퐼푚[퐷]

 (6.24) 

If 퐾 measurements have been collected from the PMUs, we define the following: 

 

퐸 =

⎣
⎢
⎢
⎢
⎡푅푒

[푉 ]
퐼푚[푉 ]
푅푒[푉 ]
퐼푚[푉 ]

⋮ ⎦
⎥
⎥
⎥
⎤

 (6.25) 

 

퐻 =

⎣
⎢
⎢
⎢
⎡푅푒

[푉 ] −퐼푚[푉 ] 푅푒[퐼 ] −퐼푚[퐼 ]
퐼푚[푉 ] 푅푒[푉 ] 퐼푚[퐼 ] 푅푒[퐼 ]

⋮ ⋮ ⋮ ⋮
푅푒[푉 ] −퐼푚[푉 ] 푅푒[퐼 ] −퐼푚[퐼 ]
퐼푚[푉 ] 푅푒[푉 ] 퐼푚[퐼 ] 푅푒[퐼 ] ⎦

⎥
⎥
⎥
⎤

 (6.26) 

 

퐹 =

푅푒[퐴]
퐼푚[퐴]
푅푒[퐵]
퐼푚[퐵]

 (6.27) 
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Using the unbiased least square estimator, the best estimation of the chain parameters A 

and B are found to be: 

 퐹 = (퐻 퐻) 퐻 퐸 (6.28) 

Similarly, best estimated values of C and D can be found. The impedance parameters are 

calculated using equations (6.17) and (6.18). 

 

6.3   Simulation results  

A 38-bus 115 kV SEC system as depicted in Figure 5.30 is modeled in PSCAD/EMTDC 

under this study. In particular, the line connecting bus-38 (sending end) and bus-30 

(receiving end) is selected for parameter identification. The selected line is a short one 

with a length of only 26 km and is modeled by the nominal-π circuit. The actual 

parameters of this transmission line are shown in Table 6.1. In the PSCAD/EMTDC 

simulation, two sets of simulated PTs and CTs are placed at both ends of the selected line 

to sample the voltages and currents simultaneously. In this simulation, the output of the 

CTs and PTs are real-time data, which are further processed by a DFT to obtain the 

phasor components. Since we desire the positive sequence impedance parameters of the 

transmission line, these phasor components are further processed to obtain the sequence 

components. As method # 2 and method # 3 require two and multiple measurements 

respectively, it has been ensured that each set of measurement represents a different 

loading condition. We shall now present the simulation results obtained assuming noise-

free measurements and the results obtained with the presence of both random noise and 

bias errors.   
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TABLE 6.1: ACTUAL LINE PARAMETERS 

Parameter Actual Value 
r 1.9044 
x 9.852625 

BC 9.103969754e-5 

6.3.1   Results with noise-free measurements 

Table 6.2 summarizes the MATLAB simulation results obtained for each method. The 

line resistance 푟, reactance 푥	and shunt susceptance 퐵 	where 푌 = 푗퐵  are all calculated. 

The line parameter estimation accuracy is measured by the percentage error evaluated as 

shown below: 

 
푒푟푟표푟	(%) =

|퐴푐푡푢푎푙	푣푎푙푢푒 − 퐶푎푙푐푢푙푎푡푒푑	푣푎푙푢푒	|
퐴푐푡푢푎푙	푣푎푙푢푒	 × 100 (6.29) 

As Table 6.3 indicates, all methods work well with noise-free measurements and the 

results obtained are highly accurate.  

TABLE 6.2: CALCULATED LINE PARAMETERS  

Method # 
Calculated Parameter  

r x BC 
1 1.90440435 9.85284554 9.104156930e-5 
2 1.90441128 9.85288077 9.104818567e-5 
3 1.90441146 9.85288163 9.104834949e-5 

TABLE 6.3: PERCENTAGE ERROR IN THE CALCULATED LINE PARAMETERS  

Method # 
Error (%) in  

r x BC 
1 2.28585e-4 0.00223845 0.00205598 
2 5.92651e-4 0.00259600 0.00932355 
3 6.01799e-4 0.00260477 0.00950349 
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6.3.2   Results with biased and non-biased noise 

In reality, noise is present in all measurements. Although PMU measurements have 

greater accuracy than other measurements, this potential performance is not achieved in 

an actual field installation due to errors from instrumentation channels, errors from data 

conversion, CT saturation, system imbalances or communication device abnormalities. 

For short transmission lines, such as the one selected, the noise in the measurements is 

more problematic than in the case of long transmission lines. [67, 162, 169, 170] 

Two types of measurement noise are considered; the random noise and bias 

errors. Bias errors are the measurements that are constantly and consistently in error by a 

fixed amount. The bias error is assumed in our simulation to have a magnitude of 1 % of 

the mean value of the current or voltage experienced over a 24 hour cycle. Random noise 

is random in nature as the name implies and in our simulation is normally distributed 

with zero mean and 1 % deviation. Figure 6.2 depicts phase-A, phase-B and phase-C 

voltages at bus-38 and the associated random noise considered in the simulation. There 

exist three places where noise can be injected as mentioned below: 

 Case-1: Noise added to the time domain samples from the PSCAD/EMTDC 

simulation 

 Case-2: Noise added to the phasor values obtained from the DFT 

 Case-3: Noise added to the sequence components we obtain from symmetrical 

component transformation 

Both random noise and bias errors were added to the noise-free PMU voltage and current 

measurements to test the performance of each method under noise conditions.  
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Figure 6.2: Phasor voltages at bus-38 and associated random noise 

Results obtained are shown in Table 6.4 for all the cases highlighted above. Instead of 

giving absolute numbers, the results are given in the form of “A” for acceptable and “U” 

for unacceptable. The estimated parameter is determined to be acceptable if the parameter 

is within a reasonable band (i.e. +/-10% for x and BC and +/-20% for r). Otherwise, the 

result is considered unacceptable. A close look to the simulation results reveals the 

following: 

1. Some parameter estimates are acceptable for certain types of noise and 

unacceptable for other types. For instance, in row # 1 & 5 of Table 6.4 for Case-1, 

with noise added to the measurements of sending end voltage, the series resistance 

and reactance calculated are unacceptable while the shunt susceptance is acceptable. 
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This indicates that the series resistance and reactance are very sensitive to random 

noise and bias errors in the sending end voltage while the shunt susceptance is not. 

One can make similar observations for the other rows in the table.  

2. Method # 2 works much better than Method # 1 for bias errors although it is still 

very sensitive to the random noise. This suggests that redundancy in the 

measurements may improve the parameter estimation.  

3. For Method # 2, the random noise and bias errors introduced in the sending end 

current measurements does not affect our calculations since equations (6.9) and 

(6.10) are not functions of such measurements. 

4. As far as random noise is concerned and considering all the three cases, Method # 3 

outperforms both Method # 1 and Method # 2. This means that accurate impedance 

parameters can be obtained even when there is a random noise in the PMU 

measurements. 

5. Method # 3 has acceptable performance when calculating the series resistance and 

reactance from phasor measurements in the presence of random noise and bias 

errors. However, the shunt susceptance calculated is still sensitive to the random 

noise and bias errors.     
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TABLE 6.4: METHODS PERFORMANCE WHEN NOISE AND BIAS ERRORS APPEAR IN THE 
MEASUREMENTS 

Method  
# 

Type of  
Noise 

Calculated Parameter 
Case-1 Case-2 Case-3 

R X BC R X BC R X BC 

1 

Bias Error in 

VA U U A U U A U U A 
VB U U A U U A U U A 
IA A A U A A U A A U 
IB A A U A A U A A U 

Random Noise in  

VA U U A U U A U U A 
VB U U A U U A U U A 
IA A A A A A A A A A 
IB A A A A A A A A A 

2 

Bias Error in 

VA A A U A A U A A U 
VB A A U A A U A A U 
IA A A A A A A A A A 
IB A A A A A A A A A 

Random Noise in 

VA U U U A A U A A U 
VB U U U A A U A A U 
IA A A A A A A A A A 
IB U U U A A A A A A 

3 

Bias Error in 

VA A A U A A U A A U 
VB A A U A A U A A U 
IA A A A A A A A A A 
IB A A A A A A A A A 

Random Noise in 

VA A A U A A U A A U 
VB U U U A A U A A U 
IA A A A A A A A A A 
IB A A U A A A A A A 

A : Acceptable      U : Unacceptable 
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CHAPTER 7 

Determination of Thevenin’s Equivalent (TE) 
Using PMU Measurements 
 

 

A Thevenin’s equivalent (TE) provided by the electric utility at a certain node is usually 

different from practical parameters and does not reflect the actual operating conditions of 

the power system. This source of error affects the accuracy of impedance-based fault 

location algorithms which depend on the TEs provided by the electric utility at both 

terminals of the line under study. In the context of adaptive fault location aiming at 

achieving very high fault location accuracy, such source of error is removed by having 

the said TEs calculated online.  

Determination of a TE for a system at one of its ports opens the door to many 

interesting possibilities. The quality and reliability of results obtained using TE is, 

however, determined by the accuracy of the TE itself. For a linear system, the TE 

represents a perfect equivalent at the port it is determined for over the entire range of 
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variations which may take place in voltage and/or current provided that the rest of the 

system is kept unchanged. In a real power system, the transmission network itself is 

linear, but node specifications, power injections and/or voltages, are not. Node 

specifications are either P, Q at load nodes or P, V at generation nodes. Hence, 

voltage/current relationships at the system nodes experience the nonlinearities of the 

specified injections. Therefore, the problem lies mainly in the nonlinearity of the 

load/generation injections. Methods based on power flow solution may not suit the 

purpose of online TE determination as data of the whole system have to be processed 

each time. In addition, the rate of updating these data is determined by the SCADA 

system which is too slow. On the other hand, local measurements using PMUs provide 

voltage and current phasors at rates as high as 1 measurement/cycle and, therefore, are 

more useful for online TE determination. [171]  

This chapter presents, in details, a method for the determination of TE based on 

PMU measurements followed by simulation results.  

 

7.1   Algorithm description 

In this section, we shall highlight the basics of the PMU-based algorithm used to 

determine TE at a given node followed by the calculation procedure [171]. Equation 7.1 

gives the node voltage using TE model.  

 푉 = 퐸 + 푍 ∙ 퐼 (7.1) 

Once accurate values of 퐸  and 푍  are available, all the required variables at that node 

can be reliably estimated without the need of detailed system representation.  
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Determination of TE parameters using local PMU measurements require at least two 

different (V, I) pairs measured at different time instants. V and I phasors for the different 

time instants must be measured to the same reference. However, the measurement 

reference (MR) rotates at the slip frequency between the system and the PMU because of 

variations in system frequency. The result is that the phase angles of V and I at 

subsequent time steps will be measured for different references. Figure 7.1 and Figure 7.2 

show the phasor diagrams for two different measurements. The effect of the PMU phase 

drift is to rotate all phasors by the same angle while the relative angles between 

individual phasors remain unchanged. 

 

Figure 7.1: Phasor diagram for the first set of measurements 

 

Figure 7.2: Phasor diagram for the second set of measurements 
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Since E is the Thevenin voltage, it has to be the same in the two cases. However, E in 

case b is shifted by an angle equal to the phase drift but its magnitude is still the same. 

For the first set of PMU measurements, case a, the equation for E can be written as 

 퐸 = 푉 + 퐼 푍 + 2푉 퐼 푍푐표푠(휃 + 휑) (7.2) 

Expanding 푐표푠(휃 + 휑), equation (7.2) can be rewritten as 

 퐸 = 푉 + 퐼 푍 + 2푃 푟 − 2푄 푥  (7.3) 

 푟  and 푥  are the resistance and the reactance of the Thevenin impedance Z. 푃  and 푄  

are respectively the real and reactive powers for the first set of measurements. Similarly, 

for the second set of PMU measurements we can write 

 퐸 = 푉 + 퐼 푍 + 2푃 푟 − 2푄 푥  (7.4) 

Subtracting (7.4) from (7.3) we get 

 푉 − 푉 + (퐼 − 퐼 )푍 + 2(푃 − 푃 )푟 − 2(푄 − 푄 )푥 = 0 (7.5) 

 Equation (7.5) can be arranged and written as follows 

푟 +
푃 − 푃
퐼 − 퐼

+ 푥 −
푄 − 푄
퐼 − 퐼

=
푉 − 푉
퐼 − 퐼

+
푃 − 푃
퐼 − 퐼

+
푄 − 푄
퐼 − 퐼

 (7.6) 

This is the equation of a circle in the impedance plane defining the locus for Thevenin 

impedance that satisfies the two measurements but it does not define a specific value for 

Z. Therefore, a third measurement is required which can be used with either the first or 

the second set of PMU measurements in the same way as above to produce another locus 

for Z, another circle. The equivalent Thevenin impedance is determined by the 

intersection of the two circles. The coordinates of the intersection point in the Z-plane 

define the values of the resistance and reactance of the Thevenin impedance. 
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Based on the above, the TE calculation procedure can be summarized by the following 

simple steps [171]:  

 At a given instant of time, the most recent voltage and current measurements from 

the PMU along with the two preceding measurements are used to form two circle 

equations as defined by (7.6).  

 Intersection points of the two circles are determined defining two values for Z, 

namely Z1 and Z2.  

 Thevenin voltage, E, is determined for each value of Z using (7.1). Having two 

values of Z, two corresponding values of E will be obtained; the higher one that is 

near to the system voltage is taken to be Eth and the corresponding Z is Zth.  

 The phase drift caused by the PMU can be determined by determining Eth using 

the three measurements one at a time. The angle difference between Eth 

determined using the first set of PMU measurements and that determined by the 

second set of PMU measurements determines the drift that took place between 

these two measurements and so on.  

 

7.2   Simulation results 

The 115 kV SEC system, discussed in chapter 5, is used as a test system for online TE 

determination using the PMU measurements. With an aim to determine TE equivalents at 

bus 30 and bus 38, three different loading cases are simulated using PSCAD/EMTDC. 

The three sets of PMU voltage and current phasor measurements at aforesaid buses are 

then sampled as shown in Figure 7.3 to 7.5 and recorded for further processing to obtain 

the corresponding rms values. The three sets of PMU measurements are generated by 
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varying the load at bus 30 and bus 38 while representing all the generators as voltage 

sources with their voltage and phase angles are set equal to its values at the base case. 

This is a reasonable assumption for online application where measurements are taken at 

small intervals, usually one measurement per cycle. All other loads are kept unchanged. 

Load at bus 30 and 38 are changed until no convergence obtained.  

 

  

Figure 7.3: Sampling of 1st set of PMU phasor measurements at bus 30 & bus 38 
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Figure 7.4: Sampling of 2nd set of PMU phasor measurements at bus 30 & bus 38 
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Figure 7.5: Sampling of 3rd set of PMU phasor measurements at bus 30 & bus 38 

 

Figure 7.6 and 7.7 show the Z circles in the impedance plane formed using different 

combinations of the three set of measurements recorded at bus 30 and bus 38 

respectively. It is clear that all the circles intersect at the same point corresponding to Zth 

at each bus. To determine the Zth value, however, only two circles are needed. Figure 7.8 

and Figure 7.9 display Zth determination at bus 30 and bus 38 which exactly coincide 

with the intersection point. 
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Figure 7.6: Z circles at bus 30 

 
Figure 7.7: Z circles at bus 38 
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Figure 7.8: Determination of Zth at bus 30 

 

Figure 7.9: Determination of Zth at bus 38 
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CHAPTER 8 

Adaptive PMU-based Fault Location 
Algorithms for Two-terminal Lines 
 

 

This chapter aims at providing two PMU-based adaptive fault location algorithms for two 

terminal lines. After an introductory section, the two adaptive fault location algorithms 

are described where detailed mathematical formulation and simulation results based on 

PSCAD/EMTDC and MATLAB are presented. In both algorithms, the two-terminal line 

is represented with its distributed parameters. In order to verify the algorithms’ 

robustness, the effect of some factors, which are usually considered in fault location 

studies, on the algorithms’ accuracy is then discussed.      

 

8.1   Introduction 

Accurate and swift fault location on a power network can expedite repair of faulted 

components, speed-up power restoration and thus enhance power system reliability and 
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availability. Rapid restoration of service could reduce customer complaints, outage time, 

loss of revenue and crew repair expense. [41, 64, 70, 83, 87-89, 172-174] 

PMUs using synchronization signals from the GPS satellite system have recently 

evolved into mature tools and are now being utilized in the field of fault location. 

Recognizing the importance of the fault location function for electric power utilities, 

several PMU-based fault location algorithms have been proposed in the past literature. 

Some of them are based on using both synchronized current and voltage phasors at the 

two ends of a line [41, 83, 87-89, 172, 175]. Other algorithms are developed based on 

utilizing only voltage phasor measurements [50, 176-178] to avoid the consequences of 

inappropriate operation of current transformers due to overvoltage and transient state of 

power network during fault period. A fault detection/location algorithm that considers 

arcing faults is proposed in [179, 180]. Fault location schemes for aged power cables 

[70], two and three-terminal transmission lines [50], double-circuit transmission lines 

[40, 181], overhead line combined with an underground power cable [173] and 

transposed/untransposed transmission lines [174] are reported. To determine the fault 

location, these classical algorithms need the line impedance parameters to be known. 

Such parameters are assumed to be constant as provided by the electric utility regardless 

of the system’s operating conditions at the time when the fault occurs. To improve the 

fault location accuracy of the classical PMU-based fault location algorithms, various 

adaptive fault location algorithms have been developed [66, 76, 77, 81, 110, 160, 162, 

167, 174, 182]. These algorithms either utilize voltage and current phasor measurements 

at both ends of a line for online calculation of the transmission line parameters or do not 
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require the line parameters at all. In [183], PMU measurements are utilized for fault 

location based on principal component analysis.  

        In this chapter, two adaptive fault location algorithms are proposed for two-terminal 

lines as an extension to the work presented in [50] and [66]. In both algorithms, three 

different sets of pre-fault voltage and current phasor measurements at both terminals of 

the faulty line are obtained through PMUs. Local PMU measurements at each terminal 

are then used for online calculation of the respective TE instead of having this piece of 

information provided by electric power utility which may not be accurate. Aforesaid 

measurements are also utilized, using the method of multiple measurements with linear 

regression, for online calculation of the transmission line parameters to obtain the 

practical operating parameters when fault occurs. This solves the problem that parameters 

provided by electric power utility are different from the practical parameters due to the 

running environment and the operation history. In the first proposed algorithm, voltage 

and current measurements at both terminals prior to and during the fault are needed. Also, 

applying the principle of superposition, the suddenly changed voltages and currents are 

utilized to obtain suddenly changed positive voltage and current components to solve the 

system’s impedance at the fault time. The second proposed algorithm differs from the 

first in the sense that it is independent of the current measurements during the fault to 

avoid any possible CT saturation.  

 

8.2   Proposed adaptive fault location algorithm # 1 (AFLA-1) 

The prime aim of adaptive fault location algorithms is to achieve a better fault location 

accuracy. The idea of adaptive fault location on transmission lines boils down to proper 
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estimation of line parameters and system impedance. The surrounding environment and 

operation history such as overcurrent and overload change the sag of the transmission 

line. Increasing the current causes the conductor temperature to increase and, 

consequently, the conductors to elongate and sag. The line resistance changes with the 

change in the temperature of the line. The reactance is related with the distance between 

the phase lines that is changed when the sag of the line is changed. [66]  

Uncertainty about the line parameters is one of the most severe factors that could 

impact on the fault location accuracy. The effect of parameters uncertainty on fault 

location accuracy can reach up to 6.7 % if the parameters used in fault location vary 20 % 

of the practical parameters. The line parameters will vary not only with the environmental 

conditions but also with the system operation situations. It is difficult to precisely presage 

what will happen to the line parameters with the transmission line in service. The 

parameters provided by the power utility are very ideal and do not reflect the operation 

history of the line. [66]  

In the proposed AFLA-1, the principle of superposition in the linear network 

theory is applied to separate a post-fault network into a pre-fault network and the 

superimposed network. Out of the three sets of pre-fault PMU measurements of voltages 

and currents at both line terminals, the pre-fault network represented by the most recent 

set of measurements is considered. Superimposed electrical measurements are utilized in 

the fault location method to reduce the effect of pre-fault load current on fault location 

accuracy. The superimposed phase network is transformed into sequence electrical 

measurement network as shown in Figure 8.1. 
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Figure 8.1: Superimposed network of a transmission line 

where 

푖 : The ith sequence, i=0,1,2, namely zero, positive and negative sequence 

훥푉  : The ith sequence of superimposed voltage at terminal A 

훥푉  : The ith sequence of superimposed voltage at terminal B 

훥퐼  : The ith sequence of superimposed current at terminal A 

훥퐼  : The ith sequence of superimposed current at terminal B 

푍  : The ith sequence impedance of the line between terminals A and B 

푌  : The ith sequence admittance of the line between terminals A and B 

푅  : Fault resistance 

퐼  : The ith sequence of fault current 

푍  : The ith sequence of terminal A equivalent source impedance   

푍  : The ith sequence of terminal B equivalent source impedance   

퐿 : The total length of the line 

퐷 : Distance between bus A and fault point F 

Assuming that 푑푉 , 푑퐼 , 푑푉 , 푑퐼  (j indicates the phase a, b, c) are the 

superimposed phase measurements, then symmetrical components are obtained using 

symmetrical components method: 
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 ∆푉 = 푀 × 푑푉 		 (8.1) 

 ∆퐼 = 푀 × 푑퐼 		 (8.2) 

 ∆푉 = 푀 × 푑푉 		 (8.3) 

 ∆퐼 = 푀 × 푑퐼 		 (8.4) 

where 

 
푀 =

1
3

1 1 1
1 푒 ° 푒 °

1 푒 ° 푒 °
 (8.5) 

The equivalent source impedances are changed according to the change of 

generation mode of the system. In this fault location algorithm the source impedances are 

calculated online so that the electrical measurements used in the fault location equation 

can reflect the practical operation mode. From Figure 8.1, the source impedances are 

calculated as shown below: 

 푍 = ∆푉 ∆퐼⁄  (8.6) 

 푍 = ∆푉 ∆퐼⁄  (8.7) 

The sequence voltage at the fault resistance can be solved from the suddenly 

changed sequence voltages at bus A, B and the currents flowing in the transmission from 

bus A, B respectively as shown below: 

푉 = (∆퐼 − ∆푉 퐷푌 ) × 푍 ∥
1
퐷푌 + 퐷푍  (8.8) 

푉 = (∆퐼 − ∆푉 (퐿 − 퐷)푌) × 푍 ∥
1

(퐿 − 퐷)푌 + (퐿 − 퐷)푍  (8.9) 

Plotting |푉 |	푎푛푑	|푉 |	 along the entire length of the line, the point of 

intersection gives the fault distance D. This is depicted in Figures 8.2-8.13 considering all 
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types of faults occurring on a 200 km long, 230 kV test system. The flow chart of the 

adaptive fault location algorithm is shown in Figure 8.14. 

 

Figure 8.2: Curve of voltage for AG fault at 170 km from bus A 

 

Figure 8.3: Curve of voltage for BG fault at 50 km from bus A 
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Figure 8.4: Curve of voltage for CG fault at 100 km from bus A 

 

Figure 8.5: Curve of voltage for ABC fault at 40 km from bus A 
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Figure 8.6: Curve of voltage for ABC fault at 120 km from bus A 

 

Figure 8.7: Curve of voltage for ABC fault at 180 km from bus A 
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Figure 8.8: Curve of voltage for AC fault at 15 km from bus A 

 

Figure 8.9: Curve of voltage for AB fault at 110 km from bus A 
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Figure 8.10: Curve of voltage for BC fault at 175 km from bus A 

 

Figure 8.11: Curve of voltage for BCG fault at 35 km from bus A 
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Figure 8.12: Curve of voltage for ABG fault at 90 km from bus A 

 

Figure 8.13: Curve of voltage for ACG fault at 165 km from bus A 
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Figure 8.14: Flow chart of AFLA-1  

 

8.3   Simulation results of AFLA-1 

This section presents the simulation results of AFLA-1 when applied to the 115 kV SEC 

system and discusses the effect of various factors on the algorithms accuracy.   

8.3.1   Data generation and conditioning 

The 115 kV SEC system, discussed in chapter 5, is considered under this study. The 

presented fault location algorithm has been evaluated using pre-fault and post-fault data 

obtained from reliable PSCAD/EMTDC simulations of faults assumed to occur on the 
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line connecting bus-38 (A) and bus-30 (B). The line is modeled by the nominal-π circuit 

and its parameters are as shown in Table 8.1. System’s Thevenin’s impedances at A and 

B are determined as described in chapter 7 and shown in Figure 7.8 and Figure 7.9 

respectively. TE voltages are calculated using (7.1) and shown in Table 8.1. In order to 

show the errors of the presented algorithm itself, the CTs and VTs located at each line 

terminal are intentionally assumed as ideal devices. The three-phase voltage and current 

signals are sampled, as shown in Figure 7.3-7.5, at a frequency of 240 Hz which 

corresponds to 4 samples per cycle and are stored for post-processing. The DFT given by 

(3.3) is applied to extract the voltage and current phasors. The proposed algorithm is 

implemented in MATLAB. In this study, the percentage error used to measure the 

accuracy of fault location algorithm is expressed as 

%퐸푟푟표푟 =
|퐴푐푡푢푎푙	푙표푐푎푡푖표푛 − 퐸푠푡푖푚푎푡푒푑	푙표푐푎푡푖표푛|

푇표푡푎푙	푙푖푛푒	푙푒푛푔푡ℎ 	× 100 (8.10) 

TABLE 8.1: PARAMETERS OF THE 115 KV, 60 HZ  SEC NETWORK  

Parameter Value 
L 26 km 
Z 0.014400+j0.07500 p.u. in 100 MVA Base 
Y 0.012040 p.u. in 100 MVA Base 
EA 112.28 kV 
EB 112.4 kV 

 

8.3.2   Accuracy analysis 

To test the accuracy of the proposed algorithm, different type of faults with different fault 

locations and fault resistances have been simulated. Tables 8.2-8.5 present the fault 
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location estimates obtained for the single line to ground (LG) faults, line to line (LL) 

faults, line to line to ground (LLG) faults and three phase (LLL) faults. The fault type, 

fault resistance and actual fault location are given in the first, second and third column 

respectively. The estimated distance to fault and the estimation errors resulting from the 

proposed algorithm are respectively displayed in the fourth and fifth column. From the 

results obtained, it is observed that the proposed algorithm is very accurate as the 

maximum error is less than 0.6% for all type of faults.  

TABLE 8.2 
 AFLA-1: FAULT-LOCATION ESTIMATES FOR SINGLE-LINE-TO-GROUND FAULTS   

Fault Type Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

AG 

10 

0.2 0.2007 0.3430 
0.4 0.3990 0.2427 
0.6 0.5974 0.4345 
0.8 0.7958 0.5260 

100 

0.2 0.2007 0.3419 
0.4 0.3990 0.2430 
0.6 0.5974 0.4345 
0.8 0.7958 0.5259 

BG 

10 

0.2 0.2007 0.3440 
0.4 0.3990 0.2425 
0.6 0.5974 0.4345 
0.8 0.7958 0.5261 

100 

0.2 0.2007 0.3520 
0.4 0.3990 0.2410 
0.6 0.5974 0.4354 
0.8 0.7958 0.5283 

CG 

10 

0.2 0.2007 0.3451 
0.4 0.3990 0.2422 
0.6 0.5974 0.4346 
0.8 0.7958 0.5263 

100 

0.2 0.2007 0.3616 
0.4 0.3990 0.2395 
0.6 0.5974 0.4365 
0.8 0.7958 0.5305 
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TABLE 8.3 
 AFLA-1: FAULT-LOCATION ESTIMATES FOR LINE-TO-LINE FAULTS   

Fault 
Type 

Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

AB 

1 

0.2 0.2007 0.3429 
0.4 0.3990 0.2427 
0.6 0.5974 0.4344 
0.8 0.7958 0.5258 

10 

0.2 0.2007 0.3430 
0.4 0.3990 0.2427 
0.6 0.5974 0.4344 
0.8 0.7958 0.5259 

BC 

1 

0.2 0.2007 0.3433 
0.4 0.3990 0.2425 
0.6 0.5974 0.4344 
0.8 0.7958 0.5258 

10 

0.2 0.2007 0.3441 
0.4 0.3990 0.2424 
0.6 0.5974 0.4345 
0.8 0.7958 0.5260 

CA 

1 

0.2 0.2007 0.3434 
0.4 0.3990 0.2426 
0.6 0.5974 0.4345 
0.8 0.7958 0.5260 

10 

0.2 0.2007 0.3436 
0.4 0.3990 0.2426 
0.6 0.5974 0.4345 
0.8 0.7958 0.5261 
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TABLE 8.4 
 AFLA-1: FAULT-LOCATION ESTIMATES FOR LINE-TO-LINE-TO-GROUND FAULTS   

Fault 
Type 

Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

ABG 

5 

0.2 0.2007 0.3429 
0.4 0.3990 0.2427 
0.6 0.5974 0.4344 
0.8 0.7958 0.5259 

50 

0.2 0.2007 0.3429 
0.4 0.3990 0.2427 
0.6 0.5974 0.4344 
0.8 0.7958 0.5259 

BCG 

5 

0.2 0.2007 0.3433 
0.4 0.3990 0.2426 
0.6 0.5974 0.4344 
0.8 0.7958 0.5258 

50 

0.2 0.2007 0.3433 
0.4 0.3990 0.2426 
0.6 0.5974 0.4344 
0.8 0.7958 0.5258 

CAG 

5 

0.2 0.2007 0.3433 
0.4 0.3990 0.2426 
0.6 0.5974 0.4345 
0.8 0.7958 0.5260 

50 

0.2 0.2007 0.3433 
0.4 0.3990 0.2426 
0.6 0.5974 0.4345 
0.8 0.7958 0.5260 

 

TABLE 8.5 
 AFLA-1: FAULT-LOCATION ESTIMATES FOR THREE-PHASE FAULTS   

Fault Type Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

ABC 

1 

0.2 0.2007 0.3432 
0.4 0.3990 0.2426 
0.6 0.5974 0.4344 
0.8 0.7958 0.5259 

10 

0.2 0.2007 0.3440 
0.4 0.3990 0.2425 
0.6 0.5974 0.4345 
0.8 0.7958 0.5261 
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8.3.3   Influence of the fault resistance 

The effect of the variation of the fault resistance in the algorithm’s accuracy for all types 

of LG, LL, LLG and LLL faults are shown respectively in Table 8.6-8.9 assuming that 

the fault occurs at a distance of 0.8 p. u. from bus-38. Faults involving ground have been 

investigated for fault resistance values varying from 0 to 500 Ω. This captures low- and 

high-resistance faults. Faults not involving ground have been investigated for resistance 

values ranging between 0 to 30 Ω. In all cases the local and remote source impedances 

are set equal to the system values. It can be easily seen that the fault location estimates 

are highly accurate and virtually independent of the fault resistance.   

TABLE 8.6 
 AFLA-1: INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR 

SINGLE-LINE-TO-GROUND FAULTS (ACTUAL FL: 0.8 P.U.)   

Fault Res. 
(Ω) 

Fault Type 
AG BG CG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.7958 0.5260 0.7958 0.5258 0.7958 0.5258 
1 0.7958 0.5260 0.7958 0.5258 0.7958 0.5259 
5 0.7958 0.5260 0.7958 0.5259 0.7958 0.5261 
10 0.7958 0.5260 0.7958 0.5261 0.7958 0.5263 
20 0.7958 0.5260 0.7958 0.5264 0.7958 0.5268 
50 0.7958 0.5259 0.7958 0.5271 0.7958 0.5282 

100 0.7958 0.5259 0.7958 0.5283 0.7958 0.5305 
200 0.7958 0.5258 0.7958 0.5307 0.7957 0.5352 
400 0.7958 0.5257 0.7957 0.5356 0.7956 0.5446 
500 0.7958 0.5256 0.7957 0.5380 0.7956 0.5493 
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TABLE 8.7 
 AFLA-1: INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR LINE-

TO-LINE FAULTS (ACTUAL FL: 0.8 P.U.)   

Fault Res. 
(Ω) 

Fault Type 
AB BC CA 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.7958 0.5259 0.7958 0.5257 0.7958 0.5260 
0.5 0.7958 0.5259 0.7958 0.5258 0.7958 0.5260 
1 0.7958 0.5258 0.7958 0.5258 0.7958 0.5260 

2.5 0.7958 0.5258 0.7958 0.5259 0.7958 0.5260 
5 0.7958 0.5259 0.7958 0.5259 0.7958 0.5260 

7.5 0.7958 0.5259 0.7958 0.5260 0.7958 0.5261 
10 0.7958 0.5259 0.7958 0.5260 0.7958 0.5261 
15 0.7958 0.5259 0.7958 0.5262 0.7958 0.5261 
20 0.7958 0.5259 0.7958 0.5263 0.7958 0.5262 
30 0.7958 0.5259 0.7958 0.5265 0.7958 0.5263 

 

TABLE 8.8 
 AFLA-1: INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR LINE-

TO-LINE-TO-GROUND FAULTS (ACTUAL FL: 0.8 P.U.)   

Fault Res. 
(Ω) 

Fault Type 
ABG BCG CAG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.7958 0.5258 0.7958 0.5258 0.7958 0.5260 
1 0.7958 0.5259 0.7958 0.5259 0.7958 0.5260 
5 0.7958 0.5259 0.7958 0.5259 0.7958 0.5260 

10 0.7958 0.5259 0.7958 0.5259 0.7958 0.5260 
25 0.7958 0.5259 0.7958 0.5259 0.7958 0.5260 
50 0.7958 0.5259 0.7958 0.5259 0.7958 0.5260 
100 0.7958 0.5259 0.7958 0.5259 0.7958 0.5260 
150 0.7958 0.5259 0.7958 0.5259 0.7958 0.5260 
200 0.7958 0.5259 0.7958 0.5259 0.7958 0.5260 
250 0.7958 0.5259 0.7958 0.5259 0.7958 0.5260 
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TABLE 8.9 
 AFLA-1: INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR THREE-

PHASE FAULTS (ACTUAL FL: 0.8 P.U.) 

  Fault Res. 
(Ω) 

Estimated 
FL (p. u) 

Error of Estimated  
FL (%) 

0 0.7958 0.5259 
0.5 0.7958 0.5259 
1 0.7958 0.5259 

2.5 0.7958 0.5259 
5 0.7958 0.5259 

7.5 0.7958 0.5259 
10 0.7958 0.5260 
15 0.7958 0.5260 
20 0.7958 0.5260 
30 0.7958 0.5261 

  

8.3.4   Influence of the fault inception angle 

The effect of the variation of the fault inception angle on the algorithm’s accuracy for 

AG, BC and CAG faults is shown in Table 8.10 assuming that the fault occurs at a 

distance of 0.6 p. u. from terminal A. Fault inception angle is varied from 0 to 150°. 

Considering all the cases simulated and presented in aforesaid tables, it is observed that 

the proposed algorithm is highly accurate and virtually independent of the fault inception 

angle with an average error of 0.384%, 0.163% and 0.256% for AG, BC and CAG faults 

respectively.  Figure 8.15 depicts the effect of the variation of the fault inception angle on 

the algorithm’s accuracy for aforementioned types of faults occurred at 0.6 p.u. from 

terminal A.    
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TABLE 8.10 
 AFLA-1: INFLUENCE OF THE FAULT INCEPTION ANGLE ON THE ALGORITHM’S ACCURACY  

(ACTUAL FL: 0.6 P.U.) 

Fault 
Inception 
Angle (°)  

Fault Type 
AG BC CAG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.6023 0.3805 0.6011 0.1851 0.6016 0.2669 
30 0.6023 0.3784 0.6011 0.1873 0.6016 0.2667 
45 0.6022 0.3743 0.6011 0.1890 0.6016 0.2641 
60 0.6022 0.3669 0.6011 0.1876 0.6015 0.2570 
90 0.6021 0.3547 0.6010 0.1679 0.6014 0.2352 
120 0.6023 0.3752 0.6008 0.1330 0.6014 0.2303 
135 0.6024 0.4020 0.6007 0.1218 0.6015 0.2476 
150 0.6026 0.4399 0.6008 0.1294 0.6017 0.2839 

 

 
Figure 8.15: AFLA-1: Effect of fault inception angle on FL accuracy (Actual FL: 0.6 p.u.) 

8.3.5   Influence of the pre-fault loading 

Table 8.11 shows the influence of the pre-fault loading on the algorithm’s accuracy for 

AG, BC and CAG faults assuming that these faults occur at 0.6 p.u. distance from 
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Considering all the cases simulated and presented in aforesaid tables, it is observed that 

the proposed algorithm is highly accurate with an average error of 0.492%, 0.296% and 

0.378% for AG, BC and CAG faults respectively. Figure 8.15 depicts the effect of the 

variation of the pre-fault loading on the algorithm’s accuracy for aforementioned types of 

faults.    

TABLE 8.11 
 AFLA-1: INFLUENCE OF THE PRE-FAULT LOADING AT TERMINAL-A ON THE ALGORITHM’S 

ACCURACY (ACTUAL FL: 0.6 P.U.) 

Variation 
of Pre-fault 

Loading 
(%) 

Fault Type 
AG BC CAG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

-50 0.6016 0.2691 0.6004 0.0735 0.6009 0.1554 
-20 0.6020 0.3359 0.6008 0.1404 0.6013 0.2223 
20 0.6025 0.4250 0.6014 0.2297 0.6019 0.3115 
50 0.6030 0.4918 0.6018 0.2966 0.6023 0.3784 
100 0.6036 0.6029 0.6024 0.4080 0.6029 0.4897 
200 0.6049 0.8250 0.6038 0.6306 0.6043 0.7120 

 

 
Figure 8.16: AFLA-1: Effect of pre-fault loading on FL accuracy (Actual FL: 0.6 p.u.) 
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8.3.6   Error analysis 

Since both CTs and VTs may introduce errors in practice, we elect to carry out error 

analysis to study the impacts of measurement errors on the proposed algorithm. In this 

study, error of 2% for magnitude and 2° for angle are added to the voltages and currents 

measured at the line ends. Errors on fault location estimates are then investigated for all 

types of LG faults.  

TABLE 8.12 
 AFLA-1: INFLUENCE OF 2% VOLTAGE MAGNITUDE ERROR ON FAULT-LOCATION ESTIMATES 

FOR SINGLE-LINE-TO-GROUND FAULTS   

Fault 
Type 

Fault Res. 
(Ω) 

Actual 
FL (p. u) 

Estimated 
FL (p. u) 

Error of Estimated  
FL (%) 

AG 

10 

0.2 0.2007 0.3421 
0.4 0.3990 0.2430 
0.6 0.5974 0.4344 
0.8 0.7958 0.5257 

100 

0.2 0.2007 0.3411 
0.4 0.3990 0.2433 
0.6 0.5974 0.4345 
0.8 0.7958 0.5256 

BG 

10 

0.2 0.2007 0.3431 
0.4 0.3990 0.2427 
0.6 0.5974 0.4345 
0.8 0.7958 0.5258 

100 

0.2 0.2007 0.3511 
0.4 0.3990 0.2413 
0.6 0.5974 0.4353 
0.8 0.7958 0.5280 

CG 

10 

0.2 0.2007 0.3442 
0.4 0.3990 0.2425 
0.6 0.5974 0.4346 
0.8 0.7958 0.5260 

100 

0.2 0.2007 0.3608 
0.4 0.3990 0.2397 
0.6 0.5974 0.4364 
0.8 0.7958 0.5302 
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Table 8.12 and 8.13 present the results for a 2% error in the magnitude of the voltage and 

current measurements at both ends of the line respectively. Table 8.14 and 8.15 present 

the results for a 2° error in the angle of the voltage and current measurements at both 

ends of the line respectively. It can be seen that measurement errors within the range 

specified above had almost no impact on the fault location accuracy.   

TABLE 8.13 
 AFLA-1: INFLUENCE OF 2° VOLTAGE ANGLE ERROR ON FAULT-LOCATION ESTIMATES FOR 

SINGLE-LINE-TO-GROUND FAULTS  

 Fault 
Type 

Fault Res. 
(Ω) 

Actual 
FL (p. u) 

Estimated 
FL (p. u) 

Error of Estimated  
FL (%) 

AG 

10 

0.2 0.2007 0.3429 
0.4 0.3990 0.2428 
0.6 0.5974 0.4345 
0.8 0.7958 0.5260 

100 

0.2 0.2007 0.3419 
0.4 0.3990 0.2430 
0.6 0.5974 0.4345 
0.8 0.7958 0.5259 

BG 

10 

0.2 0.2007 0.3439 
0.4 0.3990 0.2425 
0.6 0.5974 0.4345 
0.8 0.7958 0.5261 

100 

0.2 0.2007 0.3519 
0.4 0.3990 0.2411 
0.6 0.5974 0.4354 
0.8 0.7958 0.5283 

CG 

10 

0.2 0.2007 0.3450 
0.4 0.3990 0.2422 
0.6 0.5974 0.4346 
0.8 0.7958 0.5263 

100 

0.2 0.2007 0.3616 
0.4 0.3990 0.2395 
0.6 0.5974 0.4365 
0.8 0.7958 0.5305 
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TABLE 8.14 
 AFLA-1: INFLUENCE OF 2% CURRENT MAGNITUDE ERROR ON FAULT-LOCATION ESTIMATES 

FOR SINGLE-LINE-TO-GROUND FAULTS   

Fault 
Type 

Fault Res. 
(Ω) 

Actual 
FL (p. u) 

Estimated 
FL (p. u) 

Error of Estimated  
FL (%) 

AG 

10 

0.2 0.2007 0.3438 
0.4 0.3990 0.2425 
0.6 0.5974 0.4345 
0.8 0.7958 0.5262 

100 

0.2 0.2007 0.3428 
0.4 0.3990 0.2428 
0.6 0.5974 0.4346 
0.8 0.7958 0.5262 

BG 

10 

0.2 0.2007 0.3448 
0.4 0.3990 0.2422 
0.6 0.5974 0.4346 
0.8 0.7958 0.5263 

100 

0.2 0.2007 0.3528 
0.4 0.3990 0.2408 
0.6 0.5974 0.4354 
0.8 0.7958 0.5285 

CG 

10 

0.2 0.2007 0.3459 
0.4 0.3990 0.2420 
0.6 0.5974 0.4347 
0.8 0.7958 0.5266 

100 

0.2 0.2007 0.3625 
0.4 0.3990 0.2392 
0.6 0.5974 0.4365 
0.8 0.7958 0.5308 
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TABLE 8.15 
 AFLA-1: INFLUENCE OF 2° CURRENT ANGLE ERROR ON FAULT-LOCATION ESTIMATES FOR 

SINGLE-LINE-TO-GROUND FAULTS  

Fault 
Type 

Fault Res. 
(Ω) 

Actual 
FL (p. u) 

Estimated 
FL (p. u) 

Error of Estimated  
FL (%) 

AG 

10 

0.2 0.2007 0.3430 
0.4 0.3990 0.2427 
0.6 0.5974 0.4344 
0.8 0.7958 0.5259 

100 

0.2 0.2007 0.3420 
0.4 0.3990 0.2430 
0.6 0.5974 0.4345 
0.8 0.7958 0.5259 

BG 

10 

0.2 0.2007 0.3440 
0.4 0.3990 0.2424 
0.6 0.5974 0.4345 
0.8 0.7958 0.5261 

100 

0.2 0.2007 0.3521 
0.4 0.3990 0.2410 
0.6 0.5974 0.4354 
0.8 0.7958 0.5282 

CG 

10 

0.2 0.2007 0.3452 
0.4 0.3990 0.2422 
0.6 0.5974 0.4346 
0.8 0.7958 0.5263 

100 

0.2 0.2007 0.3617 
0.4 0.3990 0.2394 
0.6 0.5974 0.4364 
0.8 0.7958 0.5305 

 

8.4   Proposed adaptive fault location algorithm # 2 (AFLA-2) 

As pointed out earlier, this algorithm is proposed to be independent of current 

measurements during the fault in order to avoid possible errors resulting from CT 

saturation. Figure 8.17 displays a single line diagram of a faulted two-terminal 

transmission line represented with its π-equivalent model. If the line has a length L and 

assuming that an unknown fault is occurred at a distance of D1 from the sending end (A) 

and D2 from the receiving end (B) of the line, then we may model the pre-fault circuit as 
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shown earlier in Figure 8.1 and post-fault circuit as depicted in Figure 8.18 with all 

parameters in the three phase form (abc). [50]  

  

Figure 8.17: A faulted power system 

 

Figure 8.18: Transmission line model in post-fault 

 

Figure 8.19: Thevenin equivalent model of the faulted system 

Considering the post fault conditions, the transmission line is separated into two parts 

with distances of D1 and D2 from each end of the line, we define thereby: 

 푘 =
퐷
퐿 ,				

(1 − 푘) =
퐷
퐿  (8.11) 
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The Thevenin’s equivalent model of the faulted system is shown in Figure 8.19 where 

YSA and YSB represent the Thevenin’s admittance of bus A and B respectively. Bus 

voltages at the line terminals A and B vary between pre-fault and post-fault system 

conditions and they are equal to post-fault voltages minus pre-fault voltages. Knowing 

the voltage variations at bus A (ΔVA) and bus B (ΔVB), the system equations can be 

written as:  

 
퐼퐴 =

퐼퐴
퐼퐴
퐼퐴

,			퐼퐵 =
퐼퐵
퐼퐵
퐼퐵

 (8.12) 

 퐼퐴 = 푌푆퐴 +
푌
2 푘 ∆푉퐴  

(8.13) 
 퐼퐵 = 푌푆퐵 +

푌
2 (1 − 푘) ∆푉퐵  

Using (3.4), the phasor currents given by (8.13) can then be transformed into symmetrical 

components to get: 

 퐼퐴 = 푌푆퐴 +
푌
2 푘 ∆푉퐴  

(8.14) 
 퐼퐵 = 푌푆퐵 +

푌
2 (1 − 푘) ∆푉퐵  

Expressing the phasor fault-point voltages (VFabc) in terms of ΔVAabc and ΔVBabc and then 

applying symmetrical transformation, we get: 

 푉퐹 = 푍 퐼퐴 푘 + ∆푉퐴  
(8.15) 

 푉퐹 = 푍 퐼퐵 (1 − 푘) + ∆푉퐵  

To derive equations independent of the post-fault current, we substitute IA012 and IB012 

from (8.14) into (8.15) to obtain: 
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퐼 × + 푘푍 푌푆퐴 +
푌
2 푘 ∆푉퐴 = 

퐼 × + (1 − 푘)푍 푌푆퐵 +
푌
2 (1 − 푘) ∆푉퐵  

(8.16) 

Equation (8.16) can be put in a form of (8.17) with complex coefficients as shown in 

(8.18): 

 푎푘 + 푏푘 + 푐 = 0 (8.17) 

 [푎] × = 푍
푌
2

[∆푉퐴 − ∆푉퐵 ] 

(8.18)  [푏] × = 푍 [푌푆퐴 ∆푉퐴 + 푌푆퐵 ∆푉퐵 ] + 푍 푌 ∆푉퐵  

 [푐] × = [∆푉퐴 − ∆푉퐵 ] − 푍 푌푆퐵 +
푌
2 ∆푉퐵  

Due to symmetric consideration of the system such as in generators, impedances, series 

impedance and parallel admittance of transmission line, equation (8.17) can be separated 

into three equations as: 

 푎 푘 + 푏 푘 + 푐 ; 				푖 = 0, 1, 2 (8.19) 

It is clear that the proposed equations have unique solutions. By substituting k in (8.11), 

we obtain the estimated fault-point distance. The flow chart of the adaptive fault location 

algorithm is shown in Figure 8.20. 

 

8.5   Simulation results of AFLA-2 

This section presents the simulation results of AFLA-2 when applied to the 115 kV SEC 

system and discusses the effect of various factors on the algorithms accuracy.   
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Figure 8.20: Flow chart of AFLA-2 
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8.5.1   Data generation and conditioning 

The 115 kV SEC system, discussed in chapter 5, is considered under this study. The 

presented fault location algorithm has been evaluated using pre-fault and post-fault data 

obtained from reliable PSCAD/EMTDC simulations of faults assumed to occur on the 

line connecting bus-38 (A) and bus-30 (B). The line is modeled by the nominal-π circuit 

and its parameters are as shown in Table 8.1. System’s Thevenin’s impedances at A and 

B are determined as described in chapter 7 and shown in Figure 7.8 and Figure 7.9 

respectively. TE voltages are calculated using (7.1) and shown in Table 8.1. In order to 

show the errors of the presented algorithm itself, the CTs and VTs located at each line 

terminal are intentionally assumed as ideal devices. The three-phase voltage and current 

signals are sampled, as shown in Figure 7.3-7.5, at a frequency of 240 Hz which 

corresponds to 4 samples per cycle and are stored for post-processing. The DFT given by 

(3.3) is applied to extract the voltage and current phasors. The proposed algorithm is 

implemented in MATLAB. The percentage error used to measure the accuracy of fault 

location algorithm is as expressed in (8.10) 

8.5.2   Accuracy analysis 

To test the accuracy of the proposed algorithm, different type of faults with different fault 

locations and fault resistances have been simulated. Tables 8.16-8.19 present the fault 

location estimates obtained for the single line to ground (LG) faults, line to line (LL) 

faults, line to line to ground (LLG) faults and three phase (LLL) faults. The fault type, 

fault resistance and actual fault location are given in the first, second and third column 

respectively. The estimated distance to fault and the estimation errors resulting from the 

proposed algorithm are respectively displayed in the fourth and fifth column. From the 
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results obtained, it is observed that the proposed algorithm is very accurate as the 

maximum error is less than 0.9% for all type of faults.  

 

TABLE 8.16 
 AFLA-2: FAULT-LOCATION ESTIMATES FOR SINGLE-LINE-TO-GROUND FAULTS   

Fault Type Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

AG 

10 

0.2 0.19996 0.0037 
0.4 0.39989 0.0107 
0.6 0.59985 0.0146 
0.8 0.79983 0.0169 

100 

0.2 0.19997 0.0025 
0.4 0.39993 0.0065 
0.6 0.59986 0.0136 
0.8 0.79978 0.0219 

BG 

10 

0.2 0.19553 0.4465 
0.4 0.39612 0.3875 
0.6 0.59702 0.2977 
0.8 0.79823 0.1738 

100 

0.2 0.19555 0.4446 
0.4 0.39619 0.3813 
0.6 0.59714 0.2857 
0.8 0.79829 0.1704 

CG 

10 

0.2 0.19125 0.8751 
0.4 0.39260 0.7403 
0.6 0.59452 0.5477 
0.8 0.79697 0.3024 

100 

0.2 0.19125 0.8751 
0.4 0.39258 0.7423 
0.6 0.59454 0.5458 
0.8 .79699 0.3009 
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TABLE 8.17 
 AFLA-2: FAULT-LOCATION ESTIMATES FOR SINGLE-LINE-TO-LINE FAULTS   

Fault 
Type 

Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

AB 

1 

0.2 0.19755 0.2452 
0.4 0.39785 0.2146 
0.6 0.59845 0.1554 
0.8 0.79929 0.0711 

10 

0.2 0.19743 0.2565 
0.4 0.39756 0.2438 
0.6 0.59798 0.2015 
0.8 0.79874 0.1262 

BC 

1 

0.2 0.19312 0.6880 
0.4 0.39403 0.5966 
0.6 0.59553 0.4472 
0.8 0.79761 0.2388 

10 

0.2 0.19311 0.6890 
0.4 0.39393 0.6065 
0.6 0.59532 0.4680 
0.8 0.79733 0.2669 

CA 

1 

0.2 0.19733 0.2672 
0.4 0.39798 0.2019 
0.6 0.59859 0.1405 
0.8 0.79924 0.0764 

10 

0.2 0.19732 0.2677 
0.4 0.39800 0.2001 
0.6 0.59867 0.1325 
0.8 0.79934 0.0654 
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TABLE 8.18 
 AFLA-2: FAULT-LOCATION ESTIMATES FOR LINE-TO-LINE-TO-GROUND FAULTS   

Fault 
Type 

Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

ABG 

5 

0.2 0.19805 0.1950 
0.4 0.39854 0.1461 
0.6 0.59899 0.1006 
0.8 0.79959 0.0414 

50 

0.2 0.19764 0.2360 
0.4 0.39796 0.2038 
0.6 0.59853 0.1471 
0.8 0.79933 0.0670 

BCG 

5 

0.2 0.19362 0.6381 
0.4 0.39453 0.5469 
0.6 0.59591 0.4088 
0.8 0.79780 0.2196 

50 

0.2 0.19321 0.6791 
0.4 0.39412 0.5883 
0.6 0.59558 0.4415 
0.8 0.79764 0.2360 

CAG 

5 

0.2 0.19590 0.4094 
0.4 0.39659 0.3410 
0.6 0.59749 0.2511 
0.8 0.79863 0.1374 

50 

0.2 0.19709 0.2908 
0.4 0.39777 0.2232 
0.6 0.59844 0.1561 
0.8 0.79916 0.0841 

 

TABLE 8.19 
 AFLA-2: FAULT-LOCATION ESTIMATES FOR THREE-PHASE FAULTS   

Fault Type Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

ABC 

1 

0.2 0.19599 0.4012 
0.4 0.39659 0.3413 
0.6 0.59745 0.2546 
0.8 0.79863 0.1366 

10 

0.2 0.19597 0.4032 
0.4 0.39651 0.3492 
0.6 0.59735 0.2647 
0.8 0.79849 0.1507 
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8.5.3   Influence of the fault resistance 

The effect of the variation of the fault resistance in the algorithm’s accuracy for all types 

of LG, LL, LLG and LLL faults are shown respectively in Table 8.20-8.23 assuming that 

the fault occurs at a distance of 0.8 p. u. from bus-38. Faults involving ground have been 

investigated for fault resistance values varying from 0 to 500 Ω. This captures low- and 

high-resistance faults. Faults not involving ground have been investigated for resistance 

values ranging between 0 to 30 Ω. In all cases the local and remote source impedances 

are set equal to the system values. It can be easily seen that the fault location estimates 

are highly accurate and virtually independent of the fault resistance.   

 

TABLE 8.20 
 AFLA-2: INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR 

SINGLE-LINE-TO-GROUND FAULTS (ACTUAL FL: 0.8 P.U.)   

Fault Res. 
(Ω) 

Fault Type 
AG BG CG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.80015 0.0150 0.79914 0.0861 0.79717 0.2828 
1 0.80022 0.0216 0.79871 0.1293 0.79694 0.3055 
5 0.79999 0.0010 0.79833 0.1669 0.79708 0.2916 
10 0.79983 0.0169 0.79823 0.1738 0.79697 0.3024 
20 0.79996 0.0037 0.79842 0.1576 0.79711 0.2887 
50 0.79996 0.0038 0.79844 0.1560 0.79710 0.2902 

100 0.79978 0.0219 0.79829 0.1704 0.79699 0.3009 
200 0.79993 0.0072 0.79845 0.1551 0.79703 0.2967 
400 0.79993 0.0070 0.79837 0.1626 0.79706 0.2943 
500 0.79983 0.0169 0.79837 0.1627 0.79698 0.3018 
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TABLE 8.21 
 AFLA-2: INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR LINE-

TO-LINE FAULTS (ACTUAL FL: 0.8 P.U.)   

Fault Res. 
(Ω) 

Fault Type 
AB BC CA 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.79935 0.0650 0.79788 0.2121 0.79923 0.0764 
0.5 0.79933 0.0673 0.79774 0.2258 0.79923 0.0771 
1 0.79929 0.0711 0.79761 0.2388 0.79924 0.0764 

2.5 0.79912 0.0879 0.79727 0.2731 0.79929 0.0705 
5 0.79888 0.1119 0.79725 0.2750 0.79936 0.0640 

7.5 0.79877 0.1228 0.79728 0.2716 0.79936 0.0639 
10 0.79874 0.1262 0.79733 0.2669 0.79934 0.0654 
15 0.79874 0.1263 0.79738 0.2620 0.79932 0.0678 
20 0.79875 0.1252 0.79740 0.2598 0.79931 0.0686 
30 0.79876 0.1242 0.79742 0.2581 0.79931 0.0692 

 

TABLE 8.22 
 AFLA-2: INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR LINE-

TO-LINE-TO-GROUND FAULTS (ACTUAL FL: 0.8 P.U.)   

Fault Res. 
(Ω) 

Fault Type 
ABG BCG CAG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.79959 0.0408 0.79816 0.1844 0.79876 0.1244 
1 0.79959 0.0410 0.79817 0.1833 0.79862 0.1383 
5 0.79959 0.0414 0.79780 0.2196 0.79863 0.1374 

10 0.79943 0.0572 0.79780 0.2203 0.79898 0.1016 
25 0.79937 0.0633 0.79769 0.2309 0.79912 0.0874 
50 0.79933 0.0670 0.79764 0.2360 0.79916 0.0841 
100 0.79931 0.0691 0.79763 0.2374 0.79921 0.0791 
150 0.79930 0.0698 0.79762 0.2375 0.79922 0.0782 
200 0.79930 0.0701 0.79762 0.2381 0.79922 0.0777 
250 0.79930 0.0702 0.79762 0.2379 0.79922 0.0775 

 

 



183 
 

TABLE 8.23 
 AFLA-2: INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR THREE-

PHASE FAULTS (ACTUAL FL: 0.8 P.U.) 

  Fault Res. 
(Ω) 

Estimated 
FL (p. u) 

Error of Estimated  
FL (%) 

0 0.79882 0.1174 
0.5 0.79873 0.1267 
1 0.79863 0.1366 

2.5 0.79850 0.1499 
5 0.79848 0.1523 

7.5 0.79848 0.1521 
10 0.79849 0.1507 
15 0.79850 0.1498 
20 0.79851 0.1494 
30 0.79851 0.1494 

  

8.5.4   Influence of the fault inception angle 

The effect of the variation of the fault inception angle on the algorithm’s accuracy for 

AG, BC and CAG faults is shown in Table 8.24 assuming that the fault occurs at a 

distance of 0.6 p. u. from terminal A. Fault inception angle is varied from 0 to 150°. 

Considering all the cases simulated and presented in aforesaid tables, it is observed that 

the proposed algorithm is very accurate and virtually independent of the fault inception 

angle with an average error of 0.461%, 0.782% and 0.526% for AG, BC and CAG faults 

respectively. Figure 8.21 shows the effect of the variation of the fault inception angle on 

the algorithm’s accuracy for aforesaid types of faults. It may be noted here that the fault 

location error changes nonlinearly with the change in the fault inception angle but it 

remains within a very much acceptable limit.   
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TABLE 8.24 
 AFLA-2: INFLUENCE OF THE FAULT INCEPTION ANGLE ON THE ALGORITHM’S ACCURACY  

(ACTUAL FL: 0.6 P.U.) 

Fault 
Inception 
Angle (°)  

Fault Type 
AG BC CAG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.6001 0.0090 0.5955 0.7477 0.5973 0.4499 
30 0.5984 0.2651 0.5954 0.7700 0.5965 0.5897 
45 0.6041 0.6874 0.5955 0.7445 0.5993 0.1088 
60 0.6009 0.1501 0.5955 0.7570 0.5978 0.3736 
90 0.6003 0.0511 0.5944 0.9377 0.5970 0.5005 
120 0.5957 0.7238 0.5963 0.6238 0.5951 0.8095 
135 0.6029 0.4888 0.5955 0.7556 0.5986 0.2382 
165 0.5921 1.3107 0.5945 0.9176 0.5932 1.1382 

 

 
Figure 8.21: AFLA-2: Effect of fault inception angle on FL accuracy (Actual FL: 0.6 p.u.) 

8.5.5   Influence of the pre-fault loading 

Table 8.25 shows the influence of the pre-fault loading on the algorithm’s accuracy for 

AG, BC and CAG faults assuming that these faults occur at 0.6 p.u. distance from 

terminal A. The pre-fault loading is varied from 0.5 to 3 times its original value. 

0

0.2

0.4

0.6

0.8

1

1.2

1.4

0 50 100 150

Fa
ul

t L
oc

at
io

n 
Er

ro
r (

%
)

Fault Inception Angle (°)

AG BC CAG



185 
 
Considering all the cases simulated and presented in aforesaid tables, it is observed that 

the proposed algorithm is very accurate with an average error of 0.674%, 0.648% and 

0.679% for AG, BC and CAG faults respectively. Figure 8.22 depicts the effect of the 

variation of the pre-fault loading on the algorithm’s accuracy for aforementioned types of 

faults.    

TABLE 8.25 
 INFLUENCE OF THE PRE-FAULT LOADING AT TERMINAL-A ON THE ALGORITHM’S ACCURACY 

(ACTUAL FL: 0.6 P.U.) 

Variation 
of Pre-fault 

Loading 
(%) 

Fault Type 
AG BC CAG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

-50 0.5986 0.2279 0.5988 0.2025 0.5986 0.2347 
-20 0.5977 0.3863 0.5978 0.3605 0.5976 0.3985 
20 0.5969 0.5220 0.5970 0.4960 0.5969 0.5211 
50 0.5960 0.6658 0.5962 0.6396 0.5960 0.6674 
100 0.5946 0.8939 0.5948 0.8676 0.5946 0.8989 
200 0.5919 1.3502 0.5921 1.3232 0.5919 1.3550 

 

 
Figure 8.22: AFLA-2: Effect of load variation on FL accuracy (Actual FL: 0.6 p.u.) 
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8.5.6   Error analysis 

Since both CTs and VTs may introduce errors in practice, we elect to carry out error 

analysis to study the impacts of measurement errors on the proposed algorithm. An error 

of 2% for magnitude and 2° for angle are added to the voltages and currents measured at 

the line ends. The worst case scenarios are considered where both sending end (A) and 

receiving end (B) measurements have the maximum error with the opposite sign in the 

magnitudes (+2% for VA/-2% for VB or +2% for IA/-2% for IB) or angles (+2° for VA/-2° 

for VB or +2° for IA/-2° for IB). Errors on fault location estimates are then investigated for 

all types of LG faults.  

With the method of Multiple Measurement using Linear Regression (MMLR) 

applied for online calculation of the line parameters, Table 8.26 and 8.27 present the 

results for a 2% error in the magnitude and a 2° error in the angle of the voltage 

respectively. Similarly, Table 8.28 and 8.29 present the results for a 2% error in the 

magnitude and a 2° error in the angle of the current. If we assume that line parameters are 

determined by the method of Single Measurement (SM), then errors of estimated fault 

location due to 2% error in voltage/current magnitude and 2° error in voltage/current 

angle will be as shown in Table 8.30-8.33. It can be seen from the results presented in 

Tables 8.26-8.29 that the algorithm is desirably insensitive to measurement errors. Since 

the algorithm is independent of the fault current, the effect of current errors on the fault 

location accuracy is less compared to the effect of voltage errors. Figure 8.23-8.26 clearly 

indicate that the fault location algorithm performs much better in the presence of voltage 

and current errors when the method of MMLR is used for online calculation of the line 

parameters.   
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TABLE 8.26 
 AFLA-2: INFLUENCE OF 2% VOLTAGE MAGNITUDE ERROR ON FAULT-LOCATION ESTIMATES 

FOR SINGLE-LINE-TO-GROUND FAULTS (MMLR)   

Fault 
Type 

Fault Res. 
(Ω) 

Actual 
FL (p. u) 

Estimated 
FL (p. u) 

Error of Estimated  
FL (%) 

AG 

10 

0.2 0.18782 1.2180 
0.4 0.38206 1.7935 
0.6 0.57736 2.2637 
0.8 0.77470 2.5300 

100 

0.2 0.18787 1.2126 
0.4 0.38211 1.7885 
0.6 0.57738 2.2619 
0.8 0.77468 2.5315 

BG 

10 

0.2 0.18352 1.6482 
0.4 0.37840 2.1604 
0.6 0.57459 2.5408 
0.8 0.77314 2.6859 

100 

0.2 0.18356 1.6439 
0.4 0.37843 2.1569 
0.6 0.57468 2.5320 
0.8 0.77319 2.6804 

CG 

10 

0.2 0.17936 2.0640 
0.4 0.37496 2.5034 
0.6 0.57214 2.7860 
0.8 0.77187 2.8129 

100 

0.2 0.17937 2.0625 
0.4 0.37497 2.5027 
0.6 0.57217 2.7827 
0.8 0.77186 2.8138 
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TABLE 8.27 
 AFLA-2: INFLUENCE OF 2° VOLTAGE ANGLE ERROR ON FAULT-LOCATION ESTIMATES FOR 

SINGLE-LINE-TO-GROUND FAULTS (MMLR)  

 Fault 
Type 

Fault Res. 
(Ω) 

Actual 
FL (p. u) 

Estimated 
FL (p. u) 

Error of Estimated  
FL (%) 

AG 

10 

0.2 0.19370 0.6303 
0.4 0.39305 0.6951 
0.6 0.59251 0.7486 
0.8 0.79258 0.7416 

100 

0.2 0.19371 0.6288 
0.4 0.39311 0.6893 
0.6 0.59253 0.7472 
0.8 0.79256 0.7444 

BG 

10 

0.2 0.18196 1.0836 
0.4 0.38918 1.0816 
0.6 0.58962 1.0379 
0.8 0.79100 0.9002 

100 

0.2 0.18920 1.0797 
0.4 0.38922 1.0776 
0.6 058973 1.0269 
0.8 0.79103 0.8966 

CG 

10 

0.2 0.18477 1.5226 
0.4 0.38555 1.4449 
0.6 0.58705 1.2946 
0.8 0.78970 1.0301 

100 

0.2 0.18478 1.5214 
0.4 0.38555 1.4448 
0.6 0.58707 1.2926 
0.8 0.78970 1.0299 
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TABLE 8.28 
 AFLA-2: INFLUENCE OF 2% CURRENT MAGNITUDE ERROR ON FAULT-LOCATION ESTIMATES 

FOR SINGLE-LINE-TO-GROUND FAULTS (MMLR)   

Fault 
Type 

Fault Res. 
(Ω) 

Actual 
FL (p. u) 

Estimated 
FL (p. u) 

Error of Estimated  
FL (%) 

AG 

10 

0.2 0.20431 0.4316 
0.4 0.40209 0.2088 
0.6 0.59989 0.0110 
0.8 0.79770 0.2298 

100 

0.2 0.20435 0.4349 
0.4 0.40211 0.2111 
0.6 0.59988 0.0114 
0.8 0.79768 0.2323 

BG 

10 

0.2 0.19994 0.0057 
0.4 0.39836 0.1636 
0.6 0.59709 0.2909 
0.8 0.79615 0.3850 

100 

0.2 0.19999 0.0013 
0.4 0.39841 0.1585 
0.6 0.59716 0.2836 
0.8 0.79620 0.3795 

CG 

10 

0.2 0.19571 0.4291 
0.4 0.39488 0.5120 
0.6 059462 0.5380 
0.8 0.79489 0.5113 

100 

0.2 0.19574 0.4262 
0.4 0.39490 0.5099 
0.6 0.59464 0.5361 
0.8 0.79485 0.5148 
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TABLE 8.29 
 AFLA-2: INFLUENCE OF 2° CURRENT ANGLE ERROR ON FAULT-LOCATION ESTIMATES FOR 

SINGLE-LINE-TO-GROUND FAULTS (MMLR)  

 Fault 
Type 

Fault Res. 
(Ω) 

Actual 
FL (p. u) 

Estimated 
FL (p. u) 

Error of Estimated  
FL (%) 

AG 

10 

0.2 0.20494 0.4943 
0.4 0.40402 0.4022 
0.6 0.60313 0.3130 
0.8 0.80224 0.2245 

100 

0.2 0.20500 0.4997 
0.4 0.40405 0.4050 
0.6 0.60314 0.3143 
0.8 0.80220 0.2201 

BG 

10 

0.2 0.20049 0.0495 
0.4 0.40022 0.0224 
0.6 0.60027 0.0266 
0.8 0.80066 0.0658 

100 

0.2 0.20055 0.0556 
0.4 0.40029 0.0292 
0.6 0.60036 0.0363 
0.8 0.80071 0.0710 

CG 

10 

0.2 0.19619 0.3810 
0.4 0.39666 0.3337 
0.6 0.59774 0.2258 
0.8 0.79936 0.0640 

100 

0.2 0.19621 0.3785 
0.4 0.39667 0.3333 
0.6 0.59777 0.2227 
0.8 0.79937 0.0633 
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TABLE 8.30 
 AFLA-2: INFLUENCE OF 2% VOLTAGE MAGNITUDE ERROR ON FAULT-LOCATION ESTIMATES 

FOR SINGLE-LINE-TO-GROUND FAULTS (SM)   

Fault 
Type 

Fault Res. 
(Ω) 

Actual 
FL (p. u) 

Estimated 
FL (p. u) 

Error of Estimated  
FL (%) 

AG 

10 

0.2 0.21049 1.0494 
0.4 0.37909 2.0912 
0.6 0.54770 5.2299 
0.8 0.71631 8.3688 

100 

0.2 0.21055 1.0555 
0.4 0.37910 2.0896 
0.6 0.54771 5.2290 
0.8 0.71626 8.3735 

BG 

10 

0.2 0.20752 0.7517 
0.4 0.37669 2.3307 
0.6 0.54596 5.4039 
0.8 0.71537 8.4633 

100 

0.2 0.20755 0.7549 
0.4 0.37673 2.3271 
0.6 0.54601 5.3988 
0.8 0.71538 8.4617 

CG 

10 

0.2 0.20471 0.4706 
0.4 0.37456 2.5442 
0.6 0.54458 5.5420 
0.8 0.71474 8.5260 

100 

0.2 0.20471 0.4705 
0.4 0.37457 2.5434 
0.6 0.54461 5.5389 
0.8 0.71470 8.5299 
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TABLE 8.31 
 AFLA-2: INFLUENCE OF 2° VOLTAGE ANGLE ERROR ON FAULT-LOCATION ESTIMATES FOR 

SINGLE-LINE-TO-GROUND FAULTS (SM)  

Fault 
Type 

Fault Res. 
(Ω) 

Actual 
FL (p. u) 

Estimated 
FL (p. u) 

Error of Estimated  
FL (%) 

AG 

10 

0.2 0.18741 1.2587 
0.4 0.39112 0.8882 
0.6 0.59420 0.5797 
0.8 0.79661 0.3391 

100 

0.2 0.18742 1.2574 
0.4 0.39117 0.8829 
0.6 0.59421 0.5791 
0.8 0.79660 0.3399 

BG 

10 

0.2 0.18286 1.7138 
0.4 0.38728 1.2720 
0.6 0.59136 0.8641 
0.8 0.79505 0.4949 

100 

0.2 0.18290 1.7099 
0.4 0.38733 1.2672 
0.6 0.59146 0.8539 
0.8 0.79504 0.4955 

CG 

10 

0.2 0.17846 2.1539 
0.4 0.38369 1.6308 
0.6 0.58885 1.1151 
0.8 0.79379 0.6213 

100 

0.2 0.17846 2.1537 
0.4 0.38368 1.6318 
0.6 0.58888 1.1115 
0.8 0.79379 0.6213 
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TABLE 8.32 
 AFLA-2: INFLUENCE OF 2% CURRENT MAGNITUDE ERROR ON FAULT-LOCATION ESTIMATES 

FOR SINGLE-LINE-TO-GROUND FAULTS (SM)   

Fault 
Type 

Fault Res. 
(Ω) 

Actual 
FL (p. u) 

Estimated 
FL (p. u) 

Error of Estimated  
FL (%) 

AG 

10 

0.2 0.20035 0.0354 
0.4 0.40020 0.0197 
0.6 0.60006 0.0061 
0.8 0.79995 0.0050 

100 

0.2 0.20040 0.0402 
0.4 0.40025 0.0250 
0.6 0.60008 0.0076 
0.8 0.79991 0.0085 

BG 

10 

0.2 0.19593 0.4069 
0.4 0.39642 0.3580 
0.6 0.59723 0.2771 
0.8 0.79838 0.1620 

100 

0.2 0.19596 0.4035 
0.4 0.39646 0.3539 
0.6 0.59732 0.2677 
0.8 0.79843 0.1564 

CG 

10 

0.2 0.19165 0.8353 
0.4 0.39289 0.7110 
0.6 0.59473 0.5273 
0.8 0.79709 0.2907 

100 

0.2 0.19165 0.8347 
0.4 0.39288 0.7120 
0.6 0.59476 0.5243 
0.8 0.79707 0.2927 
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TABLE 8.33 
 AFLA-2: INFLUENCE OF 2° CURRENT ANGLE ERROR ON FAULT-LOCATION ESTIMATES FOR 

SINGLE-LINE-TO-GROUND FAULTS (SM)  

 Fault 
Type 

Fault Res. 
(Ω) 

Actual 
FL (p. u) 

Estimated 
FL (p. u) 

Error of Estimated  
FL (%) 

AG 

10 

0.2 0.20033 0.0331 
0.4 0.40018 0.0182 
0.6 0.60007 0.0068 
0.8 0.79996 0.0038 

100 

0.2 0.20037 0.0373 
0.4 0.40019 0.0196 
0.6 0.60008 0.0076 
0.8 0.79996 0.0041 

BG 

10 

0.2 0.19590 0.4099 
0.4 0.39641 0.3585 
0.6 0.59724 0.2763 
0.8 0.79839 0.1604 

100 

0.2 0.19595 0.4050 
0.4 0.39647 0.3532 
0.6 0.59733 0.2667 
0.8 0.79842 0.1579 

CG 

10 

0.2 0.19162 0.8383 
0.4 0.39288 0.7115 
0.6 0.59473 0.5267 
0.8 0.79711 0.2891 

100 

0.2 0.19165 0.8346 
0.4 0.39289 0.7105 
0.6 0.59477 0.5232 
0.8 0.79711 0.2888 

 

 
Figure 8.23: FL error with 2% error in voltage magnitude (AG-10) 
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Figure 8.24: FL error with 2% error in current magnitude (CG-10) 
 

 

Figure 8.25: FL error with 2° error in voltage angle (BG-10) 
 

 

Figure 8.26: FL error with 2° error in current angle (CG-10) 
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8.6   Comparison with non-adaptive algorithm for two-terminal 

lines 

In the proposed AFLA-1 and AFLA-2 for two-terminal lines, system impedance and line 

parameters are determined online and, thus, the effect of the surrounding environment 

and operation history on these parameters is nullified. System impedance and line 

parameters determined online from PMU synchronized measurements certainly reflect 

the system’s practical operating conditions prior to and after the fault occurrence. In non-

adaptive fault location algorithms, system impedance and line parameters are provided by 

the electric utility and assumed to be constant regardless of the environmental and system 

operating conditions. Such assumption, however, is a source of error that impacts the 

fault location accuracy.  

In this section, we investigate the effect of system impedance and line parameters 

uncertainty on fault location accuracy assuming that they vary within ±25% from their 

practical values. Table 8.34 shows the influence of the line parameters and system 

impedance variation on AFLA-2’s accuracy for AG, BC, CAG and ABC faults assuming 

that these faults occur at 0.6 p.u. distance from terminal A. Considering all the cases 

simulated and presented in aforesaid table, one can easily observe that the effect of 

system impedance and parameters uncertainty on fault location can reach up to 10% if the 

parameters used in fault location vary 25% of the practical parameters. Figure 8.27 

depicts the effect of the system impedance and line parameter variation on the 

algorithm’s accuracy for aforementioned types of faults.    
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TABLE 8.34 
 AFLA-2: INFLUENCE OF LINE PARAMETERS AND SYSTEM IMPEDANCE VARIATION ON THE 

ALGORITHM’S ACCURACY (ACTUAL FL: 0.6 P.U.) 

 
Parameter 
Variation 

(%) 

Fault Type 
AG CAG BC ABC 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

-25 0.6636 10.6012 0.6636 10.5951 0.6638 10.6259 0.6637 10.6136 
-20 0.6493 8.2147 0.6493 8.2088 0.6494 8.2397 0.6494 8.2272 
-15 0.6356 5.9258 0.6355 5.9201 0.6357 5.9509 0.6356 5.9383 
-10 0.6224 3.7286 0.6223 3.7231 0.6225 3.7540 0.6224 3.7413 
-5 0.6097 1.6181 0.6097 1.6127 0.6099 1.6436 0.6098 1.6308 
0 0.5975 0.4107 0.5975 0.4159 0.5977 0.3851 0.5976 0.3979 
5 0.5858 2.3623 0.5858 2.3674 0.5860 2.3367 0.5859 2.3495 
10 0.5746 4.2409 0.5745 4.2459 0.5747 4.2153 0.5746 4.2281 
15 0.5637 6.0504 0.5637 6.0553 0.5639 6.0248 0.5638 6.0376 
20 0.5532 7.7945 0.5532 7.7993 0.5534 7.7689 0.5533 7.7817 
25 0.5431 9.4765 0.5431 9.4812 0.5433 9.4510 0.5432 9.4638 

 

 
Figure 8.27: Influence of parameter variation on FL accuracy in two-terminal lines  
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CHAPTER 9 

Adaptive PMU-based Fault Location 
Algorithm for Three-terminal Lines 
 

 

Use is made of multi-terminal and tapped lines for economical or environmental-

protection reasons. Multi-terminal lines are those having three or more terminals with 

substantial generation behind each. Based on the number of terminals we can distinguish 

three-terminal lines having three terminals, four-terminal lines having four terminals, and 

so on. Lines having three or more terminals with substantial power generation behind, at 

a maximum at two of them, are named tapped lines. The number of taps per line varies 

from one to even more than ten. The taps themselves feed only loads, which means that 

they are terminated by the passive networks, while at the remaining terminals there are 

active networks (with power generation). [2] 

Fault location on multi-terminal and tapped lines relies on identifying the line 

section at which the fault occurred and determining the distance to fault for the faulted 
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section, usually measured from the respective bus towards the fault point. In this chapter, 

we propose an adaptive PMU-based fault location algorithm for three-terminal lines. The 

proposed algorithm will be described in details and simulation results will be presented 

and discussed.   

 

9.1   PMU-based parameter estimation of a three-terminal line 

The equivalent π model of a three-terminal transmission network is shown in Figure 9.1 

[50] which can be represented, in steady state, by Figure 9.2. In this section, we propose a 

method to determine the parameters of a three-terminal line utilizing synchronized 

voltage and current phasor measurements obtained from PMUs installed at the three 

terminals A, B and C. Line parameters are determined for the case where the three 

sections have the same parameters per unit length and for the most general case where 

each section has parameters different from those of the other two sections.         

 

Figure 9.1: A three-terminal transmission network  
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Figure 9.2: Steady state π equivalent model of a three-terminal transmission network  

9.1.1   Line sections having the same parameters per unit length 

For this case, we assume the three sections have the same impedance (푧) and the same 

admittance (푦) per unit length. With such assumption, we can write the following: 

 푍퐴 = 퐿 ∗ 푧 (9.1) 

  푌퐴 = 퐿 ∗ 푦 (9.2) 

 푍퐵 = 퐿 ∗ 푧 (9.3) 

 푌퐵 = 퐿 ∗ 푦 (9.4) 

 푍퐶 = 퐿 ∗ 푧 (9.5) 

 푌퐶 = 퐿 ∗ 푦 (9.6) 
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where 

퐿  : Length of section A 

퐿  : Length of section B 

퐿  : Length of section C 

푍퐴, 푌퐴 : Impedance, admittance of section A 

푍퐵, 푌퐵 : Impedance, admittance of section B 

푍퐶, 푌퐶 : Impedance, admittance of section C 

Considering Figure 9.2, we can write the following equations for section A, B and C: 

 푉푀 − 퐿 ∗ 퐼퐴 ∗ 푧 −
1
2 ∗ 푉퐴 ∗

(퐿 ) ∗ 푦 ∗ 푧 − 푉퐴 = 0 (9.7) 

  푉푀 − 퐿 ∗ 퐼퐵 ∗ 푧 −
1
2 ∗ 푉퐵 ∗

(퐿 ) ∗ 푦 ∗ 푧 − 푉퐵 = 0 (9.8) 

 푉푀 − 퐿 ∗ 퐼퐶 ∗ 푧 −
1
2 ∗ 푉퐶 ∗

(퐿 ) ∗ 푦 ∗ 푧 − 푉퐶 = 0 (9.9) 

Equation (9.7), and similarly (9.8) and (9.9), is a complex equation which can be written 

into two real equations as shown below: 

푅푒[푉푀] − 퐿 ∗ 푅푒[퐼 ] ∗ 푅푒[푧] + 퐿 ∗ 퐼푚[퐼 ] ∗ 퐼푚[푧] + 0.5 ∗ (퐿 ) ∗ 푅푒[푉퐴] ∗

퐼푚[푧] ∗ 퐼푚[푦] + 0.5 ∗ (퐿 ) ∗ 퐼푚[푉퐴] ∗ 푅푒[푧] ∗ 퐼푚[푦] − 푅푒[푉퐴] = 0  
(9.10) 

퐼푚[푉푀] − 퐿 ∗ 푅푒[퐼 ] ∗ 퐼푚[푧] − 퐿 ∗ 퐼푚[퐼 ] ∗ 푅푒[푧] − 0.5 ∗ (퐿 ) ∗ 푅푒[푉퐴] ∗

푅푒[푧] ∗ 퐼푚[푦] + 0.5 ∗ (퐿 ) ∗ 퐼푚[푉퐴] ∗ 퐼푚[푧] ∗ 퐼푚[푦] − 퐼푚[푉퐴] = 0  
(9.11) 

Equations (9.10) and (9.11) are nonlinear equations with five unknowns, namely 

푅푒[푧], 퐼푚[푧], 퐼푚[푦], 푅푒[푉푀], 퐼푚[푉푀]	and therefore five equations are needed to solve 

for the unknowns. Converting (9.8) and (9.9) into the corresponding real equations, we 

get four more equations in addition to (9.10) and (9.11) which are more than enough to 

solve for the five unknowns. So, for this case only one set of voltage and current phasor 
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measurements is needed to determine the line parameters for each section. Assuming that 

[푋 푋 푋 푋 푋 ] = [푅푒[푧] 퐼푚[푧] 퐼푚[푦] 푅푒[푉푀] 퐼푚[푉푀]] 	 then we 

need to solve the following set of nonlinear equations simultaneously to determine the 

line parameters per unit length:  

푋 − 퐿 ∗ 푅푒[퐼 ] ∗ 푋 + 퐿 ∗ 퐼푚[퐼 ] ∗ 푋 + 0.5 ∗ (퐿 ) ∗ 푅푒[푉퐴] ∗ 푋 ∗ 푋 +

0.5 ∗ (퐿 ) ∗ 퐼푚[푉퐴] ∗ 푋 ∗ 푋 − 푅푒[푉퐴] = 0  
(9.12) 

푋 − 퐿 ∗ 푅푒[퐼 ] ∗ 푋 − 퐿 ∗ 퐼푚[퐼 ] ∗ 푋 − 0.5 ∗ (퐿 ) ∗ 푅푒[푉퐴] ∗ 푋 ∗ 푋 +

0.5 ∗ (퐿 ) ∗ 퐼푚[푉퐴] ∗ 푋 ∗ 푋 − 퐼푚[푉퐴] = 0  
(9.13) 

푋 − 퐿 ∗ 푅푒[퐼 ] ∗ 푋 + 퐿 ∗ 퐼푚[퐼 ] ∗ 푋 + 0.5 ∗ (퐿 ) ∗ 푅푒[푉퐵] ∗ 푋 ∗ 푋 +

0.5 ∗ (퐿 ) ∗ 퐼푚[푉퐵] ∗ 푋 ∗ 푋 − 푅푒[푉퐵] = 0      
(9.14) 

푋 − 퐿 ∗ 푅푒[퐼 ] ∗ 푋 − 퐿 ∗ 퐼푚[퐼 ] ∗ 푋 − 0.5 ∗ (퐿 ) ∗ 푅푒[푉퐵] ∗ 푋 ∗ 푋 +

0.5 ∗ (퐿 ) ∗ 퐼푚[푉퐵] ∗ 푋 ∗ 푋 − 퐼푚[푉퐵] = 0  
(9.15) 

푋 − 퐿 ∗ 푅푒[퐼 ] ∗ 푋 + 퐿 ∗ 퐼푚[퐼 ] ∗ 푋 + 0.5 ∗ (퐿 ) ∗ 푅푒[푉퐶] ∗ 푋 ∗ 푋 +

0.5 ∗ (퐿 ) ∗ 퐼푚[푉퐶] ∗ 푋 ∗ 푋 − 푅푒[푉퐶] = 0  
(9.16) 

Knowing the length of each section, equations (9.1)-(9.6) can be used to determine the 

line parameters pertaining to section A, B and C. 

9.1.2   Line sections having different parameters 

For this case, more unknowns are involved and, therefore, more sets of measurements are 

necessary. For the first set of measurements, we can form 6 equations as discussed earlier 

but we have a total of 11 unknowns, namely Re[ZA],	 Im[ZA],	 Im[YA],	 Re[ZB],	 Im[ZB],	

Im[YB],	 Re[ZC],	 Im[ZC],	 Im[YC],	 Re[VM],	 Im[VM]. For the second set of measurements, 

6 more equations can be formed but 2 more unknowns, related to the voltage VM at the 



203 
 
tap point, are added. Thus, with 12 equations and 13 unknowns, a third set of 

measurement becomes mandatory. Proceeding in a similar fashion with the third set of 

measurement, 6 more equations can be formed and 2 more unknowns will be added to 

have a total of 18 equations which is more than enough to solve for 15 unknowns.   	 If 

we consider the first set of measurements, the following equations can be written for 

section A, B and C based on Figure 9.2: 

 (푉푀) − 푍퐴 ∗ (퐼퐴) −
1
2 ∗

(푉퐴) ∗ 푍퐴 ∗ 푌퐴 − (푉퐴) = 0 (9.17) 

  (푉푀) − 푍퐵 ∗ (퐼퐵) −
1
2 ∗

(푉퐵) ∗ 푍퐵 ∗ 푌퐵 − (푉퐵) = 0 (9.18) 

 (푉푀) − 푍퐶 ∗ (퐼퐶) −
1
2 ∗

(푉퐶) ∗ 푍퐶 ∗ 푌퐶 − (푉퐶) = 0 (9.19) 

The subscript (1) is used in equations (9.17)-(9.19) to denote the first set of 

measurements. Using the subscript (2) and (3) to denote respectively the second and the 

third sets of measurements, we write the following equations: 

 (푉푀) − 푍퐴 ∗ (퐼퐴) −
1
2 ∗

(푉퐴) ∗ 푍퐴 ∗ 푌퐴 − (푉퐴) = 0 (9.20) 

  (푉푀) − 푍퐵 ∗ (퐼퐵) −
1
2 ∗

(푉퐵) ∗ 푍퐵 ∗ 푌퐵 − (푉퐵) = 0 (9.21) 

 (푉푀) − 푍퐶 ∗ (퐼퐶) −
1
2 ∗

(푉퐶) ∗ 푍퐶 ∗ 푌퐶 − (푉퐶) = 0 (9.22) 

 (푉푀) − 푍퐴 ∗ (퐼퐴) −
1
2 ∗

(푉퐴) ∗ 푍퐴 ∗ 푌퐴 − (푉퐴) = 0 (9.23) 

  (푉푀) − 푍퐵 ∗ (퐼퐵) −
1
2 ∗

(푉퐵) ∗ 푍퐵 ∗ 푌퐵 − (푉퐵) = 0 (9.24) 

 (푉푀) − 푍퐶 ∗ (퐼퐶) −
1
2 ∗

(푉퐶) ∗ 푍퐶 ∗ 푌퐶 − (푉퐶) = 0 (9.25) 
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Equation (9.17), and similarly (9.18)-(9.25), is a complex equation which can be written 

into two real nonlinear equations as shown below: 

푅푒[(푉푀) ] − 푅푒[푍퐴] ∗ 푅푒[(퐼퐴) ] + 퐼푚[푍퐴] ∗ 퐼푚[(퐼퐴) ] + 0.5 ∗ 푅푒[(푉퐴) ] ∗

퐼푚[푍퐴] ∗ 퐼푚[푌퐴] + 0.5 ∗ 퐼푚[(푉퐴) ] ∗ 퐼푚[푌퐴] ∗ 푅푒[푍퐴] − 푅푒[(푉퐴) ] = 0  
(9.26) 

퐼푚[(푉푀) ] − 푅푒[푍퐴] ∗ 퐼푚[(퐼퐴) ] − 퐼푚[푍퐴] ∗ 푅푒[(퐼퐴) ] − 0.5 ∗ 푅푒[(푉퐴) ] ∗

퐼푚[푌퐴] ∗ 푅푒[푍퐴] + 0.5 ∗ 퐼푚[(푉퐴) ] ∗ 퐼푚[푍퐴] ∗ 퐼푚[푌퐴] − 퐼푚[(푉퐴) ] = 0   
(9.27) 

Proceeding in the same manner, additional 16 equations can be written to have a total of 

18 equations out of which 15 are needed to solve for 15 unknowns, namely Re[ZA],	

Im[ZA],	 Im[YA],	 Re[ZB],	 Im[ZB],	 Im[YB],	 Re[ZC],	 Im[ZC],	 Im[YC],	 Re[(VM)1],	

Im[(VM)1],	Re[(VM)2],	Im[(VM)2],	Re[(VM)3],	Im[(VM)3].	     

 

9.2   Description of the proposed algorithm 

The technique presented in chapter 8 for two–terminal transmission line can be extended 

for the three-terminal configuration. Consider that an unknown fault is occurred in the 

transmission line and its location is unknown. This fault may occur in one of the sections 

A or B or C. Based on Figure 9.1, the voltage of node M can be calculated in terms of the 

voltage of bus A or B or C. IA can be calculated as: 

 퐼퐴 = 푌푆퐴 +
푌퐴
2 ∆푉퐴 (9.28) 

and 

 푉푀 = ∆푉퐴 + 푍퐴퐼퐴 (9.29) 

Substituting 9.28 into 9.29, VM is obtained as: 
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푉푀 = 퐼 × + 푍퐴 푌푆퐴 +
푌퐴
2 ∆푉퐴 (9.30) 

VM can also be calculated as: 

 
푉푀 = 퐼 × + 푍퐵 푌푆퐵 +

푌퐵
2 ∆푉퐵 (9.31) 

 
푉푀 = 퐼 × + 푍퐶 푌푆퐶 +

푌퐶
2 ∆푉퐶 (9.32) 

In this technique, fault location is determined in two stages: firstly, detection of 

faulted section and secondly, accurate estimation of fault point distance. Initially, 

consider that a fault is occurred in the network. Since the system model is changed VM 

cannot be calculated from the bus voltage of the faulted section. Therefore, VM can be 

calculated from the other two bus voltages. To detect the faulted section, it is sufficient to 

calculate VM by using Equations (9.30)-(9.32). Figure 9.3 shows the flowchart of the 

proposed method for the faulted section recognition.  

In the second one, consider that an unknown fault is occurred in section B with 

the distance of l1 from bus B. In this stage, the faulted section is obtained from the 

former stage. The Thevenin’s model of the faulted system is shown in Figure 9.4. 

According to Equations (9.30) and (9.31), the voltage VM can be obtained by using the 

bus voltages of A or C. So, the faulted point voltage can be written as: 

 퐼푀 = 퐼푀퐴 + 퐼푀퐶 (9.33) 

The currents IMA and IMC can be obtained using the bus voltage of A and C: 

 퐼푀퐴 = 퐼퐴 +
푌퐴
2 푉푀 (9.34) 
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 퐼푀퐶 = 퐼퐶 +

푌퐶
2 푉푀 (9.35) 

and 

 퐼퐹푀 = 퐼푀 +
푌퐵
2
(1 − 푘)푉푀 (9.36) 

 푉퐹 = 푉푀 + 푍퐵(1 − 푘)퐼퐹푀 (9.37) 

 

 

Figure 9.3: Flow chart showing the algorithm to identify the faulted section 
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Figure 9.4: Faulted three-terminal system in π equivalent model 

Also, for the faulted section, the following equations can be written to obtain its bus 

voltage: 

 퐼퐵 = 푌푆퐵 +
푌퐵
2 푘 ∆푉퐵 (9.38) 

 푉퐹 = ∆푉퐵 + 푍퐵푘퐼퐵 (9.39) 

Using (9.37) and (9.39), we can write: 

 ∆푉퐵 + 푍퐵푘퐼퐵 = 푉푀 + 푍퐵(1 − 푘)퐼퐹푀 (9.40) 

So, k can be obtained as: 

 푘 = 푓(∆푉퐴, ∆푉퐵, ∆푉퐶) → 푎푘 + 푏푘 + 푐 = 0 (9.41) 

such that 

푎 = 푍퐵
푌퐵
2 ∆푉퐵 + 푍퐵

푌퐴
2 ∆푉퐴 + 푍퐵

푌퐶
2 ∆푉퐶 (9.42) 
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푏 = 푍퐵푌푆퐵∆푉퐵 − 푍퐵
푌퐴
2 ∆푉퐴 − 푍퐵

푌퐶
2 ∆푉퐶 + 푍퐵

푌퐵
2 푉푀 + 푍퐵푌푆퐴∆푉퐴

+ 푍퐵푌푆퐶∆푉퐶 + 푍퐵
푌퐴
2 +

푌퐵
2 +

푌퐶
2 푉푀 

푐 = ∆푉퐵 − 푉푀 − 푍퐵푌푆퐴∆푉퐴 − 푍퐵푌푆퐶∆푉퐶 − 푍퐵
푌퐴
2 +

푌퐵
2 +

푌퐶
2 푉푀 

and VM is obtained using either (9.30) or (9.32). The estimated fault point distance can be 

calculated as: 

 푙1 = 푘 × 퐿  (9.43) 

If we consider that an unknown fault is occurred in section A with the distance of 

l1 from bus A, then the quadratic equation coefficients a, b and c are given as: 

푎 = 푍퐴
푌퐴
2 ∆푉퐴 + 푍퐴

푌퐵
2 ∆푉퐵 + 푍퐴

푌퐶
2 ∆푉퐶 

(9.44) 

푏 = 푍퐴푌푆퐴∆푉퐴 − 푍퐴
푌퐵
2 ∆푉퐵 − 푍퐴

푌퐶
2 ∆푉퐶 + 푍퐴

푌퐴
2 푉푀 + 푍퐴푌푆퐵∆푉퐵

+ 푍퐴푌푆퐶∆푉퐶 + 푍퐴
푌퐴
2 +

푌퐵
2 +

푌퐶
2 푉푀 

푐 = ∆푉퐴 − 푉푀 − 푍퐴푌푆퐵∆푉퐵 − 푍퐴푌푆퐶∆푉퐶 − 푍퐴
푌퐴
2 +

푌퐵
2 +

푌퐶
2 푉푀 

and VM is obtained using either (9.31) or (9.32). The estimated fault point distance can be 

calculated: 

 푙1 = 푘 × 퐿  (9.45) 

 Finally, if we consider that an unknown fault is occurred in section C with the 

distance of l1 from bus C, then the quadratic equation coefficients a, b and c are given as: 

푎 = 푍퐶
푌퐶
2 ∆푉퐶 + 푍퐶

푌퐴
2 ∆푉퐴 + 푍퐶

푌퐵
2 ∆푉퐵 (9.46) 
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푏 = 푍퐶푌푆퐶∆푉퐶 − 푍퐶
푌퐴
2 ∆푉퐴 − 푍퐶

푌퐵
2 ∆푉퐵 + 푍퐶

푌퐶
2 푉푀 + 푍퐶푌푆퐴∆푉퐴

+ 푍퐶푌푆퐵∆푉퐵 + 푍퐶
푌퐴
2 +

푌퐵
2 +

푌퐶
2 푉푀 

푐 = ∆푉퐶 − 푉푀 − 푍퐶푌푆퐴∆푉퐴 − 푍퐶푌푆퐵∆푉퐵 − 푍퐶
푌퐴
2 +

푌퐵
2 +

푌퐶
2 푉푀 

and VM is obtained using either (9.30) or (9.31). The estimated fault point distance can be 

calculated: 

 푙1 = 푘 × 퐿  (9.47) 

Based on the above and the AFLA-2 discussed in chapter 8 for two-terminal lines, AFLA 

for three-terminal lines is composed of the following steps: 

1. Three (3) independent sets of PMU pre-fault voltage and current phasor 

measurements and one (1) set of post-fault voltage phasor measurements at 

terminal A, B and C are recorded and stored.   

2. System’s Thevenin’s equivalent at terminal A, B and C are determined online, as 

described in chapter 7, utilizing above-mentioned PMU pre-fault measurements. 

3. Aforesaid PMU pre-fault measurements are additionally utilized for online 

determination of parameters pertaining to section A, B and C as detailed in 

section 9.1.  

4. Superimposed electrical voltage measurements at terminal A, B and C are 

extracted as the difference between the post-fault measurements and the most 

recent set of pre-fault measurements at each terminal respectively. 

5. Symmetrical transformation is then applied to transform phasor quantities into 

zero, positive and negative sequence components.    
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6. The first stage of fault location in three-terminal lines is then implemented to 

identify the faulted section.  

7. The second stage is then applied to determine the fault location using relevant 

equations for VM and quadratic equation coefficients as described previously.  

Figure 9.5 is a flowchart of AFLA for a three-terminal line highlighting the main steps 

mentioned above. 

 

Figure 9.5: Flow chart of the proposed AFLA for a three-terminal line  

 

9.3   Simulation results  

This section presents PSCAD/EMTDC and MATLAB simulation results for a 500 kV 

three-terminal line, faulted in three sections A, B, C, when above-described algorithm is 
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applied to determine the fault location. Simulations are performed for LG, LL, LLG and 

LLL faults. Algorithm’s accuracy is checked against fault type, location, fault resistance, 

pre-fault loading and fault inception angle. 

9.3.1   Data generation and conditioning 

A 500 kV three-terminal transmission network, represented by Figure 9.1, is considered 

under this study. The lengths of sections A, B, C are 150, 100 and 110 mile respectively. 

The presented fault location algorithm has been evaluated using pre-fault and post-fault 

data obtained from reliable PSCAD/EMTDC simulations of faults assumed to occur on 

sections A, B, C. Simulation parameters of the three-terminal transmission network are as 

shown in Table 9.1 where system’s TEs at terminal A, B and C are determined as 

described in chapter 7.  

TABLE 9.1: PARAMETERS OF THE 500 KV THREE-TERMINAL NETWORK  

Parameter Value 
R 0.249168 Ω/mile 
L 1.556277 mH/mile 
C 19.469e-9 F/mile 
EA 500 kV ∠0° 
EB 475 kV ∠ − 15° 
EC 472 kV ∠ − 10° 
ZSA 5.7257 +j15.1762 Ω 
ZSB 5.1033 +j15.3082 Ω 
ZSC 5.4145 +j15.2422 Ω 

In order to show the errors of the presented algorithm itself, the CTs and VTs located at 

each line terminal are intentionally assumed as ideal devices. The three-phase voltage and 

current signals are sampled, as shown in Figure 9.6, at a frequency of 240 Hz which 

corresponds to 4 samples per cycle and are stored for post-processing. Sections A, B and 
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C are assumed to have the same impedance and the same admittance per unit length. 

With such assumption, only one set of pre-fault voltage and current phasor measurements 

at terminal A, B and C is utilized for online determination of the line parameters as 

detailed earlier. The DFT given by (3.3) is applied to extract the voltage and current 

phasors. The proposed algorithm is implemented in MATLAB. In this study, the 

percentage error used to measure the accuracy of fault location algorithm is as expressed 

in (8.10). 

 

Figure 9.6: Sampling of voltage and current phasors at terminal A, B, C 

500 kV System
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9.3.2   Accuracy analysis 

To test the accuracy of the proposed algorithm, different type of faults with different fault 

locations and fault resistances have been simulated. Tables 9.2-9.13 present the fault 

location estimates obtained for the single line to ground (LG) faults, line to line (LL) 

faults, line to line to ground (LLG) faults and three phase (LLL) faults occurred in section 

A, B and C. The fault type, fault resistance and actual fault location are given in the first, 

second and third column respectively. The estimated distance to fault and the estimation 

errors resulting from the proposed algorithm are respectively displayed in the fourth and 

fifth column. From the results obtained and considering all the cases simulated and 

presented in aforesaid tables, it is observed that the proposed algorithm is reasonably 

accurate with an average error of 0.785%, 0.572%, 0.561% and 0.563% for LG, LL, LLG 

and LLL faults occurred on section A. For faults on section B, the calculated average 

errors are 1.05%, 0.815%, 0.837% and 0.771% for LG, LL, LLG and LLL faults 

respectively. Finally, the calculated average errors for LG, LL, LLG and LLL faults on 

section C are 1.91%, 1.17%, 1.16% and 1.03%.   

9.3.3   Influence of the fault resistance 

The effect of the variation of the fault resistance in the algorithm’s accuracy for all types 

of LG, LL, LLG and LLL faults are shown respectively in Table 9.14-9.25 assuming that 

the fault occurs at a distance of 0.4 p. u. from terminal A, B and C. Faults involving 

ground have been investigated for fault resistance values varying from 0 to 500 Ω. This 

captures low- and high-resistance faults. Faults not involving ground have been 

investigated for resistance values ranging between 0 to 30 Ω. In all cases the local and 

remote source impedances are set equal to the system values. Considering all the cases 
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simulated and presented in aforesaid tables, it is observed that the proposed algorithm is 

reasonably accurate and virtually independent of the fault resistance with an average error 

of 0.594%, 0.279%, 0.358% and 0.380% for LG, LL, LLG and LLL faults occurred on 

section A. For faults on section B, the calculated average errors are 0.972%, 0.928%, 

0.992% and 1.069% for LG, LL, LLG and LLL faults respectively. Finally, the calculated 

average errors for LG, LL, LLG and LLL faults on section C are 1.066%, 1.099%, 

1.229% and 1.173%.   

TABLE 9.2 
 FAULT-LOCATION ESTIMATES FOR SINGLE-LINE-TO-GROUND FAULTS ON SECTION A   

Fault Type Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

AG 

10 

0.2 0.1990 0.4838 
0.4 0.4010 0.2422 
0.6 0.6039 0.6464 
0.8 0.8084 1.0525 

100 

0.2 0.1993 0.3516 
0.4 0.4017 0.4333 
0.6 0.6064 1.0650 
0.8 0.8115 1.4361 

BG 

10 

0.2 0.1998 0.0909 
0.4 0.4018 0.4519 
0.6 0.6047 0.7907 
0.8 0.8088 1.1050 

100 

0.2 0.2015 0.7626 
0.4 0.4050 1.2449 
0.6 0.6075 1.2493 
0.8 0.8113 1.4111 

CG 

10 

0.2 0.1994 0.2918 
0.4 0.4023 0.5749 
0.6 0.6034 0.5667 
0.8 0.8086 1.0704 

100 

0.2 0.1991 0.4433 
0.4 0.4028 0.7069 
0.6 0.6060 0.9943 
0.8 0.8110 1.3706 
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TABLE 9.3 
 FAULT-LOCATION ESTIMATES FOR LINE-TO-LINE FAULTS ON SECTION A     

Fault 
Type 

Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

AB 

1 

0.2 0.1994 0.3054 
0.4 0.4008 0.2091 
0.6 0.6042 0.6933 
0.8 0.8083 1.0358 

10 

0.2 0.1994 0.3241 
0.4 0.4009 0.2185 
0.6 0.6042 0.6996 
0.8 0.8083 1.0413 

BC 

1 

0.2 0.1999 0.0733 
0.4 0.4020 0.5069 
0.6 0.6038 0.6299 
0.8 0.8087 1.0820 

10 

0.2 0.1998 0.1145 
0.4 0.4021 0.5329 
0.6 0.6038 0.6268 
0.8 0.8086 1.0720 

CA 

1 

0.2 0.1992 0.4180 
0.4 0.4015 0.3839 
0.6 0.6027 0.4462 
0.8 0.8080 1.0038 

10 

0.2 0.1990 0.4771 
0.4 0.4015 0.3708 
0.6 0.6028 0.4642 
0.8 0.8081 1.0073 
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TABLE 9.4 
 FAULT-LOCATION ESTIMATES FOR LINE-TO-LINE-TO-GROUND FAULTS ON SECTION A     

Fault 
Type 

Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

ABG 

5 

0.2 0.1994 0.2884 
0.4 0.4011 0.2847 
0.6 0.6038 0.6370 
0.8 0.8082 1.0291 

50 

0.2 0.1996 0.1997 
0.4 0.4012 0.3036 
0.6 0.6042 0.7003 
0.8 0.8082 1.0307 

BCG 

5 

0.2 0.1997 0.1738 
0.4 0.4018 0.4393 
0.6 0.6035 0.5899 
0.8 0.8085 1.0581 

50 

0.2 0.1999 0.0652 
0.4 0.4020 0.5112 
0.6 0.6037 0.6125 
0.8 0.8086 1.0753 

CAG 

5 

0.2 0.1993 0.3622 
0.4 0.4015 0.3727 
0.6 0.6030 0.4917 
0.8 0.8081 1.0082 

50 

0.2 0.1994 0.2955 
0.4 0.4018 0.4469 
0.6 0.6029 0.4790 
0.8 0.8080 1.0029 

 

TABLE 9.5 
 FAULT-LOCATION ESTIMATES FOR THREE-PHASE FAULTS ON SECTION A     

Fault Type Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

ABC 

1 

0.2 0.1994 0.2774 
0.4 0.4014 0.3548 
0.6 0.6033 0.5524 
0.8 0.8082 1.0243 

10 

0.2 0.1992 0.3952 
0.4 0.4014 0.3432 
0.6 0.6033 0.5451 
0.8 0.8081 1.0098 
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TABLE 9.6 
 FAULT-LOCATION ESTIMATES FOR SINGLE-LINE-TO-GROUND FAULTS ON SECTION B   

Fault Type Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

AG 

10 

0.2 0.1996 0.1781 
0.4 0.4019 0.4770 
0.6 0.6056 0.9370 
0.8 0.8095 1.1834 

100 

0.2 0.1975 1.2626 
0.4 0.4006 0.1619 
0.6 0.6061 1.0189 
0.8 0.8108 1.3546 

BG 

10 

0.2 0.2004 0.2153 
0.4 0.4037 0.9337 
0.6 0.6053 0.8831 
0.8 0.8114 1.4224 

100 

0.2 0.2022 1.0763 
0.4 0.4070 1.7611 
0.6 0.6108 1.8000 
0.8 0.8150 1.8744 

CG 

10 

0.2 0.2011 0.5297 
0.4 0.4057 1.4190 
0.6 0.6053 0.8838 
0.8 0.8109 1.3595 

100 

0.2 0.2004 0.1895 
0.4 0.4053 1.3343 
0.6 0.6085 1.4118 
0.8 0.8121 1.5071 
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TABLE 9.7 
 FAULT-LOCATION ESTIMATES FOR LINE-TO-LINE FAULTS ON SECTION B     

Fault 
Type 

Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

AB 

1 

0.2 0.1998 0.1119 
0.4 0.4013 0.3339 
0.6 0.6051 0.8495 
0.8 0.8098 1.2263 

10 

0.2 0.1997 0.1334 
0.4 0.4015 0.3811 
0.6 0.6051 0.8535 
0.8 0.8099 1.2376 

BC 

1 

0.2 0.2009 0.4636 
0.4 0.4049 1.2180 
0.6 0.6041 0.6831 
0.8 0.8113 1.4180 

10 

0.2 0.2010 0.5054 
0.4 0.4052 1.2981 
0.6 0.6045 0.7471 
0.8 0.8114 1.4213 

CA 

1 

0.2 0.2006 0.3157 
0.4 0.4042 1.0453 
0.6 0.6050 0.8313 
0.8 0.8097 1.2118 

10 

0.2 0.2005 0.2435 
0.4 0.4039 0.9826 
0.6 0.6051 0.8509 
0.8 0.8096 1.1996 
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TABLE 9.8 
 FAULT-LOCATION ESTIMATES FOR LINE-TO-LINE-TO-GROUND FAULTS ON SECTION B     

Fault 
Type 

Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

ABG 

5 

0.2 0.2001 0.0619 
0.4 0.4023 0.5732 
0.6 0.6049 0.8197 
0.8 0.8100 1.2497 

50 

0.2 0.2003 0.1536 
0.4 0.4022 0.5427 
0.6 0.6056 0.9332 
0.8 0.8102 1.2809 

BCG 

5 

0.2 0.2008 0.3769 
0.4 0.4043 1.0722 
0.6 0.6042 0.7080 
0.8 0.8108 1.3477 

50 

0.2 0.2011 0.5591 
0.4 0.4051 1.2651 
0.6 0.6043 0.7152 
0.8 0.8113 1.4101 

CAG 

5 

0.2 0.2006 0.2789 
0.4 0.4038 0.9573 
0.6 0.6049 0.8156 
0.8 0.8099 1.2330 

50 

0.2 0.2009 0.4699 
0.4 0.4044 1.1084 
0.6 0.6055 0.9085 
0.8 0.8100 1.2504 

 

TABLE 9.9 
 FAULT-LOCATION ESTIMATES FOR THREE-PHASE FAULTS ON SECTION B     

Fault Type Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

ABC 

1 

0.2 0.2004 0.2201 
0.4 0.4033 0.8354 
0.6 0.6045 0.7503 
0.8 0.8101 1.2631 

10 

0.2 0.2004 0.1885 
0.4 0.4035 0.8674 
0.6 0.6048 0.7918 
0.8 0.8100 1.2558 
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TABLE 9.10 
 FAULT-LOCATION ESTIMATES FOR SINGLE-LINE-TO-GROUND FAULTS ON SECTION C   

Fault Type Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

AG 

10 

0.2 0.2008 0.4191 
0.4 0.4036 0.9031 
0.6 0.6107 1.7763 
0.8 0.8146 1.8204 

100 

0.2 0.2027 1.3470 
0.4 0.4051 1.2761 
0.6 0.6206 3.4265 
0.8 0.8218 2.7243 

BG 

10 

0.2 0.2015 0.7681 
0.4 0.4045 1.1168 
0.6 0.6127 2.1249 
0.8 0.8141 1.7628 

100 

0.2 0.2052 2.6231 
0.4 0.4090 2.2581 
0.6 0.6220 3.6661 
0.8 0.8221 2.7667 

CG 

10 

0.2 0.2015 0.7319 
0.4 0.4059 1.4722 
0.6 0.6124 2.0622 
0.8 0.8139 1.7426 

100 

0.2 0.2029 1.4520 
0.4 0.4073 1.8373 
0.6 0.6191 3.1814 
0.8 0.8204 2.5472 
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TABLE 9.11 
 FAULT-LOCATION ESTIMATES FOR LINE-TO-LINE FAULTS ON SECTION C     

Fault 
Type 

Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

AB 

1 

0.2 0.2007 0.3727 
0.4 0.4027 0.6850 
0.6 0.6088 1.4593 
0.8 0.8126 1.5706 

10 

0.2 0.2008 0.3815 
0.4 0.4029 0.7131 
0.6 0.6092 1.5363 
0.8 0.8128 1.6036 

BC 

1 

0.2 0.2014 0.6895 
0.4 0.4047 1.1712 
0.6 0.6110 1.8366 
0.8 0.8119 1.4838 

10 

0.2 0.2014 0.6952 
0.4 0.4050 1.2445 
0.6 0.6112 1.8694 
0.8 0.8122 1.5229 

CA 

1 

0.2 0.2009 0.4480 
0.4 0.4046 1.1509 
0.6 0.6091 1.5232 
0.8 0.8125 1.5684 

10 

0.2 0.2008 0.4058 
0.4 0.4045 1.1299 
0.6 0.6092 1.5349 
0.8 0.8127 1.5933 
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TABLE 9.12 
 FAULT-LOCATION ESTIMATES FOR LINE-TO-LINE-TO-GROUND FAULTS ON SECTION C     

Fault 
Type 

Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

ABG 

5 

0.2 0.2008 0.4144 
0.4 0.4032 0.8079 
0.6 0.6085 1.4228 
0.8 0.8120 1.4998 

50 

0.2 0.2011 0.5274 
0.4 0.4033 0.8145 
0.6 0.6087 1.4576 
0.8 0.8124 1.5526 

BCG 

5 

0.2 0.2012 0.5838 
0.4 0.4043 1.0746 
0.6 0.6098 1.6417 
0.8 0.8116 1.4517 

50 

0.2 0.2015 0.7475 
0.4 0.4048 1.2039 
0.6 0.6108 1.7967 
0.8 0.8118 1.4749 

CAG 

5 

0.2 0.2009 0.4482 
0.4 0.4043 1.0644 
0.6 0.6088 1.4611 
0.8 0.8121 1.5106 

50 

0.2 0.2012 0.5967 
0.4 0.4048 1.2122 
0.6 0.6092 1.5314 
0.8 0.8126 1.5774 

 

TABLE 9.13 
 FAULT-LOCATION ESTIMATES FOR THREE-PHASE FAULTS ON SECTION C     

Fault Type Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

ABC 

1 

0.2 0.2009 0.4328 
0.4 0.4037 0.9329 
0.6 0.6083 1.3816 
0.8 0.8113 1.4144 

10 

0.2 0.2007 0.3415 
0.4 0.4038 0.9484 
0.6 0.6084 1.3927 
0.8 0.8115 1.4392 
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TABLE 9.14 
 INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR SINGLE-LINE-TO-

GROUND FAULTS (ACTUAL FL: 0.4 P.U. FROM TERMINAL A)   

Fault Res. 
(Ω) 

Fault Type 
AG BG CG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.3998 0.0390 0.4004 0.0944 0.4018 0.4494 
1 0.3998 0.0478 0.4004 0.1003 0.4018 0.4478 
5 0.3997 0.0829 0.4005 0.1240 0.4018 0.4409 
15 0.3993 0.1686 0.4007 0.1854 0.4017 0.4184 
20 0.3992 0.2092 0.4009 0.2158 0.4016 0.4032 
50 0.3983 0.4255 0.4015 0.3640 0.4011 0.2664 

150 0.3961 0.9713 0.4022 0.5523 0.3985 0.3640 
200 0.3952 1.1879 0.4023 0.5777 0.3973 0.6789 
400 0.3928 1.8073 0.4026 0.6545 0.3931 1.7236 
500 0.3920 2.0005 0.4029 0.7139 0.3915 2.1178 

 

TABLE 9.15 
 INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR LINE-TO-LINE 

FAULTS (ACTUAL FL: 0.4 P.U. FROM TERMINAL A)   

Fault Res. 
(Ω) 

Fault Type 
AB BC CA 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.4000 0.0014 0.4020 0.4901 0.4014 0.3593 
0.5 0.4000 0.0010 0.4020 0.4915 0.4014 0.3571 
1.5 0.4000 0.0004 0.4020 0.4944 0.4014 0.3527 
2.5 0.4000 0.0002 0.4020 0.4972 0.4014 0.3483 
5 0.4000 0.0018 0.4020 0.5043 0.4013 0.3372 

7.5 0.4000 0.0034 0.4020 0.5114 0.4013 0.3262 
15 0.4000 0.0076 0.4021 0.5326 0.4012 0.2925 
20 0.4000 0.0098 0.4022 0.5465 0.4011 0.2698 
25 0.4000 0.0115 0.4022 0.5599 0.4010 0.2468 
30 0.3999 0.0128 0.4023 0.5728 0.4009 0.2236 
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TABLE 9.16 
 INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR LINE-TO-LINE-

TO-GROUND FAULTS (ACTUAL FL: 0.4 P.U. FROM TERMINAL A)   

Fault Res. 
(Ω) 

Fault Type 
ABG BCG CAG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.4008 0.2002 0.4018 0.4443 0.4015 0.3789 
1 0.4008 0.1986 0.4018 0.4457 0.4015 0.3774 
2 0.4008 0.1973 0.4018 0.4474 0.4015 0.3763 

10 0.4008 0.1912 0.4019 0.4662 0.4015 0.3822 
25 0.4007 0.1824 0.4020 0.4967 0.4016 0.4096 
75 0.4006 0.1524 0.4021 0.5253 0.4018 0.4494 
100 0.4006 0.1416 0.4021 0.5280 0.4018 0.4547 
150 0.4005 0.1260 0.4021 0.5291 0.4018 0.4577 
200 0.4005 0.1151 0.4021 0.5283 0.4018 0.4566 
250 0.4004 0.1065 0.4021 0.5269 0.4018 0.4537 

 

TABLE 9.17 
 INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR THREE-PHASE 

FAULTS (ACTUAL FL: 0.4 P.U. FROM TERMINAL A) 

  Fault Res. 
(Ω) 

Estimated 
FL (p. u) 

Error of Estimated  
FL (%) 

0 0.4016 0.3988 
0.5 0.4016 0.3980 
1.5 0.4016 0.3966 
2.5 0.4016 0.3952 
5 0.4016 0.3916 

7.5 0.4016 0.3881 
15 0.4014 0.3432 
20 0.4015 0.3773 
25 0.4014 0.3610 
30 0.4014 0.3516 
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TABLE 9.18 
 INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR SINGLE-LINE-TO-

GROUND FAULTS (ACTUAL FL: 0.4 P.U. FROM TERMINAL B)   

Fault Res. 
(Ω) 

Fault Type 
AG BG CG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.4030 0.7513 0.4032 0.7935 0.4050 1.2493 
1 0.4030 0.7376 0.4032 0.8032 0.4050 1.2517 
5 0.4027 0.6845 0.4034 0.8437 0.4050 1.2577 
15 0.4023 0.5639 0.4038 0.9430 0.4050 1.2507 
20 0.4020 0.5083 0.4040 0.9877 0.4050 1.2377 
50 0.4009 0.2129 0.4047 1.1788 0.4044 1.0885 

150 0.3979 0.5285 0.4057 1.4232 0.4019 0.4862 
200 0.3968 0.8038 0.4061 1.5294 0.4011 0.2633 
400 0.3942 1.4460 0.4083 2.0772 0.3995 0.1351 
500 0.3936 1.5993 0.4094 2.3557 0.3994 0.1564 

 

TABLE 9.19 
 INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR LINE-TO-LINE 

FAULTS (ACTUAL FL: 0.4 P.U. FROM TERMINAL B)   

Fault Res. 
(Ω) 

Fault Type 
AB BC CA 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.4024 0.6121 0.4044 1.1116 0.4043 1.0704 
0.5 0.4024 0.6112 0.4045 1.1147 0.4043 1.0677 
1.5 0.4024 0.6095 0.4045 1.1209 0.4042 1.0624 
2.5 0.4024 0.6079 0.4045 1.1272 0.4042 1.0570 
5 0.4024 0.6043 0.4046 1.1425 0.4042 1.0433 

7.5 0.4024 0.6012 0.4046 1.1575 0.4041 1.0293 
15 0.4024 0.5944 0.4048 1.2001 0.4039 0.9863 
20 0.4024 0.5914 0.4049 1.2263 0.4038 0.9570 
25 0.4024 0.5891 0.4050 1.2505 0.4037 0.9274 
30 0.4023 0.5874 0.4051 1.2728 0.4036 0.8974 
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TABLE 9.20 
 INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR LINE-TO-LINE-

TO-GROUND FAULTS (ACTUAL FL: 0.4 P.U. FROM TERMINAL B)   

Fault Res. 
(Ω) 

Fault Type 
ABG BCG CAG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.4031 0.7717 0.4041 1.0212 0.4040 1.0005 
1 0.4031 0.7706 0.4041 1.0231 0.4040 1.0005 
2 0.4031 0.7701 0.4041 1.0258 0.4040 1.0017 

10 0.4031 0.7761 0.4043 1.0631 0.4041 1.0350 
25 0.4032 0.7887 0.4045 1.1195 0.4044 1.1007 
75 0.4031 0.7818 0.4047 1.1665 0.4047 1.1677 
100 0.4031 0.7748 0.4047 1.1703 0.4047 1.1748 
150 0.4030 0.7615 0.4047 1.1708 0.4047 1.1771 
200 0.4030 0.7494 0.4047 1.1683 0.4047 1.1733 
250 0.4030 0.7384 0.4047 1.1650 0.4047 1.1675 

 

TABLE 9.21 
 INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR THREE-PHASE 

FAULTS (ACTUAL FL: 0.4 P.U. FROM TERMINAL B) 

Fault Res. 
(Ω) 

Estimated 
FL (p. u) 

Error of Estimated  
FL (%) 

0 0.4040 1.0100 
0.5 0.4041 1.0131 
1.5 0.4041 1.0191 
2.5 0.4041 1.0252 
5 0.4042 1.0403 

7.5 0.4042 1.0552 
15 0.4044 1.0969 
20 0.4045 1.1220 
25 0.4046 1.1449 
30 0.4047 1.1658 
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TABLE 9.22 
 INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR SINGLE-LINE-TO-

GROUND FAULTS (ACTUAL FL: 0.4 P.U. FROM TERMINAL C)   

Fault Res. 
(Ω) 

Fault Type 
AG BG CG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.4038 0.9472 0.4039 0.9792 0.4056 1.3923 
1 0.4037 0.9345 0.4039 0.9851 0.4056 1.3937 
5 0.4035 0.8844 0.4040 1.0109 0.4056 1.3978 
15 0.4031 0.7659 0.4043 1.0816 0.4056 1.3948 
20 0.4028 0.7098 0.4045 1.1163 0.4055 1.3859 
50 0.4016 0.4060 0.4051 1.2774 0.4050 1.2619 

150 0.3985 0.3706 0.4059 1.4690 0.4026 0.6462 
200 0.3973 0.6664 0.4061 1.5334 0.4015 0.3851 
400 0.3944 1.4073 0.4077 1.9132 0.3992 0.2077 
500 0.3936 1.6058 0.4085 2.1276 0.3987 0.3202 

 

TABLE 9.23 
 INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR LINE-TO-LINE 

FAULTS (ACTUAL FL: 0.4 P.U. FROM TERMINAL C)   

Fault Res. 
(Ω) 

Fault Type 
AB BC CA 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.4035 0.8813 0.4051 1.2654 0.4049 1.2343 
0.5 0.4033 0.8178 0.4051 1.2676 0.4049 1.2319 
1.5 0.4033 0.8153 0.4051 1.2721 0.4049 1.2272 
2.5 0.4033 0.8129 0.4051 1.2766 0.4049 1.2224 
5 0.4032 0.8072 0.4052 1.2880 0.4048 1.2104 

7.5 0.4032 0.8018 0.4052 1.2993 0.4048 1.1982 
15 0.4032 0.7876 0.4053 1.3328 0.4046 1.1606 
20 0.4031 0.7796 0.4054 1.3543 0.4045 1.1348 
25 0.4031 0.7726 0.4055 1.3748 0.4044 1.1085 
30 0.4031 0.7663 0.4056 1.3943 0.4043 1.0817 
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TABLE 9.24 
 INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR LINE-TO-LINE-

TO-GROUND FAULTS (ACTUAL FL: 0.4 P.U. FROM TERMINAL C)   

Fault Res. 
(Ω) 

Fault Type 
ABG BCG CAG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.4040 1.0091 0.4049 1.2325 0.4049 1.2158 
1 0.4040 1.0116 0.4049 1.2374 0.4049 1.2185 
2 0.4041 1.0144 0.4050 1.2429 0.4049 1.2221 

10 0.4042 1.0402 0.4052 1.2921 0.4051 1.2667 
25 0.4043 1.0650 0.4054 1.3513 0.4053 1.3358 
75 0.4042 1.0566 0.4056 1.3911 0.4056 1.3983 
100 0.4042 1.0476 0.4056 1.3929 0.4056 1.4040 
150 0.4041 1.0321 0.4056 1.3912 0.4056 1.4051 
200 0.4041 1.0191 0.4056 1.3877 0.4056 1.4010 
250 0.4040 1.0079 0.4055 1.3840 0.4056 1.3952 

 

TABLE 9.25 
 INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR THREE-PHASE 

FAULTS (ACTUAL FL: 0.4 P.U. FROM TERMINAL C) 

  Fault Res. 
(Ω) 

Estimated 
FL (p. u) 

Error of Estimated  
FL (%) 

0 0.4045 1.1368 
0.5 0.4046 1.1385 
1.5 0.4046 1.1420 
2.5 0.4046 1.1455 
5 0.4046 1.1544 

7.5 0.4047 1.1633 
15 0.4048 1.1894 
20 0.4048 1.2053 
25 0.4049 1.2196 
30 0.4049 1.2325 
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9.3.4   Influence of the fault inception angle 

The effect of the variation of the fault inception angle on the algorithm’s accuracy for 

AG, BC and BCG faults are shown respectively in Table 9.26-9.28 assuming that the 

fault occurs at a distance of 0.4 p. u. from terminal A, B and C. Fault inception angle is 

varied from 0 to 150°. Considering all the cases simulated and presented in aforesaid 

tables, it is observed that the proposed algorithm is reasonably accurate and virtually 

independent of the fault inception angle with an average error of 0.234%, 0.745% and 

0.642% for AG, BC and BCG faults occurred on section A. For faults on section B, the 

calculated average errors are 0.620%, 1.170% and 1.060% for AG, BC and BCG faults 

respectively. Finally, the calculated average errors for AG, BC and BCG faults on section 

C are 0.823%, 1.310% and 1.219%. Figure 9.7-9.9 show the effect of the variation of the 

fault inception angle on the algorithm’s accuracy for different types of faults occurred at 

0.4 p.u. from terminal A, B and C respectively.    

TABLE 9.26 
 INFLUENCE OF THE FAULT INCEPTION ANGLE ON THE ALGORITHM’S ACCURACY  

(ACTUAL FL: 0.4 P.U. FROM TERMINAL A) 

Fault 
Inception 
Angle (°)  

Fault Type 
AG BC BCG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.4009 0.2232 0.4030 0.7490 0.4026 0.6460 
30 0.4009 0.2225 0.4030 0.7535 0.4026 0.6509 
45 0.4009 0.2241 0.4030 0.7510 0.4026 0.6483 
60 0.4009 0.2206 0.4030 0.7466 0.4026 0.6431 
90 0.4009 0.2233 0.4029 0.7192 0.4025 0.6151 
120 0.4010 0.2400 0.4028 0.7121 0.4024 0.6110 
135 0.4010 0.2604 0.4031 0.7644 0.4026 0.6575 
150 0.4010 0.2604 0.4031 0.7643 0.4027 0.6662 
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TABLE 9.27 
 INFLUENCE OF THE FAULT INCEPTION ANGLE ON THE ALGORITHM’S ACCURACY  

(ACTUAL FL: 0.4 P.U. FROM TERMINAL B) 

Fault 
Inception 
Angle (°)  

Fault Type 
AG BC BCG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.4025 0.6224 0.4047 1.1722 0.4043 1.0631 
30 0.4025 0.6215 0.4047 1.1778 0.4043 1.0694 
45 0.4025 0.6250 0.4047 1.1690 0.4042 1.0592 
60 0.4025 0.6173 0.4047 1.1739 0.4043 1.0649 
90 0.4025 0.6178 0.4047 1.1634 0.4042 1.0563 
120 0.4025 0.6275 0.4047 1.1859 0.4043 1.0790 
135 0.4024 0.6111 0.4047 1.1766 0.4043 1.0635 
150 0.4025 0.6169 0.4046 1.1390 0.4041 1.0214 

TABLE 9.28 
 INFLUENCE OF THE FAULT INCEPTION ANGLE ON THE ALGORITHM’S ACCURACY  

(ACTUAL FL: 0.4 P.U. FROM TERMINAL C) 

Fault 
Inception 
Angle (°)  

Fault Type 
AG BC BCG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.4033 0.8240 0.4052 1.3106 0.4049 1.2190 
30 0.4033 0.8241 0.4052 1.3082 0.4049 1.2160 
45 0.4033 0.8260 0.4052 1.3076 0.4049 1.2158 
60 0.4033 0.8253 0.4052 1.3122 0.4049 1.2212 
90 0.4033 0.8217 0.4053 1.3349 0.4050 1.2474 
120 0.4032 0.8041 0.4054 1.3400 0.4050 1.2512 
135 0.4034 0.8493 0.4052 1.2942 0.4048 1.2053 
150 0.4032 0.8079 0.4051 1.2712 0.4047 1.1733 
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Figure 9.7: Effect of fault inception angle on FL accuracy (Actual FL: 0.4 p.u. from A) 

 
Figure 9.8: Effect of fault inception angle on FL accuracy (Actual FL: 0.4 p.u. from B) 

 
Figure 9.9: Effect of fault inception angle on FL accuracy (Actual FL: 0.4 p.u. from C) 
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9.3.5   Influence of the pre-fault loading 

Table 9.29-9.31 show the influence of the pre-fault loading on the algorithm’s accuracy 

for AG, BC and BCG faults assuming that these faults occur at 0.4 p.u. distance from 

terminal A, B and C respectively. The pre-fault loading is varied from 0.5 to 3 times its 

original value. Considering all the cases simulated and presented in aforesaid tables, it is 

observed that the proposed algorithm is reasonably accurate with an average error of 

0.80%, 1.23% and 1.13% for AG, BC and BCG faults occurred on section A. For faults 

on section B, the calculated average errors are 1.18%, 1.72% and 1.61% for AG, BC and 

BCG faults respectively. Finally, the calculated average errors for AG, BC and BCG 

faults on section C are 1.45%, 1.92% and 1.83%.  

 

TABLE 9.29 
 INFLUENCE OF THE PRE-FAULT LOADING AT TERMINAL-A ON THE ALGORITHM’S ACCURACY 

(ACTUAL FL: 0.4 P.U. FROM TERMINAL A) 

Variation 
of Pre-fault 

Loading 
(%) 

Fault Type 
AG BC BCG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

-50 0.3989 0.2625 0.4011 0.2696 0.4007 0.1652 
-20 0.4001 0.0287 0.4022 0.5580 0.4018 0.4543 
20 0.4017 0.4180 0.4038 0.9402 0.4034 0.8379 
50 0.4028 0.7107 0.4049 1.2280 0.4045 1.1265 
100 0.4048 1.1998 0.4068 1.7099 0.4064 1.6096 
200 0.4087 2.1820 0.4107 2.6818 0.4103 2.5826 
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TABLE 9.30 
 INFLUENCE OF THE PRE-FAULT LOADING AT TERMINAL-B ON THE ALGORITHM’S ACCURACY 

(ACTUAL FL: 0.4 P.U. FROM TERMINAL B) 

Variation 
of Pre-fault 

Loading 
(%) 

Fault Type 
AG BC BCG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

-50 0.4003 0.0741 0.4025 0.6351 0.4021 0.5250 
-20 0.4016 0.4025 0.4038 0.9569 0.4034 0.8474 
20 0.4034 0.8429 0.4056 1.3882 0.4051 1.2795 
50 0.4047 1.1750 0.4069 1.7137 0.4064 1.6054 
100 0.4069 1.7313 0.4090 2.2599 0.4086 2.1522 
200 0.4114 2.8529 0.4135 3.3648 0.4130 3.2574 

 

TABLE 9.31 
 INFLUENCE OF THE PRE-FAULT LOADING AT TERMINAL-C ON THE ALGORITHM’S ACCURACY 

(ACTUAL FL: 0.4 P.U. FROM TERMINAL C) 

Variation 
of Pre-fault 

Loading 
(%) 

Fault Type 
AG BC BCG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

-50 0.4008 0.2108 0.4028 0.7078 0.4025 0.6155 
-20 0.4023 0.5780 0.4043 1.0692 0.4039 0.9772 
20 0.4043 1.0707 0.4062 1.5525 0.4058 1.4613 
50 0.4058 1.4421 0.4077 1.9166 0.4073 1.8261 
100 0.4083 2.0643 0.4101 2.5268 0.4097 2.4373 
200 0.4133 3.3178 0.4150 3.7596 0.4147 3.6714 

 

9.4   Comparison with non-adaptive algorithm for three-terminal 

lines 

In the proposed adaptive fault location algorithm for three-terminal lines, system 

impedance and line parameters are determined online and, thus, the effect of the 

surrounding environment and operation history on these parameters is nullified. System 
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impedance and line parameters determined online from PMU synchronized 

measurements certainly reflect the system’s practical operating conditions prior to and 

after the fault occurrence. In non-adaptive fault location algorithms, system impedance 

and line parameters are provided by the electric utility and assumed to be constant 

regardless of the environmental and system operating conditions. Such assumption, 

however, is a source of error that impacts the fault location accuracy.  

In this section, we investigate the effect of system impedance and line parameters 

uncertainty on fault location accuracy assuming that they vary within ±25% from their 

practical values. Table 9.32 shows the influence of the line parameters and system 

impedance variation on algorithm’s accuracy for AG, BC, CAG and ABC faults 

assuming that these faults occur at 0.4 p.u. distance from terminal A. Considering all the 

cases simulated and presented in aforesaid table, one can easily observe that the effect of 

system impedance and parameters uncertainty on fault location can reach up to 14% if the 

parameters used in fault location vary 25% of the practical parameters. Figure 9.10 

depicts the effect of the system impedance and line parameter variation on the 

algorithm’s accuracy for aforementioned types of faults.     
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TABLE 9.32 
 THREE-TERMINAL LINES: INFLUENCE OF LINE PARAMETERS AND SYSTEM IMPEDANCE 

VARIATION ON THE ALGORITHM’S ACCURACY (ACTUAL FL: 0.4 P.U. FROM TERMINAL A) 

 
Parameter 
Variation 

(%) 

Fault Type 
AG CAG BC ABC 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

-25 0.3425 14.3714 0.3437 14.0662 0.3443 13.9135 0.3436 14.1032 
-20 0.3547 11.3209 0.3560 11.0108 0.3566 10.8551 0.3558 11.0480 
-15 0.3666 8.3392 0.3679 8.0242 0.3685 7.8654 0.3678 8.0617 
-10 0.3783 5.4232 0.3796 5.1034 0.3802 4.9417 0.3794 5.1411 
-5 0.3897 2.5700 0.3910 2.2455 0.3917 2.0808 0.3909 2.2834 
0 0.4009 0.2232 0.4022 0.5523 0.4029 0.7200 0.4021 0.5142 
5 0.4118 2.9593 0.4132 3.2930 0.4139 3.4636 0.4130 3.2547 
10 0.4226 5.6412 0.4239 5.9795 0.4246 6.1531 0.4238 5.9411 
15 0.4331 8.2717 0.4345 8.6146 0.4352 8.7912 0.4343 8.5761 
20 0.4434 10.8537 0.4448 11.2012 0.4455 11.3809 0.4447 11.1626 
25 0.4536 13.3900 0.4550 13.7421 0.4557 13.9250 0.4548 13.7034 

 

 
Figure 9.10: Influence of parameter variation on FL accuracy in three-terminal lines 
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CHAPTER 10 

Adaptive PMU-based Fault Location 
Algorithm for Series-compensated Lines  
 

 

AC power transmission in the overwhelming majority of cases is the established and the 

most cost effective option at hand for transmission of large amounts of electric power. 

During the last two decades, transmission of power generated from power plants to 

consumers has been vastly improved and expanded to every corner of the world. Recent 

development of series compensation in power systems can greatly increase power 

transfer capability, improve the transient stability and damp power oscillations if 

carefully designed. In cases of long distance transmission, care shall be taken for 

safeguarding of synchronism as well as stable system voltages, particularly in 

conjunction with system faults. With series compensation, the viable distances of AC 

power transmission become sufficiently large to eliminate altogether the issue of distance 

as a limiting factor for AC transmission in most cases. Thus, series compensated AC 
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power interconnectors transmitting bulk power over distances of more than 1000 

kilometers are a reality today. Likewise, series compensation is an efficient means for 

minimizing the amount of transmission lines needed for a certain power transfer 

capability of an interconnector. In cases where the need for power transmission capability 

in a system is growing, the capability of already existing power lines can be increased 

considerably with series capacitors, thereby decreasing the need for building of new lines. 

Installing of series compensation on existing lines is generally less expensive and less 

time consuming than adding new lines. [184-186]    

Fault location on SCLs is considered to be one of the most important tasks for the 

manufacturers, operators and maintenance engineers since these lines are usually 

spreading over a few hundreds of kilometers and are vital links between the energy 

production and consumption centers. However, SCLs are considered as especially 

difficult for fault location since series capacitors in these lines are equipped with metal-

oxide varistors (MOV) for overvoltage protection. The non-linearity of MOV is well 

known and the accuracy in its model strongly affects the accuracy of the fault distance 

evaluation. MOVs, being highly non-linear elements, make measurement for such lines 

differ substantially in comparison to the non-compensated lines in both the static and 

dynamic characters. [186-190]   

Recently, some research efforts have been focused on fault location in SCLs and 

different fault location algorithms have been published in the literature. The proposed 

algorithm by C. Yu et al. in [60, 62] can be applied to any series FACTS compensated 

line as it does not utilize the series device model and knowledge of its operation mode to 

compute the voltage drop during the fault period. Instead, it uses two-step algorithm, pre-
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location step and correction step, to calculate the voltage drop and fault location. M. Al-

Dabbagh et al. proposed in [63] a fault location algorithm for SCLs using time domain 

measurement of the instantaneous values and it can, therefore, be applied with minimum 

filtering of high frequencies. The proposed algorithm, which does not require the fault to 

be pure resistive or the knowledge of fault type, includes the MOV model in the fault 

equation and requires only a short duration of fault measurement data to estimate the 

location of fault. J. Sadah et al. proposed in [64] a fault location algorithm for SCLs that 

does not utilize the compensator device model and the knowledge of the compensator 

device operating mode to compute the voltage drop during fault. For this reason, the 

proposed technique can be easily applied to any series FACTS compensated line. The 

proposed algorithm is not sensitive to fault resistance and fault inception angle and does 

not require any knowledge of equivalent source impedances. The technique suggested in 

[191] uses the distributed time domain model for modeling of the transmission lines and 

takes advantage of only half cycle of the post-fault synchronized voltage and current 

samples taken from two ends of the line. The proposed algorithm considers two fault 

points; fault in front of series capacitors and fault behind series capacitors. This leads to 

two subroutines for the fault location. With applying these subroutines, two solutions are 

obtained for fault location and, then, a special procedure to select the correct solution is 

utilized. J. Izykowski et al. proposed in [187] a fault-location algorithm for double-circuit 

SCLs modeled with their distributed parameters. The algorithm applies two subroutines, 

designated for locating faults on particular line sections, and in addition, the procedure 

for selecting the valid subroutine. The subroutines are formulated with the use of the 

generalized fault-loop model. The distance to fault calculation is independent of the 
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compensating bank parameters. Only the position at which the bank is installed is 

required to be known. M. Kizilcay et al. proposed in [188] a two-terminal algorithm for 

locating faults on SCLs where the fault distance is determined in a general way using 

modal theory. The developed method requires only line parameters and source 

impedances at both ends of the line and it does not need any knowledge of fault 

resistance and fault type. It models the compensation stage with the protection device by 

current dependent equivalent impedance at power frequency. The algorithm introduces a 

new criterion to select correctly among two candidates of a solution assuming that the 

fault is in front of and behind the compensation stage. M. Fulczyk et al. proposed in [192, 

193] a fault location algorithm for double-circuit SCLs modeled with their distributed 

parameters. The algorithm requires only the compensating bank installation position to be 

known. It consists of two subroutines, designated for locating faults at both sides of the 

compensating bank. The results consistent with the actual fault are obtained by selecting 

the valid subroutine. The subroutines of the algorithm have been formulated with use of 

the generalized fault loop model. The distance to fault calculation is independent on the 

compensating bank parameters. M. Saha et al. proposed in [189, 194] a one-end fault 

location algorithm for series-compensated transposed or untransposed parallel lines 

applying phase coordinates approach. The developed algorithm offsets the series 

compensation and the reactance effects and takes the countermeasure for the mutual 

coupling between parallel lines. Two subroutines are used for faults behind and in front 

of the compensating unit and the final estimate is obtained with the selection procedure. 

The algorithm does not require the source impedances and avoids pre-fault 

measurements. E. Rosolowski et al. proposed in [190] a one-end fault location algorithm 
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for SCLs based on differential equation approach which allows good reflection of the 

dynamic phenomena relevant for faults occurring behind the series compensating unit. 

This algorithm is recommended for application to the heavy fault cases with high level of 

noise components in the measured current and voltage signals, which appear as difficult 

for filtering out with using the fundamental frequency phasor approach. The algorithm is 

derived with use of the Clarke transformation for description of the network and the fault. 

The algorithm proposed by M. Saha et al. in [195] for locating faults on SCLs applies 

two-end currents and one-end voltage and thus can be applied with current differential 

protective relays. The algorithm applies two subroutines, formulated with use of the 

generalized fault loop model, and the procedure for selecting the valid subroutine. In this 

algorithm, the distance to fault calculations do not involve source impedances and the 

pre-fault measurements. The fault location algorithm proposed by S. Kapuduwage et al. 

in [186] is developed using linearized model of three-phase capacitor banks to represent 

the effects of compensation. Basically, the algorithm uses current and voltage 

measurements from both ends of the transmission network. In the developed algorithm, 

source impedances can be calculated on-line, which eliminates source mismatches 

substantially. The proposed algorithm can be applied to locate faults that may occur in 

front or behind the compensating unit in any type of transmission lines (multi-lines and 

multi-ends). 

This chapter gives a brief introduction on series capacitor location and schemes. It 

then describes a proposed algorithm for online determination of the SC line parameters 

utilizing voltage and current synchronized measurements obtained from PMUs installed 
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at the two ends of the line. It also describes a proposed adaptive PMU-based fault 

location algorithm for a SCL and presents, in details, the associated simulation results.  

  

10.1   Series capacitor location 

There are basically two principal locations at which series capacitors are installed today. 

They could be installed either in the middle or at both ends of the line as depicted in 

Figure 2.2 and Figure 2.3 respectively. Series capacitors located along the line are 

normally unattended. Due to the low fault current of this location, the required MOV 

rating will be comparatively low. Series capacitors located at the line ends are close to a 

substation or a switching station and therefore manned. Because of the high fault current 

of this location, the required MOV rating will be comparatively high. The location of 

series capacitor banks is important for several reasons. First, the compensation 

“effectiveness” of the series capacitor varies as a function of its location along the line. In 

addition, the series capacitor location affects the voltage profile along the line. Moreover, 

the transmission line protection and the series capacitor main circuit equipment are 

affected by the series capacitor location. Furthermore, the series capacitor location affects 

the maintainability of the series capacitor. Finally, for MOV protected series capacitors, 

the rating of the MOV depends upon the series capacitor location. [185]  

  

10.2   Series capacitor scheme  

A series capacitor is not just a capacitor in series with the line. For proper functioning, 

series compensation requires control, protection and supervision to enable it to perform 
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as an integrated part of a power system. In addition, since the series capacitor is working 

at the same voltage level as the rest of the system, it needs to be fully insulated to ground. 

The main circuit diagrams of a state of the art series capacitor is shown in Figure 10.1 

and Figure 10.2.  

 

Figure 10.1: Series capacitor of a gapped scheme 

 

Figure 10.2: Series capacitor of a gapless scheme 

The main protective device is MOV. The MOV is a non-linear resistor limiting the 

voltage across the capacitor to safe values in conjunction with system faults giving rise to 

large short circuit currents flowing through the line. During a fault, MOV operates to 

bypass fault current through the capacitor which would otherwise cause dangerously high 

voltage across the capacitor bank. A spark gap is utilized in many cases, to bypass the 
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series capacitor in situations where the MOV is not sufficient to absorb the excess current 

during a fault sequence. A bypass switch is incorporated in the scheme to enable 

bypassing and insertion of the series capacitor when needed. It is also necessary for 

extinguishing of the spark gap or, in the absence of a spark gap, for bypassing of the 

MOV in conjunction with faults close to the series capacitor. Finally a current limiting 

damping circuit (CLDC) is incorporated in the scheme to limit and damp the high 

frequency discharge current arising when the spark gap operates or the bypass switch is 

closed. The high frequency discharge current must be limited and damped to be within 

the withstand capabilities of the main circuit equipment of the SC. The CLDC normally 

consists of an air core reactor which together with the capacitor provides an LC discharge 

circuit. A parallel damping resistor is connected across the reactor in case a high damping 

of the capacitor discharge current is required. [185, 186] 

10.2.1   Voltage-current relationship of MOV 

The relationship between voltage and current of the MOV can be approximated by a non 

linear equation: 

 
푖 = 퐼

푉
푉  (10.1) 

where 

푖  : The instantaneous current through the MOV 

퐼  : The MOV coordination current 

푉  : The instantaneous voltage across the MOV 

푉  : The MOV protective level voltage usually defined at 퐼  
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훼 : A parameter related to the manufacturing process of the MOV material 

A typical value of 훼 is in the order of 20 to 30. Referring to (10.1), as the applied 

voltage begins to increase above a certain voltage, the material will begin to conduct an 

increasing amount of current, while the voltage across the MOV is kept nearly constant. 

This very sharp V-I characteristic of the MOV allows it to provide direct overvoltage 

protection of the series capacitor during power system disturbances. The instantaneous 

and automatic reinsertion and restoration afforded by the MOV can considerably increase 

transfer limits dictated by the risk of transient instability. [63, 185, 187, 189, 191-195] 

10.2.2   Internal and external faults 

In designing of the series capacitor, it is necessary to distinguish between its required 

behavior in conjunction to internal as well as external faults. Internal faults, in relation to 

a series capacitor, are malfunctions of the power system that occur in the same section of 

the transmission line containing the series capacitor. External faults, on the other hand, 

are faults located outside of the segment of the line which contains the series capacitor. 

For normal external faults, it is generally required that the series capacitor is not bypassed 

in conjunction with the fault. In other words, the series capacitor has to stay in the circuit 

during and after the external fault sequence in the system and, therefore, it has to 

withstand that part of the fault current flowing through it without being damaged. To 

enable this, the MOV protecting the series capacitor must have sufficient thermal 

capacity to withstand the heating caused by the fault current for as long as it flows 

through the circuit. The voltage across the MOV drops after the fault has been cleared 

and the MOV stops conducting. This means that the series capacitor is instantaneously 

and automatically going back into operation. The inherent speed of this procedure, called 
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instantaneous series capacitor reinsertion, is crucial to system behavior after the fault. 

Fast reinsertion of the series capacitor is often a prerequisite for post-fault stability of the 

system and, as a matter of fact, may be one of the key reasons for having series 

compensation in the system in the first place. [185]  

For internal faults, the requirements on the series capacitor are somewhat 

different. When the faulty line section is disconnected by opening of the line circuit 

breakers at both line sections ends, the series capacitor is taken out with it. As a result, 

the series capacitor is not required to carry any fault current once the line section has 

been disconnected. Prior to disconnecting the line section, however, the series capacitor 

must still carry the fault current. The disconnection of the faulty line will take some 60-

100 ms to execute. In order to reduce the size of the MOV, it is generally permitted to 

bypass the series capacitor during an internal fault. Bypassing is carried out by the bypass 

switch alone for a gapless scheme and by the spark gap and the bypass switch for a 

gapped scheme. A gapped scheme is used when the fault duty for internal faults is high 

and when the fault duty for internal faults is low, a gapless scheme can be used. The fault 

duty for internal faults depends both on the short circuit capacity of the system and the 

location of the series capacitor. When the faulted and disconnected line section is 

successfully reclosed, the bypass switch is opened and the series capacitor is reinserted 

into operation. [185] 

 

10.3   PMU-based parameter estimation of a SCL 

In order to develop an adaptive fault location algorithm for a SCL, we need first to 

determine the SCL parameters online instead of assuming fixed values of such 
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parameters regardless of the environmental and operating system conditions. Referring to 

[165], this section describes in detail how the positive-sequence parameters of a SCL are 

estimated utilizing synchronized voltage and current phasors measured at the two ends of 

the line.  

 

Figure 10.3: One line diagram of a series compensated line 

 

Figure 10.4: Positive sequence network of the system during normal operation 
 

Consider a transposed line between terminal P and Q as shown in Figure 10.3 

where EG and EH represent the TE sources at terminal P and Q respectively. The series 

compensation device is located at location R. The compensation device can be a simple 

capacitor bank or more complicated thyristor-controlled power flow controller. The 

distance of line segment PR and QR are l1 and l2 respectively. The aim is to estimate the 

positive sequence series resistance, series reactance and shunt susceptance of the SCL per 

unit length from the steady state voltage and current phasors at terminal P and Q 
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measured at different moments during normal operations. It may be noted that zero 

sequence components in the circuit are usually negligible during normal operations. 

Nonetheless, the proposed algorithm will be equally applicable for estimating zero 

sequence parameters of the SCL if significant zero sequence components arise due to 

unbalanced load conditions or existence of external faults. Figure 10.4 depicts the 

positive sequence network of the system during normal operations. In the figure, the 

following notations are adopted: 

푉 	, 퐼  : The ith phasor measurement of positive sequence voltage and current at 

terminal P at ith moment 

푉 	, 퐼  : The ith phasor measurement of positive sequence voltage and current at 

terminal Q; i=1, 2, …… N, N being the total number of measurement sets, 

with each set consisting of 푉 	, 퐼 	, 푉 	, 퐼  

푉  : The voltage at the left side of location R 

푉  : The voltage drop across the series compensation device at location R 

퐼  : The current flowing through the series compensation device at location R 

푍  : The characteristic impedance of the line 

훾 : The propagation constant of the line 

푍 	, 푍  : The equivalent series impedance of the line segment PR and QR 

푌 	, 푌  : The equivalent shunt admittance of the line segment PR and QR 

푙 	, 푙  : Length of the line segment PR and QR in mile or km 

The equivalent line parameters are expressed as 

    푍 = 푍 	sinh	(훾푙 ) (10.2) 
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 푍 = 푍 	sinh	(훾푙 ) (10.3) 

 푌 =
2
푍 tanh

훾푙
2  (10.4) 

 푌 =
2
푍 tanh

훾푙
2  (10.5) 

 
푍 =

푧
푦  (10.6) 

 훾 = 푧 푦  (10.7) 

where 

푧 	, 푦  : Positive sequence series impedance and shunt admittance of the line per mile 

or km respectively 

The real and imaginary parts of z1 and the imaginary part of y1 are the three parameters to 

be determined. Referring to Figure 10.4 and noting that the current is flowing from 

terminal P to terminal Q, we can derive the following equations:  

    푉 = 푉 cosh(훾푙 ) + 퐼 푍 	sinh(훾푙 ) (10.8) 

 퐼 = 퐼 cosh(훾푙 ) +
푉
푍 	sinh(훾푙 ) (10.9) 

 푉 − 푉 = 푉 cosh(훾푙 ) + 퐼 푍 	sinh(훾푙 ) (10.10) 

 퐼 = 퐼 cosh(훾푙 ) +
푉
푍 	sinh(훾푙 ) (10.11) 

Eliminating Vri and Iri and considering l=l1+l2 to be the total length of the line, we get: 

 푉 = 푉 	푐표푠ℎ(훾푙 ) + 푉 푐표푠ℎ(훾푙) + 퐼 푍 	푠푖푛ℎ(훾푙) (10.12) 
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 퐼 = 푉

푠푖푛ℎ(훾푙 )
푍 + 퐼 	푐표푠ℎ(훾푙) +

푉
푍 	푠푖푛ℎ(훾푙) (10.13) 

For one set of measurements, we can obtain the above two complex equations, 

which can be arranged into four real equations. We have five real unknowns, i.e. three 

parameters for the line, real and imaginary part of Vsi. If we obtain another set of 

measurements, we have four more real equations and two more real unknowns for the 

new Vsi. Then with eight equations, the seven real unknowns can be solved. It follows 

that, with more equations obtained according to different operation conditions, the 

classical least squares based method can be applied to obtain a more robust estimate. We 

define the unknown variables as: 

     푋 = [푥 , 푥 … . . , 푥 , 푥 , 푥 , 푥 ]  (10.14) 

where 

푁 : Total number of measurement sets 

푥 	, 푥  : i=1, 2, …… N, variables used to represent voltage across the 

compensation device, i.e. 푉 = 푥 푒   

푥 	, 푥 	, 

	푥  

: Positive sequence transmission line series resistance, series reactance 

and shunt susceptance per unit length respectively 

By employing the defined variables, equations (10.12) and (10.13) can be written in the 

form 푓 (푋) = 0 and 푓 (푋) = 0 respectively as follows: 

   푓 (푋) = 푥 푒 	푐표푠ℎ(훾푙 ) + 푉 	푐표푠ℎ(훾푙) + 퐼 푍 	푠푖푛ℎ(훾푙) − 푉 = 0 (10.15) 

	

푓 (푋) = 푥 푒
푠푖푛ℎ(훾푙 )

푍 + 퐼 	푐표푠ℎ(훾푙) +
푉
푍 	푠푖푛ℎ(훾푙) − 퐼 = 0 

 

(10.16) 
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where 

    푍 = (푥 + 푗푥 ) (푗푥 )⁄  (10.17) 

    훾 = (푥 + 푗푥 )(푗푥 ) (10.18) 

Define function vector F(X) as: 

    퐹 (푋) = 푅푒 푓 (푋) , 푖 = 1, 2,…… , 2푁 (10.19) 

    퐹 (푋) = 퐼푚 푓 (푋) , 푖 = 1, 2,…… , 2푁 (10.20) 

Then the unknown variable vector X can be derived as follows: 

    푋 = 푋 + ∆푋 (10.21) 

    ∆푋 = −(퐻 퐻) [퐻 퐹(푋 )] (10.22) 

    퐻 =
휕퐹(푋 )
휕푋  (10.23) 

where 

푋 	, 푋  : Variable vector before and after kth iteration 

푘 : Iteration number starting from 1 

∆푋 : Variable update 

퐻 : Matrix composed of the derivatives of the function with respect to the 

unknown variables 

 

10.4   Description of the proposed algorithm 

Referring to [195], we consider a line compensated with one three-phase bank of fixed 

series capacitors equipped with MOVs for overvoltage protection as depicted in Figure 
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10.5. A fault is of a random nature and therefore faults appearing at both sides of the 

three-phase capacitor compensating bank (faults FA and FB in Figure 10.5) shall be 

considered. As a result, two subroutines SA and SB are utilized for locating these 

hypothetical faults. Also, the selection procedure is applied for indicating the valid 

subroutine and, hence, the actual fault location. 

A B

YX
MOVs

SCs

FA FB

dA [p.u.]

dB [p.u.]
System A System B

 
Figure 10.5: Diagram of a line compensated with series capacitors equipped with MOVs  

 
Figure 10.6: Subroutine SA – scheme of SC line under fault FA 

 
Figure 10.7: Subroutine SB – scheme of SC line under fault FB 
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The compensating bank divides the line of the length l [km] into two line segments 

having the length: dSC [p.u.] and (1-dSC) [p.u.], as shown in Figure 10.6 and Figure 10.7. 

The relative distances dFA, dFB can be recalculated into the distances dA, dB which are 

expressed in [p.u.] but related to the whole line length as follows: 

    푑 = 푑 ∙ 푑  (10.24) 

    푑 = 푑 + (1 − 푑 ) ∙ (1 − 푑 ) (10.25) 

10.4.1   Fault location subroutine SA 

The subroutine SA is derived neglecting the line shunt capacitances effect which, 

however, can be accounted for in the next step. The subroutine SA for fault FA in the 

section A-X is based on the following generalized fault loop model: 

    푉 − 푑 푍 퐼 − 푅 퐼 = 0 (10.26) 

where 

푑  : Unknown distance to fault [p.u.] on the section A-X 

푅  : Unknown fault resistance for fault on section A-X 

푉 , 퐼  : Fault loop voltage and current for fault on section A-X 

퐼  : Total fault current for fault on section A-X 

푍  : Positive sequence impedance of the line section A-X 

Fault loop voltage and current, composed accordingly to the fault type, are expressed as 

follows: 

    푉 = 푎 푉 + 푎 푉 + 푎 푉  (10.27) 

    퐼 = 푎 퐼 + 푎 퐼 + 푎
푍
푍 퐼  (10.28) 
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where 

푎 	, 푎 	, 푎  : Weighting coefficients (Table 10.1) 

푉 	, 푉 	, 푉  : Positive, negative and zero sequence components of side-A voltage  

퐼 	, 퐼 	, 퐼  : Positive, negative and zero sequence components of side-A current 

푍  : Zero sequence impedance of the line section A-X 

The total fault current in (10.26) is determined using the following generalized fault 

model: 

    퐼 = 푎 퐼 + 푎 퐼 + 푎 퐼  (10.29) 

where 

푎 	, 푎 	, 푎  : Weighting coefficients (Table 10.2) 

The ith sequence component of the total fault current is determined as a sum of the ith 

sequence components of currents from both ends of the faulted section A-X: 

    퐼 = 퐼 + 퐼  (10.30) 

where 

푖 : Index of a symmetrical component (1 for positive, 2 for negative and 0 for zero 

sequence component) 

퐼  : ith sequence component of current at bus A  

퐼  : ith sequence component of current at point X  

When neglecting the line shunt capacitances, IXi is equal to the current IBi, and thus one 

obtains: 

    퐼 = 퐼 + 퐼  (10.31) 

To assure high accuracy of fault location, it is recommended to use negative 

sequence components for phase-to-earth and phase-to-phase faults, negative and zero 
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sequence components for phase-to-phase-to-earth faults and superimposed positive 

sequence components for three phase symmetrical faults. In the case of three-phase 

balanced faults the total fault current is determined taking the superimposed positive 

sequence currents from both line ends A, B, respectively: 

    퐼 = 퐼 . + 퐼 . (10.32) 

where the superimposed (superscript: ‘superimp.’) positive sequence currents are 

calculated by subtracting the pre-fault quantity (superscript: ‘pre’) from the fault 

quantity: 

    퐼 = 퐼 − 퐼 + 퐼 − 퐼  (10.33) 

In this way, an accurate calculation of the total fault current is assured since the 

positive-sequence components, for which the shunt capacitance effect is the most distinct, 

are excluded for all fault types (Table 10.2). After resolving (10.26) into the real and 

imaginary parts, and eliminating the unknown fault resistance, the sought fault distance is 

determined as follows: 

    
푑 =

푟푒푎푙 푉 	푖푚푎푔(퐼 ) − 푖푚푎푔 푉 	푟푒푎푙(퐼 )
푟푒푎푙 푍 퐼 	푖푚푎푔(퐼 ) − 푖푚푎푔 푍 퐼 	푟푒푎푙(퐼 )

 (10.34) 

Having the fault distance calculated, the fault resistance can be also determined. 

TABLE 10.1: WEIGHTING COEFFICIENTS  

Fault Type a1 a2 a0 
AG 1 1 1 
BG −0.5 − 푗0.5√3 −0.5 + 푗0.5√3 1 
CG −0.5 + 푗0.5√3 −0.5 − 푗0.5√3 1 

AB, ABG, ABC 1.5 + 푗0.5√3 1.5 − 푗0.5√3 0 
BC, BCG −푗√3 푗√3 0 
CA, CAG −1.5 + 푗0.5√3 −1.5 − 푗0.5√3 0 
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TABLE 10.2: SHARE COEFFICIENTS  

Fault Type aF1 aF2 aF0 
AG 0 3 0 
BG 0 −1.5 + 푗1.5√3 0 

CG 0 −1.5 − 푗1.5√3 0 

AB 0 1.5 − 푗0.5√3 0 

BC 0 푗√3 0 

CA 0 −1.5 − 푗0.5√3 0 

ABG 0 3 − 푗√3 푗√3 
BCG 0 푗2√3 푗√3 
CAG 0 3 + 푗√3 푗√3 
ABC 1.5 + 푗0.5√3 1.5 − 푗0.5√3 0 

 

10.4.2   Fault location subroutine SB 

Assuming that the fault location function is also available at terminal B, the distance to 

the fault, occurring in section B-Y, can be calculated without representing the bank at all. 

Proceeding with such assumption, fault location subroutine SB can be applied in a similar 

way as done previously for fault location subroutine SA. The subroutine SB for fault FB in 

the section B-Y is based on the following generalized fault loop model: 

    푉 − 푑 푍 퐼 − 푅 퐼 = 0 (10.35) 

where 

푑  : Unknown distance to fault [p.u.] on the section B-Y 

푅  : Unknown fault resistance for fault on section B-Y 

푉 , 퐼  : Fault loop voltage and current for fault on section B-Y 

퐼  : Total fault current for fault on section B-Y 

푍  : Positive sequence impedance of the line section B-Y 
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Fault loop voltage and current, composed accordingly to the fault type, are expressed as 

follows: 

    푉 = 푎 푉 + 푎 푉 + 푎 푉  (10.36) 

    퐼 = 푎 퐼 + 푎 퐼 + 푎
푍
푍 퐼  (10.37) 

where 

푉 	, 푉 	, 푉  : Positive, negative and zero sequence components of side-B voltage  

퐼 	, 퐼 	, 퐼  : Positive, negative and zero sequence components of side-B current 

푍  : Zero sequence impedance of the line section B-Y 

The total fault current in (10.35) is determined using the following generalized fault 

model: 

    퐼 = 푎 퐼 + 푎 퐼 + 푎 퐼  (10.38) 

The ith sequence component of the total fault current is determined as a sum of the ith 

sequence components of currents from both ends of the faulted section B-Y: 

    퐼 = 퐼 + 퐼  (10.39) 

where 

퐼  : ith sequence component of current at bus B  

퐼  : ith sequence component of current at point Y  

When neglecting the line shunt capacitances, IYi is equal to the current IAi, and thus one 

obtains: 

    퐼 = 퐼 + 퐼  (10.40) 

In the case of three-phase balanced faults the total fault current is determined taking the 

superimposed positive sequence currents from both line ends A, B, respectively: 
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    퐼 = 퐼 . + 퐼 . (10.41) 

As done earlier, (10.41) can be put in the following form: 

    퐼 = 퐼 − 퐼 + 퐼 − 퐼  (10.42) 

After resolving (10.35) into the real and imaginary parts, and eliminating the unknown 

fault resistance, the sought fault distance is determined as follows: 

    
푑 =

푟푒푎푙 푉 	푖푚푎푔(퐼 ) − 푖푚푎푔 푉 	푟푒푎푙(퐼 )
푟푒푎푙 푍 퐼 	푖푚푎푔(퐼 ) − 푖푚푎푔 푍 퐼 	푟푒푎푙(퐼 )

 (10.43) 

Having the fault distance calculated, the fault resistance can be also determined. 

10.4.3   Selection procedure 

To determine the fault location correctly, we adopt [195] procedure for selecting the valid 

subroutine. To select among subroutines SA and SB, we first reject the subroutine yielding 

a fault distance outside the section range and/or a negative fault resistance. In vast 

majority of the cases this allows to select the valid subroutine. If this is not so, then one 

has to proceed with further selection. For this purpose, the circuit diagrams of the 

network for the negative-sequence, relevant for both subroutines are considered. In the 

case of three-phase balanced faults the superimposed positive-sequence components are 

considered. The particular subroutine is selected as the valid one if the determined remote 

source impedance has an R-L character and its value is close to the actual source 

impedance.  

 

10.5   Simulation results  

This section presents PSCAD/EMTDC and MATLAB simulation results for a 400 kV 

transmission network with a series compensated line as depicted in Figure 10.8. The 
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series compensated line is faulted at both sides of the series compensating unit in sections 

A-X and B-Y. Simulations are performed for LG, LL, LLG and LLL faults. Fault 

location algorithm’s accuracy is checked against fault type, location, fault resistance, line 

parameters and fault inception angle.  

A B

MOVs

SCs

dSC [p.u.] (1-dSC) [p.u.]

l

EA EB

ZSA ZSB

 

Figure 10.8: Test system with a SC line 

 

 10.5.1   Data generation and conditioning 

The 400 kV line, compensated in the middle at 70% degree of compensation, is modeled 

in PSCAD/EMTDC with its distributed parameters. Table 10.3 shows the simulation 

parameters of the 400 kV series compensated transmission network where system’s TEs 

at terminal A, B are determined as described in chapter 7. The CTs and VTs located at 

each line terminal are assumed as ideal devices. The three-phase voltage and current 

signals are sampled, as shown in Figure 10.9-10.11, at a frequency of 240 Hz which 

corresponds to 4 samples per cycle and are stored for post-processing. The DFT given by 

(3.3) is applied to extract the voltage and current phasors. The proposed algorithm is 

implemented in MATLAB. In this study, the percentage error used to measure the 

accuracy of fault location algorithm is as expressed in (8.10).  
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Figure 10.9: Sampling of 1st set of PMU phasor measurements at bus A & bus B 
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Figure 10.10: Sampling of 2nd set of PMU phasor measurements at bus A & bus B 
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Figure 10.11: Sampling of 3rd set of PMU phasor measurements at bus A & bus B 

TABLE 10.3: PARAMETERS OF THE 400 KV SERIES COMPENSATED NETWORK  

Parameter Value 
l 300 km 

dSC 0.5 p.u. 
Z1L 8.28+j94.5 Ω 
Z0L 82.5+j307.9 Ω 
C1L 13 nF/km 
C0L 8.5 nF/km 

Z1SA , Z1SB 1.31+j15 Ω 
Z0SA , Z0SB 2.33+j22.5 Ω 

EA 400 kV ∠0° 
EB 390 kV ∠ − 10° 
Ic 1 kA 
Vp 150 kV 
α 23 
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10.5.2   Accuracy analysis 

To test the accuracy of the proposed algorithm, different type of faults with different fault 

locations and fault resistances have been simulated. Tables 10.4-10.7 present the fault 

location estimates obtained for the single line to ground (LG) faults, line to line (LL) 

faults, line to line to ground (LLG) faults and three phase (LLL) faults occurred in 

sections A-X and B-Y.  

TABLE 10.4 
 FAULT-LOCATION ESTIMATES FOR SINGLE-LINE-TO-GROUND FAULTS ON SECTIONS A-X & B-Y   

Fault Type Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

AG 

10 

0.2 0.1992 0.3781 
0.4 0.4009 0.2282 
0.6 0.6047 0.7757 
0.8 0.8005 0.0601 

100 

0.2 0.1990 0.5202 
0.4 0.4050 1.2450 
0.6 0.6075 1.2459 
0.8 0.7943 0.7180 

BG 

10 

0.2 0.2032 1.5769 
0.4 0.4094 2.3518 
0.6 0.5948 0.8610 
0.8 0.7960 0.4940 

100 

0.2 0.2035 1.7500 
0.4 0.4083 2.0750 
0.6 0.5932 1.1333 
0.8 0.7953 0.5875 

CG 

10 

0.2 0.2013 0.6626 
0.4 0.4068 1.7103 
0.6 0.5927 1.2193 
0.8 0.7997 0.0401 

100 

0.2 0.1989 0.5478 
0.4 0.4001 0.0129 
0.6 0.5972 0.4600 
0.8 0.8026 0.3271 
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The fault type, fault resistance and actual fault location are given in the first, second and 

third column respectively. The estimated distance to fault and the estimation errors 

resulting from the proposed algorithm are respectively displayed in the fourth and fifth 

column. From the results obtained, it is observed that the proposed algorithm gives very 

accurate results for all type of faults.  

 

TABLE 10.5 
 FAULT-LOCATION ESTIMATES FOR LINE-TO-LINE FAULTS ON SECTIONS A-X & B-Y     

Fault 
Type 

Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

AB 

1 

0.2 0.2005 0.2298 
0.4 0.4032 0.7964 
0.6 0.5968 0.5364 
0.8 0.7995 0.0603 

10 

0.2 0.2007 0.3689 
0.4 0.4043 1.0704 
0.6 0.5960 0.6590 
0.8 0.7995 0.0602 

BC 

1 

0.2 0.2016 0.7921 
0.4 0.4054 1.3575 
0.6 0.5945 0.9191 
0.8 0.7984 0.1962 

10 

0.2 0.2021 1.0405 
0.4 0.4053 1.3206 
0.6 0.5960 0.6743 
0.8 0.7989 0.1364 

CA 

1 

0.2 0.2007 0.3467 
0.4 0.4038 0.9473 
0.6 0.5955 0.7501 
0.8 0.7991 0.1148 

10 

0.2 0.2007 0.3596 
0.4 0.4061 1.5241 
0.6 0.5940 1.0040 
0.8 0.7978 0.2713 
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TABLE 10.6 
 FAULT-LOCATION ESTIMATES FOR LINE-TO-LINE-TO-GROUND FAULTS ON SECTION A-X & B-Y     

Fault 
Type 

Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

ABG 

5 

0.2 0.2005 0.2640 
0.4 0.4033 0.8264 
0.6 0.5968 0.5359 
0.8 0.7995 0.0567 

50 

0.2 0.2005 0.2498 
0.4 0.4033 0.8239 
0.6 0.5969 0.5097 
0.8 0.7996 0.0515 

BCG 

5 

0.2 0.2014 0.6984 
0.4 0.4054 1.3455 
0.6 0.5946 0.8983 
0.8 0.7986 0.1744 

50 

0.2 0.2014 0.6810 
0.4 0.4054 1.3465 
0.6 0.5947 0.8862 
0.8 0.7985 0.1841 

CAG 

5 

0.2 0.2009 0.4570 
0.4 0.4042 1.0420 
0.6 0.5957 0.7178 
0.8 0.7988 0.1442 

50 

0.2 0.2008 0.3992 
0.4 0.4038 0.9387 
0.6 0.5957 0.7108 
0.8 0.7991 0.1143 

 

 

TABLE 10.7 
 FAULT-LOCATION ESTIMATES FOR THREE-PHASE FAULTS ON SECTIONS A-X & B-Y     

Fault Type Fault Res. 
(Ω) 

Actual FL 
(p. u) 

Estimated FL 
(p. u) 

Error of Estimated  
FL (%) 

ABC 

1 

0.2 0.1995 0.2277 
0.4 0.4019 0.4638 
0.6 0.5985 0.2572 
0.8 0.8007 0.0871 

10 

0.2 0.1957 2.1477 
0.4 0.3968 0.8035 
0.6 0.6063 1.0547 
0.8 0.8052 0.6521 
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10.5.3   Influence of the fault resistance 

The effect of the variation of the fault resistance in the algorithm’s accuracy for all types 

of LG, LL, LLG and LLL faults are shown respectively in Table 10.8-10.11 assuming 

that the fault occurs at a distance of 0.6 p. u. from terminal A, B and C. Faults involving 

ground have been investigated for fault resistance values varying from 0 to 500 Ω. This 

captures low- and high-resistance faults. Faults not involving ground have been 

investigated for resistance values ranging between 0 to 30 Ω. In all cases the local and 

remote source impedances are set equal to the system values. It can be easily seen that the 

fault location estimates are highly accurate and virtually independent of the fault 

resistance.   

TABLE 10.8 
 INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR SINGLE-LINE-TO-

GROUND FAULTS ON SECTION B-Y (ACTUAL FL: 0.6 P.U. FROM TERMINAL A) 

Fault Res. 
(Ω) 

Fault Type 
AG BG CG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.5969 0.5087 0.5955 0.7470 0.5948 0.8673 
1 0.5972 0.4740 0.5946 0.9034 0.5945 0.9193 
5 0.5999 0.0128 0.5929 1.1866 0.5943 0.9518 
10 0.6047 0.7757 0.5948 0.8610 0.5927 1.2193 
20 0.6055 0.9157 0.6028 0.4595 0.5822 2.9706 
50 0.5864 2.2594 0.6022 0.3667 0.6075 1.250 

100 0.6075 1.2459 0.6018 0.3001 0.5972 0.4600 
200 0.6049 0.8180 0.6013 0.2167 0.5849 2.5167 
400 0.5863 2.2827 0.5975 0.4167 0.5859 2.350 
500 0.5792 3.4676 0.5960 0.6667 0.5381 1.9833 
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TABLE 10.9 
 INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR LINE-TO-LINE 

FAULTS ON SECTION B-Y (ACTUAL FL: 0.6 P.U. FROM TERMINAL A) 

Fault Res. 
(Ω) 

Fault Type 
AB BC CA 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.5969 0.5193 0.5947 0.8832 0.5959 0.6846 
0.5 0.5969 0.5244 0.5946 0.9058 0.5957 0.7226 
1 0.5968 0.5364 0.5945 0.9191 0.5955 0.7501 

2.5 0.5966 0.5607 0.5943 0.9483 0.5950 0.8360 
5 0.5964 0.5943 0.5945 0.9248 0.5943 0.9435 

7.5 0.5963 0.6244 0.5950 0.8290 0.5940 0.9993 
10 0.5960 0.6590 0.5960 0.6743 0.5940 1.0040 
15 0.5953 0.7757 0.5983 0.2760 0.5947 0.8834 
20 0.5939 1.0113 0.6007 0.1126 0.5964 0.5996 
30 0.5893 1.7786 0.6033 0.5459 0.6022 0.3613 

 

TABLE 10.10 
 INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR LINE-TO-LINE-

TO-GROUND FAULTS ON SECTION B-Y (ACTUAL FL: 0.6 P.U. FROM TERMINAL A) 

Fault Res. 
(Ω) 

Fault Type 
ABG BCG CAG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.5967 0.5423 0.5946 0.8966 0.5960 0.6660 
1 0.5968 0.5414 0.5946 0.8972 0.5959 0.6797 
5 0.5968 0.5359 0.5946 0.8983 0.5957 0.7178 

10 0.5969 0.5239 0.5946 0.9017 0.5957 0.7148 
25 0.5969 0.5116 0.5946 0.8986 0.5957 0.7202 
50 0.5969 0.5097 0.5947 0.8862 0.5957 0.7108 
100 0.5969 0.5167 0.5946 0.8927 0.5958 0.6974 
150 0.5969 0.5129 0.5947 0.8905 0.5958 0.6993 
200 0.5969 0.5097 0.5947 0.8757 0.5958 0.6931 
250 0.5970 0.5076 0.5947 0.8794 0.5959 0.6857 
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TABLE 10.11 
 INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY FOR THREE-PHASE 

FAULTS ON SECTION B-Y (ACTUAL FL: 0.6 P.U. FROM TERMINAL A)   

Fault Res. 
(Ω) 

Estimated 
FL (p. u) 

Error of Estimated  
FL (%) 

0 0.5969 0.5171 
0.5 0.5973 0.4507 
1 0.5985 0.2572 

2.5 0.5989 0.1871 
5 0.6011 0.1825 

7.5 0.6036 0.5998 
10 0.6063 1.0547 
15 0.6121 2.0149 
20 0.6179 2.9878 
30 0.6286 4.7724 

  

10.5.4   Influence of the fault inception angle 

The effect of the variation of the fault inception angle on the algorithm’s accuracy for 

AG, BC and ABG faults is shown in Table 10.12 assuming that the fault occurs at a 

distance of 0.6 p. u. from terminal A. Fault inception angle is varied from 0 to 150°. 

Considering all the cases simulated and presented in aforesaid tables, it is observed that 

the proposed algorithm is very accurate and virtually independent of the fault inception 

angle with an average error of 0.523%, 1.139% and 0.552% for AG, BC and ABG faults 

respectively. Figure 10.12 shows the effect of the variation of the fault inception angle on 

the algorithm’s accuracy for above-mentioned types of faults.   

10.5.5   Influence of the pre-fault loading 

Table 10.13 shows the influence of the pre-fault loading on the algorithm’s accuracy for 

AG, BC and ABG faults assuming that these faults occur at 0.6 p.u. distance from 

terminal A. The pre-fault loading is varied from 0.5 to 3 times its original value. 
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Considering all the cases simulated and presented in aforesaid tables, it is observed that 

the proposed algorithm is highly accurate with an average error of 0.496%, 0.909% and 

0.529% for AG, BC and ABG faults respectively. Figure 10.13 depicts the effect of pre-

fault loading on the algorithm’s fault location accuracy. 

TABLE 10.12 
 INFLUENCE OF THE FAULT INCEPTION ANGLE ON THE ALGORITHM’S ACCURACY  

(ACTUAL FL: 0.6 P.U. FROM TERMINAL A) 

Fault 
Inception 
Angle (°)  

Fault Type 
AG BC ABG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

0 0.5969 0.5087 0.5947 0.8832 0.5967 0.5423 
30 0.5969 0.5184 0.5950 0.8376 0.5968 0.5375 
45 0.5967 0.5450 0.5951 0.8135 0.5968 0.5303 
60 0.5965 0.5892 0.5951 0.8209 0.5969 0.5204 
90 0.5960 0.6632 0.5936 1.0698 0.5969 0.5165 
120 0.5965 0.5821 0.5910 1.5064 0.5967 0.5577 
135 0.5972 0.4640 0.5903 1.6202 0.5965 0.5907 
150 0.5981 0.3136 0.5906 1.5641 0.5963 0.6186 

 

 
Figure 10.12: Effect of fault inception angle on FL accuracy (Actual FL: 0.6 p.u. from A) 
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TABLE 10.13 
 INFLUENCE OF THE PRE-FAULT LOADING AT TERMINAL-A ON THE ALGORITHM’S ACCURACY 

(ACTUAL FL: 0.6 P.U. FROM TERMINAL A) 

Variation 
of Pre-fault 

Loading 
(%) 

Fault Type 
AG BC ABG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

-50 0.5970 0.4934 0.5945 0.9088 0.5968 0.5294 
-20 0.5970 0.4951 0.5945 0.9139 0.5968 0.5289 
20 0.5970 0.4967 0.5945 0.9117 0.5968 0.5286 
50 0.5970 0.4975 0.5945 0.9126 0.5968 0.5285 
100 0.5970 0.4982 0.5946 0.9077 0.5968 0.5285 
200 0.5970 0.4978 0.5946 0.8990 0.5968 0.5288 

 

 
Figure 10.13: Effect of load variation on FL accuracy (Actual FL: 0.6 p.u. from A) 
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Table 10.14 shows the influence of the compensation degree on the algorithm’s accuracy 
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algorithm is highly accurate and virtually independent on the compensation degree with 

an average error of 0.519%, 0.886% and 0.532% for AG, BC and ABG faults 

respectively. Figure 10.14 depicts the effect of compensation degree on the algorithm’s 

fault location accuracy. 

TABLE 10.14 
 INFLUENCE OF THE COMPENSATION DEGREE ON THE ALGORITHM’S ACCURACY  

(ACTUAL FL: 0.6 P.U. FROM TERMINAL A) 

Compensation 
Degree (%) 

Fault Type 
AG BC ABG 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error of 
Estim.  
FL (%) 

50 0.5967 0.5451 0.5950 0.8398 0.5969 0.5213 
60 0.5968 0.5309 0.5947 0.8839 0.5969 0.5230 
70 0.5969 0.5087 0.5947 0.8832 0.5967 0.5423 
80 0.5969 0.5136 0.5945 0.9118 0.5967 0.5436 
90 0.5970 0.4960 0.5945 0.9140 0.5968 0.5287 

 

 
Figure 10.14: Effect of compensation degree on FL accuracy (Actual FL: 0.6 p.u. from A) 
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10.6   Comparison with non-adaptive algorithm for series-

compensated lines 

In the proposed adaptive fault location algorithm for SCLs, system impedance and line 

parameters are determined online and, thus, the effect of the surrounding environment 

and operation history on these parameters is nullified. System impedance and line 

parameters determined online from PMU synchronized measurements certainly reflect 

the system’s practical operating conditions prior to and after the fault occurrence. In non-

adaptive fault location algorithms, system impedance and line parameters are provided by 

the electric utility and assumed to be constant regardless of the environmental and system 

operating conditions. Such assumption, however, is a source of error that impacts the 

fault location accuracy.  

In this section, we investigate the effect of system impedance and line parameters 

uncertainty on fault location accuracy assuming that they vary within ±25% from their 

practical values. Table 10.15 shows the influence of the line parameters and system 

impedance variation on algorithm’s accuracy for AG, BC, CAG and ABC faults 

assuming that these faults occur at 0.6 p.u. distance from terminal A. Considering all the 

cases simulated and presented in aforesaid table, one can easily observe that the effect of 

system impedance and parameters uncertainty on fault location can reach up to 23% if the 

parameters used in fault location vary 25% of the practical parameters. Figure 10.15 

depicts the effect of the system impedance and line parameter variation on the 

algorithm’s accuracy for aforementioned types of faults.    
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TABLE 10.15 
 SCLS: INFLUENCE OF LINE PARAMETERS AND SYSTEM IMPEDANCE VARIATION ON THE 

ALGORITHM’S ACCURACY (ACTUAL FL: 0.6 P.U. FROM TERMINAL A) 

 
Parameter 
Variation 

(%) 

Fault Type 
AG CAG BC ABC 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

-25 0.4626 22.9009 0.4613 23.1150 0.4595 23.4087 0.4626 22.8971 
-20 0.4962 17.3029 0.4950 17.5037 0.4933 17.7790 0.4962 17.2994 
-15 0.5258 12.3635 0.5247 12.5525 0.5231 12.8116 0.5258 12.3602 
-10 0.5522 7.9730 0.5511 8.1514 0.5496 8.3961 0.5522 7.9698 
-5 0.5757 4.0446 0.5747 4.2136 0.5733 4.4455 0.5758 4.0416 
0 0.5969 0.5090 0.5960 0.6696 0.5947 0.8899 0.5970 0.5062 
5 0.6161 2.6899 0.6152 2.5369 0.6140 2.3271 0.6162 2.6925 
10 0.6336 5.5979 0.6327 5.4519 0.6315 5.2516 0.6336 5.6004 
15 0.6495 8.2531 0.6487 8.1134 0.6475 7.9219 0.6495 8.2555 
20 0.6641 10.6870 0.6633 10.5531 0.6622 10.3696 0.6641 10.6893 
25 0.6776 12.9261 0.6768 12.7976 0.6757 12.6214 0.6776 12.9284 

 

 

Figure 10.15: Influence of parameter variation on FL accuracy in SCLs
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CHAPTER 11 

RTDS Implementation of the Proposed PMU-
based Fault Locator 
 

 

In this chapter, the experimental work associated with designing a prototype PMU-based 

fault locator and testing its performance using real time digital simulator (RTDS) will be 

discussed. After an introductory section on RTDS, the fault locator design is detailed. 

Experimental results obtained for different cases are then presented and discussed.   

  

11.1   Real-time digital simulator (RTDS) 

The RTDS solution algorithm represents power system in the basis of nodal analysis 

techniques. In order to calculate the instantaneous voltages at various nodes within the 

system, the inverse conductance matrix is multiplied by a column vector of current 

injections. The conductance matrix is generally a square, rather sparse matrix whose 

entries depend on the circuit components connected to the nodes. The ability to separate 
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the conductance matrix into block diagonal pieces enables the simultaneous solution of 

the node voltages associated with each block. This so-called subsystem solution method 

is an important consideration in the parallel processing implemented in the RTDS. Each 

subsystem is simultaneously solved by different portions of the specialized hardware. The 

concept of mathematically isolated subsystems proved to be a significant consideration 

during the development of an interface to the analog simulator. [196] 

The RTDS simulator is a powerful computer that accomplishes the task of real-

time simulation via parallel computation. Using trapezoidal integration and exploiting the 

delay in travelling waves on transmission lines, the system is capable of performing time 

domain simulation at real-time speed using time steps less than 50µs. Such small time 

steps enable the RTDS to accurately and reliably simulate power system phenomena in 

the range of 0 to 3 kHz. [196, 197] 

11.1.1   RTDS hardware 

The RTDS hardware [198-202] is based on digital signal processor (DSP) and reduced 

instruction set computer (RISC) and utilizes advanced parallel processing techniques in 

order to achieve computational speeds required to maintain continuous real-time 

operation. The design is modular so that different size power systems can be 

accommodated by adding units (racks) to the simulator. Each rack of hardware includes 

both communication and processor cards which are linked together through a common 

communication backplane. In case a network exceeds the capabilities of one rack it can 

be divided into different racks by splitting the network into subsystems and each rack 

then becomes responsible for the calculation of one subsystem. Racks are identical and 
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each rack contains three distinct types of cards, namely tandem processor card (TPC), 

workstation interface card (WIC) and inter-rack communication card (IRC).  

There are eighteen TPCs residing in each RTDS rack and each TPC contains two 

digital signal processors with a combined computing speed of approximately 44 

MFLOPS (millions of floating point operations per second). TPC function in any 

simulation case is purely defined by software. Depending on the type of function 

allocated to a particular TPC during a simulation, its two processors may operate 

independently or in unison and, therefore, an increased processing power for component 

models can be achieved with more complicated algorithms. Each TPC is provided with 

analogue and digital input/output (I/O) in order to minimize internal data communication 

and to facilitate interconnection to the RTDS to measurement, control and protection 

devices. Half of the I/O on each TPC is generally assigned to each processor so that 

locally computed quantities can be directly output (input). However, under certain 

circumstances signals can be passed to output ports belonging to the adjacent processor 

or to ports on other TPCs since the system is fully programmable. Each TPC contains 

eight scalable analogue output ports, two 16-bit digital output ports, two 16-bit digital 

input ports and two analogue input ports (optional). The actual function allocated to an 

I/O port will vary depending on the particular model assigned to the processor during any 

given simulation. 

Each RTDS rack also contains one WIC whose main task is to regulate 

communication both between the TPCs and the host computer workstation. The WIC 

does not actively participate in the power system solution but instead functions as an 

interface and simulation control device. Connection between the RTDS rack(s) and the 
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workstation is made via standard Ethernet based local area network. An Ethernet 

controller on the WIC is able to interpret data packets which are intended for its use and 

respond back to the originating workstation. Incoming data can be redirected by the WIC 

and sent on the interconnecting backplane to TPCs. In this way, control actions such as 

fault application or set point adjustment can be made dynamically on the workstation.  

The last type of card in the RTDS architecture is the IRC. In multi-rack 

simulation cases, the data exchange between processors residing on separate racks is 

accomplished through special high-speed communication channels mounts on the IRCs. 

Each IRC includes up to four separate transmitted receiver channels hence allowing 

direct connection to as many as four other racks. RTDS simulators comprised of more 

than five racks are therefore not fully connected if only one IRC is used per rack. 

The existing RTDS has two GPC cards with two processors in each card, 

analogue output component (GTAO), digital input component (GTDI) and digital output 

component (GTDO). Figure 11.1 shows the existing RTDS simulator. 

 
Figure 11.1: Existing RTDS simulator 
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11.1.2   RTDS software 

There are several levels of software involved with the RTDS simulator. At the lower 

level are the component models that have been optimized for real time operation. The 

highest level of software is the graphical user interface (GUI) known as RSCAD which 

allows simulation circuits to be constructed, run, operated and results to be recorded and 

documented. [200-202]  

RSCAD consists of many modules including Filemanager, Draft and Runtime. 

The Filemanager module represents the top level of RSCAD through which the user 

enters the graphically driven system. This icon-based file management system aids the 

user in maintaining a large number of studies and the many files associated with them. 

All other RSCAD modules are invoked from within the Filemanager level. Draft is a pre-

processing module used to assemble the power system circuit and enter its associated 

parameters. The user simply needs to draw a picture of the circuit instead of creating a 

text-based file describing the interconnection of the network under study. Icons 

representing individual power system components are arranged on one side of the 

workstation screen in the form of a user-defined library and the circuit is assembled on 

the other side. Assembly is accomplished by choosing and copying library components, 

dragging them to the circuit assembly area and interconnecting them appropriately. 

Operation of the RTDS is accomplished using the Runtime module. One or more 

operator's consoles can be created through which individual simulation cases can be 

downloaded, started and controlled. During the simulation the user can monitor specified 

system quantities using graphical icons of meters and plots. It is also possible to 

dynamically interact with the simulation as it runs by creating push buttons, sliders, 
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switches etc. As an example, a fault can be applied at a predefined point in the power 

system using a push button. The type, location and duration of the fault are defined in 

Draft before compiling the case. In addition, other events associated with the fault 

application (e.g. timed breaker operation) are defined prior to compiling through the 

Draft sequencer. [198, 199]  

The RTDS has a specially designed compiling system representing an important 

link between the GUI software and the DSP code which runs on it. The RTDS compiler 

takes the circuit layout and parameters, entered through Draft, and produces all of the 

parallel processing code required by the digital signal processors. Moreover, the compiler 

automatically assigns the role that each DSP will play during the simulation based on the 

required circuit layout and the available RTDS hardware. The compiler follows a number 

of general rules when allocating processors. However, it is not always obvious to the user 

which processor is performing which tasks. Since under many circumstances 

interconnection to analogue and digital I/O is required, the user must know where to 

access the appropriate signals. Due to this, the compiler produces a user-readable file 

indicating the function of each processor in the particular case being considered in 

addition to producing the DSP code. This so-called MAP File also directs the user to I/O 

points which might be required for interfacing of physical measurement, protection or 

control equipment. [198, 199]   

In order to produce the DSP code, the compiler accesses a library of predefined 

and pre-assembled power system component models. Some power system component 

models currently exist with RTDS include passive components, transmission lines, 

transformers, circuit breakers, faults, synchronous machines, MOV-protected series 
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capacitors, SVCs, measurement transducers, etc. Since these software models will 

directly impact the minimum simulation time steps achievable, they are written in low 

level machine language code. All of the code used in conjunction with the component 

models is hand assembled and optimized. Although this approach is somewhat labor 

intensive, it needs only be done once for each component. The optimized models are then 

stored in the library for access by the compiler. [198, 199]   

  

11.2   RTDS applications  

The RTDS technology combines the real-time operating properties of analogue 

simulators with the flexibility and accuracy of digital simulation programs. Due to this, 

the RTDS simulator has found widespread applications in power systems. It is currently 

applied to many areas of development, testing and studying of power system planning, 

feasibility studies, system operation and behavior, integrated protection and control, etc. 

Furthermore, since the RTDS responds in real-time to events initiated through the user 

interface software (i.e. operator’s console), it provides an excellent method for training 

operators and educating engineers in the principles of power system operation. In 

addition, because the RTDS is housed in one or more standard 19 inch cubicles, it can 

conveniently be taken to substation where equipment, such as protective relays, can be 

easily tested. [196-199, 203] 

When the RTDS is combined with suitable voltage and current amplification 

systems it can be used to perform closed-loop relay tests. A wide variety of tests can be 

performed, ranging from application of simple voltage and current waveforms through to 

complicated sequencing within a detailed power system model. Due to the availability of 
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an extensive power system component library, including measurement transducers, the 

relay can be tested under system conditions similar to those it will encounter in the real 

life. During all tests, the relay can be connected via analogue output channels to voltage 

and current amplifiers. Relay output contacts can in turn be connected back to circuit 

breaker models using the RTDS digital input ports. Closed-loop testing is unique to real-

time simulation systems in that it provides a method of evaluating not only the 

performance of the relay, but also the response of the system to its reaction. [198, 199] 

Many of the wide area protection and control schemes proposed are based on or 

utilize PMU data. A PMU model has been developed for the RTDS simulator so new 

designs can be thoroughly tested under realistic network conditions. The PMU model 

allows eight PMU’s to be represented per instance so an extensive WAMS can be 

simulated. A mechanism has been developed to synchronize the simulation time step to 1 

pulse per second (PPS) timing signal so the RTDS simulator can be used for benchmark 

testing of PMU devices. The recent trend to adopt distributed generation schemes is 

another opportunity for the RTDS simulator. A number of manufacturers and utilities are 

now using the RTDS simulator to investigate the impact of distributed generation and 

smart grid concepts on their existing networks. With detailed models of wind, solar, fuel 

cell, etc. and implementation of required communication protocols, the RTDS is well 

suited for simulation of today’s modern power systems. [200, 204-206]  

In a manner similar to that described for protection system testing, the RTDS 

simulator can be applied to the evaluation and testing of physical control equipment. 

Required analogue and digital signals produced during simulation of the power system 

can be connected directly to the control equipment. The controller outputs are then 
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connected to input points on the particular power system component model being 

simulated. This again closes the test loop and allows evaluation of control equipment 

performance on the system to which the equipment is tested. [198-200] 

If appropriate interfacing points and methods are chosen, the RTDS can be used 

to expand and enhance the capabilities of traditional analogue simulators. A particular 

attention has been recently paid to expansion of HVDC analogue simulators to permit 

representation of larger ac networks at either end of the HVDC link. Because of the 

inherent difficulties associated with ac system modeling in analogue simulators, 

interfacing the RTDS to an analogue simulator offers a simple and relatively inexpensive 

alternative. [198-199] 

  

11.3   Experimental work and simulation results 

A two-terminal 400 kV transmission network, shown in Figure 11.2, is considered for 

RTDS implementation with terminal A being the sending end and terminal B being the 

receiving end. The transmission line connecting both terminals is represented with its 

equivalent nominal-π model since it is a medium-length line. System parameters are 

listed in Table 11.1.  

 

Figure 11.2: A two terminal 400 kV transmission network for RTDS implementation 
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TABLE 11.1: PARAMETERS OF THE 400 KV NETWORK IMPLEMENTED IN RSCAD  

Parameter Value 
l 100 km 

Z1L 2.76+j31.5 Ω 
Z0L 27.5+j102.63 Ω 
C1L 13 nF/km 
C0L 8.5 nF/km 

Z1SA , Z1SB 1.31+j15 Ω 
Z0SA , Z0SB 2.33+j22.5 Ω 

EA 400 kV ∠0° 
EB 390 kV ∠ − 10° 

When the system is faulted at a per-unit distance of d from terminal A, then it can be 

represented as shown in Figure 11.3. 

 

Figure 11.3: A faulted system at a distance d (p.u.) from terminal A 

Applying KVL between terminal A and the fault point, we get: 

    푉 = 푉 − 푑푍 퐼 − 푉
푑푌
2  (11.1) 

which can be re-written as: 

    푉 = 1 +
푑 푍푌
2 푉 − 푑푍퐼  (11.2) 

Similarly, applying KVL between terminal B and the fault point, we get: 

    푉 = 푉 − (1 − 푑)푍 퐼 − 푉
(1 − 푑)푌

2  (11.3) 
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which can be re-written as: 

    푉 = 1 +
(1 − 푑) 푍푌

2 푉 − (1 − 푑)푍퐼  (11.4) 

Equating (11.2) and (11.4) and re-arranging the terms, we get: 

푍푌
2
(푉 − 푉 )푑 + 푍(푌푉 − 퐼 − 퐼 )푑 + 푉 − 1 +

푍푌
2 푉 + 푍퐼 = 0 (11.5) 

Equation (11.5) is a quadratic equation having two solutions for d given by: 

    
푑 =

−푏 ± √푏 − 4푎푐
2푎  (11.6) 

with 

    푎 =
푍푌
2
(푉 − 푉 ) 

푏 = 푍(푌푉 − 퐼 − 퐼 ) 

푐 = 푉 − 1 +
푍푌
2 푉 + 푍퐼  

(11.7) 

In the design of the proposed fault locator, we consider the positive sequence 

components in calculating the coefficients a, b and c since they are present in all types of 

faults. The solution with an absolute value less than 1 is selected as the per unit distance 

(d) of the fault measured from terminal A.  

The system is modeled in RSCAD as depicted in Figure 11.4. In RSCAD 

implementation, two PMUs are installed at the sending end (terminal A) and the 

receiving end (terminal B). Fault location, duration and resistance are treated as variables 

during the simulation. Also, the model is developed to account for all types of faults and 

any fault inception angle. A subsystem to control aforesaid fault parameters is shown in 

Figure 11.5.  
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Figure 11.4: A 400 kV transmission system model in RSCAD 
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Figure 11.5: Fault control logic 

 

Figure 11.6: Calculation of line parameters 
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Figure 11.7: Calculation of fault location 
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PMUs are configured to give voltage and current phasors and their corresponding 

symmetrical components. The positive sequence components of pre-fault voltage and 

current phasors at terminal A and terminal B are utilized for online determination of the 

line resistance, series reactance and shunt admittance using (6.1) and (6.2). This function 

is incorporated in the subsystem named “Calculation of line Parameters” as shown in 

Figure 11.6. Figure 11.7 shows the fault location calculation based on (11.6) and (11.7). 

A 12-input GTAO device is incorporated in the model to allow sending voltage and 

current signals to external devices for further processing. The pre-fault voltages and 

currents at terminal A and terminal B are depicted in Figure 11.8-11.11.     

 
Figure 11.8: Pre-fault voltages at terminal A 

 
Figure 11.9: Pre-fault currents at terminal A 
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Figure 11.10: Pre-fault voltages at terminal B 

 
Figure 11.11: Pre-fault currents at terminal B 

RSCAD has a great plotting capability. Vectors, for instance, can be plotted either in 

rectangular coordinates, with the real and imaginary parts of the vector, or in polar 

coordinates with the magnitude and angle of the vector. Figure 11.12 displays the voltage 

and current phasors at both terminal A and B and Figure 11.13 depicts their 

corresponding symmetrical components. In this study, we select phase A to ground (AG), 

phase B to phase C (BC), phase C to phase A to ground (CAG) and three phase (ABC) 

faults in order to represent LG, LL, LLG and LLL types of faults and their fault voltage 

and current waveforms at terminal A and terminal B are shown in Figure 11.14-11.17.             

0 0.01693 0.03385 0.05078 0.06771 0.08463 0.10156
-400

-200

0

200

400

kV

S1) N4 S1) N5 S1) N6

0 0.01703 0.03406 0.0511 0.06813 0.08516 0.10219
-1

-0.5

0

0.5

1

kA

IBRKA2 IBRKB2 IBRKC2



289 
 

 
Figure 11.12: Pre-fault voltage and current phasors at terminal A and B 

 
Figure 11.13: Symmetrical components of pre-fault voltage and current phasors at A and B 
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Figure 11.14: Waveforms pertaining to AG Fault 
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Figure 11.15: Waveforms pertaining to BC Fault 
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Figure 11.16: Waveforms pertaining to CAG Fault 
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Figure 11.17: Waveforms pertaining to ABC Fault 
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Table 11.2 shows the accuracy of the implemented algorithm when different types of 

faults occur at various locations along the line. To study the influence of the fault 

resistance on the algorithm’s accuracy, different fault resistance values are considered as 

shown in Table 11.3. Similarly, to study the influence of the fault inception angle on the 

algorithm’s accuracy, different fault inception angles are considered as shown in Table 

11.4. As one can see, the algorithm is highly accurate and independent of the fault type, 

fault location, fault resistance and fault inception angle. 

TABLE 11.2 
 INFLUENCE OF THE FAULT TYPE AND LOCATION ON THE ALGORITHM’S ACCURACY  

Fault 
Location 

(p. u) 

Fault Type 
AG CAG BC ABC 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

0.2 0.2004 0.2059 0.2000 0.0199 0.1998 0.1085 0.2001 0.0392 
0.4 0.4002 0.0516 0.4001 0.0138 0.4000 0.0117 0.4001 0.0128 
0.6 0.5999 0.0113 0.6000 0.0030 0.6001 0.0194 0.6000 0.0004 
0.8 0.7997 0.0372 0.8000 0.0030 0.8002 0.0287 0.8000 0.0062 

TABLE 11.3 
 INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY (FL=0.6 P.U.)  

Fault 
Resist. 

(Ω) 

Fault Type 
AG CAG BC ABC 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

0.01 0.5999 0.0113 0.6000 0.0030 0.6001 0.0194 0.6000 0.0004 
1 0.5999 0.0150 0.6000 0.0071 0.6002 0.0341 0.6000 0.0038 
5 0.5999 0.0102 0.6000 0.0058 0.6002 0.0268 0.6000 0.0028 
10 0.6001 0.0138 0.5999 0.0118 0.6001 0.0086 0.6000 0.0064 
20 0.6003 0.0432 0.5999 0.0085 0.6001 0.0167 0.6000 0.0008 
30 0.6004 0.0685 0.6000 0.0022 0.6002 0.0338 0.6000 0.0073 
50 0.6007 0.1201 0.6001 0.0189     

100 0.6015 0.2494 0.6003 0.0520     
200 0.6030 0.5066 0.6007 0.1185     
250 0.6038 0.6339 0.6009 0.1516     
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TABLE 11.4 
 INFLUENCE OF THE FAULT INCEPTION ANGLE ON THE ALGORITHM’S ACCURACY (FL=0.6 P.U.)  

Fault 
Inception 

Angle  
(°) 

Fault Type 
AG CAG BC ABC 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

0 0.5999 0.0113 0.6000 0.0030 0.6001 0.0194 0.6000 0.0004 
30 0.6007 0.1240 0.6004 0.0699 0.6005 0.0769 0.6006 0.0958 
45 0.5996 0.0736 0.6002 0.0355 0.5998 0.0297 0.5997 0.0558 
60 0.6004 0.0598 0.6020 0.3307 0.6019 0.3119 0.6011 0.1816 
90 0.5996 0.0695 0.5986 0.2334 0.5997 0.0530 0.5996 0.0681 

120 0.6054 0.9049 0.6021 0.3569 0.5942 0.9647 0.5998 0.0294 
135 0.5979 0.3532 0.5986 0.2370 0.6006 0.0934 0.5992 0.1361 
150 0.5962 0.6313 0.5964 0.5925 0.5994 0.1036 0.5977 0.3756 

  

11.4   Comparison with RTDS simulation results 

In order to have a comparison with the results obtained using RTDS, the same system 

shown in Figure 11.2 has been modeled in PSCAD/EMTDC. AFLA-2 MATLAB code is 

used to simulate different fault cases for this system. Table 11.5 shows the accuracy of 

the implemented algorithm for all types of faults at different locations. As in the case 

when RTDS is used, results obtained are highly accurate with a maximum average error 

of 0.06%. To study the effect of the fault resistance on the algorithm’s accuracy, different 

fault resistance values are considered as shown in Table 11.6. A maximum average error 

of 0.025% is observed here against a maximum average error of 0.167% obtained using 

RTDS. To study the influence of the fault inception angle on the algorithm’s accuracy, 

different fault inception angles are considered as shown in Table 11.7. A maximum 

average error of 0.542% is observed here against a maximum error of 0.278% obtained 

using RTDS. From the results obtained, one may conclude that both methods are 

considered to be of a high accuracy. 
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TABLE 11.5 
 INFLUENCE OF THE FAULT TYPE AND LOCATION ON THE ALGORITHM’S ACCURACY  

Fault 
Location 

(p. u) 

Fault Type 
AG CAG BC ABC 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

0.2 0.2003 0.1538 0.2003 0.1472 0.2003 0.1676 0.2003 0.1607 
0.4 0.4001 0.0353 0.4001 0.0323 0.4001 0.0214 0.4001 0.0284 
0.6 0.5999 0.0154 0.5999 0.0164 0.5999 0.0145 0.5999 0.0149 
0.8 0.7997 0.0348 0.7997 0.0349 0.7997 0.0429 0.7997 0.0389 

 

TABLE 11.6 
 INFLUENCE OF THE FAULT RESISTANCE ON THE ALGORITHM’S ACCURACY (FL=0.6 P.U.)  

Fault 
Resist. 

(Ω) 

Fault Type 
AG CAG BC ABC 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

0.01 0.5999 0.0154 0.5999 0.0164 0.5999 0.0145 0.5999 0.0149 
1 0.5999 0.0153 0.5999 0.0178 0.5999 0.0163 0.5999 0.0169 
5 0.5999 0.0157 0.5999 0.0197 0.5999 0.0239 0.5999 0.0221 
10 0.5999 0.0162 0.5999 0.0199 0.5998 0.0285 0.5999 0.0243 
20 0.5999 0.0170 0.5999 0.0197 0.5998 0.0324 0.5998 0.0268 
30 0.5999 0.0176 0.5999 0.0196 0.5998 0.0347 0.5998 0.0285 
50 0.5999 0.0185 0.5999 0.0195     

100 0.5999 0.0206 0.5999 0.0192     
200 0.5998 0.0260 0.5999 0.0191     
250 0.5998 0.0308 0.5999 0.0191     
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TABLE 11.7 
 INFLUENCE OF THE FAULT INCEPTION ANGLE ON THE ALGORITHM’S ACCURACY (FL=0.6 P.U.)  

Fault 
Inception 

Angle  
(°) 

Fault Type 
AG CAG BC ABC 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

Estim. 
FL  

(p. u) 

Error 
of 

Estim.  
FL (%) 

0 0.5999 0.0154 0.5999 0.0164 0.5999 0.0145 0.5999 0.0149 
30 0.6013 0.2244 0.6006 0.1068 0.6010 0.1604 0.6012 0.1918 
45 0.5988 0.2043 0.6000 0.0074 0.5994 0.0929 0.5991 0.1504 
60 0.6006 0.1079 0.6036 0.5992 0.6033 0.5535 0.6020 0.3253 
90 0.5989 0.1755 0.5972 0.4635 0.5998 0.0397 0.5993 0.1174 

120 0.6114 1.8963 0.6039 0.6504 0.5873 2.1201 0.5993 0.1106 
135 0.5972 0.4674 0.5972 0.4632 0.6004 0.0684 0.5988 0.1931 
150 0.5925 1.2492 0.5917 1.3820 0.5969 0.5249 0.5947 0.8770 
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CHAPTER 12 

Conclusions and Future Work 
 

 

In this chapter, some conclusions are drawn and contributions of this thesis work are 

summarized. Future research in the area of adaptive fault location using synchronized 

phasor measurements is highlighted.   

  

12.1   Summary and conclusions 

A new formulation for OPP problem is proposed considering not only the new PMUs to 

be installed but also the existing ones to be retained or relocated. The aim is to achieve 

full network observability with the minimum number of PMUs while taking into account 

practical constraints and limitations of the network. Examples of such constraints include 

the locations at which PMUs must be installed and the places at which PMU installation 

must be avoided. This problem formulation is further extended by combining dual 

contradicting objectives; to minimize the required number of PMUs and to maximize the 
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PMU measurement redundancy. The existence of zero-injection buses is considered in 

this extended formulation and accounted for by applying some topological observability 

rules to assess the network observability.  A solution based on differential evolution (DE) 

algorithm is coded in MATLAB and used to solve OPP problem. The proposed DE-based 

algorithm is tested on various IEEE systems and a real-life system and its performance is 

analyzed.  

PMU-based algorithms are proposed for online determination of transmission line 

parameters and Thevenin’s equivalent of the system at designated terminals to cope up 

with the requirements of adaptive fault location. Several PMU-based adaptive fault 

location algorithms (AFLAs) are proposed for two-terminal, three-terminal and series-

compensated transmission networks. The transmission networks are modeled in 

PSCAD/EMTDC and the proposed AFLAs are coded in MATLAB. The fault-location 

accuracy evaluation is performed for theses algorithms considering different factors. 

These include the fault type, fault location, fault resistance, fault inception angle, pre-

fault loading and the compensation degree in case of series-compensated lines. 

Experimental work to design a prototype of a PMU-based adaptive fault locator using 

RTDS is carried out as well. Based on the research work presented in this thesis, the 

following conclusions can be drawn: 

1. The comprehensive literature survey presented in this thesis has revealed the high 

interest in fault location based on synchronized phasor measurements. 

2. It has been noticed that a power system can be made fully observable by installing 

PMUs at approximately one third of its buses. Consideration of the zero-injection 

buses in the OPP problem formulation always results in reducing the optimal 
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number of PMUs. Depending on the system’s topology and the number of zero-

injection buses, the optimal number of PMUs can go down to one fifth of the 

buses. 

3. In comparison with published results obtained by other optimization techniques 

for different IEEE systems, it has been observed that solutions obtained by DE 

algorithm are either as good as or better in terms of the number of PMUs. When 

dual objectives are considered, DE algorithm produced new solutions where PMU 

measurement redundancy is maximized at the same minimum number of PMUs.  

4. Through a number of simulation studies, it was found that designing a DE-based 

algorithm to solve OPP problem while avoiding PMU installation at the zero-

injection buses has an advantage in producing a higher quality solution at a faster 

convergence of the algorithm. Similarly, avoiding PMU installation at buses that 

have only one incident line has the same advantage. 

5. Through a number of simulation studies, it has been observed that designing a 

DE-based algorithm to solve the OPP problem with a constraint to get PMUs 

installed at buses having the highest number of incident lines may sometimes lead 

to solutions of a lower quality. In some other times, this may not be the case 

depending on the system topology.   

6. Through a number of simulation studies, it has been observed that designing a 

DE-based algorithm to solve the OPP problem with a variable scaling factor can 

sometimes enhance the quality of the optimal solution and lead to a faster 

convergence. Also, it is found empirically that selecting the population size to be 

2-3 times the number of power system buses under study is sufficient to obtain 
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high-quality solutions. Moreover, it is found that selecting crossover rates in the 

range of 0.7-0.9 usually produces solutions of a higher quality compared to the 

solutions obtained using smaller crossover rates in the range of 0.4-0.6.  

7. The first aspect of PMU-based adaptive fault location is to determine the 

transmission line parameters online. This can be achieved via three different 

methods utilizing single, double or multiple sets of PMU synchronized 

measurements. It has been observed that all the three methods perform well in 

case if the measurements are noise-free. In the case if either a random noise or 

bias errors are present in PMU voltage or current measurements, the line 

resistance, reactance or shunt susceptance could be determined incorrectly. 

Through a number of simulation studies considering the presence of random noise 

and bias errors, the multiple measurement method has been observed to perform 

better than the other two methods. 

8. The second aspect of PMU-based adaptive fault location is to determine the 

Thevenin’s equivalent of the system at a particular node online. This can be 

achieved when at least three independent sets of PMU measurements are 

available. Any two sets are used to form a circle in the impedance plane and the 

third set is used with either the first or the second set to form another circle. The 

intersection point of the two circles defines the Thevenin’s impedance value at 

that node. The Thevenin’s voltage is determined from the knowledge of 

Thevenin’s impedance and the local PMU measurements at that node. It is noticed 

that this technique is accurate and reflects the practical operating conditions of the 

system.   
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9. Two adaptive fault location algorithms have been proposed to locate faults in two-

terminal lines. The AFLA-1, which utilizes synchronized voltage and current 

phasor measurements prior to and during the fault, proved to be highly accurate 

with a maximum fault location error of less than 0.6%. The AFLA-2, which 

utilizes synchronized voltage and current phasor measurements prior to the fault 

and only voltage measurements during the fault, proved to be highly accurate with 

a maximum fault location error of less than 0.9%. Both algorithms were found 

independent of the fault type, fault location, fault resistance, fault inception angle 

and pre-fault loading.  

10. For two-terminal transmission networks, it has been observed that the effect of 

system impedance and parameters uncertainty on fault location can reach up to 

10% if the parameters used in fault location vary 25% of the practical parameters. 

11. The adaptive fault location algorithm proposed for three-terminal transmission 

networks utilizes synchronized voltage and current phasor measurements prior to 

the fault and only voltage measurements during the fault. It proved to be 

reasonably accurate with a maximum average fault location error of 1.9%. The 

proposed algorithm is virtually independent of the fault type, fault location, fault 

resistance, fault inception angle and pre-fault loading.  

12. For three-terminal transmission networks, it has been observed that the effect of 

system impedance and parameters uncertainty on fault location can reach up to 

14% if the parameters used in fault location vary 25% of the practical parameters. 

13. The adaptive fault location algorithm proposed for transmission networks with a 

series-compensated line utilizes synchronized voltage and current phasor 
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measurements prior to and during the fault. The algorithm does not require any 

knowledge on the exact model of the series-compensation elements and, 

therefore, can be applied to transmission networks with any type of series-

compensation units. It proved to be accurate and virtually independent of the fault 

type, fault location, fault resistance, fault inception angle, pre-fault loading and 

line compensation degree.  

14. For transmission networks with a series-compensated line, it has been observed 

that the effect of system impedance and parameters uncertainty on fault location 

can reach up to 23% if the parameters used in fault location vary 25% of the 

practical parameters 

 

12.2   Future work 

The following potential future works are recommended to aid and expand the work of 

this thesis: 

1. In case two-end synchronized measurements are utilized for fault location, it is 

possible to formulate more equations than the number of unknowns. The resulting 

redundancy may be explored to obtain certain improvements in fault location. 

Taking this into account, some new and highly accurate fault location algorithms 

may be developed. 

2. New adaptive fault location techniques suiting all types of faults and not requiring 

line parameters and source impedances may be developed.  

3. The work of designing a fault location approach capable of detecting, identifying 

and removing the possible bad measurements seems interesting as it helps achieve 
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better fault-location accuracy. A future work in this area may be developed 

accordingly. 

4. Application of expert systems for fault location in power systems may also be an 

area for future research. 

5. In addition to measurement noise addressed in Chapter 6, other real world 

challenges exist. These challenges include problems with phase angle shifting, 

mutual coupling between the lines and untransposed lines with unbalanced loads. 

The effect of such factors on parameter estimation utilizing synchronized phasor 

measurements may be investigated.  

6. PMU-based algorithms to determine parameters of combined transmission 

systems composed of an overhead transmission line in series with an underground 

cable with two PMUs installed at only the sending and receiving ends may be 

developed. This enables development of adaptive fault location algorithms for 

such systems instead of the conventional impedance-based approaches as the one 

presented in [207, 208].     

7. Knowing that the average temperature and sag of selected spans of a line, which 

can be utilized for dynamic thermal rating for increased power transfer, can be 

calculated based on estimated line parameters, a future research on utilizing 

PMUs for this application may be investigated since this work has already 

demonstrated the use of PMUs for line parameter determination. With regard to 

determination of conductor temperature, one may examine feasibility of 

estimating line temperature based on estimated resistance and find out meter 

accuracy requirements for desired temperature estimation. Various factors 
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affecting line resistance such as skin effects shall be considered when performing 

validation studies.  

8. The effect of strength of equivalent sources behind the line terminals on fault 

location accuracy may be investigated.  

9. Actual PMU measurements may be utilized to monitor the line parameters 

throughout the year and evaluate the variation in these parameters under different 

ambient temperatures and loading conditions. This future work may be used as a 

base to assess the need to revise the relay settings and carry out various power 

system’s planning and operation studies.  
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Appendix-A: NASPI’s Synchrophasor Applications Table  

Topics Applications Description 

R
eliability O

perations 

Wide-area grid monitoring and 
visualization 

Use phasor data to monitor and alarm for metrics across entire 
inter-connection (frequency stability, voltage, angle differences, 
MW and MVAR flows). 

Power plant monitoring and 
integration 

Use real-time data to track and integrate power plant operation 
(including intermittent renewables and distributed energy 
resources). 

Alarming for situational 
awareness tools 

Use real-time data and analysis of system conditions to identify 
and alert operators to potential grid problems 

State estimation Use actual measured system condition data in place of modeled 
estimates. 

Inter-area oscillation 
monitoring, analysis and control 

Use phasor data and analysis to identify frequency oscillations and 
initiate damping activities. 

Automated real-time control of 
assets 

Use phasor data and analysis to identify frequency oscillations and 
initiate damping activities. 

Wide-area adaptive protection 
and system integrity protection 

Real-time phasor data allow identification of grid events and 
adaptive design, execution and evaluation of appropriate system 
protection measures 

Planned power system 
separation 

Improve planned separation of power system into islands when 
instability occurs, and dynamically determine appropriate 
islanding boundaries for island-specific load and generation 
balances. 

Dynamic line ratings and VAR 
support 

Use PMU data to monitor or improve transmission line rating in 
real time 

Day-ahead and hour-ahead 
operations planning 

Use phasor data and improved models to understand current, hour-
ahead, and day-ahead system operating conditions under a range of 
normal and potential contingency operating scenarios. 

Automatically manage 
frequency and voltage response 
from load 

System load response to voltage and frequency variations. 

System reclosing and power 
system restoration 

Use phasor data to bring equipment back into service without 
risking stability or unsuccessful reclosing attempts. 

Protection system and device 
commissioning 

 

M
arket 

O
peration 

Congestion analysis 
 

Synchronized measurements make it possible to operate the grid 
according to true real-time dynamic limits, not conservative limits 
derived from off-line studies for worst-case scenarios. 

Planning 

Static model benchmarking Use phase data to better understand system operations, identify 
errors in system modeling data, and fine-tune power system 
models for on-line and off-line applications (power flow, stability, 
short circuit, OPF, security assessment, modal frequency response, 
etc.). 

Dynamic model benchmarking Phasor data record actual system dynamics and can be used to 
validate and calibrate dynamic models. 

Generator model validation  
Stability model validation  
Performance validation Use phasor data to validate planning models, to understand 

observed system behavior and predict future behavior under 
assumed conditions. 

O
thers 

Forensic event analysis Use phasor data to identify the sequence of events underlying an 
actual system disturbance, to determine its causes. 

Phasor applications vision, road 
mapping & planning 
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Appendix-B: IEEE Test Systems 
 

 
Figure A.1: IEEE 14-bus test system 

 
Figure A.2: IEEE 30-bus test system 
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Figure A.3: IEEE 39-bus test system 
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Figure A.4: IEEE 57-bus test system 
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