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Wireless sensor networks (WSNSs) require very edfitialgorithms for data
processing, compression and routing due to thetdomiesources of sensor nodes. As
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is not feasible to recharge or replace the batiésensor nodes. Therefore, sensor nodes
should use their energy very efficiently even wlaepower harvesting technique is used
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synchronization, coverage, connectivity, commumbcaand dust storm detection. First, a
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of the total deployment area, guarantees at leaginfiected network, and enables
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CHAPTER 1.

INTRODUCTION

Wireless Sensor Networks (WSNSs) are one of the magsbrtant technologies of
this century [1]. The advancement in micro-electreehanical systems (MEMS) and
wireless networking technologies have made it pbs$0 design small, inexpensive, and
smart sensors. These sensors can be deployed enaimgnment (i.e. terrestrial/surface,
underwater, underground and air) in order to coltmme information, process it, and

then transmit it to the sink.

1.1 Sensor devices

A sensor has four main components [1]: a sensing arprocessing unit with
memory, a power source (usually AA batteries) , anilansceiver. Depending on the
application, it can also have one or more opticc@hponents, such as an actuator,
positioning system, mobilizer, and power generétee Figure-1(a)). These resources of

sensor nodes are very limited.

There are many types of sensors available nowadagh, as temperature sensor,
pressure sensor, acoustic sensors, humidity seogtical sensors, mechanical sensors,

magnetic & electromagnetic sensors, chemical &dgmlal sensors, etc.



1.2 Wireless Sensor Networks (WSNs)

WSN is a wireless network of large number of smalieap and low-power

sensing devices densely deployed into the envirohniEhese sensor devices collect

environmental information, process it, and thengnait it to the sink that is connected to

a task manager node through satellite or Intertjedg shown in Figure-1(b).
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Figure1.1: A Sensor and a Wireless Sensor Network [1]

WSNSs, based on infrastructure, have two typessilictured and unstructured. In

a structured WSN, all or some of the nodes areeglan pre-decided locations for better

coverage. This requires fewer nodes, and incursedoeost for maintenance &

management of the network. On the other hand, atruotured WSN is the one in which

sensor nodes are densely deployed into the enveonmm an ad hoc fashion. This

network can be left unattended, but requires modes due to redundancy, and offers

difficulties in connectivity management and failaletection.

For efficient control and management of WSNs, semsales need to be self-



configured, i.e. they should configure themselvdge & network soon after deployment.
Due to resource limitations of the sensor noddsi@ft algorithms are required for data

processing, compression, and routing in the network

WSNs are usually deployed in remote and hazardmesalt is, therefore, not
possible to recharge the battery of these senatish is the main source of energy or
power. Depending on the environment where a semtide deployed, power harvesting
techniqgues [3-5] can be used, such as solar pameézoelectric fibers, and
electromagnetic generators with mobile sensors|ewhiobile robots to recharge static
sensors [6]. However, power harvesting techniquesat very common because of their
immaturity, high cost, or unsuitability for certaenvironments. For example, solar
panels are mature technology, but cannot be useduriderground or underwater
networks. It is important to make efficient use seinsor energy even when a power

harvesting technique is used with the batteryroftéd capacity.

1.3 Applications of WSNs

WSNs have large number of applications that cagrbaped into two types [2]:
monitoring applications and tracking applicatioM¢SNs are commonly deployed for
monitoring the remote and hazardous environmenish @s battle-fields, volcanoes,

tsunamis, storms, seismology, etc. [7-12].

One of the pioneer WSNs was deployed for habitanitoong of a bird called

Leach on Great Duck Island, Maine [13]. This alldwesearchers to observe the colony



of these birds remotely so as to avoid any kindobkerver effect”. Another important
early application of WSNs was made in military foonitoring enemy’s army in the
battlefield and detecting their weapons by DARPANSSE (Sensor Information

Technology) program.

Sensor networks are also being used for monitdheghealth of civil structures,
such as bridges and buildings [14]. They can tinadé&rt us about crack or damage to
these structures without any need of regular inspex Current research focuses on
development of controllable structures that areumecand resistant to external
disturbances. A controllable structure can be dgexl by incorporating actuators that

react to any kind of seismic waves etc.

A network of sensors and actors can be used instndu manufacturing for
process monitoring and control. The main advantaga wireless network in such
environments is its low-cost and high flexibilit§4]. Similarly, WSNs have applications
in refineries, pipeline operation, exploration gmduction, patient monitoring, retail,

grocery, airports and transportations.

One of the modern applications of WSNs are in desasianagement [15] that
includes monitoring and/or prediction of seismi@lcano, weather, tsunamislust-
storms floods, air or water pollution, fires and dangesogases. There are many
companies producing sensor technologies for comaiapplications. The development
of standards, such as IEEE 802.15.4 and ZigBek&help in developing more innovative

applications in the future.



1.4 Challenges in WSNs

WSNs offer a number of interesting research chglsnSome the most important

challenges include:

Extending the lifetime of WSNs. A battery-powered sensor may exhaust its
energy within one month of non-stop operation. Hesve many applications require
sensors to be alive for several months or years. lifatime of sensor nodes can be
increased by improving battery design, using endrggvesting techniques, and using

energy-efficient protocols.

Effectiveness and responsiveness: The lifetime of a network can be extended by
using duty cycling, i.e. periodic switching betwesdaep and wakeup mode. However, it
may result in slow response or even miss an evidrg. latency must be keept within

acceptable limits.

Robustness and fault-tolerancee WSNs are usually deployed in harsh
environments where sensors may have high ratelofdaThe protocols for WSNs must

be robust to such failures and provide gracefuraldgfion in performance.

Synergistic protocols. The synergy principal says that the capabilitiésao
system can be greater than the sum of the capebitf its parts. As the capabilities of
individual sensor nodes are very limited, reseasheeed to develop synergistic

protocols for WSNSs.



Scalability: There may be millions of sensor nodes in large \&/STherefore,
WSNs should use hierarchical architecture and idiged protocols with localized
communication to make it really scalable. Failuaesl in-situ reprogramming of sensor

nodes also need to be taken care of.

Heterogeneity: .A WSN may have some high-capability devices iditah to
many low-capability devices. This requires us te wustering algorithms for 2-tier
architecture of the network. This heterogeneityvtes multiple sensing models which
require the use of sensor fusion techniques. énismportant challenge to find a right

combination of these heterogamous devices.

Self-configuration: WSNs are generally unattended because they aleygepn
remote areas. It is, therefore, important thatsdwesor nodes organize themselves into a
network soon after deployment. It also requirem@ugtic localization, synchronization,

calibration, coordination, and finding other paraeng for network operations.

Optimization and adaptation: Sensor nodes in should learn from the network
measurements and use it for enhancing their pedocm over time. Also, the protocols

should be able adapt to any kind of changes im#teork.

Systematic design: The sensor nodes in a WSN have very limited ressuand
require a very systematic deign which should altewsability, modularity, and run-time

adaptation.

Security and privacy: The data collected by WSNs is usually very sensitiv



Therefore, it is a challenge to guarantee bothrégand privacy of this data.

Efficient usage of energy: Efficient usage of energy is an important issue in
WSNs due to limited battery power of the sensoresoddny node that exhausts its
battery dies and disconnects from the network. lifaéme of a network is determined
by its connectivity and the total number of acthaxles in it. It is important to note that
the most of the sensors’ energy is consumedata transmission -transmitting the
sensor data, andle listening— listening to the idle channel. Therefore, effitiusage of
energy can be ensured by improved topology conttaty-cycling, communication

protocols, and aggregation & compression of data.

This thesis will propose and implement some eneffjgient schemes for

topology control, duty-cycling and communicatiomfarcols.

1.5 Motivation

WSNs are commonly deployed for monitoring the reama@nd hazardous
environments, such as battle-fields, volcanoes)asus, storms, seismology, etc. It is,
therefore, not possible to recharge the battemhe$e sensors, which is the main source
of energy or power. It is important to make effitieise of sensor energy even when a

power harvesting technique is used with the batiétynited capacity.

1.6 Problem Statement

Efficient usage of energy is a key issue in WSNs tulimited battery power. A



sensor node that exhausts its battery dies andrdiscts from the network reducing the
lifetime of a network. Most of the sensors’ energgonsumed in data transmission, and
idle listening. Therefore, efficient usage of energpuld be ensured by improved
topology control, duty-cycling, communication protds, and aggregation &

compression of data.

1.7 Research Objectives

The proposed research is a part of KACST projedthviaims at designing and
implementing WSN for monitoring road conditions adétecting sandstorms and

providing early warnings with detailed informatitmall drivers on the roads.

Following are the main objective of this research:

1. Developing a novel and efficiesteep-scheduling algorithm$or wireless
sensor networks.

2. Developing an energy-efficietvpology control schemér wireless sensor
networks.

3. Developing efficient and power conservative routing protocoland
integrating those into the sensor nodes.

4. Establishing and promoting a smart wireless senstwork for detection
and prediction of sandstorms and initiating warnisgo the drivers. The

proposed energy efficient algorithm will be incorgied in this application.



1.8 Approach or Methodology

To achieve the objectives of this research, follapapproach are used:

1.8.1 Survey of Related Projects

A survey of the recent literature is done to idgritie requirements for designing

a wireless sensor network for detection of sandstor

1.8.2 Designing New Algorithms

New algorithms related to duty-cycling, topologyntrol, routing, and sandstorm
detection are proposed. The efficient usage of gnés the prime feature of these

algorithms.

1.8.3 Simulation of Proposed Algorithms

The proposed algorithms are tested by performimgulsitions using network
simulators, such as NS2, MATLAB, Prowler, etc. Amatresearch group provided the
required data for simulations. The results obtaifieth these simulations were used to

modify and adapt the proposed algorithms for optipeaformance in our target WSN.

1.8.4 Mathematical Modeling

A theoretical analysis of the proposed algorithesdone and mathematical

models are developed.



1.8.5 Experimental Prototype

An experimental prototype of a WSN for sandstorradption and detection is
developed. To test the energy-efficiency of propoaigorithms, they were incorporated

into the prototype.

1.9 Research Contributions

This dissertation proposes several energy-effici@gorithms for clock

synchronization, coverage, connectivity, commumcgtand dust storm detection.

1. FTSP protocol: a recursive time synchronization protocol (RT&#)global
clock synchronization in WSNs is proposed, whiclovides an average
accuracy of 0.23us per hop in a large multi-hopstelted network using 7-

times lesser energy than that of FTSP in the lang r

2. C3protocol: a protocol for coverage, connectivity and commaton (C3) is
proposed that ensures partial coverage, conngctanid energy efficient

communication in wireless sensor networks.

3. SDSDS system: a layered-architecture of the sand and dust stbetaction
system (SDSDS) is proposed which incorporates oppgsed algorithms in

order to achieve high level of accuracy, reliapiind energy-efficiency.

1.10 Publications

Based on research in this dissertation, followiogrjpal and conference papers

have been produced:
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Journal Papers

Muhammad Akhlaq Tarek R. Sheltami, Hussein T. Mouftal) ‘Review of
Technologies for Sand and Dust Storm Detettidteviews in Environmental
Science  and Biotechnology, May 29, 2012 [Online st=ir
http://www.springerlink.com/content/u5736942j288vf5

M. Akhlag, Tarek R. Sheltami, Bo Helgeson and Elhadi M. Shaki,
“Designing an Integrated Driver Assistance SystenindgJdmage Sensots
Journal of Intelligent Manufacturing, pp. 1-24, dary 03, 2012, [Online First:
http://dx.doi.org/10.1007/s10845-011-0618-1].

M. Akhlag, Tarek R. Sheltami, RTSP: An Accurate and Energy-efficient
Protocol for Clock Synchronization in WSNsIEEE Transactions on
Instrumentation & Measurement [Submitted; Manuggrim-12-5717].

Conference Papers

M. Akhlaq, Tarek R. Sheltami,Performance Comparison of Video Compression
and Streaming over Wireless Ad Hoc and Sensor Nieswesing MPEG-4 and
H.264', in Proceedings of the Fourth International Coefee on Networked
Digital Technologies (NDT 2012), Part Il, CCIS 2B4Benlamri (Ed.), pp. 369--
378. Springer, Heidelberg. April 24-26 2012.

M. Akhlag, Tarek R. Sheltami,The Recursive Time Synchronization Protocol for
Wireless Sensor Networksin Proc. of 2012 IEEE Sensors Applications
Symposium  (SAS 2012), Feb 7-9, 2012, Italy, pp. 682-
[http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arber=6166318]

M. Akhlaqg, “Performance Comparison of MPEG-4 and H.264 VidealiQyp
Standards over Wireless Ad Hoc Netwdrks Proceedings of Second Scientific
Conference, Jeddah, Saudi Arabia, March 28-31,.2011

M. Akhlag, “Introducing Context-awareness in Operating System®Cs: User
Interface Adaptatioh) In Proceedings of Second Scientific Conferentmjdah,
Saudi Arabia, March 28-31, 2011.
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* M. Akhlag, Tarek R. Sheltami,Sand and Dust Storm Detection System using
Wireless Sensor Network and Satellite Imagirigith International Conference
on Information Integration and Web-based Applicasio& Services (iiWAS
2012) [Submitted].

1.11 Organization of the Dissertation

The rest of this dissertation is organized as Vadlo Chapter 2 provides a
comprehensive review of the literature regardingrgy conservation techniques based
on topology control, sleep-scheduling, and routomgcommunication. The techniques
and technologies for sand and dust storm deteatierdiscussed in chapter 3. In chapter
4, the recursive time synchronization protocol (RTSor WSNs is proposed. An
integrated protocol for coverage, connectivity aminmunication (C3) is proposed in
chapter 5. The architecture of sand and dust stietection system (SDSDS) is proposed
in chapter 6. Chapter 7 describes the experimentabtype which is established in order
to implement and experiment with the proposed dlgms. Finally, chapter 8 concludes

the dissertation and presents future directions.
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CHAPTER 2.

LITERATURE REVIEW

At the network layer of WSNs, energy can be corsgrthrough topology
control, sleep-scheduling or duty-cycling, routismgcommunication protocols, and data
aggregation. This chapter provides a comprehemsiiew of the commonly used energy

conservation techniques which are based on theliimse methods.

2.1 Introduction

Nodes in WSNs may be in either sleep mode or actwde. A node must be in
active mode before it can receive or transmit asags. It is important to note that the
sleep mode usually consumes three orders of maigniass energy, while energy costs
for receive and transmit are of the same magnitagleshown in Table 2.1 [16]. The
energy costs for idle listening, receiving, andrbearing are almost similar (within 20-
30%). Therefore, it is best to keep the sensooradsleep modavhen inactive. Another
important factor in energy consumption is thdio transmission powerAn increase in
radio transmission power increases the communitatémge, connectivity, and link
quality. However, it also increases the energy eoimion and interference. This gives
us an opportunity to conserve energy by minimizimg number of transmissions and by

putting the sensor nodes to sleep mode if redurmtamive no data to send or receive.
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TABLE 2.1: Energy consumption in different modes [16]

Frequency/ Data-

Radio Startup Sleep Receive Transmit
Rate
Time
CC2420 2.4GHz,250kbps  0.6ms  60pW 50mW  52mwW
CC1000 868MHz,19.2kbps2.0ms  0.6pW 29mW  50mw
MIT

2.4GHz,1Mbps 0.5ms  negligible279mwW 330mW
HAMPS-1

IEEE802.11b 2.4GHz,11Mbps 1.0ms negligible4dW 2.25W

Section 2.2 describes contention-free and contesttased protocols for duty-

cycling or sleep-scheduling. Section 2.3 provides owerview of the coverage and
connectivity protocols using power control methaoh&l sleep-based methods. Finally,
section 2.4 describes communication protocols wéisé types including metric-based

approaches, routing with diversity, multi-path fiagt energy-aware routing, geographic

routing, cluster-based routing, and routing to rfebinks.

2.2 Duty-cycling or Sleep-scheduling

Duty cycling relates to the fraction of time a dsvior system is in active state.

The duty-cycling is achieved by putting the radi@amode to sleep mode when inactive.

Traditional media access control (MAC) protocols tiv provide efficient utilization of

14



the shared medium in termstafoughput, delay, and fairnesdowever, MAC protocols

for WSNs perform an additional function @fergy-efficiencyhrough duty cycling.

Traditional MAC protocols, such as Aloha, CSMA, MACIEEE 802.11, and
IEEE 802.15.4 will not be described here becausg tlo not explicitly consider energy

efficiency.

2.2.1 Contention-based protocols

In IEEE 802.11 infrastructure modenodes can go to sleep mode by informing
access point (AP). The AP will buffer all messafygssleeping nodes and will deliver to
them when they wakeup periodically. It saves endmglyat the cost of throughput and

delay.

The Power Aware Medium-Access with Signalling (PAMAR)7] protocol is an
extension of MACA protocol. In PAMAS, a node thatants to send some data
broadcasts a request to send (RTS) signal, antatbet node broadcasts clear to send
(CTS) signal. The RTS/CTS signals are sent on agpahannel. A node goes to sleep
mode whenever it fails to send/receive data, or rwhias neighbor is
transmitting/receiving data to/from another nodeisTprotocol saves on overhearing and
is one of the first energy-aware protocols. Howevwdle receptioncan still result in

wastage of energy.

Further energy can be saved m®ducing the idle receptionThis is done by

putting nodes to sleep mode mostly, but awake theiore receiving any packet
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intended for them. There are two classes of sudbtopols: asynchronous, and

synchronous.

Asynchronous sleep techniquésep nodes isleep mode as defaahd wake-up
only for short time to send/receive data or chemkrfetwork traffic. They rely on an
additional radio for wake-up signals or periodievipower listening to wake up the

receiver before any incoming transmission.

The secondary wake-up radj@8] method is hardware-solution that requires two
radios: data radio, and wake-up radio. Nodes magpsio save energy whenever they are
idle. However, a low-power secondary radio is alsvay so that the nodes can receive
wake-up signal from other nodes before data trassomn. The main problem with this

method is that it will wake-up all the nodes witlhiroadcast range.

In low-power listening/preamble sampling protodd9], [20], nodes periodically
wakeup to listen the channel. If no activity is fidy they sleep again. A node that wants
to transmit data sends a wake-up/preamble sigraldilong RF pulse) before sending
data. The receiving node will go to full active neooih detecting such signal and receive

the data. This technique may also wake-up all tteeea within broadcast range.

The WiseMAC protocol[21] avoids the long RF pulse used in above tepmni
Each node learns periodic sampling time of its Imgarodes from ACK packets, and
sends a shorter RF pulse at an appropriate timeWikeMAC packet uses “more” bit to

inform the receiver to stay wake-up to receive nuae.
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The Transmitter/Receiver-Initiated Cycle Receptions QER/RICER)22] are
similar to low-power listening/preamble samplingn [TICER, transmitter node
periodically sends a sequence of interrupted R@ifass whereas receiver node wakes-up
periodically to sense the channel for any suchagnThe receiver replies with CTS
signal on detecting RTS signal and stays wake-updeive data. In RICER, the receiver
node periodically wakes-up to run three steps: toonisend wake-up beacon, and
monitor. The node that wants to transmit data nave to wait for wake-up beacon from
receiver before transmission. The TICER/RICER tepies are easier to implement at

higher layers than at lower layers.

The Basic MAC protocol (B-MAC|23] is lightweight and highly reconfigurable
protocol with three main features: Low-power listen(LPL) — chose channel sampling
durations and preamble durations, Clear channedsassent (CCA) — checks if the
channel is clear, and Acknowledgements (ACK) —litate response for any unicast
packet. The B-MAC protocol is designed using modalaproach and provides all the
core functionality for higher layers. This protot¢as been used as base protocol in many

other protocols.

On the other hand, th®ynchronous sleep techniquasse periodic duty-cycled
sleep schedulefr nodes so that transmitters anticipate wheir tihnéended receivers

will be awake.

The Sensor MAC (S-MAC)protocol [24], [25], designed for WSNSs, uses a

periodic sleep-listen schedule where each nodepsli®r some time and then wakes-up
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for some time to sense the channel. Any node, d&alnchronizer node, can take
initiative to make and broadcast this schedulghis way, there is only one sleep-listen
schedule for all nodes. S-MAC uses RTS/CTS sigraald, interfering nodes are put to
sleep mode. It ensures energy conservation bueatdst of increased delay due to sleep

latency.

The Timeout MAC (T-MAC)[26] uses fixed-length duty cycles but the encuof
active period is decided by timeout. After recegven message, the receiver node starts a
fresh timer. If any message is received during pleisod, it resets the timer; otherwise it
goes to sleep mode. T-MAC suffers from early sleeblem due to contention on sender
side. However, this problem can be solved in twgsvase a short FRTS (future request
to send) control message to tell the recipientxierel its timeout period, or use “full
buffer priority” where a node prefers sending oxeeiving when its buffer is full. T-
MAC also ensures energy conservation but at thé aosicreased delay due to sleep

latency.

The Data-gathering MAC (D-MAC)[27] avoids data-forwarding interruption
problem as caused by sleeping nodes in above sshem®&AC applies receive—
transmit—sleep sequence only on flows on a preagted data-gathering tree rooted on
sink. It minimizes delays by ensuring that wherodenat levek is transmitting, the node
in the upper level k+1 is receiving. D-MAC has madyantages: active periods may be
adaptive; interference may be reduced due to a@ereods at different levels; fewer

nodes are required to be active; and it uses datiighon and more-to-send (MTS) for
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better performance. The main problem with this shés that it can be used with only

one-way data gathering trees.

The Delay-Efficient Sleep Scheduling (DESS)28] is a combinatorial
optimization problem where each node selects auagnigception slot out & slots and
tells its neighbors that it will receive only inathslot. DESS is an NP-hard problem

which tries to minimize path delay that is equatlhte sum of all the per-hop delays.

The Asynchronous sleep schedulef29] do not require any inter-node
synchronization and ensure that the wake-up periodsieighbors overlap. It can be
formulated as a combinatorial problem of designivake-up schedule function (WSF)

for all nodes such that wake-up periods for neigimgonodes overlap at leasttimes.

2.2.2 Contention-free protocols

Contention-free protocols ensure that no nodesinvithio hops of each other may
utilize the same slot. They use techniques sudimesdivision multiple-access (TDMA),
frequency division multiple-access (FDMA), or codigision multiple-access (CDMA)

etc. A node can sleep to save energy whenevendtischeduled for communication.

The Stationary MAC And Startup (SMACS)30] provides a decentralized
approach where each node is required to have kyathronization. This is done by
selecting a common communication slot with a neightin startup. In SMACS, each
link uses randomly chosen frequency or CDMA freaguyehopping code to ensure no

contention.
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The BFS/DFS-based schedulingssigns channels on the bases of Breadth-First
Search (BFS) or Depth-First Search (DFS) travershtata-gathering trees. Each node
is assigned channel slots according to its loadS BRocates contiguous time slots to
each node whereas DFS allocates non-contiguous slots. The drawback of this

technique is that it needs global synchronization.

The Reservation-based Synchronized (ReSyMAC protocol [31] is flexible in
terms of letting the traffic from each node to vamer time. In ReSync, nodes send a
short intent message before transmitting, and lals,m when their neighbors send such
intent messages to wake-up in time to listen tonth&hen a node wants to transmit data,
it sends a short intent message containing increahdata transmission time selected at
random so that the intended receiver must be wakleas time. Any collisions are not

persistent because data transmission times areeslat random.

The TDMA-based MAC protocolsre nice alternative to above protocols. They
refrain from idle listening through pre-scheduleanenunication and hence give energy
efficiency. However, they use complex distributethoathms and require tight
synchronization. One example of such techniqueBRiaffic-Adaptive Medium Access
(TRAMA) protocol [32]. It consists of three main partsigh®or protocol (NP) to
exchange one-hop neighboring info, schedule exahangtocol (SEP) to publish nodes’
schedule, and adaptive election algorithm (AEA)atlow only highest priority node
within two-hop region to transmit. All the schedidiléransmitter/receivers must stay

awake, while other nodes can sleep to save end@@AMA also provides periodic
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rescheduling to handle dynamic traffic conditiombe main advantage of TRAMA is
that there is no packet-loss due to collision oe du transmission to a node in sleep

mode.

2.3 Topology Control

Sensor nodes are required to self-configure themsahto a network topology
soon after deployment. This initial topology mayaoge with the passage of time due to
a number of factors, including node failure, enedgpletion, and mobility. The process
of configuring and re-configuring of the topologiyest deployment is known as topology
control. Sensors in WSNs can be deployed in orieeofwo ways: random and structured
(i.e. pre-planned). However, the communication ogkwcan be setup into several

different topologies, such as star, mesh, grid,taachrchical [16].

The main objective of the network is to obtain dasilevel of coverage and
connectivity. Coverage is related to the numbesesfsor nodes covering any area in the
network; and it affects the quality of informatioeceived. Connectivity is concerned

with the degree to which a network has connectiand;it affects routing of information.

The topology of a network is affected by coveragé eonnectivity, which in turn
are affected by the radio transmission power armdrihmber of sleeping nodes in a

network.

21



2.3.1 Connectivity using Power Control

The power-based topology control is an optimizatapproach which aims at
either minimizing the total power consumption oveuting paths or minimizing the

transmission power settings of each node.

The Minimum Energy Connected Network (MECNprotocol [33] derives a
minimum power topology (i.e. an optimal spanniregtrooted at sink). A graph topology
is called as minimum power topology, if for anypaf nodes there exists a path in the
graph that consumes the smallest amount of enevmpared with any other possible
path. Each node’s enclosureis described as area around it, such that direct
communication is energy efficient than relay inttheea. Theenclosure graphs the one
that includes all links between every node an@digcent nodes in the related enclosure
region. The MECN algorithm first makes an enclosgnagoh in distributed way, and then
prunes it using a link energy cost-based BellmardFagorithm to find the minimum
power topology. The main problem with MECN algoniths that it may not produce a
connected topology with the least number of edgesthere can be redundant edges.
There is an improvement over MECN call&mall Minimum Energy Connected
Network (SMECN) that produces a smaller minimum power topology cameg to

MECN.

The Common Power (COMPOWprotocol [34] guarantees that the minimum
common power level, which makes sure maximum ndtwonnectivity, is chosen by all

the sensor nodes. A low common power level has madagntages, including symmetric
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received signal power on every link; close to tlestbnetwork capacity; low-power
routes; and minimum contention. The COMPOW protoficdt runs shortest path
algorithm (e.g. Bellman-Ford algorithm) severaldsrone for each possible power level,
and then each node sees the routing tables maddgbsithm and selects the lowest
power level having maximum number of reachable sodéhe main drawbacks of
COMPOW are that it is not very much scalable, drad bne isolated node can cause all

other nodes to select higher power level.

The Minimizing Maximum Power[35] is another protocol that can generate a
connected topology (and also bi-connected topolegth) non-uniform power levels by
minimizing the maximum power level among all nodBsis approach seeks to minimize

the energy burden on most loaded node.

The Cone-Based Topology Control (CBT@)ethod [36], [37] gives a direction-
based distributed rule to guarantee a connectesoriettopology with minimal power
usage for each node. In CBTC, a node continuesctease its transmission power until
it finds at least one neighbor in every cone oflang or it attains its maximum
transmission power limit. CBTC assumes that comeation range increases
monotonically with transmit power. We will alway®etga connected network #<2x/3

[36] or a<5n/6 for tighter limits [21] o=t when there is no limit on maximum power.

The Local Minimum Spanning Tree (LMST)[38] makes a consistent global
spanning tree topology in a fully distributed w&gach node first makes a local minimum

spanning tree (LMST) for visible portion of the ghai.e. within max power range. This

23



local graph is then modified with proper weights fmiqueness. This results in a
connected network topology. Simulations show tiatterms of average node degree,

LMST performs better than both MECN and CBTC.

2.3.2 Coverage using Power Control

Connectivity metrics are usually application indegent, whereas coverage
metrics are highly dependent on application. Tregeemainly two coverage metrics: k-

coverage and path-observability.

The K-coveragemetrics determines the degree of sensor coveragdap. A
region is called to be K-covered if every pointtivat region is also in at least K node
regions. The relationship between K-coverage ancoiaectivity is thatK-coverage
implies K-connectivity if 822Rs [39], where R is communication range andshs
sensing range. Note that communication range iseseanonotonically with transmit

power.

The path-observabilitymetrics are suitable for object tracking applicas. Some
nice examples of such metrics are maximal breastanite metric using Voronoi cell
edges, and maximal support distance using Delatmangulation edges [40] as shown

in Figure 2.1.
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() (b)

Figure 2.1 Path-observation techniques
(a) Maximal breach path using Voronoi cell edges and (b) Maximal support

path using Delaunay triangulation edges. [40]

The highlighted path in Figure-2.1(a) depicts ast«@ase observability of a path
taken by a moving object, i.e. it has lowest praligbof detection, whereas Figure
2.1(b) shows a best-case observability of a patbntdoy a moving object. It is important
to note that, energy consumption in moving a nadeame un-covered area should be

minimized.

Someother metricsinclude percentage of desired points covered énrégion,
total area of the K-coverage, average coverage lapetinter-node distance, and

probability of target detection [16].

The coverage and connectivity of WSNs can be altdsg node mobility.
Therefore, it is important to briefly describe nedk ofdeployment with mobile nodes

A fully distributed and localized technique for rowerlapping coverage is the potential
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field technique in which mobile nodes spread ouarmnarea by using virtual repulsive
forces [41]. There is another similar technique wnoas Distributed Self-Spreading
Algorithm (DSSA) [42]. An incremental self-deploynte algorithm (ISDA) [43]
calculates new location for placement based orentideployment, a new node is placed
there and other nodes move to fill any gap. Inddibig protocol [44], initially static
nodes are deployed which determine any coverageshahd then mobile nodes move
into these coverage holes. In another techniqug ffobile robotic node explores an
area to find where static nodes should be deplogad, then these static nodes (after
deployment) guide robotic node in further explaratiIln helicopter-based deployment
[46], static nodes are dropped from helicopter, aredself-configured for connectivity.

In case of disconnected network, the helicoptésldsabout where to deploy more nodes.

2.3.3 Connectivity using Sleep-based methods

In many applications using cheap sensors, it iy eemmon to over-deploy the
network with higher density or redundancy. Thetiihe of over-deployed WNSs can be
extended by keeping redundant nodes sleep or weagtitii some neighboring node fails
or depletes its energy. Sleep-based topology coteahniques aim at finding which
sensor nodes need to be active at a given timer8daechniques have been proposed for
sleep-based topology control. These techniqueslynastk in a similar way: each node
uses some local rules and observations to trandigdween sleep, test, and active modes.
Figure 2.2 shows the state diagrams for popular sleepdb&spology control for

connectivity only.
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Figure 2.2: State diagramsfor sleep-based connectivity [16]

The Basic Energy-Conserving Algorithm (BECA) [4&% shown in Figurg.2(a),
uses three states: sleep, listen, and active. &pslg node will go to listening state after
expiry of timer T to check if there is some data for it. A listenimgde will go to active
state if it has some data to route, or otherwis@meto sleep state again after waiting for
T,. A sleeping node may also directly go to activeesif it has some data to send. An
active node will remain active until it has someéad® send or receive, or otherwise go to
sleep state after waiting for Ta. In other wordapde will be in active state only when it
has to send or receive some data, or participateuiting. An extend version of BECA is

the Adaptive Fidelity Energy-Conserving AlgorithlARRECA) [47] that modifies sleep
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time depending on the number of neighbors (N).altwates sleep time as basic sleep

time multiplied by a random number between 1 andeN,T=Ts*rand(N).

The Geographic Adaptive Fidelity (GAH8], as explained in Figur2.2(b), uses
three states: sleep, discovery, and active. Hkteeevirtual square grids in which side
length of each grid cell r is so small thatrs , where R is the communication range.
The nodes in discovery or active state broadcasbgery messages containing their ID,
grid ID, and remaining lifetime. A node will go teleep state if it hears discovery
message from higher priority node in its grid. Tigective of GAF is to ensure that only
one node with the highest remaining lifetime isiactin every virtual grid. A similar
technique is the Cluster-based Energy Conserv@G&cC) algorithm [33] that, instead of
virtual grids, creates a set of clusters each lgaaim elected cluster-heads with highest
remaining lifetime. It also elects some gatewayasodo ensure connectivity of the
network. Any node may go to sleep state for spettifime if it is not a cluster-head or

gateway node. All the sleeping nodes wake up peadg to re-run election algorithm.

The Adaptive Self-Configuring sensor Networks Tamiées (ASCENT)49], as
explained in Figure2.2(c), uses four states: sleep, passive, testaatide. The nodes
wakeup to help in routing if the number of activeighbors is lesser than desired
threshold and either the loss rate is greater thaoeptable threshold in their
neighborhood or a help message is received. A teofadint in ASCENT is that once a

node goes to active node, it will remain activalunties due to energy depletion.
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The SPAN protoco]50] was designed to save power in ad-hoc netwdrkzeps
only coordinator nodes active at any time and cotiviey with sufficient redundancy.
As explained in Figur@.2(d), nodes in sleep state periodically wakeugado test state
to send HELLO messages containing their currentdinators and neighbors. If two
neighbors are unable to reach each other directlythoough one or two other
coordinators, then the testing node becomes aveambiordinator. Conversely, any active
coordinator goes to sleep state if every pairohiighbors can reach each other directly
or through some other coordinators. SPAN uses rarmal prioritized backoff to avoid
multiple neighboring nodes become coordinators kanaously. A coordinator may

withdraw after some time to ensure load balancing.

2.3.4 Coverage using Sleep-based methods

The topology control involves both connectivity acdverage. This section
presents some sleep-based topology control techsitpr coverage (and connectivity).
These techniques are almost similar to previoubnigaes except they activate nodes

using coverage-based eligibility rule.

The Probing Environment and Adaptive Sleep (PEAX)] [method provides
topology control in highly dynamic networks. As édped in Figure2.3(a), PEAS uses
three states: sleep, probe, and active. A noddegpsstate goes to probe state after a
random sleep time, sends a PROBE message, andfarafREPLY message. The node

goes to active state if there is no REPLY messageived; and will stay active till power
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depletion or failure. The PEAS technique provideshbcoverage and connectivity by

ensuring at least one active node within a conéigle probing range.

Receiving SAM/

ineligible

No REPLY Ineligible
for PROBE

Ready-to-off

Eligible for
Ty/
broadcast
CA \,:

After T, without|
receiving SAM

After randomized
sleeping time
e

- Next muk
Receive REPLY

investigate the rule

(a) PEAS (b) Sponsored Sector
Ineligible for 7,/ .
Eligible for )+ T;/ .
broadcast I After T, Received tickets
WITHDRAW, broadcast JOIN S,

Ineligible during 7} +T7; i Off-duty/Sleep Ready-to-off
@ Listen yiSTeer Sufficient neighbors e
after backoff
After T,
(c) CCP (d) LDAS

Figure 2.3: Statediagramsfor slegp-based coverage and connectivity [16]

The sponsored sectdib2] approach puts off any redundant nodes while
maintaining the original coverage. As explainedrigure 2.3(b), it uses four states: off-
duty, ready-on-duty, on-duty, and ready-to-offaléo uses status advertisement message
(SAM) that contains the current status of a nodw position advertisement message
(PAM) that contains position and sensing range nb@e. A node in ready-on-duty state
is eligibility to turn-off if it finds from PAM mesages that its coverage area is already

covered by its neighbors. An eligible node waitsdadandom backoff time, broadcasts a
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SAM message, goes to ready-to-off state, and i@ita timer Tw. If a SAM message is
received within Tw, it becomes ineligible and gteen-duty state; otherwise it can go to

off-duty state by turning off its radio and sensor.

The integrated Coverage and Connectivity Proto@CR) [39], as shown in
Figure2.3(c), uses three states: sleep, listen, andeadtiuses HELLO, WITHDRAW,
and JOIN messages; and also few timers. Sensgtedp state, after a timeg, Go to the
listen state and remain in that state forThey assess their eligibility (to become active)
on receiving HELLO, WITHDRAW, or JOIN message. Adeois eligible if its region is
K-covered. Ineligible nodes go to sleep state aftewhereas the eligible nodes start a
join timer T, and wait for any JOIN message. It goes to sléae & any JOIN message
is received, or otherwise transmit JOIN messagegantb active state. All active nodes
periodically transmit HELLO messages to tell thaative state. Any active node that
receives this HELLO message checks its eligib{ioyremain active). If it is ineligible to
remain active, it waits for withdraw timer Tw, temits WITHDRAW message, and goes
to sleep state. K-coverage implies K-connectivitfRg>2Rs [39], otherwise a hybrid

technique merging CCP with SPAN can be used.

The Lightweight Deployment-Aware Scheduling (LDA$)otocol [53] uses
random-voting technique to ensure probabilistic ezage without requiring exact
location of neighbors. As shown in Figuge3(d), LDAS uses three states: on-duty
(active), ready-to-off, and off-duty. A node in doty/active state sees the number of

working neighbors called n. If n is greater thae taquired threshold r, then it sends out
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penalty tickets to n-r on-duty/active neighborsratdom. A node goes to ready-to-off

state if it gets number of tickets greater than eshold b, where

b=(n-r)- \/2(n _— n+1  After waiting for a random backoff time W, it goes
r

to off-duty/sleep state if it still has enough ridigrs active. The LDAS algorithm keeps

at least r neighbors active.

It is important to note that sleep-based topologytiol may co-exist with sleep-
based MAC protocols, i.e. it is a cross-layer iss8eecifically, MAC-level sleep
scheduling should be used only with active noded, rauting protocols should consider

only active nodes.

2.4 Communication Protocols

Communication protocols in WSNs can be made robodtenergy efficient by
considering state information, such as link qualityk distance, residual energy, location
information, and mobility information. This sectidiriefly describes some important

routing protocols.

2.4.1 Metric-based approaches

Metric-based approaches ensure robustness by giakiates that minimizes

number of transmissions due to failures; and valleson energy.

The ETX metric (Expected Transmission metric) anginimum transmission

metric [54] minimize the expected number of total trarssians on a routing path. ETX
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metric involves each node to monitor quality of ks to their neighbors so as to
determine routes with minimum expected number thrsmissions due to ARQ. The
expected transmission required for successful eéefivof a packet on a link can be
calculated aEXT=1/d.d;, where dis the probability of successful delivery andgthe
probability of successful ACK received. The ETX nets efficient in terms of both

bandwidth and energy.

The Minimum Outage Route / Minimum Energy Route (MOR/ME) [55] was
analytically developed for highly mobile objects \WiSNs. The path selected through
MOR is the most reliable, and the path selectedutin MER is the most energy-
efficient. The main benefit of MOR/MER techniquetieat it does not require nodes to

monitor quality of the links.

2.4.2 Routing with diversity

In WSNs, a node broadcasts to possibly severalhbeiing nodes providing
diversity. Relay diversity [55] takes the advantagewireless broadcast, and improves
the reliability by accepting the same packet frovo tifferent neighbors. However, this

technigue has some energy penalty due to overlgelayimany receivers.

The Extremely Opportunistic Routing (EXOR]56], also takes the advantage of
wireless broadcast, ensures that the node nearetbiet destination will forward the
received packet. The ExOR has three componentsritgriordering of candidate

receivers, transmission acknowledgements for fipdihighest-priority successful
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recipient, and forwarding decision in favor of hegt-priority node. It minimizes the end-
to-end delay and total number of transmissions, $@se energy penalty due to

overhearing by many receivers.

2.4.3 Multi-path routing

Multi-path routing protocols use multiple disjoiat partially disjoint routes to

provide reliable data delivery, and hence savegner

The “braided multi-path” schemes[57] is used for alternate path routing in
WSNs when a primary path fails. A braided path deesrequire node disjointedness

between the alternate paths.

In Gradient Routing Technique (GRAdpS], all the nodes in WSN maintain an
estimated cost (e.g. hop-counts) to sink. A nodefanward the received packets only if
its own cost is lesser than remaining cost of taekpt. GRAd allows several nodes to
forward the same packet, i.e. it is a limited deec flooding. It provides

reliability/robustness, but at the cost of greategrhead.

The GRAdient Broadcast (GRAB)[59] improves the GRAd technique by
assigning credits to hops. It also maintains a @e&l through all nodes in the sensor
network. Earlier hops are allocated larger shareredlits whereas later hops (i.e. closer
to sink) are allocated smaller share of the creditss spreads out path in the beginning
but converges at the sink. Each packet has theddsfin GRAB: R — credit at

originating node, €— cost to sink at originating node, and U — constdifudget till now.
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To prevent routing loops, only receivers with loveessts may forward a packet. GRAB

also increase the robustness at the cost of mernggn

2.4.4 Energy-aware routing

Energy-aware routing protocols use residual lifetiof intermediate nodes to
select energy efficient routing path. They can beher enhanced by probabilistic

forwarding, and flow-based optimizations.

The basigpower-aware routingscheme [60] chooses nodes with higher reaming
battery lifetime as intermediate nodes on the ngupath. It finds shortest-cost route by

Dijkstra’s or Bellman-Ford algorithm using reamioattery lifetime of nodes as cost.

A similar technique is théfetime-maximizing routing[61] that not only selects

the minimum energy path, but also avoids the nedeslow residual energy.

The load-balanced energy-aware routing62] uses cost-based probabilistic
forwarding, i.e. nodes forward packets only to @nty selected neighbors that are
nearer to the sink. This technique provides loddrzang by avoiding selection of same

nodes every time.

Flow optimization formulations[63] are used to analyze lifetime-maximizing
flows and design distributed algorithms for eneedfyeient routing. Linear program (LP)

is used for this purpose.
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2.4.5 Geographic routing

The location information is usually available tonsers through GPS or some
localization algorithm. This location-informatiomrc be used by geographic routing that

is a low-overhead stateless routing.

Local position-based forwarding64], in its simplest form, forwards the packet to
a neighbor located closest to the sink/destinafitiere are many variants of this scheme,
such as Most Forward within R (MFR) [65] that fords to a farthest neighbor closest to
sink, forwarding to the nearest neighbor with fordvarogress (NFP) [66], and random-
forwarding technique that randomly forwards to aighbor closest to the
destination/sink. But all of these techniques faceblem when there is no neighbor
closer to destination because of the network-htde Feor this purpose, there gseedy-
face-greedy (GFG) algorithn67] that is the basis of the greedy perimetetetas
routing protocol (GPSR) [68]. GFG routes packetsglthe face of a planar sub-graph
using the right-hand rule. A packet shifts fromeghg to face-routing mode whenever it

arrives at a dead-end, and then returns back emlgmmode when the dead-end finishes.

The PRR*D metric [69] dictates nodes to forward packets to a neaghkith
highest PRR*D metric, where PRR is the packet reoepate, and D is the distance

improvement towards the destination.

The Geographical & Energy-Aware Routing (GEAR])70] was designed to

forward queries from a sink to all sensor nodes igpecific region. Another similar
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technique is thé&rajectory-based forwarding (TBF)71] used for routing of queries.

2.4.6 Cluster-based routing

One of the well-known cluster-based routing proted@2], [73] aims to mimic
the cellular network. Gateways are used to mairdammunication between two or more
clusterheads. Selecting the appropriate gateway @pen point for discussion. In current
cluster-based routing protocols, selecting gatewaymsostly random, which is not a
power aware approach. It has been documented shrag small hops is optimal to reduce
the transmit power level [74], [75], if one wantsitcrease the traffic carrying capacity
of the entire network. Hop count was typically theeasure of routing; therefore, a
constant metric per hop was used. The constaniasttould be replaced with a power
metric where mobile terminals adjust their transpawver depending on the distance of

their neighbor$76], [77].

The Common Power (COMPOW) protocol [78], [79] prees that all the nodes
transmit at the same power to ensure bidirectidim&ls. The transmit power is the
minimum power level that ensures connectivity of tietwork. COMPOW shows that
choosing the smallest range, subject to maintaingtgvork connectivity, maximizes the
traffic carrying capacity. However, power contrdéa impacts on battery life time.
COMPOW works as follows. First, multi-hop shortpsth algorithm (such as Bellman-
Ford or Dijkstra algorithms) is performed, one atle possible power. Each node picks
the lowest power level such that the number oflrable nodes is the same as the number

of nodes reachable with the maximum power leveteA& few iterations, the network
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will converge to the lowest power that ensures egtivity of the network. One major
drawback is by enforcing common powers; one isdlatde will case all the other nodes

to have excessive large power level.

Another protocol described [80], which is a Cluster Power (CLUSTERPOW)
protocol that divides the network into virtual dieis with no clusterheads. It is proposed
to overcome the drawbacks in COMPOW by allowindedént clusters to have several
power levels. The COMPOW protocol can be consideasd a special case of
CLUSTERPOW protocol. The network consists of hopdifferent transmit power such
that it is divided into clusters according to tnamitspower. However, the performance of
the CLUSTERPOW protocol was not thoroughly tesfidde only application ifi80] was
with Destination Sequenced Distance Vector (DSDxgtgrol, which is proven to be
very inefficient in ad hoc networks. Moreover, thtocol itself is rather complex. A
simulation experiment 78] shows that low power transmission does confaevith
power aware routing, since power aware routinggeseany short hops to a long ones.
Also, another simulation experiment [iA8] shows that low power level minimizes the

contention on the MAC layer.

The Warning Energy Aware Clusterhead (WEAC) protdd@], divides the
network into clusters. Unlike the CLUSTERPOW, eadhster is managed by a
clusterhead; nonetheless, neighboring nodes cammooimate with each other without
consulting their clusterheads. Communication betwedusters is maintained by

gateways.
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In the above protocols, sleep scheduling technidwese not been addressed,

which means that all nodes have to be activerakdi thus, wasting unnecessarily power.

In the Neighbor-Aware Clusterhead (NAC) proto[&i], nodes are scheduled for
sleep periods without neither affecting the conwégtnor the coverage of the network.
Clusterheads manage the synchronization and slekpdsling issues within their
clusters. Gateway may choose to have more frequakieup times to satisfy the
connectivity and coverage issues. A clusterhead may as gateway if it is
communicating to two different zones. Cluster-basedocols organize the network into

a hierarchical structure to manage the networkieféicient way.

2.4.7 Routing to mobile sinks

In case of moving sink, different protocols forv@rding are needed. One can
benefit from research in mobile ad hoc networks (WE&Y) where many protocols, such
as DSR, AODV, ZRP, ABR, and TORA have been devaldpeprovide robustness in
the presence of mobile nodes or dynamic topologydbile sink can be very useful in
gathering of timely information from remotely depénl sensors, and may also result in

energy conservation.

The Two-Tier Data Dissemination (TTDD)[47] makes a grid overlay
dissemination network on top of static network, whegrid points act as data
dissemination nodes. A source sends data to sing tisis overlay network to its nearest

data dissemination node that forwards it to primeggnt of the mobile sink.
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The Scalable Energy-efficient Asynchronous Disseminati¢gSEAD) [82] can
forward data to several mobile sinks in a WSN. Eadbile sink declares nearby static
node as access node (AN) for communication. Thisess node is responsible for
tracking the mobile node in nearby area; othenaisew access node is declared by the

mobile sink.

The Mobile Ubiquitous LAN Extensions (MULE)[83] provides connectivity
using mobile nodes that may act as mobile sinksety in data transfer between sensors
and any fixed access points. The MULE nodes magamauty walk in the network. Nodes
in the network transfer all data to MULE nodes oming closer to each other, whereas
the MULE nodes transfer all data to access pointamact. The delivery rate can be
increased by using more MULE nodes. However, udsmger MULE nodes with

increased buffer size may compensate.

The Hybrid Learning Enforced Time Domain Routing (HLETR) [84]
technique is useful when mobile sink takes fairgdictable path but follows a stochastic
repeated pattern. Nodes near that path are caltddswhich can learn the probability
distribution of the sink’s appearance in their arfbata is forwarded to a mole that is

more likely to encounter the mobile sink.
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CHAPTER 3.

SAND AND DUST STORM

DETECTION

Sand and dust storms (SDSs) are common phenomemaniy parts of the world,
which have terrible effects on our daily life. Sealetechnologies are available for
monitoring of SDSs, such as lookout-tower, videossilance, sensory information,
satellite imagery, unmanned aerial vehicle and idyapproaches. This chapter provides

a quick review of techniques and technologies &mdsand dust storm monitoring.

3.1 Introduction

Sand and dust storms (SDSs) are common phenoména Middle-East, North-
Africa, North-China and Australia during spring,nt@r and early summer [85]. They
disrupt our daily life, and put our environmentpeomy and health at risk. By injecting
dust into the air, sandstorms cause pollution, iregpy diseases, ecological disaster,
low-visibility and interrupted transportation andiation. As the sandstorms accompany
strong wind, they cause desertification by weadangy the soil-surface, and cause huge
economic loss by damaging the structures. Finbilydepositing dust on the ground, they

reduce grain production by affecting the photosgsif, and spread viral diseases by
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carrying virus-spores from source to many othecgsda/86—-89]. An accurate and early
warning of the forthcoming SDS would minimize itevere consequences by giving
people sufficient time for taking any precautionagtions, such as seeking shelter,

harvesting ripen crops, etc.

The main sources of dust are deserts, arid orelyions, terrains with loose dirt
and uncultivated lands [90]. Dust storms are cceatben strong surface wind uplifts
fine-grained dust particles into the air, strondtilence or convection diffuses this dust
to a large area, and strong wind carries this dust long distances [91]. Similarly,
sandstorms drift huge amount of larger sand pagidearer to the surface. Although,
there is a slight difference between sandstormdusd storm, these two terms are used

interchangeably to represent any or both of them.

There are many types of SDSs with respect to $patc temporal coverage. A
local or small-scale SDS emerges in a small gebgragrea, while a global or large-
scale SDS covers a very large geographic areaoA-tdrm SDS is the one that persists
for a few minutes or hours, whereas a long-term Si@8Id prevail for many days or
months [92]. However, based on the intensity of SD&orld Meteorological
Organization (WMO) has classified dust events ifdgar types: Dust-in-Suspension
(visibility: up to 10 km), Blowing Dust (visibilityl km to 10 km), Dust Storm (visibility:
200 m to 1000 m) and Severe Dust Storm (visibilggs than 200 m) [93]. The physical
parameters of SDS include its optical depth, cotmagan, particle size distribution

(PSD) and land surface cover below it [94].
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The main issues in developing a system for SDSctleteand prediction include
defining data requirements, modeling dust and désig an effective prediction
technique. Such systems require data on dust dret ehvironmental changes, which
can be obtained in two ways: ground-based obsenatand spaceborne observations
[95]. The ground-based observations can be madeudghr lookout towers, video
surveillance and sensory information gathered bgans lidars, WSNs, etc. The
spaceborne observations are typically obtainedutiiresatellite imaging, and sometimes
through unmanned aerial vehicle (UAV), etc. Howevsibrid approaches make use of
the both types of observations for better perforrearFigure 3.1 classifies the most

commonly used technologies for SDS detection ardiption.

Sand and Dust Storm Monitoring

]
I I |

Ground-Based Observations Spaceborne Observations Hybrid Approaches
Satellite Imaging
— Lookout Towers — Satellite Imaging — . +
Video Surveillance
Satellite Imaging
— Video Surveillance — Unmanned Aerial Vehicle — + .
Sensory Information

Satellite Imaging

——  Sensory Information — * .
Unmanned Aerial Vehicle

Figure 3.1: Technologiesfor Sand and Dust Storm Monitoring
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To the best of our knowledge, this is the firstdgtuhat provides a brief but
comprehensive review of the techniques and teclgredofor SDS detection and

prediction.

The rest of this chapter is organized as follovexti®n 3.2 explains some basics
of detection and prediction of SDS. Section 3.3 @dddescribe SDS detection methods
based on ground-based observations and spacebbsegvations respectively, while
hybrid approaches are discussed in section 3.mmparison of different technologies is

provided in section 3.6. The discussion is condudesection 3.7 at the end.

3.2 Basics of SDS Detection

The systems for SDS detection and prediction neezbhtinuously monitor the
fugitive dust, sandstorms, movements of sandbanéther environmental changes in a
certain area. Several technologies are availabledfist monitoring, such as satellite
remote sensing, video surveillance, wireless sansetic. A particular technology is
suitable only for detecting certain types of SDShwiespect to spatial and temporal
coverage. For example, satellite methods are viéegteve in detecting the large-scale
and long-term SDS, but inefficient in detecting simeall-scale and short-term SDS due to
poor spatial and temporal resolution of the imaf@s]. After selecting a suitable
technology for dust monitoring, the main issuedeneloping a system for SDS detection

and prediction include data requirements, dust miregland prediction technique.
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3.2.1 Data Requirements

The data requirements for SDS detection systemg fvam one technology to
another. For example, SDS detection using lookowet requires human observations
on regular basis; UAV and video-surveillance methoded visible images captured by
digital cameras; satellite-based methods requirdtisspectral images captured by
satellite sensors; sensory-information methodsirecgeveral kinds of field data from
radars, lidars or sensor networks; and hybrid nughecequire data from several

technologies in use.

The SDS can be easily detected from digital imabgsapplying simple
techniques, such as digital image processing (DdRifjcial intelligence (Al), etc. The
multi-spectral images from satellites use severalds such as optical/visible or red-
green-blue (RGB), near-infrared (NIR), middle im&a (MIR) and far infrared (FIR) or
thermal, and microwave or radar [96]. Therefore, thulti-spectral images from satellite
sensors may require additional techniques based fan,example, optical depth,

brightness temperature, thermal properties, ret@atdex, etc. [97], [98].

Radar and lidar actively transmit radio signal ke tmicrowave band and laser
light in the visible band respectively, and recbav much of it is reflected back. The
radar/lidar data can be processed, which consistsaay columns including X- and Y-
coordinates and Z-elevation, to create an imagiefenvironment in terms of surface

elevation. While the spaceborne radars/lidars aesl o produce the land surface point
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elevation, the ground-based radars/lidars are camymased for mapping of clouds,

dusts, etc. [95], [99-101].

For getting accurate, first-hand, up-to-date anatinoous observations from the
region of dust-origin, the use of wireless sensetworks (WSNSs) is becoming very
common nowadays. The data required by a WSN-baB&l d&tection system includes
[102]:

1) Atmospheric pressurelt is the measure of pressure at any point exdrtethe
atmosphere of earth. It plays an important rolecrig@ating storms, developing
clouds, and blowing wind by moving the air from lnigressure areas (with low
temperature) to low pressure areas (with high teatpee).

2) Surface temperatureit is the measure of air temperature at 2 metbove the
ground-level. It shows how much the surface is ang hot, and it affects the
amount of dust the wind may lift.

3) Humidity: It is the amount of moisture present in the aiR aheters above the
ground-level. This moisture may capture some of bh@mving dust to make
aerosol dust that can travel several miles withathnel.

4) Wind velocity It is the speed and direction with which air m®veom high
pressure areas to low pressure areas. A strongaaimdift the dust from a surface
and transport it to other remote areas.

5) Soil moisture:It is the measure of water contents in the uppetr @f soil layer. It

affects the growth of vegetation, soil erosion, etc
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Additionally, WSNs provide other useful informatiomcludes lighting or
visibility, time and location. It is important toote that strong wind velocity is a

necessary, but not sufficient, condition for theation of dust storm [91], [103].

3.2.2 Dust Modeling

A dust prediction model uses numerous charactesisof land, dust and
environment in any geographic region of intereste fature, reasons, and characteristics
of SDS have been studied extensively since 19804-{107] resulting in several dust
prediction models, which reflect the charactersstid an actual dust storm. There are
many types of dust models, which include globaltanedels [108—-112], regional dust
models [113-120], meso-scale dust model [121], ],122d integrated dust models [123—
125]. However, the modern research in this fieldirected towards the development of
integrated dust models which incorporate all tHateel models, including the following
[123]:

1) Atmospheric Model It includes atmospheric dynamics and physicakesses,
such as radiation, clouds, convection, diffusioit,,eand it also affects all the
other models.

2) Land Surface Model It includes data on soil particle-size distrilouti soil
surface characteristics such as moisture and teyper vegetation coverage,
leaf-area index, and energy and mass fluxes.

3) Dust Emission Modellt includes threshold velocity of wind, saltatifiox and

dust emission rate.
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4) Dust Transport It includes data on horizontal and vertical adwet vertical
diffusion, and dry and wet convection.

5) Dust Deposition It includes data on dry and wet deposition ef dust.

6) External Components: The other useful components of an integrated dosins
model are Geographic Information System (GIS) degab, dust monitoring

technologies, etc.

The most important factors in these dust modelstareshold velocity of wind,
particle-size distribution (PSD), dust emissiorerand surface conditions [126]. The
threshold velocity of wind can be as small as 4 im/Sarim Basin of China [123], or as
large as 8 m/s for some parts of the United Sfdi2g]. Although its value depends on
the region, it is assumed to be 6.5 m/s in sewdwat models [90]. However, for strong
and large-scale SDS, the value of threshold veladitwvind is usually between 10 to 14
m/s depending on geographic region [90], [127],8]12The dust emission rate is
determined by patrticle-size distribution, wind gesaltation flux, surface roughness,
etc. [112], [129], [130]. The particle size distrtton (PSD) shows the distribution of dust
particles in a dust storm. The particle size ob@ine dust is much smaller than desert
sand and dust, i.e. less than 5 pm versus grezder 10 um respectively [131]. The
surface conditions, such as vegetation cover, seirfarusts, soil moisture, soil
temperature, etc., vary greatly from region to @egsuch as cultivated, semi-arid and dry

arid [90].
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Statistical techniques such as regression, maxinlikalihood, Bayesian
networks, support vector machines, etc., and asilfiintelligence techniques such as
neural networks, fuzzy logic, genetic algorithmattgrn matching, etc., are commonly
used for dust modeling, classification and preditti For example, a sandstorm
forecasting model using artificial neural netwoANN) and genetic algorithm (GA) has
been developed, and proved as stable, accuratdaahd132]; and a dust prediction
model based on lognormal particle size distributi®®SD) has been proposed to
reproduce the actual variation of the dust partsike in different dust models and to

predict the signal attenuation during dust storh33].

The dust prediction modeling is very useful in m&S applications such as
prediction of dust storms, study of dust processesgsurement of the global dust cycle,

remodeling of the past climate, etc. [123].

3.2.3 Prediction and Early Warning

To help minimize the hazards of SDS, it is very amant to forecast the SDS and
then issue an early warning to the public allowthgm to take preventive measures.
Some studies focus on the prediction of short-t8ids while others focus on long-term

SDS [92].

Some dust prediction and early warning systemsindexes to show the size,
frequency and intensity of dust phenomena, sudbSis- Dust Storm Index [90] which

is calculated as DSI=(5*SD)+MD+(LDE/20), where L[¥the frequency of local dust
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events, MD is the frequency of moderate dust stants SD is the frequency of severe
dust storms. Similarly, FDE — frequency of dustresg134] analyzes dust events in
Mongolia and is calculated aseEfpistfeptfpstfsps, which is the sum of all dust events
for Dust-in-Suspension, Blowing Dust, Dust Stornd éevere Dust Storm [93]. Other
examples of such indexes include IDDI — infrareffiedence dust index [135] which uses
Meteosat-IR imager to exploit the impact of dustoaels on the thermal infrared
radiance, and NDDI — normalized difference dustemd136] which uses reflectance
measurements by MODIS to detect dust over brighfases and distinguish dust from

clouds.

Several methods are available for the predictioshoirt-term SDS, which include
numerical forecast models [125], [137-140], analyi satellite images [141], synoptic
system analysis [142], discrimination function gsa [143], [144], genetic algorithms
[145] and artificial neural networks [146], [14@tc. Similarly, several methods are
available for the prediction of long-term SDS, whiaclude trend-based forecasts [92],
[148], numerical forecast models [149-151], envinemtal modeling [137], [138], [152—

154], integrated dust storm prediction systemsf125], [128], [155], etc.

For an early warning of upcoming SDS, the integtatast storm model would
also utilize GIS databases along with dust momtprand other technologies. For
example, an integrated dust storm model [123] lees lwleveloped based on numerical
models, satellite remote sensing, synoptic-obsenvatand GIS data. Similarly, NASA

has used data from Aqua and Terra satellites toangpan existing dust model regarding
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the estimation of wind velocity, surface temperaftand the origin and amount of dust
flown, in order to improve SDS prediction under tReblic Health Applications in

Remote Sensing (PHAIRS) project [155].

3.3 Climate Implications of SDS

Sand and dust storms severely pollute our enviromrbg suspending tiny sand
and dust particles, called as dust aerosols, inathesphere. Several satellite based
instruments are available to measure the optidakriess of dust aerosols, called as
aerosol optical depth (AOD), to identify the presenand intensity of dust in the
environment. Figure 3.2 shows the global map of A&®B50 nm on April 6, 2012. Dust

can be noticed over China, Middle-East, and NofftiicA.
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Figure 3.2: Global Map of AOD at 550 nm for April 06, 2012 00UTC

[Source: http://www.gmes-atmospher e.eu]
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The dust aerosols can have very important forcifeces on radiative budget of
the earth by exerting a radiative influence on alienin two ways:
1. Absorbing and reflecting the sunlight: Dust aersstduse cooling by reflecting
the incoming sunlight back into space or by absuayli.
2. Acting as condensation nuclei: Dust aerosols acoaslensation nuclei and help
in formation of ice and clouds. The clouds in tkgep the long wave radiations

from the earth within the atmosphere.

SDSs have local and global effects on climate casnghile climatic changes in
turn can change the position and intensity of dostrces in the world. Table 3.1 shows
global statistics on SDS based on [156]. Theretexas inverse relationship between
aerosol index and annual average rainfall, whildiract relationship between aerosol

index and dust emission.

The main source of global dust is Sahara Deseit 8% of the total dust
emission worldwide, while Europe and Antarcticatctmite almost nothing to mention.
As SDSs can transport to remote areas, it is vigfigudt to find the frequency of SDS in
each region. However, the frequency of SDS can dsertbed for each type of land-
surface or vegetation [157], as shown in Table B.% important to note that regions
with bare grounds and rough surfaces have higheguéncy of SDSs, while regions

covered by vegetation have the lowest frequency.
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TABLE 3.1: Region-wise sand and dust storm statistics

Annual Dust emissions

TOMS-AI
Regi Maj (s) of dust (A I Average
egion ajor source (s) of dus €eroso 0
g : Rainfall 19/Year %
Index)
(mm)
North Africa Sahara Desert >1.5-3.0 17-100 1430 69.0
Asia Makran coast of Pakistan, >1.1-2.1 25-100 496 23.9
Taklamakan Desert or Tarim
Basin of China, Arabian
Desert.
Australia Lake Eyre Basin >1.1 150-200 61 2.9
South Africa Etosha Pan of Namibia, >0.8-1.1 460-530 322 1.1
Mkgadikgadi Basin of
Botswana.
South Salar de Uyuni of Bolivia >0.7 178 55 2.7
America
North Great Basin of the USA >0.5 400 9 0.4
America
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TABLE 3.2: Frequency of SDSworldwidefor each type of land-surface

Frequency of SDSs
Vegetation or land-surface type
(daysl/year)
Bare ground 6.8
Shrubs and bare ground 2.6
Grassland 1.6
Cultivated crops 0.8

Broadleaf deciduous forest and woodland 0.3
Wooded grassland 0.1

Forest 0.1

The next two sections provide a detailed studyhef common technologies for
SDS detection along with techniques. The pros anmts ©f each technology are also

discussed inline.

3.4 Ground-Based Observations

The traditional methods for ground-based obsermatimclude lookout towers,
video surveillance and sensory information. Theugtbbased observations are more
accurate and detailed. However they are mainlytéichto the land, and are unable to

identify the transport of dust on large-scale.
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3.4.1 Lookout Towers

The lookout tower, also known as observation towgeperhaps one of the oldest
methods used for weather monitoring. A lookout toigea high structure used to observe
the weather or other events, such as fire, dust, #obm a long distance. They allow a

human observer to have a 8&@ew of the surrounding areas [158].

The ability and accuracy of detecting SDS using@kbut tower is extremely
limited by human capabilities. It is not feasibte @stablish and manage thousands of
such towers in remote areas. Most of the existiwgets are either abandoned or being

used as museums, wildlife lookouts, tourism plawasadays.

3.4.2 Video Surveillance

Digital images from a ground-based camera statierugeful in detecting SDS in
its surrounding areas. A camera-station is equippéd video cameras installed locally
or remotely. The images received from these locakmote cameras are processed for
detecting dust events, and an alarm is issueds@ acbany approaching SDS. Simple DIP

and Al techniques can be used for SDS detectian fligital images.

The video surveillance technology can be used tectl@any kind of dust events
except large-scale SDS. However, it can also be tsecapture the startup phase of
large-scale SDS [159]. It works even during theudlp days when satellite imaging
cannot do well. The camera stations are usuallgl ts@ugment remote sensing satellites

in order to enhance their capability of detectimySg127].
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3.4.3 Sensory Information

Radar, lidar and WSNs are the most commonly usesose for obtaining
information about the environment. While WSNs aypidally used for ground-based
observations, radar and lidar are used for botlurgtdbased observations in weather

stations and spaceborne observations in UAVs aedliszs.

3.4.3.1 Radar and Lidar

A RADAR (RAdio Detection And Ranging) actively tremits radio signal in the
microwave wavelength (300 MHz to 30 GHz) and resdndw much of it is reflected
back. Through computer processing of the reflesigdal using Doppler Shift, it can
find the height, distance, size, speed and dineatibobjects, and can create a visible
image of the environment. It works fine both attttag and nighttime, and also in bad

weather conditions because radar signals can p¢@elouds, fog, dust, etc.

Similarly, LIDAR (Llght Detection And Ranging) augly transmits either
infrared or laser light in the visible wavelengthdathen records how much of it is
reflected back. It uses time of flight (ToF) andlwppler Shift to create an image of the
environment and to find the height, distance, semeed and direction of objects.

However, it doesn’t work well in bad weather coradis due to use of light.

Both radar and lidar have been used extensivelguist detection. For example,
weather radar observations and diagnostic anahai® been used to detect SDSs in

autumn [100]; ground-based lidar systems along widtellite imaging, regional dust
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models and particle samplers have been used taton@nsevere dust storm over Greece
[101]; spaceborne lidar measurements have beentasaetect dust aerosols [95]; and

lidar data over Western Europe have been usedikirdtection [160].

3.4.3.2 Wireless Sensor Network (WSN)

Previously, WSNs have been extensively used foritmamg of natural hazards
such as volcanic eruption, earthquake, flood, sriomest and other fires, etc. [161-166].

However, the idea of using WSNSs for SDS detectsovery new.

There are many advantages of using WSNs for dusitarmg: 1) sensors can be
deployed in areas where satellite signals are vailable, 2) the same network can be
used for detecting other events such as fire, smow, volcanic eruption, etc., 3) they
provide more accurate, up-to-date and detailed, datal 4) they provide quick
information about the origin of dust. However, ma®gyious and unique issues arise in
using WSNss for SDS detection, such as:

1. High signal attenuation during SDSThe higher signal attenuation during SDS
may disturb the communication in WSNs. The sensales in WSNs use radio
signals for communication, which may face undesyrdiigh attenuation during
SDS. However, prediction models for microwave attgion can be very useful
in such situations, for example, the mathematicaldeh for prediction of
attenuation in microwave signal during SDS [167migarly, signal attenuation
has been predicted by using the lognormal parsiae distribution (PSD), instead
of assuming a fixed size of dust particles, whitesidering the variation of

particle size of sand or dust inside SDS [133].
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2. Sensor nodes buried under sand during SDBlany of the sensor nodes on
ground may be buried under sand during SDS evdrasd buried sensors may
significantly degrade the connectivity of netwalrk order to enhance the network
connectivity during sandstorms, it has been progppdseuse multiple available
channels including air-to-air (AA) channel, airgand (AS) channel, sand-to-air

(SA) channel, and sand-to-sand (SS) channel [102].

These recent developments have made it feasibisg®@VSNs in SDS monitoring
systems. Accordingly, modern SDS monitoring systaree WSNs as an important

component along with spaceborne observations ssitdlites.

3.5 Spaceborne Observations

The spaceborne observations provide very wide arajlcoverage of dust events
and transfers, but have low performance at nightiarcloudy environments. The most
commonly used methods for spaceborne observatiodside satellite imaging and
unmanned aerial vehicles (UAVS). TABLE 3.3 proadecomparison of the capabilities

of some popular satellite imaging devices.

3.5.1 Satellite Imaging

Satellite imaging or remote sensing has becomeobtize most commonly used
approaches to detect large-scale and long-term Segeral satellites make their data
freely available to everyone, through either re@alet broadcast for regional coverage or

the Internet for global coverage. Unfortunatelye tiesolution of this data is lower than
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what most scientific applications need. For exampl®DIS provides data of resolution
ranging from 250 to 1000 meter/pixel while GOES a#&WHRR both provide data of
1000 meter/pixel or worse. The large-scale anddagiterm SDS can be detected by
using images from several devices or sensors odldiierent satellites. A comparison
of the capabilities of a few satellite imaging d=8 is provided in Table 3. The most
commonly used satellite imaging devices for SD®&dein are MODIS, AVHRR, GOES

and SEVIRI.

MODIS — MODerate resolution Imaging Spectroradicgnet [168] is an imaging
instrument that is carried by both Aqua and Teratelstes of NASA. It allows
continuous monitoring of the environment by promgli information on several
parameters using 36 spectral bands, including aedensity, atmospheric trace gases,
and mapping of clouds, ocean and land. There aree rtfttan 50 weather stations
worldwide which receive MODIS broadcasted data gisipecial dish antennas. MODIS
imaging data is also available through their websfVHRR — Advanced Very High
Resolution Radiometer — [169] is a sensing devidgoard the series of NOAA-POES
satellites (National Oceanic and Atmospheric Adstnaition - Polar-orbiting Operational
Environmental Satellites), including NOAA-1 througNOAA-17. They are the
meteorological backbone of United States. Curremtlyotal of nine satellites, NOAA-9
through NOAA-17, are operational and use four A¢HRR/1), five (i.e. AVHRR/2) or
six (i.e. AVHRR/3) spectral channels, while all flager satellites will have six channels.
AVHRR/3 provides information on day/night mappinfgctouds and surface, detection of

ice/snow and land-water boundaries, and temperabfresea surface. GOES -
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Geostationary Operational Environmental Satelliteg 70] are geostationary satellites
that are high enough to provide full-disc view bé tEarth. There are fifteen satellites in
this series, GOES-1 to GOES-15, where only fouelltats, GOES-11 to GOES-14, are
working now and GOES-15 is in testing mode. GOE%llg@s can watch the

developments of large-scale storms and follow thmovements across the globe.
SEVIRI — Spinning Enhanced Visible and InfraRed dg@a— [171] is a Meteosat

Second Generation (MSG) instrument which can olestrg Earth in 12 spectral bands.
Eight of the bands are thermal infrared (TIR) whicbvide more precise data about the
temperatures of clouds, land, sea surfaces, etdeddat MSG is an European
geostationary satellite that has temporal resalutd 15 minutes and provides some
unique services. For example, Meteosat RGB Comgmdiust images can clearly

identify SDS with higher red fraction in the dayght images.

The main problem with the commonly used satell@essrs is that they produce
data having very low spatial and temporal resotutidhis issue is taken by the
sensorweb project [172], which uses low-resolutiemices to track large-scale SDS and
separately triggers high-resolution devices, sicik@-1, to capture more detailed data.
Similarly, to improve SDS prediction using satelif NASA’'s Public Health
Applications in Remote Sensing (PHAIRS) project gll5uses measurements from
sensors on Aqua and Terra satellites to improvexasting dust model in estimation of

the wind velocity, surface temperature, and thginrand amount of dust flown.
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TABLE 3.3: Comparison of the capabilities of some satellite imaging devices

Satellite / Owner Since  Spatial resolution Temporal resolution Spectral resolution
Sensor Meters / pixel Rating Orbit/  Rating Bands Rating
Interval
GOES NOAA, USA 1994 1000, 4000, 8000 Poor 15 min  cellent 5 Good
MODIS NASA, USA 1999 250, 500, 1000 Fair- Poor Yda Fair 36 Excellent
AVHRR NOAA, USA 1978 1000 Poor 1 day Fair 5 Good
Meteosat EUMETSAT, 2004 1000 (HRV), 3000 Poor 15 min Excellent 12 Heoe
SEVIRI-MSG EU
Landsat TM NASA, USA 1982 30, 120 Excellent 16 daysPoor 7 Good
WIFS ISRO, India 1995 23,70, 188 Excellent 24 daysPoor 4 Fair
SeaWiFS Orblmage, 1997 1130 Poor 1 day Fair 8 Good
USA
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SPOT

RADARSAT

Earlybird

IKONOS
ASTER
MISR

JERS-1

MERIS

Quickbird

Spot Image, 1986 5, 10, 20

France

CSA, Canada 1995 8-100

DigitalGlobe, 1997 3,15

USA
GeoEye, USA 1999 1,4
NASA, USA 1999 15, 30, 90

NASA, USA 1999 275

NASDA, 1992 18

Japan
NASA, USA 2001 300, 1200
DigitalGlobe, 2001  0.61, 2.44

USA

Excellent 26 days Poor
Excellent 24 days oorP

Excellent 2 days Fair
Excellent 2 days Fair
Excellent 4days irFa

Fair 16 days Poor

Excellent 44 days Poor

Fair- Poor 35 days oorP

Excellent 1 day Fair

14

15

Fair

N/A

Fair

Fair

Excellent

Fair

Good

Excellent

Fair
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AMSR-E NASDA, 2002 5400 - 56000 Poor 12 hours Good 12 Excellent

Japan

OrbView-3 Orblmage, 2003 1,4 Excellent 3 days Fair 4 Fair
USA

GERB UK, Belgium, 2002  44.5kmx39.3km Poor 15 min Excellent 2 Fair
and Italy

TOMS NASA, USA 1996- 50 km x 50 km Poor 1 day Fair 6 Good

(Earth Probe) 2005

OMI Netherlands 2004 13 km x 24 km, 1Boor 1 day Fair 2 Fair

(EOS-Aura) km x 12 km

Qualitative rating: poor, fair, good, excellent.
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Application of satellite imaging in SDS detectioashbeen extensively studied in
the last two decades. The satellite imagers malagés by using reflectance. While
optical satellites sense the sunlight reflectecaby object, microwave or radar satellites
sense the reflections of microwave energy thataissmitted by them towards any object.
It is important to note that dust storms have higilectance and hence appear fairly
bright in visible spectrum, but react strongly twattering and hence have decreased
brightness temperature (BT) in microwave spectrang that the reflectance of snow
cover, cloud and water is higher than that of dtstms and land surfaces in both visible
and near-infrared spectra [173]. The radiance teatpes or BT is a measure of the
intensity of radiation thermally emitted by an attjevhile a related term, ‘optical depth’,
measures the opacity of an object where any vasgel than 1 means that the object is
relatively transparent and any value greater thameans that the object is opaque [174].
In the infrared wavelength region, dust shows aetsed BT in all weather conditions.
Because BT depends on wavelength and doesn’t depetite amount of dust, it cannot
be used for dust detection [175]. However, brighsneemperature difference (BTD), a
very useful BT-based method, is commonly applieddost detection which uses the
difference in BT of two or more wavelength pairgv&ral BTD methods are available
for varying purposes. For example, BTD (8.64irh) is used to detect dust and clouds
because it is highly sensitive to both dust andiad$o but BTD (11-12um) is used to
distinguish dust from aerosols and clouds becau$@ad negative values for dust but
positive values for aerosols and clouds [176]. Birlyi, Meteosat provides RGB

Composites which can clearly identify dust stormghwhigher red fraction in the
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day/night images by using the difference of chasired R=IR12.0-IR10.8, G=IR10.8-
IR8.7, and B=IR10.8 [171]. Moreover, advances i @hd Al have also produced many
new methods for detection of dust storm, its sqgulladection, etc., using satellite images

[177], [178].

3.5.1.1 Visible and near-infrared (VIR) imaging

Visible and near-infrared (VIR) imaging offers soutifficulty in SDS detection
over the originating regions with bright land sada, restricting their application to over
water such as oceans and dark land surfaces suggeatation areas [179]. To beat this
restriction, many approaches have been proposduhdooptical properties of aerosol
over land surfaces using MODIS, for example [18@}181ostly, aerosol applications
use dark-target approach to detect brighter aerosel land surfaces with lower
reflectance, which again limits the application MODIS in dust originating regions
[180]. Although BTD can detect pure dust over bs#a and land surfaces that solves
these issues, it cannot detect dust covered byds)aand also fails to detect dust over
dusty-land and Yellow Sea having golden-yellow acef of water due to the sand

deposited by storms from Gobi Desert [183].

Recently, normalized difference dust index (NDOIB§] has been proposed that
can detect dust over bright surfaces and distimgdisst from clouds using reflectance
measurements by MODIS. The NDDI has been tested both Asian and African
regions. Another recent method, called as decortiposiof unpolarized infrared
reflectivity [183], breaks unpolarized reflectiés obtained through MTSAT-1R satellite

into vertical and horizontal reflectivities, callead V- and H-polarized reflectivities, in
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order to differentiate between dust and cloud otlex sea by using H-polarized
reflectivity and the simulated sea surface tempeea(SST). Similarly, RST — robust
satellite technique — [178], [184] analysis theeB#® data to detect natural and
environmental hazards and has been applied on MTBATmages to detect SDS in

Australia, both over land and sea.

It is possible to find the presence, origin, dil@ctand speed of dust storms in
satellite images using DIP and Al techniques. Bangple, PCA-based data fusion — a
data fusion technique based on Principal Compofealysis (PCA) — [185] can identify
the presence of dust storms in MISR images by coimpiseveral images to create a new
image of higher quality. The improved shape of Rt@@A-based data fusion technique is
HPCA — Hierarchical PCA — [186] which is computatdly much faster. Similarly, the
center and intensity of SDS can be found from MERi&gery using 2D-Otsu algorithm,
fuzzy entropy and particle swarm optimization (P@@jorithm [178]; and the presence
of dust storm, its source and direction can beatetein AVHRR images using DIP

techniques such as directional analysis, filteratg, [177].

3.5.1.2 Thermal infrared (TIR) imaging

Thermal infrared (TIR) channel is very useful, @@s the best, in detecting
SDSs. Dust storms often take place during the nigatwhen VIR and NIR images are
not much helpful in detecting the dust event. Tfueee thermal imaging is necessarily
provided by many satellite sensors. The thermatthapproaches, for example BTD, use
thermal properties of mineral aerosols, backgroamdl water vapors in order to

distinguish between them [180]. However, this teghe faces difficulty in
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differentiating dust aerosols from dust originatiegions such as deserts, semiarid and

arid areas because dust aerosols and dust soaeesimilar brightness temperature.

Fortunately, the particle size of airborne dustisch smaller than that of desert
sand and dust, i.e. less than 5 pum versus gréwter/0 pm respectively, which results in
a strong difference in their infrared emissivit\hig difference in particle sizes has been
successfully used to detect airborne dust overrtdesgsing MODIS thermal channels,
both at daytime and nighttime [131]. Recently, tleishnique has been used to detect dust
events over UAE using imagery by METEOSAT SEVIRI-GIShat is an European
geostationary satellite having temporal resoluttdéri5 minutes, i.e. 96 images per day
[187], [188]. A similar approach uses refractivder and particle size of aerosol in order

to detect SDS [189].

Both VIR and TIR techniques have been used for $Btection since 1970s.
However, TIR techniques perform much better bottiegtime and nighttime [98]. Some
modern satellites provide ready-to-use TIR-basediywts which can be used to detect
SDS very easily. For example, METEOSAT SEVIRI-MS@\wpdes RGB Composites

for Dust, which indicates any SDS with higher regttion in the day/night images [171].

3.5.1.3 Microwave and radar imaging

Microwave and radar imaging is also very helpfutigtecting SDS, especially in
cloudy weather. Since microwave and radar carlyepsnetrate ice, clouds, etc., they
are useful in detecting dust covered by clouds. Mi@owave-based SDS detection uses

the polarization difference technique, which iodteown as microwave polarized BTD
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or microwave polarized index (MPI). For exampletad&fom AMSR-E (Advanced

Microwave Scanning Radiometer) onboard Aqua staetlave been used to distinguish
dust particles from background desert signatureg twe Taklamakan desert [190], and
Asian dust have been detected with the higher acgunf about 90% using MODIS by

applying infrared BTD and AMSR-E data by applyirggrized BTD or MPI [97].

Similarly, TOMS (Total Ozone Mapping Spectroradidaeme Aerosol Index and
AMSU (Advanced Microwave Sounding Unit) brightneéemperature have been used to
detect dust storm over Indo-Gangetic basin [994, 8M have been used to correctly
distinguish dust aerosols from clouds using datenfithree different satellite devices
including Cloud Aerosol Lidar and Infrared Path#nd Satellite Observations
(CALIPSO), MODIS imagery from Aqua satellite, ando@ Profiling Radar (CPR)

from CloudSat satellite [95].

3.5.1.4 Multi-spectral approach

The images in visible spectrum require only simplage processing techniques,
such as pixel or edge detection, in order to detanod and dust events. However, this
task becomes challenging in the presence of claadsand surface in the images, and at
the nighttime when there is no clear picture awddla Fortunately, many satellites
produce multi-spectral images, including opticalivie/red-green-blue (RGB), near-
infrared (NIR), middle infrared (MIR), and far i@fred (FIR) or thermal, and microwave
or radar [96]. A multi-spectral image consists ainy monochrome images of the same
view that are captured by different sensors, aogiges extra information that cannot be

captured by optical sensors or human eyes. Howgvrecessing of the multi-spectral
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images requires more computation time and mema¥{][1For each spectral band, the

wavelengths and applications are shown in Table 3.4

TABLE 3.4: Spectral bands used by Satellite Imagers

Spectral band Wavelength (app.) Typical Applicagio

Blue 0.4 pum—=0.5um Imaging of earth-atmosphede an

deep-water (up to 46 m)

Green 0.5um-0.6 um Imaging of vegetation ang-aeater
(up to 27 m)
Red 0.6 um—=0.7 um Imaging of soil, objects, vat@b

and deep-water (up to 9.1 m)
Near infrared (NIR) 0.7 um —=21.5um Imaging of vagien

Mid-infrared (MIR) 1.5um-5.6 um Imaging of vegia, soil moisture

and fires.

Far infrared (FIR) or 5.6 um — 1,000 um Imaging of fires, dust, geo-$tn&s,

Thermal infrared (TIR) and night-time imaging.

Microwave 0.1cmto1.0m Mapping of terrain amdedttion of
objects.

Radar or Radio 1.0mto 1 km Detection of objects.
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Multi-spectral approach, also known as integratggr@ach or multi-sensor
approach, combines observations from many satslitesors including visible, infrared
and microwave devices so as to significantly imprtve accuracy of SDS detection by
avoiding the weaknesses in them when used alomee $esearches use BTD technique

alone while others combine it with different tealunes for better performance.

A combination of optical and microwave imaging hhsen successfully
employed to monitor dust storms over Nile DeltangdlODIS and TRMM Microwave
Imager (TMI) data [173]. For the detection of desbrm over Indo-Gangetic basin,
TOMS Aerosol Index and AMSU brightness temperatuage been successfully used
[99]. Similarly, multi-spectral MODIS images havedn employed to detect dust storms
in North China, both at daytime and nighttime, gsiflR method [98]. The BTD
technique has been used to detect Asian dust,amitliccuracy of about 90%, using data
from MODIS and AMSR-E, where visible and infrarelolservations were employed for
SDS detection in clear weather using infrared BWbile microwave observations were

employed to detect SDS below clouds using microwslarized BTD or MP[97].

Recently, TOMS and OMI Al (Ozone monitoring instremh aerosol index)
satellite data have been used to study dust stansigheir horizontal dust loading in the
Sistan region [192]. Similarly, MODIS and TOMS habeen used to detect transport

pathways of Sahara dust over Athens [193].

For multi-spectral images, DIP and Al techniques ¢t used as well. For

example, the maximum likelihood classifier (MLC)daprobabilistic neural network
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(PNN) techniques are proposed to automate the S&8ctitbn process, which can
improve the performance of classification and allbw real-time processing of MODIS

images of 1000 m spatial resolution [194].

3.5.2 Unmanned Aerial Vehicle (UAV)

The use of UAVs in SDS detection and other hazhedsincreased significantly
in recent years. UAVs are usually equipped with tipld sensors, including digital
cameras for high-resolution imaging, multi-spectahsors, radar, etc. [195]. Recently,
several methods have been developed for the pingest digital images captured by

UAVSs [196-198], multi-spectral images [195], vidiéaw [199], etc.

UAVs can be deployed quickly over a disaster areh @an provide very high-
resolution images at relatively low-cost compam@ananned aircrafts. However, there is
very high cost associated with the initial acquositof a UAV, crew training and

permission from aviation authority [200].

Unfortunately, the application of UAVs in SDS mamihg is very limited due to
problems in flight during storms. However, UAVs abeen used for the study of
aerosol-dust-cloud [201], and a global profilingt®yn has been developed for improved

weather and climate prediction using high-altitli@eg-endurance UAVs [202].
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3.6 Hybrid Approaches

Hybrid approaches unite the power of two differapproaches and are very
useful in detecting all types of SDS, i.e. shortriesmall-scale, long-term, and large-

scale. They are also suitable for the study of ttasisport over long distances.

Hybrid approaches make use of both ground-basedspackborne observations
for efficient detection of SDS. Generally, they done satellite imaging with another
technology such as video surveillance, sensoryrmmétion, UAVs, etc. For example, a
combination of spaceborne observations from stde#ind ground-based observations
from digital camera stations is very common [12IMje ground-based observations are
used to detect short-term or small-scale SDS aptuathe startup phase of large-scale
SDS, while satellite imaging is used to detectdasgale SDS. The main advantage of
such a hybrid approach is that video surveillancgke even during the cloudy days
when satellite imaging cannot do well. The caméatians are usually used to augment

remote sensing satellites in order to enhance tagiability of SDS detection.

Similarly, a combination of satellite imaging alomgth regional dust models,
particle samplers and lidar systems on the groasdoleen used to monitor a severe dust
storm over Greece [101]. Moreover, a combinatiolGt® and WSNs has been used to
create pollution maps for urban environment, whbeesensor nodes sense and measure
pollutants, while GIS provides geographic inforroati The proposed system creates a

map of the pollution for an area and highlightsadheas with higher pollution [203].
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Hybrid approaches consisting of satellite imagingd aVSNs are becoming

popular due to their efficiency and effectivenesdetecting SDS of all types [102].

3.7 Comparison of Different Technologies

Table 3.5 provides a quick comparison of differéathnologies for SDS
detection. These technologies are compared in tefrtigeir approach, spatial coverage,
temporal coverage, early warning delay, initial tcosperational cost, accuracy,
effectiveness, availability, functionality, dataofn dust origin, and suitability for SDS
detection. Accordingly, hybrid approaches are Isstable for detecting SDS of all

types.

Satellite imaging has become the most popular oy for SDS detection
mainly due to low cost and high availability, white@kout-towers have become obsolete
nowadays. Although the cost associated with desggnlaunching and operating a
satellite is very high, most of the satellites mékeir data freely available to everyone.
Satellite imaging can also be used for dust modedimd forecasting as long-term satellite
data on dust storm climate is available [123]. Hesve satellite imaging has some very
serious limitations, which include the following:

1) Poor spatial resolution The spatial resolution of most satellites is véw,
which makes it difficult to detect small-scale SRSing satellite imagery.
Although some satellites, such as IKONOS, Earlylasindi OrbView-3, provide
very high spatial resolution, their temporal resiolu is too low to detect short-

term SDSs.
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2) Poor temporal resolution The temporal resolution of most satellites is godd
enough to provide a real-time monitoring of SDSs. &xample, GOES satellite
provides one of the best temporal resolution (L®.min), which is still not
helpful in detecting short-term SDS.

3) Inaccurate data on dust and land-surface propertieSatellite imaging cannot
provide accurate data regarding land-surface ammsgthere for dust modeling
etc., which results in low accuracy of SDS preditt[126]. As satellites sense
signals that are blend of radiation from severalrses including land-surface,
dust, clouds and other aerosol, it is not yet fssio use satellite signals for
accurate measurement of dust-related physical geantsuch as dust particle

size, dust emission rate, etc.

These limitations of satellite imaging are effeetiw overcome by other
technologies such as video-surveillance, sensorgrnmation, UAV, etc. These
technologies can accurately measure the land-sudesperties by deploying a network
of sensors/devices in a certain area, and provioee raccurate, up-to-date and detailed
data on dust, which can be helpful in modeling dunst detecting SDS at very early stage
in its origin. The same network of sensors/devicas be used for many other purposes
such as detecting fire, rain, snow, volcanic enmtietc. Although, these technologies
have high initial cost, they capture first-hand awturate data which can be used to
detect any kind of dust event except large-scal&.Sbwever, these technologies have

their own limitations, which include the following:
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1) Narrow spatial coverageDue to narrow spatial coverage, it is difficultdetect
large-scale SDS using these technologies.

2) Unavailability of long-term data The prediction of SDS becomes a challenging
task due to unavailability of long-term data andbdar coverage in these
technologies.

3) High cost and efforts:The cost and efforts to establish and maintairiegys
based on these technologies is very high compareatellite imaging which is

freely available to everyone.

Nevertheless, these limitations of video-survedlnsensory information and
UAVs can be overcome by using hybrid approacheshvisibmbine satellite imaging
with some of these technologies. This fusion combithe benefits of all technologies
employed and makes hybrid approach powerful endogtetect all types of SDS more

accurately and efficiently.

A quick comparison of different technologies for S@etection is provided in
Table 3.5, where ‘suitability for SDS detection’dstermined by several factors, such as
coverage, efficiency, accuracy, cost, effectivenessilability, versatile functionality,
ability to collect the required data from certaggion, etc. Accordingly, hybrid approach

is the best suitable technique for SDS detection.
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TABLE 3.5: Comparison of Different Technologiesfor SDS Detection

Technology Spatial Temporal Early Initial

OperationaAccuracyEffectivenesg\vailability FunctionalityData Suitability

Coverage!::overageWarningCost Cost from for SDS
delay
dust detection
origin
Lookout- Small- Short- Few High Low Low Low Low Limited Yes Poor
Tower scale  term seconds
and
Long-
term
Video- Small- Short- Few High Low Medium Medium High Limited Yes Fair
Surveillance scale  term seconds
and Long-
term
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Sensory Small- Short- From High Low High High High Versatile Yes Good

Information scale to term less
medium- &nd than 1
scale Long- second
term to few
seconds
Satellite Large- Long- From *Low Low Medium Medium High Versatile No Good
Imagery scale  term only more
than 15
minutes
to many
hours
or days
Unmanned Small- Short- From High  High Medium Medium Low Limited Yes Poor
Aerial Vehiclescale  term few
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Hybrid

Approach

Small-
scale to
Large-

scale

and
Long-

term

Short-
term
and
Long-

term

minutes
to many

hours

From MediumLow High
less

than 1

second

to many

seconds

High

High Versatile Yes Excellent
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3.8 Conclusions

A brief review of the techniques and technologies §DS monitoring is
provided. As SDS offer severe hazards to the enment, economy and health, it is
important to predict any forthcoming SDS in ordeatert the general public so that they
can take protective actions. A system for detectind prediction of SDS needs data on
dust and other environmental changes through grbasdd and/or spaceborne
observations. Satellite imaging has been commosdy dor SDS detection since 1970s.
However, it has some serious limitations, includoagr spatial and temporal resolution,
and inability to provide accurate data regardingitaurface and atmosphere. Conversely,
these limitations are overcome by other technokgiech as video-surveillance, sensory
information and UAV. However, they have their owmitations, including narrow
spatial coverage, unavailability of long-term daad high cost and efforts required to

establish these technologies.

Hybrid approaches combine satellite imaging wittneaf the other technologies
such as video surveillance, UAV, sensory informatietc. The use of WSNs in hybrid
systems is becoming very common nowadays, mainly tulower cost and higher
performance. By using different technologies at #ame time, hybrid approaches
achieve benefits of all technologies employed. Ydnybrid approaches, systems can
detect all the four types of SDS including shortrtesmall-scale, long-term and large-

scale. Therefore, hybrid approaches are best siaite®DS detection and prediction.
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CHAPTER 4.

CLOCK SYNCHRONIZATION

Wireless Sensor Networks (WSNs) need accurate siynehronization for data
consistency and coordination. Although the exisaigprithms for time synchronization
offer very good accuracy, their energy-consumpisohigh and distant nodes are poorly
synchronized. A Recursive Time Synchronization &sot (RTSP) is proposed which
accurately synchronizes all the nodes in a network global clock using multi-hop
architecture in an energy-efficient way. It acheetter performance due to the MAC-
layer time-stamping based on Start of Frame Dedn{(iffFD) byte, infrequent broadcasts
by a dynamically elected reference node, compesrsaif the propagation delay and
adjustment of the timestamps at each hop, estimafithe relative skew and offset using
least square linear regression on two data poitf), adaptive re-synchronization
interval, aggregation of the synchronization re¢gieand energy-awareness. A detailed
analysis of the sources of errors is also provid@uohulation results show that the RTSP
can achieve an average accuracy of 0.3 microsedanadarge multi-hop flat network
while using 5-times lesser energy than that of FiiSthe long run; and performs even
better in a clustered network where it can achieve average accuracy of 0.23

microseconds while using 7-times lesser energy.
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4.1 Introduction

Wireless Sensor Networks (WSNSs) require accurate synchronization, usually
less than one microsecond, for many reasons, supheaise time-stamping of messages,
in-network signal processing, time-based localargtiTDMA-based medium access,
cooperative communication, coordinated actuatiowl, @nergy-efficient duty cycling of
sensor nodes. There are several ways to achiec@rsynzation, which include ordering
of events, local synchronization, global synchratian, etc. However, many applications
need global time synchronization which requiresnallles to be synchronized with one

global clock.

The issue of clock synchronization has been ingastd extensively and several
methods or protocols have been proposed for glido@& synchronization, such as GPS-
based clock synchronization, Network Time Proto{WilP) [204], Precision Time
Protocol (PTP) [205], Reference Broadcast Synchadiin (RBS) [206], Timing-sync
Protocol for Sensor Networks (TPSN) [207], and Hiog Time Synchronization

Protocol (FTSP) [208].

The GPS-based approach can provide an accuragysobribetter, but it is costly,
energy-inefficient and infeasible in obstructed iemvments. The NTP [204] is
commonly used in traditional computer networks udohg the Internet, but it is not
suitable for WSNs because of its very low accurdéimns of milliseconds), high
complexity and energy inefficiency. The PTP, ddfingy IEEE 1588 standard, can

achieve clock accuracy in the sub-microsecond rdag@éetworked measurement and
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control systems [209-211], but it is suitable orflyr hierarchical master-slave
architecture. The RBS uses receiver-receiver symthation to produce an average
accuracy of 29.1us for a single hop network, bigt &lccuracy is not sufficient for WSNs.
The TPSN uses sender-receiver synchronization aWdC-Myer time-stamping of
messages at the sender side to provide an avecageaay of 16.9us for a single hop
network and less than 20us for multi-hop networlt I is energy-inefficient and

insufficiently accurate.

The Flooding Time Synchronization Protocol (FTSRE){] is the most commonly
used protocol for clock synchronization in WSNsbifbadcasts messages with timing
information from a single sender to several reasiweithout any exchange among
themselves. It dynamically elects a reference metliech regularly floods its current
timestamp into the network creating an ad-hoc s$tegcture of the network instead of a
fixed spanning tree. The MAC-layer time-stampingbath sender and receiver sides
eliminates all kind of random delays except propagadelay. The timestamps are made
at the end of each byte after SFD (Start of FrarakniXer) or SYNC byte, normalized,
averaged, error corrected, and then final timest@ngmbedded into the message. A
node waits for sufficient data points that are gairglobal and local timestamps and then
estimates the offset and skew using least squagarliregression (LSLR). Any node that
is fully synchronized with the reference node bedinoding its own estimation of the
global clock. In this way, the FTSP provides anuaacy of 1.48us for single hop case

and about 0.5us per hop in a multi-hop network.
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There have been many efforts to improve the FTSReims of accuracy,
efficiency, energy consumption, etc. For exampleCbx et al. [212] have improved the
accuracy and power consumption in a single hop eortwsing a different method of
time-stamping that is based on the Start of Frambniter (SFD) byte. In the SFD-
based time-stamping, messages are time-stamped tigntime at which radio chip
generates an interrupt for the microcontroller ratlee SFD byte has been sent or
received. Similarly, M. Aoun et al. [213] have db&d an accuracy of 0.4us in a single
hop network by using SFD-based time-stamping alamiy Kalman-filter for skew
estimation. Although the accuracy of FTSP and mgroved versions is sufficiently

good, the energy consumption is very high and tkut nodes are poorly synchronized.

A Recursive Time Synchronization Protocol (RTSP}4Rhave been proposed
and presented at the IEEE SAS2012 in Brescia,. |y RTSP provides an average
accuracy of 0.3us per-hop in a large multi-hop fatwork (i.e., without clustering)
while using only 1/5th of the energy consumed bysFTin the long run. However, as
WSNs are usually clustered and hierarchical, th&RBalgorithm have been modified
and extended to make it work with clustered netwak well. This chapter extends the
RTSP algorithm for clustered networks. In case afi-olustered or flat network, each
node is assumed to be a clusterhead in order t&Ti8P algorithm correctly. Simulation
results show that the extended RTSP algorithm éuritinproves the accuracy and energy
consumption, i.e., it can provide an average acgud 0.23us in a large multi-hop
clustered network while using only 1/7th of the rgyeconsumed by FTSP in the long

run.
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The rest of this chapter is organized as follonexti®n 4.2 describes the system
model while section 4.3 explains the RTSP algorithndetail. Section 4.4 analyses the
sources of errors, while section 4.5 analysis theces of efficiency. The performance
evaluation of RTSP compared to existing algorithendiscussed in section 4.6. Finally,

section 4.7 concludes the chapter and describgsogseble future work.

4.2 System Model for RTSP

First, the system model, assumptions, time-stampmgssage structure, and

recursion in RTSP are briefly described.

4.2.1 Clock Model

Each sensor node has a hardware clock consistirignef circuitry, which is
usually based on quartz crystal oscillator and bennstable and error-prone. The

hardware clock can be translated into logical chbiich is used for time keeping.

The hardware clock with instantaneous oscillateqfiency ft) at an ideal time t,
is defined as (1), wherg is the ideal frequencwf is the frequency offset @ the drift

in frequency, and(t) is the random error process:

fi(t) = fo +Af +d t+r(t) (1)

Assuming t=0 as the initial reference time, theated logical clock reads time

Ci(t) at ideal time t, defined as:
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C.()=C 0 +fij fL(at
00 (2)

The expression can be obtained for the tin(® Gf clock i at a given ideal time t

by combining (1) and (2), as follows:

G0 =CO+ [(f,+af +d t+r, @)t
fO 0 (3)

After simplification of equation (3) and eliminatioof the last two terms

representing random clock error and frequency  driftespectively,

C.(t)=c, 0+ a+2y
o is obtained, which can be written in very simplenfoas (4),

whereai is the clock offset (i.e., the deviation from &l¢ime) at the reference time t=0

andpi is the clock skew (i.e., the frequency of a clock
C(t)=a + [t 4)

The clocks of any two perfectly synchronized nodesy drift away from each
other at a rate at mosp,2wherep is the rate of change of frequency with respe¢hé&
ideal clock. Therefore, in order to keep their tiglaoffset withind seconds all the time,
they need to be resynchronized withi@p seconds, i.e., re-synchronization intervat T
d/2p. However, frequent re-synchronizations are nosifda due to inefficiency, cost,
etc. Therefore, it is essential to estimate th& dr skew in order to keep the sensor

clocks synchronized without any need for frequersynchronizations.
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4.2.2 Assumptions

Following assumptions, which are realistic and camliy found in literature, are

made in the proposed algorithm:

1) Sensor nodes are uniquely identified by their nieré@s from 0 to n—1.

2) Time-stamping of messages at MAC-layer is possdrieach node.

3) Neighboring nodes can communicate over an unreliabd error-corrected wireless
channel.

4) Broadcasting of messages is possible in the network

5) Skew and connectivity don’t change during the shudrval between synchronization
request and reply.

6) Propagation delay in one direction is exactly eqoadhe other.

7) A simple linear relationship exists between theck#oof two sensor nodes in a short

duration.

4.2.3 Time-stamping

MAC-layer time-stamping of messages [207], [212]13], [215], both at sender
and receiver sides, is very useful for time synolmration in WSNs. Figure 4.1 shows
that the RTSP algorithm, like D. Cox et al. [212daV. Aoun et al. [213], timestamps
messages when radio chip generates an interrupthirmicrocontroller after the
SYNC/SFD byte has been sent or received. Ignohegotopagation delay, this interrupt

occurs almost simultaneously both at the senderreceiver chips with a difference of
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3us. Therefore, the timestamp at s

ender side isnmented by 3us.

Capture ti/{\nestamp Insert timestamp

Sender: |Preamble|SFD

FLI|. Data... + Timestamp |FCS)|

Propagation delay

Receiver: |Preamble | SFD

/
FLI|. Data... + Timestamp |FCS |

- -
-
- ~

V.-~ ¥

Capture tin;estamp Compa.rév timestamps

Figure 4.1: Structure of

|EEE 802.15.4 MAC frame and the time-stamping

This approach is simple, faster and more accutad® that of FTSP. It is

important to note that this approach is also unébleompensate the propagation delay.

Therefore, a mechanism for finding and compensatimg propagation delays is

introduced in order to achieve higher accuracyimietsynchronization in the RTSP

algorithm.

4.2.4 Structure of the RTSP mess

ages

The RTSP algorithm achieves time synchronizationelighanging messages

among nodes. The structure of an RTSP messagevensim Table 4.1. Note that an

RTSP-ERN message with a negative value for the a@él\D field is treated as an

enquiry, while a non-negative value is treatedraarammouncement or contest. A node can

request timing information by sending an RTSP-RE€ssage to the reference node,
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while the reference node or any synchronized nodthe request-path can reply with an
RTSP-REP message. The fields T1, T2, T3 and Tmusaeel for timestamps after SFD

byte has been sent, received or forwarded.

TABLE 4.1: Structure of an RTSP Message

Field Description

msgType Type of the message: ERN (enquiry/eleaifdhe
reference node), REQ (request for time synchroioizpat

and REP (reply for time synchronization).

msgID ID of the message.

originIiD ID of the node that originated the message

imSrcID ID of immediate source node that forwartleel message.
imDestID ID of immediate destination for messageviarding.
refNodelD ID of the reference node known (-1 forNEBnquiry).

T1 Local time when the message was sent or forwdarde
T2 Local time when the message was received.

T3 Local time when reply was sent or forwarded.

Tr Reference time when the reply was sent or foredr

Note that RTSP uses 0 for Null value, and * fordolcast address, and that

RTSP-REQ message takes Null values for T2, T3 and T
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4.2.5 Recursion and Multi-hop Synchronization

The RTSP algorithm does not require any tree-likecture; it works with any
network topology, flat and clustered. A time syrahization request can be initiated by
any node in the network, which is recursively forded to the reference node. The
reference node, or any synchronized node on thaestgath, replies with timing
information that is sent back to the requestingentbdlough the same path. It is important

to note that the propagation delay is also compedsa each hop before forwarding the

reply.

Figure 4.2 explains the request-and-reply mechamsRTSP. The node A in a
multi-hop network sends request at T1 to the refs¥enode via another node B that
receives it at time T2. The node B, if not syncliwed, forwards this request to another
node in a recursive manner until it reaches theresice node or a fully synchronized
node N which replies with the timing informatioraths forwarded to node B through the
same path. The node B at time T3 forwards thisyrephode A which receives it at time
T4. S. Ganeriwal et al. [207] have already proviedt tthe performance of TPSN is
insensitive to any variations in processing delay, the interval between T2 and T3 does
not affect the accuracy of time synchronizationisTaives us an opportunity to make
recursive calls during the interval between T2 didin the RTSP algorithm without

losing performance.
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Figure 4.2: Therequest-and-reply mechanism in RTSP

Moreover, the nodes closer to the reference noelexected to do the following
actions before the distant nodes: 1) receive aroeruaent about the newly elected
reference node, 2) initiate the time synchronizatrequest on knowing ID of the
reference node, and 3) become synchronized withefleeence node. As the closer nodes
are expected to become synchronized before distatgs and any synchronized node on
the request-path can reply, very few time synclaation requests are forwarded all the

way to the reference node.

4.3 The Recursive Time Synchronization Protocol (RTSP)

After a WSN boots up, the sensor nodes broadcasRBBP-ERN enquiry
message to ask their neighbors about the iderttditaof reference node, wait for the
period T or until a reply is received, run repebtddde RTSP algorithm that takes care of

the dynamic election of a single reference noda tie smallest ID and compensation of
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the offset and drift. This process is outlined Ire tAlgorithm 1: RTSP. Each node
maintains a few variables including myRef for IDtbé reference node, and myClient for

IDs of the nodes sending time synchronization regjtigough it.

Note that in case of non-clustered or flat netwa&ch node is assumed to be a

clusterhead in order to run RTSP algorithm.

Algorithm 1: RTSP

1. Check if new RTSP message is received (or overheard
2. Il onreceiving a new message, do the following

3. If a new authenticated message is recetked

4. If msg>msgType == “ERN'’then

5. T2 = timestamp after SFD byte received,;
6. If msg>refNodelD<0 AND myRefl=Nulthen
7. /[ an enquiry; reply if reference kBown
8. T3 = timestamp after SFD byte sent;

9. RTSP(“ERN", msgmsgID, myID, myID,
10. msgimSrciD, myRef, msgpT1,

11. T2, T3, Tr);
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12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

Elseif (msg>refNodelD >=0 AND

myRef is empty) OR

myRef > msgrefNodelDthen

/lreference ID unknown/expired; gitagew

myRef = msgrefNodelD,;

RTSP(“ERN”,msgmsgID, mseg>originiD,

myID,*, msgrefNodelD,0,0,0, Tr);

Elseif mylD < msg>refNodelD AND I'm a

clusterhead AND myEnergy>|oken

/Ismaller ID & fair energy; entetorcontest

myRef = myID,;

RTSP(*ERN”, msgID, myID, mylD, *,

mylID, 0, 0, 0, Tr);

Elseif myRef == mseprefNodelD AND

I’'m a gateway or a clusterhead AND

myID !'= mseoriginlD AND

mse msgID is newthen

/Il new msg from reference node;saldcast
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30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44,

45.

46.

47.

RTSP(“ERN”,msgmsgID, mseg>originiD,

myID,*, ms@refNodelD, 0,0,0,Tr);

End if

Elseif msg>msgType == “REQ’then

T2 = timestamp after SFD byte received,

If mylD==refNodelD OR I’'m a synchronized

gateway or clusterheden

Il reply as reference or a synclredinode

T3 = timestamp after SFD byte sent;

Tr=T3;

RTSP(“REP”,msgmsgID, msg>originiD,

myID, msgimSrcID, myID,

msgT1, T2, T3, Tr);

Elseif I'm a gateway or clusterhedden

/Isave T1, T2, source, and do arsee call

Tlold =msgT1l,

T2o0ld =T2;

myClient = msgimSrciD;
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48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

64.

65.

T1 = timestamp after SFD byte sent;
RTSP(“REQ”,msgmsgID, mseg>originiD,
myID, myRef, myRef, T1, Q,T0);
End if
Elseif msg>msgType == “REPthen
/[ calculate d, and adjust and recordithestamp
T4 = timestamp after SFD byte received,
d = ((MmsepT2—-msg> T1)+(T4—-msg>T3))/2 ;
Tr=msepTr + d;
Record timestamps global=Tr & local=T4;
If myID != msg>originID AND
myClient not emptien
Il recover T1 & T2; and forward tinsg
T1=Tlold; T2 =T2old;
T3 = timestamp after SFD byte sent
Tr = Tr+(T3-T4); //+ elapsed timase T4
RTSP(“REP”,msgmsgID, msg>originiD,

myID, myClient, msyefNodelD,
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66.

67.

68.

69.

70.

71.

72.

73.

74.

75.

76.

17.

78.

79.

80.

81.

82.

83.

msgT1, T2, T3, Tr);

Clear the variable myClient;

End if

End if

End if

/lask the id of reference node if not known already

If myRef == Null AND I’'m a clusterheathen

RTSP(*ERN”,msgID,myID,myID,*,-1,T1,0,0, Tr);

Elseif myRef == Null AND I'm not clusterhead then

RTSP(“ERN”, msglD, mylD, myID, myCH,

-1, T1, 0,0, Tr);

End if

/l'if no msg received for T, start contest for refece

If no ERN msg received for T AND I'm clusterhead

AND myID!=myRef AND myEnergy>lowhen

/I contest for reference node by broadcadtiRdyl

myRef = myID,;

RTSP(“ERN", msgID, mylD, myID, *, myID, 0,
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84. 0, 0, Tr);

85. End if

86. //a reference node broadcasts every after T period

87. If mylD == myRef AND didn’t broadcast for T AND

88. myEnergy > lowhen

89. /I an active reference node rebroadcasts &fter

90.  RTSP(“ERN’, msgID, mylD, myID, *, myID, O,

01. 0, 0, Tr);

92. Endif

93. //'if out of synchronization, send synchronizatrequest

94. If ((new REP msg overheard OR ERN msg received)

95. AND myRef == msgrefNodelD AND

96. local time much different than m3d@r) OR
97. skew is much lesser or greater thémet

98. // node is out of synchronization; so sergliest

99. RTSP(“REQ”, msgID, myID, myID, myRef,

100 myRef, T1, 0, O, Tr);

101 End if
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102 /I Estimate offset & drift using two data points

103 If two data points, with one new, are availatiblen
104 Calculatex andp using the last two data points;
105 Update the local clock to become synchronized;

106 End if

The RTSP algorithm is responsible for two majorchions, 1) election of the
reference node, 2) compensation of the offset atiit] @hich are explained in the next

two sub-sections.

4.3.1 Election of the Reference Node

The RTSP algorithm dynamically elects a singleraziee node as follows:

1) After start up, a sensor node waits for short tiged then sends an RTSP-ERN
message containing ‘-1’ value for the refNodelDdim order to ask the neighboring
nodes for ID of the reference node (Algorithm 1.9%®T line 71-77). It is important to
note that a clusterhead broadcasts the enquiryagesbut a non-clusterhead sends
the enquiry message to its own clusterhead. Thaiesigode waits for the duration

T or until a reply is received, and then acts és\s.
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a) If it does not receive any reply, it enters inte #tontest for new reference node
by broadcasting an RTSP-ERN message by puttingwts identification in the
refNodelD field (Algorithm 1: RTSP, line 78-85). Mothat a node that is not a

clusterhead or is low in energy cannot take patthéncontest for reference node.

b) However, if it receives a reply, it saves the idedtion of reference node in a
local variable called myRef, and then broadcasts RTSP-ERN message

(Algorithm 1: RTSP, line 12-18).

2) If a new RTSP-ERN message is received and autlaediAlgorithm 1: RTSP, line

1-4), it checks the value of refNodelD field totte following.

a) If the refNodelD field contains any negative valtlee message is treated as an
enquiry. If a node knows the identification of mefiece node, it replies directly to

the enquirer (Algorithm 1: RTSP, line 6-11).

b) However, if the refNodelD field contains any norgasve value, the message is

treated as an announcement or contest, and iseitbasl follows.

i) If the receiving node does not know the identifimatof reference node or it
knows some identification that is greater than cefélD, it learns the
identification of new reference node by updatingRely variable and then

rebroadcasts the message (Algorithm 1: RTSP, Brd 8).
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i) If the ID of receiving node is smaller than therent reference node and the
receiving node is a clusterhead with sufficientrggeit contests for reference
node by broadcasting an RTSP-ERN message (AlgorithRTSP, line 19—

24).

i) If a clusterhead or a gateway already knows theed@nhof reference node, it

just rebroadcasts the message (Algorithm 1: RTiS@ 25-32).

The elected reference node takes responsibilitypbrofadcasting the timing-
information periodically (Algorithm 1: RTSP, line6892). However, the frequency of
broadcasting is much lower, i.e., 1/16f the FTPS because RTSP does not rely on this
broadcast for the compensation of skew and offsstead, the RTSP algorithm uses this
broadcasting mainly for announcing the identificatof reference node. Any node that
receives a new RTSP-ERN message from the referande accepts it and then
rebroadcasts to its neighbors. However, a duplicessage is ignored or rejected by the

receivers.

It is possible that more than one node declare skéras as reference nodes
simultaneously. To avoid any conflict, a referemogle retreats to an ordinary node on
receiving an RTSP-ERN message from another referemade with a smaller

identification.

Although an RTSP-ERN message is mainly used tot elad announce the

reference node in a network, it is also used td fira node is losing its accuracy of time
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synchronization and should request timing infororatiusing the RTSP algorithm

(Algorithm 1: RTSP, line 93-101).

4.3.2 Offset & Drift Compensation

In order to compensate for the offset & drift, @andsynchronize all the nodes on

request-path to the reference node, the RTSP #igofAlgorithm 1) works as follows.

1) A node checks the type of newly received RTSP ngessa

2) If an RTSP-REQ message is received, it notes thaive time T2. If it is a reference
node or a synchronized clusterhead or gateway nbdeplies with an RTSP-REP
message containing timestamps T1, T2, T3 and Tmgaleith other information
(Algorithm 1: RTSP, line 33-42). However, an undynized intermediate node
recursively forwards the request to the refereraderafter saving ID of its client in
myClient, and the values of T1 and T2 in T1lold a2dld respectively (Algorithm 1:

RTSP, line 43-51).

3) However, if an RTSP-REP message is received, cutatkes the value of propagation

delay by equation (5).

g2 (2-TD+(T4-T3
2 (5)

Then it finds the new value of Tr by adding d te tieceived value of Tr as

given by equation (6).
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Tr=Tr+d (6)

Then it records the global and local timestamps revhglobal=Tr and
local=T4. Moreover, if the node is an intermediadele, it retrieves the values of T1
and T2, calculates the value of Tr by adding thet elapsed time since T4 using (7),
and then forwards the reply to its client node anfy (Algorithm 1: RTSP, line 52—

70).

Tr=Tr+(T3-T4) @

Figure 4.3 explains the request-and-reply mechawiSRITSP algorithm with the

help of an example clustered network.

In Figure 4.3, node 99 initiates an RTSP-REQ atlatsaal time T1 which is
received by an intermediate node 5 at its localetif2. The node 5 stores the
identification of node 99 in myClient, values of Tdand T2 in Tlold and T2old
respectively, and then forwards this request atlatal time T1 to node 4 which
recursively forwards it to the reference node 0.r€geiving the request at its local time
T2, the reference node 0 processes the requestesmad back an RTSP-REP message at
its local time T3. When node 4 receives the RTSP-REply at time T4, it performs the
following six actions: 1) calculates the value ¢f2)l adjusts the timestamps by adding d
to Tr, 3) records the global and local timestardpsetrieves the values of T1 and T2, 5)
calculates the value of new Tr by adding to it ¢hegosed time since T4, and 6) forwards

the reply to node 5 at its local time T3. Node &ogberforms the six actions and then
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recursively forward the reply to the node 99. Samyl, node 99 performs the first three
actions only since it is not an intermediate nddete that a reply follows exactly the
same path as request, but a new request/reply geessay follow a different path from

the previous message.

Figure 4.3: Example of request-and-reply mechanism in RTSP algorithm.

The request is recursed only when intermediate s1ade not synchronized. In the
next few sections, some unique features of the R&agBrithm which enhance its

performance are described.
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4.3.3 Adaptive Re-Synchronization Interval

A simple linear model for clock, as given in eqaati(4), is not reasonable for
long time intervals because of the drastic chamyebkck drift due to any sudden change
in the environmental temperature, humidity, etcafTis why clock drifts are repeatedly
reassessed by re-synchronizing the nodes peribdigala static interval. However, a
static period is not feasible for dynamic enviromtse Therefore, adaptive re-
synchronization interval is used in the RTSP athon; which allows each individual
node to decide if and when to initiate a time syoolzation request based on either the
value of skew or the deviation of local time frone tglobal time as follows (Algorithm 1:

RTSP, line 93-101).

1) When skew is far away from 1A node is considered to be perfectly synchronized
when the current value of skew or drift is 1. THere, the value of skew can tell a
node if it should initiate a time synchronizaticeguest or not. Accordingly, if the
current value of skew is much lesser or greatem thathe node will request timing
information by sending an RTSP-REQ message to dfexence node; otherwise it

will not request any update.

2) When local time is different from globalAlthough an overheard message is not yet
compensated for offset, skew, or propagation ddiawever it can provide a rough
idea of the global time. On overhearing an RTSP-Rt&8sage, a node can check if

its local time is almost same as the global tinmagtan Tr field. If the two times are
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much different, depending on the required accurdiog, node will initiate a time

synchronization request; otherwise it will not reguany update.

Such an adaptive re-synchronization interval helpduce the overhead of
unnecessary time synchronization requests in thg tan. It also provides for the long-
term synchronization in a self-configuring way. Bes this, the RTSP algorithm
(Algorithm 1) performs a few other functions, whigfclude restarting the process for
election of reference node on detecting a failbreadcasting the RTSP-ERN messages
periodically by an active reference node, and datmg the values otx and p for

updating the local clock.

4.3.4 Aggregation of the Synchronization Requests

In order to further reduce the number of time syanltzation requests and hence
energy-consumption, the idea of request aggregaisapported in the RTSP algorithm.
Consider the example in Figure 4.3 and assumeathather node under clusterhead 5
also initiates an RTSP-REQ message soon after 86d&he intermediate node (i.e.,
node 5) forwards only the first request to the nesfiee node, waits for a reply, and then
forwards this reply to all clients. In order to aggate synchronization requests, node 5
temporarily saves information on msgID, myClient, @hd T2 for both requests. It then
forwards only one request to node 4. On receivimgpdy, it uses the saved information

for forwarding the reply to both requesters.
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4.3.5 Security

WSNs face many security challenges due to theirr@mment and constraints,
which include vulnerability to physical captureetluse of insecure and unreliable
wireless channel, and availability of the limiteesources such as computing, memory
and energy [216]. Moreover, the traditional proledor time synchronization in WSNs
do not consider security and hence prone to seuenal of security attacks [217].
Although security is not the prime objective of RT3t provides some basic level of
protection against the attacks on time synchromiaai which a single compromised
node may propagate incorrect timing informatiorotigh the network. Simple techniques
such as redundancy, authentication and refusalotewafd corrupt synchronization

information are used to tackle the attacks on syrehronization as follows.

1) Redundancy: RTSP algorithm provides some level of redundanoy awoid
dependence on just one neighbor. For example, adstaf receiving timing
information always from the parent node like FT8&:h new request/reply message
in RTSP may follow a different path. Also, a nodaynreceive broadcasts by the
reference node via a different neighbor at a dffietime. This provides redundancy

for basic level of security.

2) Authentication: A node that wants to join the network is autheatéd first by using
any light-weight authentication protocol [216][218]loreover, the RTSP algorithm
is run only when message is received from an atite#ed node (Algorithm 1:

RTSP, line 1-3).
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3) Discarding the corrupt information:Each RTSP message carries the current or real
time of the sender in Tr field, which helps idep@ny timing information that is very
much deviating from the recent data. A node cacadds any corrupt message in

order to stop the propagation of incorrect timinfprmation through the network.

4.3.6 Energy-awareness and Efficiency

Nodes with different residual energy, i.e., low,diuen and high may exist in a
WSN at any time. However, low-energy nodes shooldcontest for the reference node.
Moreover, when an active reference node becomesnamergy, it should retreat to an
ordinary node and the process for election of dierence node should take place again.
The RTSP algorithm ensures that any node conteftingeference node has sufficient
residual energy (Algorithm 1: RTSP, line 19-24, @8485) so that it can stay active for
a long time, broadcast RTSP-ERN messages regkidprithm 1: RTSP, line 86-92),
and actively reply to the queries forwarded tdtiwill also save on the energy consumed
by frequent re-elections of the reference noderatise. However, when the reference
node becomes low in residual energy, it retreatartardinary node and the election

process takes place again (Algorithm 1: RTSP,1#&e24).

In RTSP, the frequency of broadcasts by the reteremde is 1/10 of the
frequency in FTSP which saves huge amount of endgyeover, adaptive nature of the
algorithm reduces unnecessary time synchronizaéquests and hence saves on energy.
Note that once a node becomes synchronized, itreply to time synchronization

requests routed through it without any need to &diahem to the reference node. This
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reduces burden on the reference node and saveseagyey not forwarding the request

all the way to reference node.

4.4 Error Analysis of RTSP

The uncertainties in massage delivery include tilewing time delays: send,
access, transmission, propagation, reception, wecenterrupt handling, encoding,
decoding and byte alignment time [208][207][215]thaugh the RTSP algorithm uses
request-and-reply mechanism similar to TPSN bu mecursive manner, it uses MAC-
layer time-stamping of messages like FTSP that vemall the sources of uncertainties
in message delivery delays except the propagatedayd208]. Therefore, TPSN-like

approach is followed in order to analyze the ercdR®TSP algorithm.

Consider the request-and-reply mechanism of RTSkh(gigure 4.2) where node
A sends a request at T1 to another node B thaivescd at time T2 according to their
local clocks. However, the real time measured bideal clock at these nodes is denoted

by t1 and t2 respectively. The following equatioaswderived for TPSN in [207]:

t2 = tl + SA + I:)A—>B + RB (8)

where & is the time taken to send message (send + acdegsstmission time) at
node A, R is the time taken to receive the message (reaepti@ceive time) at node B,

and R.sg is the propagation time between nodes A and B.
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As the MAC-layer time-stamping of messages remoalsthe sources of
uncertainties except the propagation delay [208)ladon (8) can be written as follows,

for RTSP:

L=t+Pis ©)

The corresponding equation in terms of local clpelsich involves clock drifts

as well, can be written as follows:

T2 = Tl + I:)A—>B + DK?_>B (10)

Now, the relative drift between the two nodes frdnto t4, i.e.RD2 7B | is the

t1->t4
difference of their respective drifts, which canpmsitive or negative depending on the

value of two drifts, and is given by the followieguation:

RDA—>B — Dé_>B _ Dt,:—>B (11)

t1->t4

From equation (11), the value of}® can be obtained and put in equation (10)

to get the following equation:

T,=T,+P,_.,+D/; 7 ®+RD. (12)

t1->t4

After receiving the request message at time T2er®dorwards this request to
another node in a recursive manner until it reachesode N, which replies with timing

information that is forwarded to node B through Hane path. The node B at time T3
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forwards this reply to node A which receives itiate T4 according to their local clocks.

Using the analysis similar to (10), following eqoatcan be derived:

T4 = T3 + PB—>A + Dt2_>A (13)

Note thaDj>*=DgS  *andDj,>"*=-D/5 °. Hence, equation (13) can be

written as follows:

T4 = T3 + PB—>A - Dt/jt_>B (14)

Subtracting (14) from (12) gives the following etjoa:

L-T,=T+P g+ Dtﬁ_>B +ROV -T,-PR

1->t4 B—>A

+D, " (15)

Re-arranging equation (15), and substitutin@®, ., — Ps_.,) with P gives

equation (16), wher@”® represents the uncertainty in propagation time:

(T,-T) - (T, -T,) =P + RD{Z; +2D; " (16)

t1->t4

As offseta = (T, ~T) ;(T‘* ~Ts) , therefore equation (16) can be written as foltows

20 = PY + RD,ZE +2D)78 (17)

t1->t4
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To correct the clock at T4 at node A, subtractuhkie of D ° from A, which

results in the following equation:

ucC A->B
Error =A-D/5 78 = P2 + RD;‘”“ (18)

From (18), it can be concluded that the RTSP aligarihas only two sources of

error:

1) Variation in Propagation Delays (¥): The RTSP algorithm assumes that the
propagation delay in one direction is exactly edadhe other. When this is true, one
source of synchronization error is eliminated andcusacy of the time
synchronization is improved further. However, thssumption may not be true in
wireless communication. Consequently, each hop tmaghkl possibly an inaccurate
value of d to the reference time Tr in order talfthe new value of Tr (Algorithm 1:
RTSP, line 56). Fortunately, the variation in prggi@gon delays can be neglected.
Since propagation delay is calculated as distaeteden two nodes divided by the
speed of radio signal through air that is closespeed of light, the variation in
propagation delays can be neglected because thgelatwo determining factors is
negligible during the short interval between T1 ddd For example, the maximum
increase in distance between two nodes movingeaspgked of 2L000km/h will be only
0.0006m/us. Similarly, the speed of radio signdecéd by changes in the air

temperature and humidity is negligible for a dis@rof hundreds of miles; rather
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2)

totally negligible for a distance of few hundredtere in WSNs. Therefore, it can be

concluded that the variation in propagation delay#&/SNs is usually negligible.

Relative Drift Between Local ClocksRDA>2): The hardware clock in a low-cost

1-5ta
sensor node is usually based on quartz crystallatscithat is vulnerable to huge
drift from the ideal clock. However, equation (18)ows that the RTSP is sensitive
only to the “relative drift” between the two clocksstead of the drift from ideal
clock. It calculates the relative drift)(and offset ¢) for eq. (4) using 2LR as follows

in (19-20), where xis the global time while;ys the local time:

xX1— X2
= 19
A=y (19)
a=y-Bx (20)

The skew or drift between two clocks can be comaiEsusing equations (4),

(19) and (20). Consequently, the effect of thisreewf error is also minimized by the

RTSP algorithm.

4.4.1 Propagation of errors in multi-hop

Any error at one hop may increase when it propagtiehe next hops. But in

case of time synchronization, the error may notgbvncrease due to different sign and

magnitude of the drift rate of sensors.
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Let, in a network ok hops, every hop may experience a random errdr A$ the
sum of randomly distributed errors is the squard of the sum of the squares of errors

on each hop, the total error &t kop may be calculates as:

ETOny pop =4 (3)2 +(8)? +...4+(3,)° (21)

which can be written in a simpler form as follows:

EITOr . = OVK (22)

Therefore, the total error af'thop may be in the order @f/k which means that

the accuracy of time synchronization does not dsgenuch with the increase in number

of hops.

4.4.2 Bounds on total error in multi-hop

According to (22), the total error af kiop may be in the order af/k . However,
due to different sign and magnitude of error abhdamp, the errors may sum up to a much
smaller value which can be zero as well. Extrerheaons occur when all the errors are
either negative or positive. Accordingly, the totator at K hop is- ok for all negative
values ofs while +a/k for all positive values 08. This determines the bounds on total

error in multi-hop network as:

-ovk = Error,,, < +ovk (23)
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4.5 Efficiency Analysis of RTSP

The RTSP algorithm is fast and efficient in ternmis setup time or delay,
computation and memory usage, and energy consumptidhis section, the efficiency
of RTSP algorithm is analyzed. Figure 4.4 showdg tha computation and memory

requirements and setup delay of RTSP are muchrltéssethat of FTSP.

70 64
mFTSP

60 RTSP

50
3 40
S 30

20 16

8
10 2.96 114 Z
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Computation time Storage space Setup time
(ms) (bytes) (multiple of T)
Parameter

Figure 4.4: Computation and memory requirements of RTSP vs. FTSP

After the network starts up, RTSP can synchronin®@e as soon as it receives
two data points which can be requested by a node@s as it knows the ID of reference
node. Therefore, the setup time of RTSP is aboutd&ipared to 8T for FTSP, where T

is the fixed interval for re-synchronization in FH.S
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The time-stamping mechanism of RTSP is much simpleen compared to
FTSP. Moreover, RTSP calculates skew and offseiguLR instead of 8LR in FTSP.
Accordingly, RTSP requires much lesser time to eteds steps and lower memory to

store the data points.

The RTSP algorithm consumes lesser energy comparE@SP. It saves energy
through infrequent reference broadcasts, and hbycied the number of requests through

the adaptive re-synchronization interval and retyaggregation.

4.6 Performance Evaluation

In order to evaluate the performance of proposeprahm, a simulation in
MATLAB is performed using the parameters given eble 4.2. Note the use of random
topology, random walk mobility model and pause tioheero, which makes the network
highly dynamic. A time synchronization protocol theerforms better in such a network
is expected to perform even batter in a static renment. The simulation was run to
collect data on average synchronization error,hogrsynchronization error, and energy

consumption in the long run.

Figure 4.5 shows the average absolute error of signehronization for different
algorithms, which is obtained by running the siniola for thousands of times with
different parameters. The average absolute err®T@P algorithm is 0.288us for flat

network and 0.230us for clustered network, whicksignificantly lower than FTSP
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protocol that is 0.485us. However, the performaoteRBS and TPSN is very bad

compared to other algorithms.

TABLE 4.2: Simulation Parameters

Parameter Description

No. of nodes 50, 100, 200, 500

Prob. of becoming clusterhead 5%

Topology Random

Deployment area 50m x 50m to 500m x 500m
Mobility High (pause time 0)

Mobility model Random Walk

Processing delay (at each node) 1ms — 100ms

No of simulations (results averaged) 1000

Channel Wireless

MAC IEEE 802.15.4/ ZigBee
Antenna Omni

Transmission range 30m

Routing protocol AODV
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Figure 4.5: Average absolute error of time synchronization

As WSNs are usually multi-hop networks, it has alsvdbeen interesting to
compare the average synchronization error per-kiogure 4.6 compares the average
synchronization error of RTSP algorithm with TPSMI&TSP. RBS is skipped from the
comparison because it is not a multi-hop proto@ble Figure 4.6 shows that average
synchronization error of the RTSP algorithm for escat 18 hop is 0.420ps for flat
network and 0.388us for clustered network, whicheven lesser than the average
synchronization error of FTSP in a 1-hop networknitrly, Figure 4.7 compares the
average synchronization error versus number of :nléhe network; again the RTSP

algorithm performs better than others.
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Energy consumption is very important factor in tperformance of time
synchronization algorithms. However, actual enetggsumption is affected by many
factors, such as type of the hardware, softward,arenna etc. Therefore, the energy
consumption is measured in terms of total numbetiroé synchronization messages
exchanged among the nodes. If the re-synchronizgigriod is T seconds (based on
FTSP) and N is the total number of nodes, then @ac®e sends N messages in RBS
protocol, 2 messages in TPSN protocol, 1 messagé& 3P protocol [208], and only 0.14
messages in RTSP protocol in the long run. Calogahe total number of messages
sent by RTSP is straight forward. On start-up @& ttetwork, each node forwards 1
message, which is broadcasted by the reference ibda a node sends two RTSP-REQ
messages and gets their replies accordingly. Thises15 messages per node. But once
the nodes are synchronized, they need to sendlessynumber of requests due to the
adaptive behavior of RTSP algorithm. To find theatmumber of messages sent in RTSP
in the long run, data is collected from simulataira network of 100 nodes for very long
time. Figure 4.8 shows that, in the beginning, It@aergy consumption (i.e. no. of
messages exchanged) of the RTSP algorithm is higharTPSN and FTSP. However, it
becomes equal to TPSN after 4 or 5 periods andl ¢égu&l SP after 7 or 8 periods, and
then remains always lower than the two protocokhélong run. Using the Curve Fitting
Toolbox in MATLAB, the regression equation was fduir RTSP curve which revealed
that each node sends only 0.2 messages for flaonetand 0.14 messages for clustered
network in the long run, which means that it coneard to 7 times lesser energy than

FTSP.
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Figure 4.8: Total energy consumption in thelong run (for 100 nodes)

Table 4.3 provides a quick comparison of the RTBrahm with other global

time synchronization algorithms.

4.7 Costor Limitations of RTSP

The RTSP algorithm has a few limitations which n&dfect its performance;
mainly due to its assumptions. For example, a timéack model performs well only in
short and medium intervals. However, for very loimgervals, a sophisticated and
complex clock is required. Moreover, due to suddesnges in connectivity, the reply of
a time synchronization request may be lost andva meguest must be initiated after

timeout.
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TABLE 4.3: Comparison of RTSP with Other Algorithms

Property RBS TPSN FTSP RTSP
Scheme used Receiver-to-  Sender-to- Sender-to-  Sender-to-
Receiver Receiver Receiver Receiver
Time-stamping App. layer MAC MAC MAC
Sensitive to delays propagation,  encoding, propagation  propagation

decoding and decoding and

interrupt handling interrupt handling

Flooding No No Frequent Infrequent
Skew estimation  No No 8LR 2LR
Compensation of No Yes No Yes

propagation delay

Request-Reply No Iterative No Recursive
Adaptive No No No Yes

No. of messages N 2 1 0.14

(per node) (No of nodes) (in long run)
Energy usage Very high High Low Very Low
Accuracy 29.1us 20us 0.5us 0.23us
(per-hop) (single-hop)
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4.8 Conclusions

The RTSP algorithm for global time synchronizatioWSNs is described, which
gives an average accuracy of 0.23us per hop irga laulti-hop clustered network using
7-times lesser energy than that of FTSP in the lumg An analysis of the sources of
errors shows that the two sources of errors ar@ti@n in propagation delays and
relative drift between local clocks, which are dalympensated by the algorithm. The
accuracy of RTSP is improved by using the MAC-layere-stamping based on SFD
byte, which is simpler and more accurate. Furthgrovement in accuracy is gained by
the compensation of propagation delay and adjudtroethe timestamps at each hop.
The RTSP algorithm achieves energy-efficiency bingisseveral techniques, which
include the infrequent broadcasts by the referemo#e, skew-estimation using 2LR
instead of 8LR, and reducing the number of timechyonization requests through the

adaptive re-synchronization interval and aggregadiosynchronization requests.
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CHAPTER 5.
COVERAGE, CONNECTIVITY AND

COMMUNICATION

The issues of coverage, connectivity and commupoitcare of primary concern
in WSNs. As WSNs are usually over deployed, itssful to keep redundant nodes sleep
until some neighboring node fails or exhausts rtsrgy. However, identification of the
redundant nodes should be done very carefully abdabverage and connectivity of the

network is preserved.

While coverage is the ratio of area sensing-covérgdhe sensors to the total
deployment area of the network, connectivity is #wailability of path between each
node of the network. Some applications need pact@erage whereas others need k-
coverage. Similarly, some applications need singaenectivity while others need k-
connected network for fault tolerance. It is impattto note that infrastructure creation
and maintenance consumes a lot of energy in WSNwwrefore, energy-efficient

algorithms are needed for coverage, connectividy@ammunication in WSNSs.
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This chapter proposes an energy-efficient protémotoverage, connectivity and
communication (C3) which ensures partial coveragennectivity and efficient

communication.

5.1 Related Work

This section provides a quick overview of sleepeldlasethods for coverage and
connectivity, and cluster-based methods for compatimn in WSNs. A detailed

description of these methods is given in chapter 2.

The process of configuring and re-configuring oftwak topology after
deployment is known as topology control. Sleep-bat®pology control techniques
involve both connectivity and coverage, which airfirading which sensor nodes need to
be active at a given time. Several techniques Hasen proposed for sleep-based
topology control, which mostly work in a similar waeach node uses some local rules
and observations to transition between sleep, aest,active modes. Examples of sleep-
based connectivity methodsclude the Basic Energy-Conserving Algorithm (BECA
[47], Adaptive Fidelity Energy-Conserving Algorithm (AERB) [47] ,Geographic
Adaptive Fidelity (GAF)[48], Cluster-based Energy Conservation (CEC) dlgar [33],
Adaptive Self-Configuring sEnsor Networks Topol&gidASCENT) [49], SPAN

protocol[50], etc.

As topology control involves both connectivity aooverage, several techniques

are proposed which are almost similar to the previie@chniques (i.e., connectivity only)
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except that they activate sensor nodes using cgedrased eligibility rules. Examples of
sleep-based coverage (and connectivity) methodadaedhe Probing Environment and
Adaptive Sleep (PEAS) [51]the sponsored sectdb2] approach, the Lightweight
Deployment-Aware Scheduling (LDAS) protocol [53he integrated Coverage and
Connectivity Protocol (CCP) [39]the Lightweight Deployment-Aware Scheduling
(LDAS) protocol [53],the Optimal Geographical Density Control (OGDC) 9R1the

Layered Diffusion-based Coverage Control (LDCC)JR2tc.

A detailed description of CCP and LDCC is provideste and their performance

is compared with the C3 protocol in the next sextio

The integrated Coverage and Connectivity ProtoC&R) [39] uses three states:
sleep, listen, and active. It uses HELLO, WITHDRA®Whd JOIN messages; and also
few timers. Sensors in sleep state, after a tigegdto the listen state and remain in that
state for T. They assess their eligibility (to become actiwa) receiving HELLO,
WITHDRAW, or JOIN message. A node is eligible g region is K-covered. Ineligible
nodes go to sleep state after Whereas the eligible nodes start a join timeraind wait
for any JOIN message. It goes to sleep state if HDIN message is received, or
otherwise transmit JOIN message and go to actate.sAll active nodes periodically
transmit HELLO messages to tell their active stétey active node that receives this
HELLO message checks its eligibility (to remainiae) If it is ineligible to remain
active, it waits for withdraw timer Tw, transmits IWHDRAW message, and goes to

sleep state. K-coverage implies K-connectivity i#&RRs [39], otherwise a hybrid
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technique merging CCP with SPAN can be used. The €&eme also assumes that the

sensor nodes are location aware.

The Layered Diffusion-based Coverage Control (LDQZ90] uses the idea of
triangular tessellation. The normal way of applyingngular tessellation is to deploy
sensor nodes at optimal positions, i.e., the cerrwdr triangles. However, in many
applications using cheap sensors, sensors arelyusigdloyed randomly with higher
density or redundancy. In order to minimize thaltotumber of active nodes, nodes at
optimal position should be kept active while othsh®uld be allowed to sleep. This
requires location information that may not be alae in some cases. Therefore, LDCC
uses hop-count information in the process of tudag tessellation after WSN
deployment. In LDCC, a node at hbpbroadcasts an active message, and the nodes at
hop h+1 receiving the first active message ever resetr timer or wait to a random
number. The node whose timer expires first becoawye and broadcasts an active
message. After receiving two active messages fresame hop neighbors, the receiving
node goes to sleep state for a specified time gericAfter T, all nodes become active
again to run the above steps in the next round. DBEC protocol attains higher

coverage ratio and lower message-overhead than sithgar protocols.

In the large multi-hop WSNSs, cluster-based routmgthods may significantly
improve the robustness and energy consumption ef ndétwork. There are several
cluster-based routing protocols where gatewaysugesl to maintain communication

between two or more clusterheads. Some protocadspasver metric where mobile
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terminals adjust their transmit power dependinghendistance between communicating
nodes[76], [77]. For example, the Common Power (COMPOMAtocol [78], [79] in
which all the nodes transmit at the same powemngue bidirectional links, the Cluster
Power (CLUSTERPOW) protoc@B0] that divides the network into virtual clustevgh

no clusterheads and allows different clusters teehdifferent power levels, and the
Warning Energy Aware Clusterhead (WEAC) protocd][that divides the network into
clusters which are managed by clusterheads andectethby gateways. However, these
protocols do not address sleep scheduling techsique the Neighbor-Aware
Clusterhead (NAC) protocdiB1], nodes are sleep-scheduled by clusterheadsoutit
affecting the connectivity and coverage of the mekw Gateway may choose to have

more frequent wakeup times to satisfy the connigtand coverage issues.

5.2 Basic Principals of C3

The C3 protocol is based on the following ideas.

5.2.1 WSN as a Set of Rings

It is possible to divide the WSN deployment aret iirtual rings of required
width as shown in Figure 5.1 (sink at center). Tdmimal width of the rings is

determined by R where R is the communication range of nodes.
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Figure5.1: WSN asa set of rings (sink isat the center)

The rings of optimal width may help in establishingtwork connectivity. For
example, Y. Zhou and M. Medidi [221] have proposechulti-parent staggered wakeup
scheduling MAC (MS-MAC) for WSNs, which organizdsetsensor nodes as a set of
rings having an optimal width of p =/R.45. For a specific node in ring M, the number
of potential forwarders in the upper ring M-1, i@oser to the base station, is determined
by the network density (nodes/rf). It assumes that the nodes are location awareand
randomly deployed, and the base station is locatehg 0. However, such a scheme
results in a route-length that is more than twise shortest path which significantly

increases the end-to-end delay.

In C3 protocol, the above idea of ring formatioreidended. However, C3 does
not assume nodes to be location aware; insteages the received signal strength
indicator (RSSI) for distance estimation in order define rings in the network.

Moreover, the network is divided into clusters wheine probability of a node to be
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selected as clusterhead is higher in odd-numbengd during one round but higher in
even-numbered rings during the other round. Tbkabdd or even numbered rings
preferably form clusterheads in a specific roundlevheighboring nodes in the lower

ring join the cluster, which makes route-length @dinequal to the shortest path.

5.2.2 Triangular Tessellation Based Deployment

A static network can be planned in advance andogedl optimally using
schemes such as square, hexagon, etc. The triarigstzllation is however considered

as the most optimal deployment of sensors in WSAR][ Figure 5.2 shows some

examples of the optimal deployment geometries.

NN\ -
RIS

C D

Figure 5.2: Optimal deployment geometries.

(A) Square, (B) Hexagon, (C) Strip, and (D) Triangular Tessellation [220], [222]
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The idea of optimal deployment has been exploiteshafter the deployment in
sleep scheduling schemes, for example, where ratdegtimal position are kept active
while others are allowed to sleep. For instanceWBwing et al. [220] have proposed
Layered Diffusion-based Coverage Control (LDCC)tthaes the idea of triangular

tessellation.

It is important to note that in order to providdgaloconnectivity-coverage, the

distance between two nodes should be n({ié&, R} [222], where R is the

communication range and B the sensing range of nodes.

5.2.3 RSSI-based Distance Estimation

The Received Signal Strength Indicator (RSSI) messthe power of a received
signal. The 802.11 standard commonly implementghe value of RSSI can be used to
estimate the distance between tow nodes wherendests indirectly proportional to
RSSI. As the RSSI value may be increased due t@risence of noise, Link Quality
Indicator (LQI) is also provided by some standarHewever, RSSI and LQI are
perfectly correlated [223] as shown in Figure SvBich means that any of the two can be

used for distance estimation.

129



300
250
200
150 -
100

UNITS

— LQl

RSSI

50 N

12345678 9101112131415161718
METERS

Figure5.3: Distancevs. LQI and RSSI values [223]

RSSI is used for distance estimation in C3 protothis is because RSSI is better
indicator of distance especially when distance khdne estimated by using only one

measurement instead of several measurements thaaecaeraged out [224].

5.3 System Model for C3 Protocol

First, the assumptions and message structure pr@8col are briefly described.

5.3.1 Assumptions

Following assumptions, which are realistic and camliy found in literature, are

made in the proposed algorithm:

1. Nodes have unique IDs from 0 to n-1.

2. The network-deployment is random, dense and uniform
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3. Controlled flooding of messages is possible.

4. RSSI values are available for the received signals.

5.3.2 Distance Estimation

RSSI is used to estimate distance of the recereen & sender. The value of RSSI
near the sender is highest as shown in the FigdteN®des that receive a signal stronger
than Thresholdl make the first ring while noded tiezeive a weaker signal that is

stronger than Threshold2 make the second ring.

T\

rqnsmltter

\\\\\\ j/////

100 90 80 70 60 50 40 30 20 10 0

ih {t {r

Origin Threshold1 Threshold2

Figure5.4: RSSI, distance, and ring formation.

5.3.3 Structure of the C3 messages

The C3 algorithm achieves its objectives by excihanpgnessages in the format
that is shown in Table 5.1. Moreover, nodes mamgfew variables, including myID,
myCH, myHopNo, myRingNo, myDingNo, myEnergy, myUpCHnyDownCH,

myPeerLeftCH, myPeerRightCH, etc.
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TABLE 5.1: Structure of a C3 Message

Field Description

msgType initHopRing, initCovRing, joinMe, iJoinYou
msgID ID of the message

senderID ID of the message sender

destiD ID of the destination node

txPower Transmission power for the message
roundNo Current round number

hopNo Hop number of the sender

ringNo Ring number of the sender

dingNo Ring number of the sender node inside aealus
myStatus Fully Active; Sensing Only; Sleeping

5.3.4 Node States

Following node states are used by the proposeditdgo

1. Fully Active: A fully active node can sense its environment eaual transmit

and receive messages. Nodes in this state consgher lenergy.
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2. Sensing Only: A sensing only node can sense its environmenturot
transmit or receive messages. A very low energpisumed in this state.

3. Sleeping: A sleeping node can neither sense its environmenctan it
transmit and receive messages. Extremely low ensrgynsumed in this

state.

5.4 The C3 Protocol

Coverage, Connectivity and Communication (C3) rarfeur steps as follows:

1. Formation of Rings: it divides the network deployrharea into virtual rings
of optimal width .

2. Formation of Clusters: it makes clusters such that nodes at alternating
rings have higher probability of being selectedlasterheads.

3. Formation of Dings: it ensures partial coverage dpplying triangular
tessellation inside a cluster. A ding is nothing &uing inside a cluster.

4. Routing or Communication: Finally, it allows nodes send data through

cluster heads which may involve gateways.

These steps are described in algorithmic form dllewing subsections.

5.4.1 Formation of Rings

The C3 algorithm runs the following steps to defimgs:
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5. Sink: The sink (or reference node) broadcasts @aHapRing message with
roundNo=0, hopNo=0, ringNo=0 atRi.e., normal communication range.)

6. Receiver Nodes: A receiving node finds its hop awad ring no. based on

RSSI as follows:

Algorithm 1: makeRings

1. If myHopNo > msephopNothen
2. If RSSI > Thilthen
3. myRingNo=2*(ms& hopNo)+1;

4. Elseif RSSI > ThZhen

5. myRingNo=2*(msg hopNo)+2;

6. Else

7. myRingNo=2*(ms&hopNo)+3; // be updated if stronger signal reagive
8. myHopNo = msghopNo + 1;

0. End if

10. myHopNo = msghopNo + 1,
11. Broadcast initHopRing message with rsppNo=myHopNo,
msg>ringNo=myRingNo.

12.End if
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Here Thl is the RSSI value at a distance from itliesmitter which is equal to

40% of the communication range.R

5.4.2 Formation of Clusters

Clusterhead: After some wait w = SD*(1/myEnergyf(roundNo + ringNo0)%?2),
a node announces to become cluster head (CH) adtasting a joinMe message as

follows:

Algorithm 2: makeClusters

1. w = SD*(1/myEnergy) + ((roundNo + ringN0)%2)
/I SD is standard deviation of residual energiesesjhboring nodes.
2. Wait (w);
3. If ajoinMe message with stronger RSSI from samepeuring receivethen
4, Call joinCluster
5. Else
6. myCH = myID,;
7. Broadcast joinMe message
8. Set CH to FULLY ACTIVE state

9. Endif
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Non-Clusterheads: A node that receives a joinMesage from a CH (at same or

neighboring ringNo) may join it as follows:

Algorithm 3: joinCluster

1. If msgType==joinMe AND myRingNo is same or 1 as msmgNo then

2. If (RSSI>Th1l AND myRingNo==msgringNo ) OR

3. (RSSI > Th2 AND myRingNo==m3gingNo+1 )then // join CH.

4, myCH = msesenderlID;

5. Send acknowledgement by iJoinYou message.

6. Else if (RSSI < Thl AND RSSI > Th2 AND myRingNo==m3gingNo) OR
(RSSI<Th2 AND (myRingNo==msgingNo OR

myRingNo==msep>ringNo+1) )then

/lbecome CH... on the same ring at a restslerdistance

7. Call makeClusters

8. End if

9. Endif

Clusterheads wait for some time to receive iJoinYfmssage from sensor nodes

and then the following steps:
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Algorithm 4: makeLinks

1. Wait for replies and iJoinYou messages

2. CHs check their connectivity to other CHs: parehtld and peer rings.

3. Define gateways, if needed; i.e., find a gatewaglenaf no direct neighbor is
available in the upper hop/ring... if no gateway pper hop/ring, find at peer.

4. All other nodes declare themselves as CH and mlakeecs

5. CHs and gateways are fully active nodes, whilersthee eligible to sleep (or sensing

only) subject to the coverage-control step.

5.4.3 Formation of Dings

Within each cluster, a CH starts the process of dormation by broadcasting
initCovRing message with msgdingNo=0 within a cluster. Note that all nodes \&ti

and listening in the beginning. All receiving nodles cluster do the following:

Algorithm 5: makeDings

1. If Rc<V3Rsthen

2. Return // no need to make dings
3. Else
4, dingNo = 1 + (R % V3Ry); // Nodes update their dingNo

5. Endif
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5.4.4 Sleep-scheduling

Starting from nodes with a small dingNo, i.e., @stérhead sends out initCovRing

message with myStatus= FULLY ACTIVE to its neighl®yupon expiration of its

timer). The receiving nodes in the cluster setrthedes as follows:

Algorithm 6: setModes

1.

2.

Check if initCovRing message with some value in tays is received,;
If one message with myStatus as SENSING ONLY or FUIAGTIVE message
received from same dingNo or dingNotien

Reset timer;

wait (dingNo);
Elseif two or more such messages received from neightitinsthe same dingNo or
dingNo+1 then

Set mode to SLEEPING for time period T.
Else

Set mode to SENSING ONLY for time period T.

End if

5.4.5 Routing or Communication

The nodes follow the following rules for communioat
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Algorithm 7: msgRouting

1. If myRingNo <= 2then

2. Send data directly to the sink.

3. Elseif an ordinary nodéhen

4, Send data to your CH.

5. Elseif itis a CHthen

6. If a link to CH in upper ring is availablben

7. Send data to neighboring CH in the uppey.
8. If no neighbor CH in upper ririgpen

9. Send data to a gateway.

10. If no gateway availablignen

11. Send data to a peer CH.

12. End if

13. End if

14. Elseif more than 2 CHs or links are available at a cetielthen
15. Pick the one CH randomly or with higheery
16. Send data to the selected CH.

17. Elseif no link to any neighbor is availabieen

18. Broadcast at maximum transmission power.
19. Endif

20.End if
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5.5 Analysis of C3 Protocol

In this section, C3 protocol is analyzed in ternmis@nnectivity, coverage, and

end-to-end delay.

5.5.1 Connectivity

As C3 protocol uses rings for connectivity, itmsportant to analyze the network
connectivity in terms of ring width. As the nodesli* and 2° ring can directly access the
sink, let us consider a case where a nodée’inirgy wants to send data to the sink. The
network connectivity depends on the total numbenaxfes present in the shaded area in

Figure 5.5.

Figure 5.5: The potential forwardersor CHsin the shaded area
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The total number of nodes (i.e., clusterheads tevgay nodes) K in the shaded
area can be calculated by finding the total arearotilar segment S, multiplying it by 2,

and then multiplying it by the network densjtyhat is nodes/meter
Ky =2 %(Q—Sine)} (1)

K, = poR*(8-sind) (2)

The angeb can be calculated as follows:

075R
(

6=2cos = ) (3)

6=1.44! (4)

As n=R/2.45, therefore R=2.45u. Putting the valtid&Rcand6 in equation (2)

gives the following equation:
K, = p (2454)%(1.445-sin1.445 (5)
Solving equation (5) results in the following eqaat

K, =2.72101° (6)
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It is clear from equation (6) that the total numbgpotential forwarders Kin the
shaded area is determined by network densiand width of rings p where u=R/2.45.
For example, if R=15 m (and hence pu=6.122) pnd.08, then K will be 8. In other
words, the total number of potential forwarderstle shaded area depends on the

communication rangedand the network density

In C3, one or more always-on clusterheads in thedeth area will serve as

potential forwarders for the neighboring nodesnroater ring.

After a WSN is deployed, it is divided into virtuahgs of width p and then into

clusters as shown in the Figure 5.6.

400 - —

'
\ * . 4
150, 2y 27000 . : v e
/ ¢

+
.
o8 W ¢ o S 2 A s g
* LA A\ /
100 ‘-f S s ey e “: A "0 + 4% A ‘0",
M ;

+

+

»

a. WSN divided into rings, b. WSN furthevidied into clusters

Figure5.6: WSN divided into rings and clusters by the smulator
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5.5.2 Coverage

The C3 protocol uses triangular tessellation féatdshing single coverage in the
network. It lets nodes on the triangle corners ¢oabtively sensing while putting the
redundant nodes to sleep mode. Figure 5.7(a) stimvgrocess of triangular tessellation

while Figure 5.7(b) shows a sensing redundant motiee middle.

a. Triangular Tessellation for coverage, b.URednt node in the middle

Figure5.7: Triangular Tessellation for optimal coverage

The process of triangular tessellation takes plaitkin the cluster. The cluster
head in the central ding (i.e., a ring inside thuister) starts the process while nodes in the

neighboring ding respond as shown in the Figure 5.8

The width of each side of the triangle is approxbhax/gRs. However, the

achieved coverage is dependent on the availabilityodes at required positions and the

accuracy of distance estimation based on RSSI.

143



Figure5.8: Triangular Tessellation for optimal coverage within a cluster

5.5.3 End-to-end Delay

The C3 protocol uses virtual rings like MS-MAC [22This analogy can help us
analyzing the end-to-end delay in the network. KoZ and M. Medidi [101] have found

that the end-to-end delay d can be given by equé#fipas follows:

d = 2.45M + T5|eerlk (7)

where N is the number of hop4,is the packet transmission delay, angedk is the

staggered wakeup time for k nodes.

However, as C3 protocol keeps at least one clusterlor a gateway always in

active mode, Jeep= 0. This results in equation (8) as follows:

d = 2.45NA (8)
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As the C3 protocol mostly makes clusterheads in dhernating rings and
communication is done through clusterheads (mawplwevgateways if no direct link

available), the number of hops N is halved. Thiegius equation (9) as follows:

d=1.225M 9)

It is clear from equation (9) that the end-to-eethgl in C3 is slightly greater than
the delay in fully active network which is dANThis is because C3 protocol results in a

route-length that is slightly longer than the sasttpath.

5.6 Performance Evaluation

In order to evaluate the performance of C3 protoeokimulation is done in
MATLAB using the parameters shown in Table 5.2. Biraulation was run to collect
data on average coverage ratio, packet delivenp, raumber of fully active nodes,

lifetime of the system, and energy consumptiorhalong run.

5.6.1 Energy Model

The radio energy dissipation model by Heinzelmanalet[225] is used for
estimating the energy consumed in transmissiaR) (&nd reception (&). The energy

consumed in transmission of k bits is given by the following equation:

Erx (K, d) = KEject+ kEampda (10)

wherek is the packet length in bitg, is the distance between transmitter and receiver,
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Eciec is the electronics energy which depends on maatpifa including signal’s digital
coding, modulation, filtering, and spreadirfemp € {Ess, Empt is the amplifier energy
used in free space and multipath respectively déipgron the distance and the tolerable

bit-error rate is the path-loss exponent that is 2< 4. The simplified or explanatory

form of the equation (10) is given as follows, whéreshold distaneg = \/E(/E, :

kEeIec + kEfsd 2’ d < dO

) . (11)
Eelec+ kEmpd ' d 2 dO

E, (k.d) ={

Similarly, the energy consumed in receptiopJEof k bits is given as follows:

ERx(k) = kEelec (12)

In other words, E is the sum of electronics energy and amplifierrgpewhile
Erx is only the amplifier energy. Hence total energymsumed in receiving and
forwarding a message is equal to the sumfdad Ey. It is important to mention that
the energy consumed in environmental sensing iscansidered because it is usually

negligible, constant and always same for any paitoc

5.6.2 Simulation Parameters

The parameters for MATLAB simulations are givenTiable 5.2. Notice the use
of random topology, random walk mobility model goalse time of zero, which makes
the network highly dynamic. Any coverage and cotimgg protocol that performs better

in such a network is expected to perform even batte static environment.
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TABLE 5.2: Simulation Parametersfor C3

Parameter Description

No. of nodes 50, 100, 200, 500

Prob. of becoming clusterhead 5%

Topology Random

Deployment area 50m x 50m to 500m x 500m
Mobility model Random Walk with High Mobility

(pause time 0)

No of simulations (results averaged) 1000

Channel Wireless

MAC IEEE 802.15.4/ ZigBee
Antenna Omni

Transmission range and Sensingrange 10- 20m

Eo (Initial energy of the node) 2J

Eciec (Electronics energy) 50 nJ/bit

E (Free-Space amplifier energy) 10 pJ/bft/m
Emp (Multi-Path amplifier energy) 0.0013 pJ/bif/m
Epa (Data-Aggregation energy) 5 nJ/bit/signal
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5.6.3 Results and Discussions

The performance of C3 protocol is compared with@@P and LDCC protocols
in terms of average coverage, packet delivery, rarmab active or clusterhead nodes,

communication and coverage lifetime of the netwarkd energy consumption.

The coverage ratio is defined as the ratio of aeresing-covered by all nodes to
the total area of network. Figure 5.9 shows theraye coverage ratio of different
protocols. The CCP protocol provides 100% coveragedensely deployed network for
any value of Rc/Rs because it activates larger munab sensor nodes which is not
optimal. The increase in Rc/Rs results in decrgpie average coverage ratios for both
LDCC and C3 protocols. However, average coverate o the C3 protocol is much

higher than that of LDCC.
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Figure 5.9: Rc/Rsvs. Average Coverage Ratio
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A comparison of the packet delivery ratio of diffet protocols is shown in
Figure 5.10. With the increase in communicationgeafand hence the value of Rc/Rs),
packet delivery ratio also increases due to betédwork connectivity for all the three
protocols [39]. However, C3 protocol performs betten Rc/Rs<2 due to the following
reasons: 1) nodes communicate through clusterhaadsgateways which establish a
shorter route to the sink, and 2) it makes suredhaath to the sink exists in a connected

network.
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0.7
—e—CCP
06 —m—1DCC

0.5 | c3

Packet Delivery Ratio

0.4

03 !
0.5 1 1.5 2 2.5 3

Rc/Rs

Figure 5.10: Rc/Rsvs. Packet Delivery Ratio

Figure 5.11 compares the total number of activeesant clusterheads against the
value of Rc/Rs. Accordingly, the total number ofiae nodes or clusterheads decreases
when the value of Rc/Rs increases. This is becagsease in communication range (Rc)

increases the network connectivity [39].
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Figure 5.11: Rc/Rsvs. No. of Active nodes or Cluster heads (for n=500)

The lifetime of the system is determined by theetion total number of rounds for
which it has some nodes alive. Figure 5.12 showddtal number of nodes that are alive
with the passage of time for each protocol. Inigiabll the nodes are alive. With the
passage of time, nodes start depleting their enanglyhence die. After 1000 rounds, all
the nodes in CCP deplete their energy, while 24%efmodes in LDCC and 78% of the
nodes in C3 remain alive. A similar trend is seethie packet delivery ratio which drops

due to the decrease in number of nodes alive Wwélpassage of time.

Similarly, Figure 5.13 shows the coverage ratimefwork with the passage of
time for each protocol. Initially, all the nodeseaalive and a coverage ratio of 1 is
achievable. With the passage of time, nodes stapleting their energy and hence
coverage is reduced. After 1000 rounds, all theesad CCP die resulting in no coverage

at all, while LDCC still provides 45% coverage &8 provides 90% coverage.
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The energy consumption of the system is comparegigare 5.14. Due to the

larger number of active nodes (see Figure 5.11) laner packet delivery ratio (see
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Figure 5.10) requiring retransmissions, the CCP BBE€C protocols consume much
higher energy than C3 protocol. Consequently, CGRsemes all the sensors’ energy

after 1000 rounds, while LDCC consumes 76% of tiergy and C3 consumes only 22%

of the energy.

0 ' | y A
0 200 400 600 800 1000
Time or No. of Rounds

Figure 5.14: No. of Nodes vs. Energy Consumption

The results of simulation show that C3 protocdbéster than CCP and LDCC in
terms of packet delivery, number of active or a@uséad nodes, communication and
coverage lifetime of the network, and energy consion. However, in terms of average
coverage, C3 does not perform better than CCP wpiokide guaranteed coverage if
sufficient redundancy is available. On the othelesiC3 provides partial coverage in
addition to the guaranteed connectivity and effitieommunication. It is suitable for
applications such as environment monitoring whiequire partial coverage and low

energy consumption.
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5.7 Conclusions

A protocol for coverage, connectivity and commutiara (C3) in WSNs is
proposed. It ensures partial coverage, 1-connégtivid energy efficient communication.
The C3 protocol runs in four steps: make ringsjngetlusters, make dings, and start
sending data. First, it divides the network depleytarea into virtual rings of optimal
width p. Second, it makes clusters such that treesi@t alternating rings have higher
probability of being selected as clusterheads. dThit ensures partial coverage by
applying triangular tessellation inside a clusteinally, it allows nodes to send data
through cluster heads which may involve gatewayse Pproposed protocol has better
performance when compared to other protocols ssGP and LDCC. The C3 protocol
gives at least 1-connected network depending oméhwork density and communication
range of the nodes. It provides greater than 90%erege which depends on the
availability of nodes at required positions and #ceuracy of distance estimation based
on RSSI. However, it has end-to-end delay of 1.228fith is only slightly greater than
the delay in fully active network because of thateslength that is slightly longer than

the shortest path.
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CHAPTER 6.

SDS DETECTION SYSTEM

Sand and dust storms (SDSs) offer very seriousrtiaz@ the environment,
economy and health. An early warning of the upcan8®S would allow people to take
precautionary measures. Traditionally, satellitagmg is used to detect large-scale and
long-term SDSs. However, small-scale and short-t8idss may go undetected due to
the poor spatial and temporal resolution of saésliA hybrid design of sand and dust
storm detection system (SDSDS) is proposed whiels usreless sensor network (WSN)
and satellite imaging in order to detect SDSs oftygles. A layered architecture of
context-aware systems is used. While the WSN pesvigal time data from the area of
interest, near-real rime METEOSAT MSG images armiokd from their website. Such

a hybrid approach can effectively detect and pteslizSs of all types.

6.1 Introduction

Sand and dust storms (SDSs) offer very seriousrtiazto the environment,
economy and health, and appear frequently in thédMiEast, Australia, North-Africa
and North-China during spring, winter and early swn [85]. There are four main types

of SDSs: small-scale SDS (covers a small geograpida), large-scale SDS (covers a
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vast geographic area), short-term SDS (exists femaminutes or hours), and long-term

SDS (exists for many days or months) [92].

An early warning of the upcoming SDS can help inoidng serious
consequences by letting people take some preventeasures. However, this requires
continuous monitoring of sand and dust in the arfeiaterest. Several technologies are
available for sand and dust monitoring, includingdeo-surveillance, sensory
information, satellite imagery, unmanned aerial igieh etc. However, a particular
technology is suitable only for the specific typdsSDS. For example, satellite imaging
can detect only large-scale and long-term SDSs tdu@oor spatial and temporal
resolution of the images, while WSNs can detect SDSall types except large-scale
SDSs due to their deployment in a limited area.r@toee, a hybrid approach consisting

of WSN and satellite imaging can detect SDSs athallfour types.

A WSN is deployed in a small area of the Arabians®e to get accurate,
firsthand, real-time and continuous data from therse of SDS. Near-real time images
from Meteosat RGB Composites Dust for Eastern Affi226] are used to detect any
large-scale SDS in the areas closer to the WSNoglaEnt. Such a hybrid approach
improves the system performance in terms of acgurergy consumption and cost. A
hybrid design is proposed for sand and dust stataation system (SDSDS) using WSN

and satellite imaging in order to detect SDSs lofyales.

The rest of this chapter is organized as followecti®n 6.2 briefly describes the

related work. Section 6.3 discusses the main issu&DS detection using WSN and
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satellite imaging. Section 6.4 gives the systemhigecture of SDSDS. Section 6.5
evaluates the performance of experimental prototyipee last section concludes the

chapter.

6.2 Related Work

Satellite imaging has been commonly used to d&B&s since 1970s. The most
commonly used satellite imagers for SDS detectioe &OES (Geostationary
Operational Environmental Satellites), AVHRR (Adead Very High Resolution
Radiometer), MODIS (MODerate Resolution Imaging @Gmeadiometer) and Meteosat

SEVIRI-MSG.

Mostly, these satellites provide multispectral imagvhich use multiple bands
including the opticall/visible or red-green-blue (BG near-infrared (NIR), middle
infrared (MIR) and far infrared (FIR) or thermahdamicrowave or radar. While SDSs
can be easily detected from ordinary digital imagssg artificial intelligence (Al) and
digital image processing (DIP) techniques, multis@@ images need sophisticated
techniques such as aerosol optical depth, brightteesperature (BT), thermal properties,

refractive index, etc. [97-99].

Although, both visible and near-infrared (VIR) inesgcan be used to detect SDS
during daytime, thermal infrared (TIR) images carfprm better both at daytime and
nighttime using BT-based techniques. For exampkrntal properties have been used to

distinguish between dust, background and clouds99}, [180]; infrared emissivity have
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been used to detect sand and dust storms [187];[48d refractive index and particle
size of aerosol have been used to detect SDS WMDDBIS thermal channels [189].

Many other studies have used MODIS thermal chanfgd§ [192], [193]. Meteosat

MSG (Meteosat Second Generation) satellite has bsed in many recent studies [187],
[188]. Meteosat MSG is an European geostationaigiléa which provides 96 images
daily. It is gaining popularity due to its highexntporal resolution of 15 minutes and
unique services. For example, Meteosat RGB Comgm4$dust images clearly identify

dust storms with higher red fraction in the imageoyh at daytime and nighttime.

WSNs have been widely used to monitor natural lizasuch as flood,
earthquake, snow, fires, etc. However, the use 8N¢/in SDS detection is new. This
technique is becoming very common because wiredeasors deployed in the area of
interest can collect and provide real-time and esteudata which can be used to detect
and predict the creation of an SDS right from itggia. A WSN-based SDS detection
system requires data on atmospheric pressure,csutEmperature, humidity, wind
velocity and soil moisture [102]. However, stromgnd velocity is a necessary, but not
sufficient, condition for the creation of an SDSL[9[103]. The threshold velocity of
wind varies from region to region and is assumeled®.5 m/s in many dust models for

small-scale SDS, and 10 to 14 m/s for strong argklacale SDS [90][127].

Hybrid approaches are gaining attention due ta tificiency and effectiveness.
For example, a combination of satellite imaging amtko surveillance [127] is used to

detect SDS even when there are clouds blockingsé#tellite view; a combination of
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satellite imaging and lidar [101] is used to detsewer SDS over Greece; and a
combination of GIS (geographic information systear)d WSNs is used to make

pollution maps in urban areas [203].

The proposed system, i.e., SDSDS, uses WSN andreglatime images from
Meteosat RGB Composites Dust for Eastern Africeéb]2Rleteosat calculates the RGB
Composite by using the difference of channels as: R12.0 - IR10.8, G = IR10.8 -

IR8.7, and B = IR10.8.

6.3 Challenges

Using WSNs and satellite imaging for SDS detectinay offer a number of

challenges to the designers. A brief descriptiothefmain issues is given below:

1. Poor resolution of satellite imagesSatellite images have very poor spatial and
temporal resolution. For example, Meteosat RGB QCusiips for Dust are
provided every after one hour, and have pixel wagm of 1419x1193. Therefore,

satellite imaging can be used only for large seal@ long-term SDSs.

2. Signal attenuation during SDSDuring the dust storm, when dust particles are in
the air, signal attenuation becomes very high whdikturbs the wireless
communication. However, attenuation prediction meaan duly solve this issue

[133], [167].
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3. Sensor burial during SDSDuring SDS, many of the sensors in WSN may get
buried under sand or dust, which results in lowennectivity. However,
exploiting the multiple available channels may s#igantly enhance the

connectivity [102].

4. Context fusion Context-aware systems need to resolve any ctsfiiod fuse the
context data from multiple sources. However, dedanfWSN and satellite images

may support each other in detecting SDS f any type.

5. Video streaming over WSNDue to bandwidth limitations of WSNs, very eféai
video compression and streaming techniques ardregfjurhe two recent video
standards, MPEG-4 and H.264, are strong candidatehfs application. Their

performance needs to be evaluated before makihgiae

6.4 System Architecture of SDSDS

The proposed system, i.e., sand and dust stornctaetesystem (SDSDS), uses
layered architecture consisting of physical layeriddleware (data, semantic and
inference, and management) and application lay2v][2as shown in Figure 6.1. The

system model of SDSDS is shown in Figure 6.2.
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Figure 6.2: System Model of SDSDS
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The proposed system (SDSDS) consists of the follgwmain components:

6.4.1 Physical Layer

The Physical Layer of SDSDS consists of wirelessses deployed in the desert

and remote sensing satellites providing the stdatiages.

Meteosat MSG satellite provides RGB Composites Dusiges every after one
hour. The WSN consists of motes which house thesmsnfor GPS, atmospheric

pressure, surface temperature, humidity, wind wBl@nd soil moisture.

Each sensor mote also houses a gateway that cenmieetessly to a router. The
router sends the sensor data to a database servdreicontrol room using 3G+
technology as shown in Figure 6.2. SDSDS usesdhiabase to detect any SDS, and

then issues an early warning accordingly as showirable 6.1.

6.4.2 Adapter Layer

The Adapter Layer works like a client wrapper fiffetent SDS technologies. It
serves as a device driver that allows different SlB&nologies to work with the

middleware seamlessly.

6.4.3 SDS Database

The SDS Database is a MySQL database which contaeslata provided by

WSN and satellite imaging. The WSN provide datasensor ID, timestamp, sensor
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location, atmospheric pressure, surface temperatumidity, wind velocity, and soil
moisture. The satellite images are near-real tine¢ellsat RGB Composites Dust images

taken from their website every after one hour [226]

6.4.4 Context Fusion

The middleware is responsible for a number of fiomst, including the following:

1. Retrieval and processing of raw data from WSN aatdlkte images.

2. Preprocessing of the data in order to resolve amylicts, reject outliers, and

make inference.

3. Storing, sharing, distributing and publishing thBSSdata to different systems,

services or applications.

6.4.5 Reasoning Engine

The Reasoning Engine infers the existence of an$g $Dthe area of interest
using both WSN data and images. It first uses¢lesently taken Meteosat image to detect
any large-scale SDS in the close by area and stioeeesults. It then uses several recent
results to detect any long-term SDS in the are& Wery easy to determine SDS from
these images using DIP technique because dustisated by higher red fraction in the
RGB images. Finally, it uses WSN data in ordernier any short-term or small-scale
SDS in the area. Based on the finding, SDSDS isaneSDS warning as follows: 1) a

severe warning is issued if SDS is detected by MBN and satellite images, 2) no
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warning is issued if SDS is not detected by antheftwo, 3) a warning of short-term and
small-scale SDS is issued when a dust even isteéetby WSN only, and 4) a warning of
long-term and large-scale SDS is issued when aelust is detected by satellite images

only.

6.5 Performance of SDSDS

The proposed system is currently an experimentabpype which is deployed on
a small-scale. It has shown very good performamcéeims of energy consumption,

challenge handling, and efficiency and effectivenes

6.5.1 Energy Conservation

The system uses a very simple technique in ordeate energy. As the strong
wind velocity is necessary (but not sufficient) daion for SDS, only wind velocity
sensor is kept active all the time. All other season the board are kept in sleeping
mode. Whenever, the wind velocity reaches aboveeshhold value, all other sensors are

put into active mode.

It is important to note that most of the sensorgynés consumed in transmitting,
receiving and overhearing messages. In order te sawe energy, the same necessary
condition can be used to put the transceiver iapsl@ode in order to avoid overhearing

and unnecessary transmissions and receptions.
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6.5.2 Efficiency and Effectiveness

The proposed system is highly effective and effitid-or satellite images, the
system finds the ratio of red component for easielpwhere a higher red ratio indicates

dust. This is very simple, fast and accurate method

The data from WSN is stored in MySQL database. &m3®QL queries are used
to manipulate the data. A higher value in the wietbcity column is used as potential
indicator of a dust storm in the region of inteyeshile other parameters are used to

confirm it.

6.5.3 Challenge Handling

The challenges mentioned in previous section awpesty handled by the

proposed system as follows:

1. The poor resolution of satellite images is compttséy using the images from
Meteosat RGB Composites Dust for Eastern Africa6]2#&hich are preprocessed
for RGB components. The system is required to apply simple DIP technique
to find the ratio of red component for each pixelhigher red ratio indicates the

presence of dust as shown by 1s in Figure 6.3.
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MET9 RGB-Dust 2812-81-24 18:88 UTC é EUMETSAT

Figure 6.3: RGB for Monitoring of Dust Stormsfor Daytime & Nighttime.
(1 =dust storm, 2 = clear ground, 3 = low-level clouds, 4 = thin high-level

clouds, and 5 =thick high-level clouds)

2. Sensor burial during SDS is avoided by installingnh few meters high on the
poles. This height increases their communicatiomgeawhich can be helpful

during SDS when signal attenuation increases.

3. Context fusion is done by the middleware. It resshany conflicts and fuses the
information from multiple sources, i.e., WSN antefldge. After fusion, data from

different sources actually support each other teatang SDS of all the types.

4. Video compression is done by H.264 which is mofeieht than MPEG-4. The

video streaming is done through UDP packets of 1KBe compressed video
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generated by the H.264 codec is smoother withogtdhations, smaller in size that
is good for low-bandwidth networks, and has les$-terend delay that will result

in efficient transmission over the network.

6.6 Conclusions

Several technologies are available for dust moimigorHowever, a particular
technology is suitable only for detecting certajpets of SDSs. A sand and dust storm
detection system (SDSDS) using WSN and satellitaging is proposed. The WSN is
deployed in a small area of Arabian Desert to gat time data from the origin of dust,
while near-real time satellite images from MeteoR&B Composites Dust are taken
from their website. The proposed system can effitjedetect SDSs of all types. It
achieves energy efficiency by exploiting the neagssondition for SDS, i.e., a strong
wind velocity, thereby transceiver and sensorshenrtode except wind velocity sensor
are kept in sleeping mode until the wind velociaches above a threshold value. The
proposed system is highly effective and efficiene do wireless sensors which provide
up-to-date and accurate data from the field anellgatimaging which needs very simple
image processing to find the ratio of red comporfenteach pixel, where a higher red
ratio indicates the dust. The proposed system waebidigher accuracy due to the
middleware that ensures context fusion and confisolution, and makes WSN and

satellite imaging support each other in detectibg$ of all types.
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CHAPTER 7.

IMPLEMENTATION AND

EXPERIMENTS

An experimental prototype is established in orademtplement and experiment
with the proposed algorithms including the RecwsiMme Synchronization Protocol
(RTSP), the integrated protocol for Coverage, Cotimdy and Communication (C3),
and Sand and Dust Storm Detection System (SDSDBis Thapter describes the
experimental prototype, implementation and expemta@on of algorithms, and the

results obtained from these experiments.

7.1 Experimental Setup

A multi-hop network of sensor nodes is deployedhia field. The nodes consist
of Crossbow Telosb motes which use the IEEE 802/Z§Bee compliant RF
transceiver, have an outdoor range of 75 m to 10@movide a data rate of about 250
kbps, have 8 MHz Texas Instruments MSP430 micrgobet with 10kB RAM and
1MB external flash, use CC2420 radio chip, haver&2krystal timer, run on TinyOS,

and incorporate light, temperature and humiditysses (TPR2420).
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A total of thirteen sensor nodes, including the sink, are pseudo-randomly
deployed in an open area as shown in Figure 7.1. Each sensor node is put in the middle of

3D-weaving of 3 sticks to keep the node about 1/3 m above the surface.

1 50 m 1

Figure 7.1: Experimental setup.

The experimental prototype uses a Java application interface developed by T. R.
Sheltami et al. [228], named as TinyCatcher, which is used to read messages in the
network. TinyCatcher actually depends on SerialForwarder that comes with TinyOS and
works as a proxy for reading and writing packets from and to the network. Therefore,
instead of reading data directly from the serial port, TinyCatcher connects to
SerialForwarder. The GUI interface of TinyCatcher and SerialForwarder is shown in

Figure 7.2 and Figure 7.3 respectively.
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TinyCatcher needs to set two parameters which decllAddress’ of the PC
running SerialForwarder, and ‘Port’ used by Sewalfarder. After this, one can connect
and listen to the messages or close the conneuwtimn finished. Some of the useful
functions of TinyCatcher include: ‘Get Node Statt fdisplaying the data sensed by a
particular node, ‘Configure Power’ for setting tinensmission power level of a particular
node, ‘Add/Remove Node’ for adding or removing armoge, ‘Send Echo’ for pinging a

node, and ‘Discovery’ for finding a new or failedde.

[ 2] Tiny Catcher

Address
localhost
Port
[3002

‘ Connect
Close Connection

Listen

Draw Temp Graph

Get Node Stat

Configure Power

Add/Remove Node

Get Temperature

Send Echo

Get Operation Mode

Discovery

Clear

Figure 7.2: TinyCatcher interface.

SerialForwarder needs to set two parameters inoju@erver Port’ to be opened

for server thread, and ‘Mote Communication’ to sfyeport number and baud rate as
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serial@(serial port):(baud rate). It also display®rmation on number of packets read,

number of packets sent and number of clients cdedec

B3 Tiny0S 2.x Serial Forwarder

= Main

Server Port:

9002 ]
Mote Communications:
serial@com1:57600 j
[ Start Server ]
Verbose Mode

Pckts Read: 0

Pckts Writn: 0

Num Clients: 0

Help

Clear
Quit

Figure 7.3: SerialForwarder interface.

Using the functions provided by TinyCatcher basadSerialForwarder, several
experiments were conducted and very useful reswdte obtained which are reported in

the next few sections.

7.2 Experiments

Several experiments were conducted in order tathesiain ideas and principals
used by the proposed algorithms, such as clockhsgnization using message exchange,
distance estimation using RSSI, effective covermga by sensor nodes, throughput and

average delay of the network, and video streamugg the network.
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7.2.1 Clock Synchronization using Message Exchange

The implementation of clock synchronization aldumts, mainly FTSP and
RTSP, requires a basic function of sending andivegemessages containing the timing
information. Based on the information in these ragses, nodes can synchronize their
clocks with one reference node. To this end, a n@®@ram was written to get timing
information and then send it to other nodes. A ves$ conducted on two nodes. Figure
7.4 (a and b) shows time on each node after stakages then wait for a message with

timing information to be received. On receiving assage, they set their clocks to the

timestamp included in the message, as shown iné&igd (b and c).
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Node 1 [DISC]1: Sending DiscoveryMsg(@> with my rank = 11, @Time:3

ew time after synch

ode 2 [DISCI1: Sending DiscoveryMsg<(B> with my rank = 2, BTime:3

ime = Bh Bm 3s

(d) 2" node synchronized

Figure 7.4: Clock Synchronization for two nodes.
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7.2.2 Distance Estimation using RSSI

The idea of distance estimation using RSSI is uwse@3 protocol. To test if it is
a good idea to use RSSI for distance estimatiorgIR8lues were measured at different
distances and power levels. Figure 7.5 shows R8I8ks in dBm against the distance in

meters for three power levels: 1, 16, and 31.

0.00

-20.00
..... Power level 1

== == = Power level 16

Power level 31
-40.00

RSS! in dBm

-60.00 = ~
-80.00 -

-100.00 e LS
0 20 40 60 80 100 120

Distance in meters

Figure 7.5: RSS| vs. distance.

RSSI measurements range from 0 dBm (strongest)a0 dBm (weakest), while
power levels of a Telosb mote range from 1 (wegkesB1 (strongest). The results show
a very strong correlation between RSSI and distafi¢erefore, RSSI is a strong

indicator of distance and can be used in C3 algaritor distance estimation.

172



7.2.3 Coverage Area

An experiment was conducted to realize the effectivea covered by a sensor
node. RSSI values were measured in different doestat a distance of 3 meters from
the transceiver and plotted as shown in Figure Wbere sender node is at the

intersection of the two axis of the shape and EBUnterface is facing towards the East.

Direction | RSSI (dBm)
North -80.866
South -81.1245 \ /
East -70.04
West -83.4505

Figure 7.6. Coverage ar ea.

It can be concluded that the coverage area of @ nualy not be a perfect circle
because RSSI values in different directions of semder may differ due to the

environmental differences, transceiver orientatain,

7.2.4 Connectivity and Communication

Two experiments were conducted to study the conngcand communication in

the network. The main indicators were the delaythnoughput of the network.
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Figure 7.7 shows that throughput decreases slighitly the increase in number
of hops, but decreases significantly when the nunabeackets transmitted cross the

threshold of 76 packets.

0.95 : \’-
0.9 [ W
0.85 —\ e
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Figure 7.7: No. of packetstransmitted vs. throughput.

The second experiment was conducted to study tkeeage delay (end-to-end
delay) in the network. Figure 7.8 shows that therage delay increases with the increase

in number of nodes transmitting at the same time.
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7.2.5 Video Streaming over WSN

For video data to be compressed and transportedW®N, MPEG-4 (MPEG-4
Part 2) and H.264 (MPEG-4 Part 10) are the two ickate codecs. A simulation is
performed to evaluate their performance in termgeadk signal-to-noise ratio (PSNR)
and end-to-end delay in order to identify the bestec for video steaming in the

proposed system, i.e., Sand and Dust Storm DeteStystem (SDSDS).

The performance of H.264 and MPEG-4 codecs is etadu using EvalVid
framework and tool-set [229-231], which is publichvailable. Simulations were
performed using NS2 for AODV (ad-hoc on-demandattise vector) routing protocol

and CBR (constant bit rate) traffic. AODV [232] asreactive/on-demand protocol that
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starts a route discovery procedure (i.e., a glamdrch) only when needed. It can
introduce delays if routes are not instantly aldédan the route cache kept by nodes, and

hence routes must be discovered before transmittimgata.

7.2.5.1 EvalVid Framework and Toolset

The EvalVid framework [229-231] supports video dmyakvaluation of the
received video based on the frame-by-frame peahkabig-noise ratio (PSNR) and
quality of service (QoS) parameters of the undegymetwork, such as loss rates, delays

and jitter. As shown in Figure 7.9, EvalVid has tbkowing four main elements:

MPEG4

Video
Source

Hinted mp4-file by

RTP/UDP i

Video Trace
Generator

Video Encoder

H.264, H.263

Quality Testing S
& PSNR :> Results Ad Hoc
Network
Simulator

Frames Lost
Frames Delayed

Video
reconstruction

Figure 7.9: The EvalVid Framework [231].

MPEG4

Output Trace

Video Decoder

Video
Receiver

1. Video source: It is the video file used to generatdeo streams for

simulation. Akiyo_cif.yuv is used here, which isYAJV CIF (352 x 288)

video file available online [231].

2. Video codec: It is used to convert YUV file to HEMPEG-4 format at the
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transmitter side and convert it back to YUV fornatthe receiving end.
H.264/MPEG-4 encoder is used here, which is aviglabline [231].

3. Video trace generator: It reads the compressea\itiewhich is produced by
the encoder. If the frame size is larger than tphpeu limit, it divides each
frame into smaller UDP segments before sendingemder trace file records
every outgoing UDP packet and then generates @ videe file for all frames
in the actual video.

4. Video reconstruction: It reproduces the video fifethe receiving end. It
compares the trace files (original encoded vidédew trace file, sender trace

file and receiver trace file) to prepare a reportelay, loss and jitter.

7.2.5.2 Performance Parameters

To compare the performance of H.264 and MPEG-4 end@SNR is used which
is the most commonly used metric to check apphbecatevel QoS of video-transmission.
It determines the frame-by-frame error betweenrédo®nstructed frame and the original

frame using the following formulae fof'rframe:

PSN = Vo
Rn) g = 20log,, - —

= S S M0 i) - Yo 041, )]

\/NCOINrOW i=0 j:o[ S( J) D( J)]

(1)

Where S is the source frame, D is the destinatiamé, Y represents the

luminance component, Wak = -1, k is the number of bits per pixel, YS(n,i,j)dan
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YD(n,i,j) are luminance components of nth framed &, Nyow are the dimensions of
the frame. The denominator is the mean square @W8E) i.e. equation (1) can be re-

written as follows:

PSNRn),,, = 20log Vpea
dB 10 MSE

(2)

The calculation of PSNR is done by psnr.exe tooliclw generates a file
containing frame-wise PSNR. Other than PSNR, thewsrhof data generated by both
codecs and end-to-end delay for each UDP packé&tenetwork are also calculated for

analysis.

7.2.5.3 Simulation Settings

The simulations are done in Network Simulator 2 ZN8sing the parameters
given in Table 7.1. The background traffic is noolimedia UDP traffic at constant bit

rate (CBR).

7.2.5.4 Experimental Results

PSNR is commonly used to assess the quality ofwvederideo. Any PSNR value
greater than 37.0 means an excellent video framié&evalmy value lesser than 20.0 is

considered to be bad video frame [229], [230].
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TABLE 7.1: Simulation Parameters

Parameter Description
Simulator ns2 version ns-allinone-2.33 [233]
Examined protocols AODV [232]
Video file used akiyo_cif.yuv [231]
Simulation duration 200 seconds
Channel WirelessChannel
Mac 802.11

Antenna OmniAntenna
Packet size 1024 Bytes
Propagation TwoRayGround
QueueType CMUPriQueue
Dimension 500m X 500m
Traffic type CBR (UDP)
Packet rate 4 packets/ sec
Packet size 512 Bytes
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Figure 7.10 compares the PSNR values for H.264 MR&EG-4 codecs when

applied to the source video, i.e., akiyo_cif.yuv.
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Figure 7.10: Peak signal-to-noiseratio (PSNR)

Figure 7.10 shows that the PSNR values of H.264memabove 37 for all frames
(average = 40.6992) which results in a smooth vidib all excellent frames. However,
PSNR of MPEG-4 remains well above 37 only for tlistf93 frames and then it starts
fluctuating (overall average = 38.3269) which résuh distorted frames with lower

PSNR. Therefore, H.264 produces a smoother videomapared to MPEG-4.

The amount of UDP data traffic on the network prastiby H.264 and MPEG-4
codecs is compared in Figure 7.11. A very large warhof traffic on the network may
result in congestion. A congested network may Hawger queues on the intermediate
nodes and higher ratio of packet dropping, and {tkedy to increase the end-to-end

delay.
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It is evident from Figure 7.11 that the traffic geated by MPEG-4 is much
higher than H.264 (i.e., about 3.5 times). Themftine network may face congestion and
hence higher end-to-end delay for MPEG-4 when coathto H.264. Figure 7.12 shows

end-to-end delay for UDP packets of the video fraugenerated by H.264 and MPEG-4.
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Figure 7.11: Throughput of the network
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It is revealed from Figure 7.12 that MPEG-4 hashbigend-to-end delay for most
of the frames (overall average = 0.4428 sec). Thigecause of the fact that MPEG-4
generates larger frames which require more timeatessmit through UDP packets on the
network. In this way, H.264 is more efficient agjites lesser end-to-end delay for most

of the frames (overall average = 0.0659 sec).

These simulation results confirm that H.264 is drettot only in terms of PSNR
but also in terms of data traffic on the networkl @md-to-end delay of the data packets.
These results suggest that H.264 should be use80&DS system because it generates
lesser amount of data traffic and causes lowerteratid delay. Moreover, H.264 videos

are smoother, smaller, faster and of better quality

7.3 Infrastructure Creation using C3 Protocol

Consider the experimental setup in Figure 7.1. CBealgorithm is implemented
and run by each node in the network. For simpljditys assumed that communication
range (Rc) is equal to the sensing range (Rs).sifilenode is attached to a notebook and

is also used as the reference node for the RTSiPithig.

Four rings are made by the C3 algorithm as showRiguire 7.13. The current
scenario shows an odd-numbered round where noddéseimdd-numbered rings have
more probability to become clusterheads. Howevempde in an even-numbered ring
may also become clusterhead if there is no nodseptein its vicinity on the odd-

numbered ring.

182



Figure 7.13: Network infrastructure created by C3 protocol.

In Figure 7.13, nodes with circled ID are electscchuster heads. Nodes E and F
are ordinary nodes which are in a cluster whosstethead is node D, while node H is an
ordinary node which is in a cluster whose clustadhis node G. Similarly, nodes J and K
are ordinary nodes which are in a cluster whosstethead is node |. There are two
redundant nodes in the network, i.e., node F isteluD and node J in cluster I. These
redundant nodes are put to sleep mode in the dusoemario. These results validate the

infrastructure creation and maintenance capalsliifeC3 protocol.
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7.4 Clock Synchronization using RTSP Algorithm

The proposed RTSP protocol is used for global clegkchronization in WSNSs.
On the other hand, FTSP is a benchmark protocothisf type. This experimental

prototype implements these two algorithms onlyukég7.14 shows the accuracy of these

two algorithms on Telosb network.
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Figure 7.14: Accuracy of clock synchronization protocols.

The results of time synchronization experiment doome match the results
reported in [234]. The experimental prototype impémted only two competing
algorithms for clock synchronization, i.e., FTSPdaRTSP which is the proposed

algorithm. The achievable accuracy for high spémérs is 0.5 us for FTSP and 0.23 us
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for RTSP. As this prototype uses Telosb nodes lgg8thkHz crystal timer, the achieved

accuracy is much lower but comparable.

7.5 SDS Detection using Experimental Prototype

Sand and dust storm detection requires data on eetye, humidity,
atmospheric pressure, wind velocity and soil meestiihe data on light, temperature and
humidity is provided by sensors employed in theegixpental prototype (see Figure 7.1).
However, pseudo data is generated for atmospheesspre, wind velocity, and soil

moisture; and video stream for live view of thetdus

Nodes send their data to the sink attached totapapata is stored and processed
there, and existence of any SDS is inferred. Dugyt@hronized clocks, an event can be
isolated and tracked easily. The sink (or laptop¥ laccess to the Internet and can
download and process the near-real time images Mateosat RGB Composites Dust
for Eastern Africa [226]. MATLAB is used to find eéhratio of red component for each
pixel corresponding to the geographical area ofdéy@oyed network. A higher red ratio
indicates the presence of dust. In case of any{acgle SDS in the areas closer to the
WSN deployment, sink sends a message to the sermmies to actively read the
environment; same is done in case of wind veloaligve the threshold value (i.e. 6.5

m/s).

The experimental prototype successfully detectet sand dust storms of all

types, i.e., small-scale SDS (covering a small gmugc area), large-scale SDS
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(covering a vast geographic area), short-term SE&ts for a few minutes or hours),

and long-term SDS (exists for many days or moni®)).

7.6 Conclusions

An experimental prototype is set up in order to lengent and experiment the
proposed algorithms. Results of several experimeatidate the use of different ideas in
the proposed algorithms, which include distanceredion using RSSI, synchronization
using message exchange, effective coverage areaebgor nodes, throughput and

average delay of the network, and video streamusg the network.

The experimental prototype also implements the gsed algorithms. The results
of infrastructure creation using C3 protocol, closlgnchronization using RTSP

algorithm, and SDS detection using experimentalgbype are very much promising.
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CHAPTER 8.

CONCLUSIONS AND FUTURE

DIRECTIONS

This research attempts to develop energy efficdguarithms for wireless sensor
networks. It proposes a set of algorithms for closinchronization, coverage,
connectivity, communication and sandstorm detectibhe main objective of these

algorithms is to minimize energy-consumption inertb maximize the network lifetime.

8.1 Conclusions

First, a detailed review of the literature relateal sleep-scheduling, clock

synchronization, coverage, connectivity, commumicaand applications is provided.

Second, a comprehensive review of techniques athadogies for sand and dust
storm (SDS) detection is provided. SDSs offer seriasks to the environment, economy
and health. Therefore, it is very important to peedny forthcoming SDS to allow
people to take any protective actions. SDS detecia prediction systems need data on
dust and other environmental changes. Several témpies are available for this
purpose. Satellite imaging has been commonly usedSDS detection since 1970s.

However, it has some serious limitations, such @ [gpatial and temporal resolution,
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and inaccurate data regarding land-surface and satn@ve. In order to overcome the
limitation of satellite imaging, several other aftatives have been developed such as
video-surveillance, sensory information and UAV wéwver, these alternatives have their
own limitations, such as narrow spatial coveraggvailability of long-term data, and
high cost and efforts required to establish thesartologies. The solution lies in hybrid
approaches which combine satellite imaging witheotkechnologies such as video
surveillance, UAV, sensory information, etc. Theeus WSNs in hybrid systems is
becoming popular nowadays, mainly due to lower emst higher performance. Hybrid
approaches are best suited for SDS detection aettigtion because they can detect all

the four types of SDS including short-term, smakds, long-term and large-scale.

Third, a recursive time synchronization protocolTG®P) for global time
synchronization in WSNs is proposed. The RTSP garesverage accuracy of 0.23us
per hop in a large multi-hop clustered network gsihtimes lesser energy than that of
FTSP in the long run. An analysis of errors andcefhcy is also provided. The two
sources of errors in RTSP are the variation in pgapion delays and relative drift
between two local clocks, which are duly comperssatethe algorithm. The accuracy of
RTSP is enhanced by using the MAC-layer time-stagased on SFD byte, and
compensation of the propagation delay and adjudtrmkethe timestamps at each hop.
The energy-efficiency by using several techniquesich include the infrequent
broadcasts by the reference node, skew-estimatgangu2LR instead of 8LR, and
reducing the number of time synchronization recuetitrough the adaptive re-

synchronization interval and aggregation of synoflration requests.
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Fourth, a protocol for coverage, connectivity anchmunication (C3) in WSNs is
proposed. The C3 protocol ensures partial coveraegenectivity and energy efficient
communication in wireless sensor networks. It rimgour steps as follows. First, it
divides the deployment area into several virtuadsi of optimal width. Second, it makes
clusters in the network such that the nodes atreiting rings have higher probability of
being selected as clusterheads. Third, it ensuaesapcoverage by applying triangular
tessellation inside a cluster. Finally, it allowsdes to send data through cluster heads
which may involve gateways. The proposed algorithas better performance when
compared to other such protocols. However, the ecinvity of WSNs depends on two
things: the network density and communication raoigihe nodes. The partial coverage
also depends on two things: the availability of e®dat required positions and the
accuracy of distance estimation based on RSSI.efdeto-end delay is 1.225N which is

slightly greater than the delay in fully active wetk.

Finally, a sand and dust storm detection systenS{3%) is proposed, which is a
hybrid system using WSN and satellite imaging.sksithe proposed algorithms for clock
synchronization, coverage, connectivity and commation. The experimental setup
consists of a WSN deployed in a small area of Amalibesert to obtain real time data
from the origin of dust, while near-real time shiielimages are obtained from Meteosat
website. It achieves energy efficiency by applyithg proposed algorithms and by
exploiting the necessary condition for SDS, i.e.,steong wind velocity, thereby
transceiver and sensors on the node, except wilatitye sensor, are kept in sleeping

mode until the wind velocity reaches above a tlhokkhkalue. The proposed system is
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highly effective and efficient due to wireless sanssproviding up-to-date and accurate
data from the field and satellite images requinmgy simple image processing for dust
detection. The proposed system achieves higherracguwue to the middleware that
ensures context fusion and conflict resolution iaspnce of multiple types of sensors,
and makes WSN and satellite imaging support ealclrah detecting SDSs of all four

types.

8.2 Future Directions

First, although the proposed algorithms are aceumat energy efficient, there is
a room for further improvements. For example, ti&SR algorithm can be extended to
provide local clock synchronization in addition w@lobal clock synchronization.
Similarly, C3 protocol can be extended to provideokerage and k-connectivity in the

network.

Second, the proposed algorithms can be used tdageweore algorithms. For
example, a sleep scheduling algorithm can be dpedidased on the RTSP algorithm
which provides high level of accuracy. Similarlyc@arse-grain localization scheme can
be developed based on the C3 protocol which dividesnetwork into several virtual

regions.

Finally, the SDSDS system can be extended to detdwotr environmental
changes in addition to sand and dust storms. Aisemi$ory fusion approach is planned

for full-fledge implementation of the system in néature.
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