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ABSTRACT

NAME: SAMEH MOHAMMAD AWAIDA

TITLE OF STUDY: WRITER IDENTIFICATION OF ARABIC
HANDWRITTEN DOCUMENTS

MAJOR FIELD: COMPUTER SCIENCE AND ENGINEERING

DATE OF DEGREE: JUNE, 2011

The issues related to writer identification arerently at the heart of numerous
concerns in our modern daysociety. Writer identification for Arabic text isceiving a
renewed attention. We anticipate that the developsdarch techniques and algorithms
in this thesis to help in establishing this areaeskarch.

Writer identification of off-line Arabic handwrittetext and digits is addressed by
utilizing the state of the art identification aneriication techniques, features, and
classifiers. The presented identifiability of hamiien digits provides quantitative
measurements for the uniqueness of each digitr@search work has also shown that we
can design a successful writer identification systeom only the basic 10 Arabic digits
given that other writers write the same digits.

A successful writer identification system for hamitien Arabic text is designed
and developed. Since there is no available Arabi@lmhse for this application, this
research includes building a database for handmriftrabic text by 250 writers. Several
types of structural and statistical features ateaetied. Connected component features as
well as Overlapped gradient distribution featurggadient distribution features,
windowed gradient distribution features, contouraioh code distribution features,
windowed contour chain code distribution featurdensity features, horizontal and
vertical run length features, stroke features, ahcavity shape features are
implemented.

The accuracy results of each feature type are cadpasing statistical
significance. The effects of increasing the numddewriters on the accuracy results are
presented and analyzed. Experimental results diyiagpthese features on Arabic text
and digits are presented. Feature reduction arettsm techniques (e.g. PCA, LDA,
MDA, ...) are applied and shown to improve both cotafian time and accuracy results.
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CHAPTER 1

INTRODUCTION

Writer identification is the process of determinitige author from a set of
possible writers through samples of his/her hanthvgi(Schlapbach, 2007). Writer
verification is the process of comparing questiorfehdwriting with samples of
handwriting obtained from known sources for theppses of determining authorship or
non-authorship (R. R. Bradford & R. B. Bradford 929. Writer verification involves an
accept/reject decision-making criteria whilst writgentification involves a one-to-many
classification problem and hence is considered rohedlenging (Gibbons, Yoon, S.-H.
Cha, & Tappert, 2005; Zaher & Abu-Rezq, 2010). doent years, writer identification
and verification has become a common applicatioedus confirming the document
authenticity in the financial sector as well aseading the identity of suspected criminals,

etc.

1.1 Writer Identification vs. Text Recognition

Although both handwritten text recognition and ‘eritidentification are
considered to be parts of the pattern recogniiield, ftext recognition differs from writer
identification in that they seek to maximize opp®stharacteristics. The objective of
writer identification is to maximize the inter-weit variations and recognize the

unigueness of each writer with little regard to te&t content. The objective of text



recognition is to minimize inter-writer differencés the same text and identify the text
content (S. Srihari, S. H. Cha, Arora, & Lee, 2009¢vertheless, the two fields have
used similar techniques in feature extraction dadsification as will be shown in more

details in Chapter 3.

1.2 Text Dependent and Text Independent Writer Identification

Writer identification can be divided into two categs; text-dependent and text-
independent writer identification. Text-dependentitev identification systems require
certain known text to be written, whereas text-peteent writer identification systems
can work on any given text. In this work, reseaimvolving text-dependent and text-

independent writer identification of offline handtten text is addressed.

1.3 Online and Offline Writer Identification

Databases can be for printed text or for handwritext. Handwritten databases
are usually divided into offline and online, whereline databases contain data of pen
trajectory and offline databases contain digitshg®s of the writing. Writer identification
systems that process online images are labeledeowliiter identification, whereas those
that process offline images are considered offliier identification. Since online data
contains useful information for writer identificati (i.e. time order and pen pressure) that
is lost in offline databases; offline writer iddiation/verification is considered more
challenging than online writer identification/vecdtion (He & Tang, 2004). Figurg-1
shows a sample block diagram of the process oineffivriter identification for Arabic

2



documents. The sample process shows the scannititeolocuments from different
writers, preprocessing done to the scanned docwmiatture extraction to underline the
distinctive properties of the scanned images wilaitethe same time reducing its

dimensionality, and finally the classification signe to recognize the writer.

1.4 Background on the Arabic Language

Arabic language is spoken by more than 280 milpeople as a first language
(Brown (ed.), 2006). In addition, the Arabic alpbgh.e. script, is used in a wide variety
of other languages that include Urdu, Persian, ¥Maad Kurdish. The Arabic script is
also used by 1.41-1.57 billion Muslims worldwideef@ral Intelligence Agency, 2003),
as it is the language of the Qur’an, the holy bobkslam. The Arabic script is written

from right to left, cursively, and contains 28 lzasitters.

Since the language is cursive, some letters caa bpvo four basic shapes. The
shape of a character depends on the connectivayacteristics of the previous and
subsequent characters. The four shapes are hereeftered to as: the “Beginning
Shape”, the “Middle Shape”, the “Ending Shape” #mel “Isolated Shape”. Some letters
do not connect to subsequent letters; hence, treymrly allowed to take one of two
shapes, viz. the “Ending Shape” and the “Isolatéap®”. The four possible Arabic

letters shapes are shownTable 1-1.
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Table 1-1: Arabic letters’ four different shapes.
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Ligatures may occur when certain characters appesequence. The characters
combine in a way that is not the mere concatenatiothe original character shapes.
Often, they embrace vertical overlapping betweenctiaracter shapes that form it. Only
the family of ‘Lam-Alef ligatures is mandatory in Arabic script. Figute2 shows
examples of the characters before and after fortgagures, where Figurg-2 (a) shows
that the family of “Lam-Alef” only accepts mandatory ligatures and the mere

concatenation of the two letters is considered rirab.

1.5 Problem Statement

This thesis addresses the task of writer identificaof Arabic handwritten text.
The writer identifiability using Arabic digits arghragraphs is explored. Since there is no
publicly available Arabic database for this workijst research includes building a

database for handwritten Arabic text by many wsiter

1.6 Significance of the Study

Automatic offline writer identification has enjoyednewed interest over the last
twenty years. One of the driving forces for thisgeuis the increasing need for writer
identification techniques by forensic document exeams to identify criminals based on
their handwriting (D. Zhang, Jain, Tapiador, & Sgia, 2004). Furthermore, threats of
terrorist attacks have increased the use of widentification and other biometric

recognition techniques to identify the assailaBsh{apbach, 2007). In May 13, 1999, the



United States vs. Paul decided that Handwritingyars qualifies as expert testimony

and is therefore admissible (S. Srihari, S. H. Glrara, & Lee, 2002).

Writer identification for Arabic text, which was ncesearched as thoroughly as
Latin, Japanese, or Chinese, is receiving a reneatehtion not only from Arabic
speaking researchers but also from non-Arabic spgatesearchers. The developed
research techniques, algorithms, and publicationthis field will help in establishing
this area of research for the interested reseanetmunity. In addition, it is expected that
the developed state of the art research techndlogyvriter identification of Arabic
handwritten documents in this thesis may be usedother researchers to develop

applications and related research contributiortbeérfollowing fields:

1. Writer identification of Arabic and Islamic histoal manuscripts.
2. Crime suspects identification in forensic sciences.

3. Forgery detection.

4. Bank Checks verification.
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1.7 Contributions of the Thesis

In this work, we addressed writer identificationngsoff-line Arabic handwritten
text by utilizing the state of the art identificati and verification techniques, features,

and classifiers for Arabic writing. The followingeathe contributions made in this thesis:

1- We conducted a literature survey of recent writgntification
research for Arabic-like languages (Arabic, Urdardfan, etc.) as
well as state of the art writer identification rasgh for Latin and
other languages. To the best of the author’'s kndgéeno surveys
that specifically target writer identification anerification have

been previously published.

2- Development of a new writer identification/verifiean database:
Since there is no comprehensive database publicyiabdle for
use for this type of research, we built a databakeArabic
handwritten text. The dataset design specifies forms. These
forms include the minimum Arabic paragraph that ezsvall
character shapes, randomly selected paragraphsafroonpus, the
ligatures form, and the common words/sentences .fofmo
hundred and fifty different writers have filled tHerms. The
collected data is used for training and testing thater
identification research. The database together thiéhassociated
research tools may also be used by Arabic compugsgarchers

and students. For example, it can be used by tlseareh



community in automatic recognition of Arabic handimg,
handwritten document analysis, Arabic handwrittext synthesis,

and as a benchmark database.

Features design and selection: Initially differgyyes of features
that are used for Latin languages were tested.suigstly, novel
statistical and structural features that are slatédr Arabic writer
identification research are designed. Classicaltufea are
modified for improved writer identification on Arabtext and
digits, i.e. overlapped gradient distribution feag) gradient
distribution features, windowed gradient distribuati features,
contour chain code distribution features, windowedtour chain
code distribution features, density features, lomtizl and vertical
run length features, stroke features, and concaghape.
Connected component features for Arabic handwriteext are
original statistical and structural features thaildon some of the
main characteristics of the Arabic language. Séverpes of
experiments are performed to choose the optimal beunof
features, best feature parameters, and the besbimatmon of

features.

The writer identifiability using Arabic digits iesearched. To the
best of the author's knowledge, no other researdnksvhave
studied writer identification using Arabic digitdleasuring the

discriminative power of digits offers insight intthe most
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discriminating digits for writer identification usy Arabic
handwritten documents. Analysis of the resultsdatts that writer
identification systems using Arabic digits ‘(3), ‘¢’ (4), ‘A’ (8),
and 9’ (9) are more identifiable than using other digitdile
writer identification systems using Arabic digit (0) and "’ (1)
are the least identifiable. In addition, the resbashows that
combining the writer's digits increases the disorahbility power
of writer identification. Combining the features all digits,
Nearest Neighbor classifier provided the best amurn text-
independent writer identification with top-1 resaft88.14%, top-5
result of 94.81%, and top-10 results of 96.48%.uReswill help
guide future researchers on what digits to usehmir twriter
identification work. Digit recognition has also Ibeapplied in
order to validate the effectiveness of the featunesdigit

recognition as well as writer identification.

Text-independent writer identification using Aralh@andwritten
documents is addressed. A database of large nuofberiters
(250 writers) is used in the analysis and expertatems. This is
the first research effort for writer identificationsing Arabic
handwritten paragraphs with such a large numbemwnfers.
Previous researchers either used less number ¢érsvr{< 100
writers) or handwritten words instead of full paiagahs. Effects of

increasing the number of writers on the identifmataccuracy are

11



considered and analyzed. We also compare resuwis four
developed system with those reported for othernLatid Arabic
writer identification systems that used similaresiziatabases. For
all 250 writers, the system attained a top-1 restilf5.0%, top-5

result of 91.8%, and top-10 results of 95.4%.

1.8 Thesis Outline

This thesis is organized as follows: Chapter 2 ples an extensive review of
databases used in writer identification and vetfan for Latin (and other western
languages) and Arabic text. In addition, this ckaptetails the design of a natural and
representative handwritten Arabic dataset thatlmmsed for writer identification and
other research fields. Chapter 3 presents the efdiee art in writer identification and
verification of handwritten text. In addition, argay of writer identification and
verification of Arabic handwritten text is also Ilnded. Feature design is described in
Chapter 4. Arabic handwritten digits are analyzedwriter identifiability in Chapter 5.
In addition to writer identification using digitshe chapter presents digit recognition;
Chapter 6 addresses writer identification of Arabandwritten text. Several types of
structural and statistical features are extractedhfArabic handwriting text. A novel
approach is used to extract structural featuregs thald on some of the main
characteristics of the Arabic language. Finallynauosions and future directions are

addressed in Chapter 7.

12



CHAPTER 2

DATABASE SURVEY AND DESIGN

This chapter provides a survey that focuses on idrabhd Latin handwritten
databases. An extensive review of databases usedtar identification and verification
for Latin (and other western languages) and Arabxt is presented. In addition, this
chapter describes the design and implantationr@ftaral and representative handwritten
Arabic database that can be easily collected arid-grounded. The database consists of
several forms to cover different aspects that mighheeded by the users of the dataset.
Four different forms that can be used in text-delpah and text-independent writer
identification/verification are collected from motean 250 writers. The four forms
consist of the minimum paragraph form that covdlrsharacter shapes of Arabic script,

the full page form, the ligatures form, and the owon words/sentences form.

2.1 Introduction

Databases for character recognition exist for pdntext and handwritten text,
where databases for writer identification consi$t handwritten text. Handwritten
databases are usually divided into offline andranlivhere online databases contain data
of pen trajectory and offline databases containtalignages of the handwriting. Since
online data contains useful information for writdentification (i.e. time order and pen

pressure) that is lost in offline databases; ddflwriter identification/verification is

13



considered more challenging than online writer idieation/verification (He & Tang,

2004). This chapter targets mainly offline handigrtdatabases.

Image datasets of handwriting samples, along wiidgirtground truths, are
essential for the development of techniques forudwmt analysis and classification,
writer identification, handwriting synthesis, etResearchers involved in Latin Optical
Character Recognition (OCR) and writer identifioatisystems enjoy the privilege of
using standard datasets for developing their systend comparing their results with

published work using the same datasets (Al-Badr &&moud, 1995).

Many researchers — e.g. (Al-Badr & S. Mahmoud, 19980hali, Cheriet, B, &
Suen, 2003; Amin, 1998; Margner & Pechwitz, 200tpnrsider the absence of standard
datasets to be one of the main causes of Arabta¢ergnition systems lagging behind.
The same claim can be made for Arabic writer idigation systems. Al-Badr and
Mahmoud(Al-Badr & S. Mahmoud, 1995) stated that the fietdcially needs a standard
dataset and performance evaluation tools. Cle#iiy,necessary to build Arabic datasets
to train, test and compare writer identificatiordaecognition system@lI-Ohali et al.,

2003).

Designing and collecting an Arabic handwritten dataencompasses several
challenges. The processes of collecting and trodurgling writer information can be
cumbersome and time consuming. A good design cduceemany subsequent efforts.
The dataset size needs to be reasonably concisgld8ethe content should be natural in
order to realistically depict writers’ normal bel@v The data collected must represent
and depict the characteristics of Arabic scriptjuantity and diversity. In addition, the

gathered samples should preferably be represeatatiall Arabic speaking regions.

14



We have described in detail 12 Latin, Arabic, atideo western databases and
tabulated a total of 33 databases. In surveyindewiidentification and verification
databases, we included all the papers we had acdessin writer
identification/verification. The databases desdlilme either public datasets that are
available to researchers or private datasets @gtskrong influence on the field of the

writer identification/verification.

The chapter is organized as follows; Section 2 esk#rs the databases used for
writer identification and verification of westermrgpts; Arabic handwritten databases
used in writer identification and verification reseh are discussed in Section 3; Design
of the Arabic database for writer identificatiorifieation is presented in Section 4; and

finally conclusions are stated in Section 5.

2.2 Databases for Writer Identification and Verification of

Western Script

In this section the main databases used for widetification and verification of
handwritten Latin and other western scripts arecresd. The CEDAR letter was
developed in the University of Buffalo (S. Cha &Sihari, 2000), and is considered one
of the first large databases developed for wrientification and verification of
handwritten Latin scripts. The CEDAR Letter, aswhan Figure2-1, is concise (it has
just 156 words) yet still each alphabet letter osen the beginning of a word as a capital
and a small letter, and as a small letter in thediei and end of a word. In addition, the

database also contains punctuations, numeralssand letter and numeral combinations

15



(for example, ff, tt, oo, 00). The CEDAR letter wasitten by 1,000 individuals three
times each (S. Cha & S. Srihari, 2000). Noticeafy,Srihari, S. H. Cha, Arora, & Lee,

2002) reported that the CEDAR letter was writterilBQO writers.

The IAM-database (Marti & Bunke, 2002) consists landwritten English
sentences that are based on the Lancaster-OsleB@r®B) corpus (Johansson, Leech,
& Goodluck, 1978). The corpus is a collection oftsethat comprise about one million
word instances. The database originally includ€&8@ forms produced by approximately
400 different writers, and was later extended tiude a total of 1539 forms produced by
657 different writers. The database consists dfHnpglish sentences. Figuge2 shows a
sample filled form of the IAM database. Due toptsblic availability, flexible structure,
and large number of writers involved, the IAM datsé has been commonly used for
Latin writer identification/verification by a numbeof researchers, for example (A.
Bensefia, T. Paquet, & L. Heutte, 2005; Ameur Béasélhierry Paquet, & Laurent
Heutte, 2005; Brink, Bulacu, & Schomaker, 2008; &ul, 2007; Bulacu & Schomaker,
2006; 2007a; Helli & Moghaddam, 2009; SchlapbaciBénke, 2004a; 2004b; 2007;
Schlapbach, Kilchherr, & Bunke, 2005; Schomaker &a8u, 2004; Siddigi & Vincent,
2007; 2008; 2009). Researchers have used the |Albdse alone (Brink, Bulacu, &
Schomaker, 2008; Schlapbach & Bunke, 2007; Siddgi Vincent, 2008) or
combined/compared it with other databases (Bulaf0y; Bulacu & Schomaker, 2006;

2007a; Schomaker & Bulacu, 2004; Siddigi & Vince29).
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From
Jim Elder
829 Loop Street, Apt 300
Allentown, New York 14707

Hov 10, 1959

To
Dr. Bob Grant
602 Queensberry Pardeway
Omar, West Virginia 25638

We were referred to you by Xena Cohen at the University Medical

Center. This is regarding my friend, Kate Zack.

It all started arcund six months ago while attending the "Rubeg"
Jazz Concert. Crganizing such an eventisno picnic, and as
President of the Alumni Association, a co-sponsor of the event,
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Howewer, the extra hours affected her health, halfway through the J“[ bt

show she passed out. We rushed her to the hospital, and several
questions, X-rays and blood tests later, were told it was just
exhaustion.
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Kate's been in very bad health since. Could you kindly take alook
at the results and give us your opinion?

Thank youl
Tim

Figure 2-1: Cedar letter: a) source document, b) scanned sample (S. Srihari, S. H. Cha,
Arora, & Lee, 2002).
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Figure 2-2: A sample IAM filled form (Marti & Bunke, 2002) .
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The Firemaker dataset (Schomaker & Vuurpijl, 200)sists of 1008 scanned
pages of handwritten Dutch texts written by 252detis, four pages each. Page 1
contains a copied text in natural writing stylegP& contains copied upper-case text;
Page 3 contains copied forged text (where writettewas to impersonate other people)
while Page 4 contains a self-generated descripgfoa cartoon image in free writing
style. The text to be copied has been designedvera sufficient amount of different
letters from the alphabet while remaining convetiyemvritable for the majority of

writers. Figure2-3 shows an example of Page 2.

Since the Firemaker database was not publicly @viailfor some time, it has
been mostly used by the researchers in the UniyestiGroningen, for example (Brink,
Bulacu, & Schomaker, 2008; Bulacu, 2007; Bulacu éh@naker, 2005; 2006; 2007a;
Bulacu, Schomaker, & Vuurpijl, 2003; Schomaker, &uw, & M. van Erp, 2003;
Schomaker, Bulacu, & K. Franke, 2004; SchomaketyiiKd&ranke, & Bulacu, 2007)
with one exception (Maaten & Postma, 2005). Latdg Firemaker database has been
publicly available (Int. Unipen Foundation, 201)should be noted that Schomaker et
al. have combined parts of the Firemaker databatde parts of the 1AM database to
make a western script database of 900 writers kBrBulacu, & Schomaker, 2008;

Bulacu, 2007; Bulacu & Schomaker, 2006; 2007a; 8dier & Bulacu, 2004).

Other  public  Western handwritten  databases used imriter
identification/verification include the Unipen daéd, the Trigraph Slant Dataset, the
HIFCD2 dataset, IRONOFF dataset, and the RIMESseéat# brief description for each

database follows next.
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NADAT ZE N NEW YORK, TOKSO, QUEBEC, BARLS, ZCRICH
[N OSLO WAREN GEWEST, VLOGEN Z1: UIT DEUSA TERLG
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NADAT 2% TN Wi ot
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Figure 2-3: Firemaker page 2: a) Source document, b) Scanned sample (Schomaker &
Bulacu, 2004).
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The UNIPEN project (I. Guyon, Schomaker, Plamondbiberman, & Janet,
1994) described a format and methodology for angedi database for online handwritten
text from several countries and languages, andtganized the collection of more than
5 million handwritten characters of more than 22@fters. Offline images have been
derived from the UNIPEN online database and usewriter identification (Bulacu,
2007; Bulacu & Schomaker, 2005; 2006; 2007a; Niglsyrpijl, & Schomaker, 2007;
Schomaker, Bulacu, & K. Franke, 2004; SchomaketyiKd&ranke, & Bulacu, 2007).
The TriGraph Slant Dataset is a recent databagectimaains images for 47 writers of
handwriting, produced under conditions of normal disguised slant (Brink, Niels, van
Batenburg, van Den Heuvel, & Schomaker, 2010). FHECD2 database contains
handwritten samples for the word ‘characteristicd ats equivalent Greek word written
45 times for each writer, for a total of 50 totdlo{(s & Anastassopoulos, 2000). The
IRESTE On/Off (IRONOFF) dual handwriting database {iard-Gaudin, Lallican,
Binter, & Knerr, 1999) contains French letters avatds for 700 writers. It is dual in the
sense that it contains both online data (pen t@jgcand offline data (digital images) for
the same writing. The RIMES French database camtaiore than 5600 real mails
written by 1300 writers completely annotated asl wslsecondary databases of isolated
characters, handwritten words (300,000 snippetd)lagos (Grosicki, Carré, Brodin, &
Geoffrois, 2008). Figure2-4 shows samples of the UNIPEN, TriGraph, HIFCD2,
IRONOFF, and RIMES databases, respectively. As imesedl previously, all of these

databases are available publicly for research p&go
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Figure 2-4: Samples of the UNIPEN (a), TriGraph (b), HIFCD2 (c), IRONOFF (d), and RIMES
(e) DBs.

21



2.3 Databases Used in Writer Identification of Arabic Text

The IfN/ENIT database (El Abed & Margner, 2007) veasated by the Institute
of Communications Technology (IfN) at Technical nisity Braunschweig in Germany
and the Ecole Nationale d’Ingenieurs de Tunis (BNt Tunisia. The database consists
of 26,459 images of the of names of 937 cities &mwehs in Tunisia, written by 411
different writers. To this date, this database lteen widely used by many researchers of
Arabic handwritten text recognition (more than X@6earch groups from more than 30
countries) and has appeared in several global citops (Méargner & El Abed, 2007;
2009; 2010; 2011; Méargner, Pechwitz, & H.E. Abe@Z). Due to its public availability,
researchers have also used the IfN/ENIT databaseriter identification of Arabic text
(Abdi, Khemakhem, & Ben-Abdallah, 2009; Bulacu, &cfaker, & Brink, 2007;
Chaabouni, Boubaker, Kherallah, Alimi, & Haikal Bbed, 2010; Chawki & Labiba,
2010; Lutf, Xinge You, & H. Li, 2010) although it ilimited to city hames and thus
contains limited vocabulary. Figur2-5 shows an example of a filled form of the

IfN/ENIT database.

Al-Ma’adeed et al. presented the AHDB database Maladeed, Elliman, &
Higgins, 2002), which contains Arabic words anddexritten by one hundred writers. It
also contains the most popular words in Arabic el as sentences used in writing bank
checks with Arabic words. Finally it contains flegndwriting pages in a topic of interest
to the writer. The form was designed in five pagéde first three pages were filled with
ninety-six words, sixty-seven of which are handtentwords corresponding to textual

words of numbers that can be used in handwritt&cichvriting. The other twenty-nine
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words are from the most popular words in Arabiciwg. The fourth page is designed to
contain three sentences of handwritten words repteg) numbers and quantities that
can be written on bank checks. The fifth pagensdi and as shown in Figuge6 is
designed to be completed by the writer in freehamany subject of his choice. Further
information, such as the availability of the data®e public use, is not clear from the
authors’ published work. Al-Ma’adeed et al. use@ithdatabase for Arabic writer
identification in (Al-Ma'adeed, Al-Kurbi, Al-MuslihAl-Qahtani, & Al Kubisi, 2008; Al-

Ma'adeed, Mohammed, & Al Kassis, 2008).

Ball et al. used a much smaller database for wiidentification of Arabic
handwritten text (G. R. Ball & Sargur N. SrihariQ0B) prepared from 10 different
writers, each contributing 10 different full pagecdments in handwritten Arabic for a

total of 100 documents.

Gazzah and Ben Amara (Gazzah & Ben Amara, 20067;28@08) designed their
own Arabic letter database which contains 505 dtars, 15 numerals and 6
punctuations. The choice of the letter contents made to ensure the use of the various
internal shapes of the letter within a sub-wordléted, initial, middle and end).
Handwriting samples of 60 persons were collectegthEperson was required to copy the
same letter three times: two samples were usetidiming and the other for the testing; a

total of 180 A4 format sample pages.

Table 2-1 shows a summary of handwritten text databasesl dor writer
identification and verification. It shows the deaabs used in writer identification &
verification of handwritten text, the number of ters of each database, the language of

the text, and published research work in whichaldetabases are used.
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Figure 2-5: An example of an IFN/ENIT filled form (El Abed & Margner, 2007).
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Figure 2-6: Free handwriting sample from the AHDC dataset (Al-Ma'adeed, Elliman, &
Higgins, 2002).
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Table 2-1: Databases used in Writer Identification/Verification.

DB# | DB Name DB Reference Database Used in Pulilenguage Type | #Writers
DBO1 na* (Gazzah & Ben Amara, 2006) (Gazzah & Ben Amar@62@007; 2008) No Arabic| Text 60
DB02 na* (Al-Dmour & Zitar, 2007) (Al-Dmour & Zitar, 2007) No Arabic Text 20
(Abdi, Khemakhem, & Ben-Abdallah, 2009; Bulacu, 8afaker, &
DBO3| IFN/ENIT | (El Abed & Margner, 2007) Brink, 2007; Chaabouni, Boubaker, Kherallah, AligiHaikal El Yes | Arabic Words 411
Abed, 2010; Chawki & Labiba, 2010; Lutf, Xinge YauH. Li, 2010)
(Al-Ma'adeed, Mohammed, & Al (Al-Ma'adeed, Al-Kurbi, Al-Muslih, Al-Qahtani, & AKubisi, 2008; . Words
DBO4) AHDB Kassis, 2008 Al-Ma'adeed, Mohammed, & Al Kassis, 20 No | Arabic /Phrase 100
DB05 na* (S. Srihari & G. Ball, 2008) (S. Srihari & G. Bal008) No Arabic Text 10
DB06| na* (C.-L. Liu, Dai, & Y.-J. Liu, 1995) (C.-L. Liu, Da& Y.-J. Liu, 1995) No | Chinese Characters 20
DBO7 na* (Zhu, T. Tan, & Y. Wang, 2000) (zhu, T. Tan, & Wang, 2000) No | Chinese Text 17
DB08 na* (Cong, Xiao-Gang, & Tian-Lu, 2002) (Cong et abDp2) No | Chinese Text 50
DB09 na* (He & Tang, 2004) (He & Tang, 2004) No | Chinese Text 50
(He, Bin, Jianwei, Yuan Yan, & (He, Bin, Jianwei, Yuan Yan, & Xinge, 2005; He, §a& X. You, .
*
DB10 na Xinge, 2005) 2005) No | Chinese Text 10
DB11| HIT-MW |(Su, T. Zhang, & Guan, 2007) (X. Li & Ding, 2009) Yes | Chinese Text 240
DB12 na* (He, X. You, & Tang, 2008a) (He, X. You, & Tand)@Ba; 2008b) No| Chinese Text 50(
SET1 . . . . . 25
DB13 SET2 (X. Wang, Ding, & H. Liu, 2003) (X. Wang, Ding, &.H.iu, 2003) No | Chinesg Charactars626
(Brink, Bulacu, & Schomaker, 2008; Bulacu, 2007 |d8u &
Schomaker, 2005; 2006; 2007a; Bulacu, Schomak&tu@&pijl,
DB14| Firemaker (Schomaker & Vuurpijl, 2000) 2003; Maaten & Postma, 2005; Schomaker & Bulac0420 Yes Dutch Text 250
Schomaker, Bulacu, & M. van Erp, 2003; Schomakeilaéu, & K.
Franke, 2004; Schomaker, Katrin Franke, & Bula©972)
(I. Guyon, Schomaker, Plamondon (Bulacu, 2007; Bulacu & Schomaker, 2005; 2006; 200¥els,
DB15| Unipen Li.berrﬁan’ & Janet 19’94) " Vuurpijl, & Schomaker, 2007; Schomaker, Bulacu, &Hfanke, Yes | Various Text 215
' ' 2004; Schomaker, Katrin Franke, & Bulacu, 2007)
(Brink, Bulacu, & Schomaker, 2008; Bulacu, 2007w &
. Schomaker, 2006; 2007a; Helli & Moghaddam, 200%ii&sbach & .
DB16| 1AM (Marti & Bunke, 2002) Bunke, 2007; Schomaker & Bulacu, 2004; Siddigi &&&nt, 2008; Yes | English Text 657
2009)
Medieval
DB17 na* (Bulacu & Schomaker, 2007b) (Bulacu & Schomakeq7b) No English Text 10
. (Brink, Niels, van Batenburg, van Der, . .
DB18| Trigraph Heuvel, & Schomaker, 2010) ﬂannk, Niels, van Batenburg, van Den Heuvel, & 8afaker, 2010) Yeg Dutch| Text 47
DB19 na* (Hull, 1994) (S. Srihari, 2000) No | English| Words,| na*
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Digits
(S. Srihari & G. Ball, 2009; S. Srihari, Beal, Barghah, &
Cedar - Krishnamurthy, 2005; S. Srihari, S. H. Cha, Ar&d,ee, 2002; S. )
DB20 Letter (S.Cha & S. Srihari, 2000) Srihari, Huang, Srinivasan, & Shah, 2007; Tomai.&8hari, 2004; No | English Text 1000
B. Zhang, 2003; B. Zhang, S. Srihari, & Lee, 2003)

DB21 na* (Matsuura & Qiao, 198 (Matsuura & Qiao, 198t No | Englist | Words 2
DB22 na* (Said, Baker, & T. Tan, 199 (Said, Baker, & T. Tan, 199 No | Englist Text 2C
DB23| na* (Leedham & Chachra, 2003) (Leedham & Chachra, 2003 No | English Digits 15
DB24| HIFCD2 | (Zois & Anastassopoulos, 2000) (Zois & Arasiopoulos, 2000) Yes ; ré%'ésehk Words 50

(C. Viard-Gaudin, Lallican, Binter, &| - — . Letters
DB25|IRONOFF| Knerr, 1999) (G. Tan, Christian Viard-Gaudin, & Kot, 2008) Yas reRch MWords 700
DB26| na* (A. Bensefia, Nosary, T. Paquet, & | {(A. Bensefia et al., 2002; A. Bensefia, T. Paq8&et, Heutte, 2003a) No French Text 88

Heutte, 2002)
DB27| RIMES |(Grosicki et al., 200¢ (Siddigi & Vincent, 200¢ Yes | Frenct Text 130(

(Bar-Yosef, Beckman, Kedem, & Historical L

* -

DB28 na Dinstein, 2007) (Bar-Yosef et al., 2007) No Hebrew Characters 34
DB29 na* (Mar & Thein, 2005) (Mar & Thein, 2005) No | Myanmar Characters 20
DB30 na* (Shahabi & Rahmati, 2007) (Shahabi & Rahmati, 2Q007) No Persian Text 40
DB31| PD100 | (Helli & Moghaddam, 2008b) (Helli & Moghadda2®08a; 2008b; 2009; 2010) No  Persian Text 1
DB32 na* (Ram & Moghaddam, 200¢ (Ram & Moghaddam, 2009a; 200 No | Persial Text 5C

(Ubul, Hamdulla, Aysa, Raxidin, &

*

DB33 na Mahmut, 2008) (Ubul et al., 2008) No | Uyghur Text 23

na*: Information is not available.
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2.4 Database Design for New Arabic Handwritten Text!

The database is intended to be useful to sevegaicapons including writer
identification and text recognition. Other applioas include handwritten document
analysis & classification, Arabic handwritten teynthesis, and as a benchmark database
by the research community. For that goal, seveyah$ are designed to address the
different needs of such applications. Several desgsues are considered when
specifying each form of the datasets. Some of thportant issues discussed below

include: script completeness, natural frequencg,rapresentativeness of writers.

Script completeness is what we assure for compsaamess in a form. If the
character is the unit to be covered, then all attarasshapes must appear at least once in
the form. By the natural frequency model, we retethe frequencies with which each
character shape appears in the form. Uniform Oigtions are sometimes useful for
training. However, imitating real-world frequenciean be more accurate when testing
and benchmarking are considered. Finally, the nunobevriters has to be large and

contains different nationalities to be represemngatif the Arabic speaking community.

2.4.1 Motivation

The used databases for Arabic text writer idergtfan do not match the
representation and naturalness qualities of thebdses available for Latin text.

Available Arabic databases are individual effortdshwinherent limitations in size and

! The database design and collection in this section is a collaborative work between Prof. Sabri Mahmoud,
Dr. Mohammad Tanvir Parvez, Mr. Yousef Elarian, and myself.
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comprehension. The IEF/ENIT consists of city naied researchers had to concatenate
a number of city names to make an Arabic text. Tikisneither a natural nor a

comprehensive representation of the Arabic text.

There is a need for an Arabic text database withrge number of writers for
writer identification and verification. So far tleis no Arabic text database that is
publicly available for writer identification of Akac text. This section of database design

and collection is a first step to solve this proble

Taking the previously mentioned limitations in Alahandwritten database into
considerations; four different forms were collecttt each writer; the minimum
paragraph form, the full page form, the ligaturesf, and the common words/sentences
form. A brief description of each form is as follewn the first form, all character shapes
of Arabic script are covered (minimum paragraphmprthe natural distribution of
Arabic character shapes from a large corpus is taiaed in the second form (full page
form), representative ligatures are grouped inedgiit groups for the writers to make
writing them practical in the third form (ligaturé&sm), and common words/sentences in
Arabic literature are collected in the fourth focommon words/sentences form). What

follows is a more detailed description of each form

Up till now, a total of 250 volunteers filled therins. Except for an exterior box
to write the paragraph inside, no constraints veengloyed in terms of pen usage, lined
paragraphs, or writing certain number of words [xee. The collected samples are
scanned at 300 dpi, the scanned images are deskd#weadthe handwritten paragraphs

are extracted, and the images are binarized ussng@e thresholding technique.
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2.4.2 Minimum Paragraph Form

This form aims at covering all character shapeérabic script, by the smallest
possible amount of text. One improvement we thowdhs to obtain a paragraph that
covers all character shapes, and hence can be matweal for volunteers to read and
write. To help come up with such coherent and dagegparagraph, we developed a GUI
tool that counts and visualizes the shapes of ctemsin its input text area. The GUI is
shown in Figure-7. A sample page of the form is shown in Fig2s& below. This form

can be used for text-dependent writer identificatio

2.4.3 Full Page Form

Arabic Gigaword corpus (Graff, 2007), which is @fenically available, is an
archive of newswire text data from Arabic news searthat have been collected over
several years by the Linguistic Data Consortium @)Dat the University of
Pennsylvania. It contains 1994735 million documeyvith almost 577 million words. We

selected the corpus as the source of texts thiebeviised in our full page form.
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Figure 2-7: GUI for identifying, counting and visualizing of character shapes in text.
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Figure 2-8: Minimum paragraph sample image.
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In order to create a full-page dataset from thea@myd corpus, we split the texts
in the corpus into paragraphs by removing any tagseaders from the document. Next,
we trim each paragraph from its end to contain &t@lywords maximum and an average
of 5 sentences long. We generate 1000 paragrapla®mdy. These paragraphs were
distributed in the volunteers’ forms using the poegly mentioned approach. The
histogram and probabilities for each letter shapethe whole Gigaword corpus is
estimated and used as a representation of Arakic The histogram of the extracted
1000 paragraphs is determined. If the histograrthef1000 paragraphs doesn’t match
that of the corpus, paragraphs are replaced by mepresentative ones. This ensures that
the extracted texts are representative of the Gdgaworpus in terms of the normalized
frequencies of Arabic letter shapes. The used socputains 272,325,605 Arabic letters
and the 1000 paragraphs contain 316,096 ArabiertetTable2-2 shows the percentages
of each letter shape in both the corpus and trexisel paragraphs. Average difference
for all percentages is 0.1258%. A sample page ®ffdhm is shown in Figur-9. This
form was used for text-independent writer idendifion explained in more detail in

Chapter 5.
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Table 2-2: Histogram comparison between corpus and select@d garagraphs.

Letter Shap Corput 1000 Form Absolute Differenc
| 10.9664% 10.0194Y 0.9469Y
L 7.0143% 7.1719% 0.1576%
< 0.2346Y 0.2091Y% 0.0255%
= 1.8611Y 1.6337% 0.2274Y
= 1.2501Y 1.3047Y 0.0546Y

- 0.2623Y% 0.3464Y 0.0841Yy
& 0.9566Y 1.0978Y% 0.1411vy
S 1.3595% 1.6397% 0.2802%
4 2.3096¥% 2.7432% 0.4336Y
o 0.37719 0.2597Y 0.1173Y%
& 0.0662Y 0.0747Y 0.0084Yy
3 0.2040Y 0.1696Y 0.0344Yy
4 0.2528Y 0.3018Y 0.0491vy
& 0.0728Y 0.1202Y 0.0474y
z 0.0583Y 0.0566Y 0.0017Yy
= 0.7261Y 0.6634Y 0.0627y
=~ 0.3865Y% 0.4606Y 0.0741vy
= 0.0245Y 0.0620Y 0.0375Y%
z 0.0937Y 0.0914Y 0.0023¥%
N 0.6968Y 0.7260Y 0.0293Y%
=~ 0.5758Y 0.6141Y 0.0383Y%
= 0.0631Y 0.0724Y 0.0093¥%
¢ 0.0072Y 0.0022Y 0.0050¥%
=N 0.4007Y 0.4673Y 0.0666Y¥
. 0.1832% 0.29119 0.1078Y%
- 0.0209Y 0.0127Y 0.0082%

3 1.2091% 1.0570% 0.1522%
2 2.1463% 2.2060% 0.0597Y%

3 0.1674Y 0.2006Y 0.0332%
X 0.4130Y 0.5881Y 0.1751Y%

B 1.9162Y 1.7001Y 0.2161Y
> 3.4843% 2.9317% 0.5526Y%

B 0.3415Y% 0.3385Y% 0.0030¥%
> 0.4268Y% 0.3410% 0.0857y
o 0.1055Y% 0.0914Y 0.0141vy
— 1.2160% 1.0946Y% 0.1214y
— 1.1899% 1.0361% 0.1538Y%
o 0.3094Y% 0.3439Y% 0.0345Y%
o 0.0196Y% 0.0028Y% 0.0168Y%
=5 0.4749Y 0.2850% 0.1899Y%
= 0.6498Y 0.7355Y 0.0857y
U 0.0439Y% 0.0155Y% 0.0284Yy
o= 0.0343Y% 0.0528Y% 0.0186Y
—a 0.3752Y 0.3433% 0.0319Y%
—a 0.6952% 0.5796Y 0.1156Y%
o 0.0277Y 0.0487Y 0.0211v%
o 0.0749Y 0.0807Y 0.0058Y%
- 0.3303% 0.3268Y 0.0035¥%
—a 0.2563Y% 0.2860Y 0.0297Y
o 0.0505% 0.0579% 0.0074Yy
L 0.0316Y 0.0380Y 0.0063¥%
L 0.3408Y 0.3186Y 0.0222y
L 0.6279Y 0.6628Y 0.0349v%
pe 0.0869Y 0.0949Y 0.0080¥%
L 0.0056Y 0.0082Y 0.0026¥%
L 0.0359Y 0.0449Y 0.0090¥%
By 0.1259% 0.2047Y 0.0788Y%
pe 0.0089Y 0.01119% 0.0022y
[ 0.1761Y 0.1895% 0.0134Yy
< 1.4488Y% 1.6435% 0.1947Yy
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= 1.4127Y 1.6704Y 0.2577Y
& 0.3643Y 0.4331Y 0.0688Y
¢ 0.0032Y 0.0051Y 0.0019Y
£ 0.1689Y 0.1155% 0.0534Y
& 0.2130% 0.1392% 0.0738Y
& 0.0961Y 0.0161Y 0.0799Y
o 0.1638Y 0.1879Y 0.0241Y
& 0.5817Y 0.6251Y 0.0435Y
& 0.6335% 0.5916Y 0.0419Y
Y 0.1607Y 0.1575% 0.0032%
k! 0.2026Y 0.1848Y 0.0178Y
I 1.0384Y 0.9696Y 0.0687Y
i 1.1660Y 1.2480Y 0.0820¥
& 0.1964Y 0.2227Y 0.0263Y
4 0.0918Y 0.0807Y 0.0111Y
< 0.9010% 0.8842Y 0.0168Y
< 0.7469Y 0.8010% 0.0541Y
EN 0.1090Y 0.17409 0.0650%
J 0.6296Y 0.6077Y 0.0219%
J 5.6891% 5.8950% 0.2059Y
1 1.7054Y 1.8852Y 0.1798Y
J 0.6337Y 0.7899Y 0.1563%
N 0.6054Y 0.4578Y 0.1476Y
- 2.6877Y 2.5847Y 0.1030%
— 1.3268Y 1.5517Y 0.2249Y
~ 0.4153Y 0.5476Y 0.1323Y
o 1.2059Y 0.9696% 0.2363Y
B 1.3187Y 1.02419 0.2947Y
& 1.6599Y 1.5660Y 0.0939Y
o 1.5427Y 1.4366Y 0.1062%
5 0.1559Y 0.2360% 0.0801Y
2 0.5872Y 0.7672Y 0.1800%
-+ 0.8587% 1.11499 0.2562%
4 0.4061Y 0.5065% 0.1003Y
5 3.0766Y 3.4433Y 0.3666%
> 3.1096Y 2.5793Y 0.5303Y
s 0.0822% 0.3420% 0.2598Y
= 2.3808Y 2.0231Y 0.3577Y
- 4.3610% 3.5499Y 0.8111Y
- 0.2332% 0.9247Y 0.6915%
is 0.0035% 0.0019% 0.0016Y
E 0.5187Y 0.4056Y 0.1131Y
& 0.0874Y 0.1193Y 0.0318Y
= 0.0042y 0.0022Y 0.0020¥
5 0.7716Y 0.8384Y 0.0668Y
i 3.0982Y 3.32919 0.2309Y
s 0.4153% 0.1588% 0.2564Y
- 1.5679Y 0.7874Y 0.7805Y
5 0.0114Y 0.0146Y 0.0031Y
> 0.14329 0.1879Y 0.0447Y
. 0.4047Y 0.4116Y 0.0069Y
i 0.4766Y 1.05229 0.5757Y
L 0.1118% 0.2588% 0.1470¥
! 0.1511% 0.4688Y 0.3178Y
L 0.0106Y 0.0383% 0.0277Y
i 0.0277Y 0.0402Y 0.0125%
L 0.0042Y 0.0044Y 0.0002%
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Figure 2-9: Paragraph database sample image.
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2.4.4 Ligatures Form

Ligatures importance in Arabic writer identificati@and text recognition research
has been mostly unexploited. Some ligature fornmeap more frequently than some
character shapes. Moreover, some ligatures are at@ydas stated previously. For that
reason, it is important to depict the behavior afting these ligatures. Since most
ligatures are optional and depend on the writeike f writing, it is not enough to add
these in the Minimum Paragraphs Form to assure gnesence as some writers might
abandon writing them as ligatures. Besides, sineg are bigrams and trigrams, they are
far more in count than single characters. For tlmeasons, a special ligature form with

special specifications is added.

To find an appropriate list of ligatures for ourafjowe computed the Cartesian
product of character shapes. Ligatures are fornmfeehva character is connectable to the
next one. Hence, the first character shapes aiécted to be either Beginning or Middle
shapes; and the next character shapes are rasfttctee either of the Middle or the
Ending shape. The resulting set of bigram ligate@gains 528 bigram ligatures from a
total of 2622 connected bigrams (i.e. around 20%heftotal). Since this number is not

practical to implement, a subset was selected.

To form a ligature subset, we chose only the isdldigatures. The reduction
results in 184 ligatures (i.e. around 7% of thgioal connected bigrams). The number is
still large to be filled by a single user. Henceede were divided into groups of 27
ligatures for each user. In this grouping, we po¢ dorm of the ligatures that share a

glyph (but differ in dotting and/or Hamzah) for teame writer. This way, we maximize
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the contribution of each writer, in terms of baglgphs. Figure2-10 shows a subset of
one of the ligature forms for a random writer. ®iigature forms are different for each
group of writers, these forms can be used in bathdependent (within each group) and

text-independent (across different groups) wridlentification/verification.

2.4.5 Common Words/Sentences Form

The common words/sentences form consists of fivmngon Arabic sentences
and six common words that are to be copied sixdiimg each writer. These common
words were selected by considering the Arabic ti@uil literature and by studying other
researchers’ work (Al-Ma'adeed, Mohammed, & Al Kas2008; Buckwalter, 2002).
Table 2-3 shows the eleven common words/sentences cadleict the fourth form.
Figure 2-11 shows part of the common words/sentences form.fdbeh form can be
used in text-dependent writer identification/vesdfiion. Since it contains common
words/sentences that are found in the traditiomab# literature, it should be helpful in

the study of historical writer identification/vagétion.

2.4.6 Summary of the Designed Form

Table 2-4 gives a summary of the four designed forms.yThbkearly cover
different stated needs, as can be seen especiaflythe last two columns. In summary,
each writer writes the minimum set, writes one geaph, one set of ligatures, and one
set of common sentences/words. The database has dbeady collected from 250

writers so far.
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Figure 2-11: Part of the common words/sentences form sample image.
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Table 2-3: Eleven common words/sentences.

& Ja A s e =
alus adde ) La A daall die A
HA‘)MC)AA‘)X\AL’U‘(:M,\ Ail\‘}’\éd\y

Table 2-4: Summary of the designed forms.

ID Name Covering Unit Covered Unit Coverage Model Coverer
1 | Minimum Text | Sentences/Paragraph | 4 character shapes Uniform Each writer
2 | Full Page Paragraphs 4 character shapes Real-World Collectively
3 | Ligatures Set of ligatures 2 Ligatures shapes Altered Real-World | Sets of writers
4 | Common Words and Sentences | Common words/sentences | Uniform Each writer
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2.5 Conclusions

In this chapter we presented the state of thenathe databases used in writer
identification and verification of Arabic, Latinnd other western text. The previously
published databases in the field of writer ideaodfion/verification were tabulated

indicating the number of writers, samples, language

We think that the used data for Arabic text writdentification does not match
the representation and naturalness qualities ofi#it@bases available for Latin text. We

consider that our database design and collectiarfirst step to solve this problem.

We have designed and implemented an Arabic haridgridataset for
handwritten document analysis & classification, Acawriter identification, and Arabic
handwritten text synthesis. The database may asosbd as a benchmark database by
the research community. The dataset design speddig forms and is expected to be
easy to fill. These forms include the minimum A@paragraph that covers all character
shapes, randomly selected paragraphs from a catpuggatures form, and the common

words/sentences form. So far, 250 different writexge filled the forms.
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CHAPTER 3

LITERATURE REVIEW

In this chapter, we present the state of the artwiiter identification and
verification of handwritten text. In addition, artensive survey of writer identification
and verification of Arabic handwritten text is aiseluded. Feature extraction techniques
are addressed showing the different research gretfpsts as well as individual efforts.
The different classification approaches used fatewidentification and verification are
presented and identification results of surveyedlipations are tabulated for ease of
reference. Examples of writer identification andifieation of other languages are given.
Conclusions relevant to writer identification of alic text are discussed and future

directions stated.

3.1 Introduction

This chapter presents the state of the art in wittentification and verification
using handwritten text with a special survey ontevridentification and verification of
Arabic handwritten text. For advances in the fiptbr to the year 1990, the reader is
referred to (Plamondon & Lorette, 1989). Due to shmeilarity and close relationships of
the used techniques, signature verification anddWwating recognition surveys such as

(Plamondon, 1994; Plamondon & S.N. Srihari, 2008)ally discuss the state of the art
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in writer identification and verification as wellhe author is not aware of any survey

specifically targeting writer identification andnifecation.

In this chapter, research involving text-dependamd text-independent writer
identification of offline handwritten text is sued. We have included more than 100
accessible publications related to writer idengificn and verification. However, we
cannot claim that we have addressed all publisheck wn writer identification and
verification of Latin or other languages. We triear best to include the work of all the
major research groups and individuals in the figldsurveying writer identification and
verification of Arabic text, we included all the pgs we could access and also

incorporated research on Persian (Farsi) text lsecatits similarity to the Arabic script.

Quite interestingly, automatic offline writer idémdation has enjoyed renewed
interest over the last twenty years, and more &palty during the past decade. One of
the driving forces for this surge is the increasiegd for writer identification techniques
by forensic document examiners to identify crimsndlased on their handwriting (D.
Zhang, Jain, Tapiador, & Siglenza, 2004). Furtheemthreats of terrorist attacks have
increased the use of writer identification and otbiemetric recognition techniques to

identify the assailants (Schlapbach, 2007).

Although research in writer identification and Vieation is still dominated by
the English language, research on other languaghsdes Chinese (Cong et al., 2002;
He, Bin, Jianwei, Yuan Yan, & Xinge, 2005; He & Trr2004; He, Tang, & X. You,
2005; He, X. You, & Tang, 2008a; 2008b; X. Li & @in2009; X. Li, X. Wang, & Ding,
2006; C.-L. Liu, Dai, & Y.-J. Liu, 1995; Su et a2007; X. Wang, Ding, & H. Liu, 2003;

Zhu, T. Tan, & Y. Wang, 2000). Dutch (Brink, Nielsan Batenburg, van Den Heuvel, &
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Schomaker, 2010; Maaten & Postma, 2005; Schomal®ul&cu, 2004); Greek (Zois &
Anastassopoulos, 2000), French (A. Bensefia e@D2; A. Bensefia, T. Paquet, & L.
Heutte, 2003b; 2003a; 2004; Ameur Bensefia, Thi@aguet, & Laurent Heutte, 2005;
Siddigi & Vincent, 2009), Japenese (Yoshimura, 3988yghur (Ubul et al., 2008),
Myanmar (Mar & Thein, 2005), Arabic (Abdi, Khemakhg& Ben-Abdallah, 2009; Al-
Dmour & Zitar, 2007; Al-Ma'adeed, Al-Kurbi, Al-Musl, Al-Qahtani, & Al Kubisi,
2008; Al-Ma'adeed, Mohammed, & Al Kassis, 2008;d&ul, Schomaker, & Brink, 2007;
Gazzah & Ben Amara, 2006; 2007; 2008; S. Srihafs&Ball, 2008), Persian (Helli &
Moghaddam, 2008a; 2008b; 2009; 2010; Ram & Moghad@®09a; 2009b; Shahabi &
Rahmati, 2006; 2007), as well as historical manptcrand inscriptions in different
ancient languages (Bar-Yosef et al., 2007; A. Beas&. Paquet, & L. Heutte, 2003a;
Bulacu & Schomaker, 2007b; Panagopoulos, PapaagysReusopoulos, Dafi, & Tracy,
2009; Schomaker, Katrin Franke, & Bulacu, 2007).edleam and Chachra also
implemented writer identification using Latin hanilten numerals (Leedham &

Chachra, 2003).

3.2 Applications of Writer Identification and Verification

One of the main applications of writer identificatiand verification is its use in
forensic sciences (Katrin Franke & Koppen, 2001frikaFranke et al., 2003; Niels,
Vuurpijl, & Schomaker, 2007; S. Srihari, S. H. Chagra, & Lee, 2002; D. Zhang, Jain,
Tapiador, & Sigiienza, 2004). Identification of agma based on an arbitrary handwritten
sample is a useful application. Writer identificatiallows for determining the suspects in

conjunction with the inherent characteristic ofrene, e.g. the case of threat letters. This
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is different than other biometric methods, where tklation between the evidence

material and the details of an offense can be geiteote (Schomaker & Bulacu, 2004).

In addition to forensic applications of writer iddit@tion and verification,

several other applications exist, including:

Ink type recognition (Katrin Franke, Bunnemeyer, & 3§02).

Script and language identification (Hochberg, Bowers, Can&dKelly,

1999).

Forgery detection (Leedham & Chachra, 2003).

Writer identification on medieval and historical documetar{Yosef et
al., 2007; A. Bensefia, T. Paquet, & L. Heutte, 2003ajaBu &
Schomaker, 2007b; Panagopoulos, Papaodysseus, Rolesodoafi, &

Tracy, 2009; Schomaker, Katrin Franke, & Bulacu, 2007)

Writer identification on handwritten musical scores (Fornesdas,

Sanchez, & Bunke, 2008).

Personalized handwriting text recognizers (RodriguezaBeyPerronnin,

Sanchez, & Lladés, 2010).

3.3 Feature Extraction Approaches

In this subsection we consider feature extraction resdartie field of writer

identification and verification using Latin and western texEgature extraction

techniques and classification approached for Arabic arsidPetexts will be covered in
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section 3.5. The feature extraction approach hasical effect on the accuracy of any
writer identification system. Feature extraction used to underline the distinctive
properties of an object under consideration whitetree same time reducing its
dimensionality. Researchers used different typedeafures for writer identification.
Some of these features are also used in automatidwritten text recognition. This
section presents the types of features that haee heed in writer identification and
verification. Features used by groups of reseaschar writer identification and
verification will be presented in conjunction folled by other researchers’ work.
Categorizing features by research groups allowsrélaeler to see the combination of
features in their appropriate scope. It also ind&dow these features were developed

over time and the different applications and da&duwith these features.

Bensefia (A. Bensefia et al., 2002; A. BensefiaPaquet, & L. Heutte, 2003b;
Ameur Bensefia, Thierry Paquet, & Laurent Heut@)%) used graphemes generated by
segmenting handwritten text to identify writersa@nemes are commonly defined as the
written representation of phonemes (Rey, Ziegledagobs, 2000). These graphemes are
then clustered using sequential clustering algarithClustering is repeated and
graphemes that fall in the same clusters in thepeated clustering are kept in these
clusters. Graphemes that change clusters are keeparate clusters. First-level
graphemes, bi-grams and tri-grams are used. Bigamd tri-grams of graphemes are
connected and features extracted. This techniquppdied to two datasets containing
different number of writers; a self-built databad&8 writers and 150 writers of the IAM
database (Marti & Bunke, 2002). Recognition raggsorted on their own database were

93%, 95.45%, and 80% using first-level graphemegrdms, and tri-grams respectively.
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Schomaker et al. (Brink, Bulacu, & Schomaker, 20@jnk, Niels, van
Batenburg, van Den Heuvel, & Schomaker, 2010; Byl2007; Bulacu & Schomaker,
2005; 2006; 2007a; 2007b; Bulacu, Schomaker, & IBri#007; Bulacu, Schomaker, &
Vuurpijl, 2003; Katrin Franke et al., 2003; Niel¥uurpijl, & Schomaker, 2007,
Schomaker & Bulacu, 2004; Schomaker, Bulacu, & Mn\Erp, 2003; Schomaker,
Bulacu, & K. Franke, 2004; Schomaker, Katrin Frar&@ulacu, 2007) used two level
analysis for feature extraction; texture level ahdracter-shape (allograph) level. At the
texture level, they used contour-direction ProbgbDistribution Function (PDF) ([,
where@ is the contour direction as shown in Fig@ré& (a)), contour-hinge PDF ((jgu(
@), where@y, ¢ are the anglesf the two sides of the hinge as shown in FigRHE (b)),
direction co-occurrence (X, @3), wheregl, @3 are the angles with the horizontal- and
vertical-run, as shown in Figur@1l (c)), the probability distribution of the whitein
lengths PDFs, and autocorrelation in horizontahs@e contour-direction PDF features
are assumed to capture orientation and curvatdoenmation, the contour-hinge PDF to
capture the curvature of the contour, and the timecco-occurrence to measure the

roundness of the written characters.

At the allograph level, graphemes were used. Tfesgares were initially applied
to uppercase letters with success (Schomaker &Bul2004), and were later applied to
cursive text. The graphemes were extracted as ctethecomponents. For each
connected component, its contour was computed udimgye’s algorithm (Gonzalez &
Woods, 2007). Inner contours were discarded. ThE BCthese connected components
(graphemes) was computed using a common codebotkinetd by clustering the

graphemes of the data. Figudel (d) shows an illustration of the used grapherkes
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means and Kohonen self-organization feature mapshdien, 1989) were used to

generate the code book.

In their research work, Shomaker et al. addressdll text-dependent and text-
independent approaches for writer identificatiorheyf have concluded that text-
dependent approaches achieve high performance wittnsmall amounts of data.
However, this has limited applicability due to theed for specific text and human
intervention (Bulacu & Schomaker, 2007a). It is thoadding that having a successful
text-independent writer identification system caem@te on dependent-texts without any

major modifications to the system, and not vicesger

Schlapbach et al. (Schlapbach, 2007; Schlapbaclugk®& 2004a; 2004b; 2006;
2007; Schlapbach, Kilchherr, & Bunke, 2005) useatdees that are normally used for
text recognition. In one of their research workeh{8pbach & Bunke, 2004a), they used
Hidden Markov Models (HMM) for writer identificattoand verification by recognizing
a text line. Using a number of HMMs, they deterrdirtbe identity of the writer by
choosing the HMM of the writer that provided thesbe&onfidence measure of the
recognized text line. As each HMM was trained wilie data of one writer, the HMM

that produced higher confidence measure for thditexidentified the writer.
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Figure 3-1: Texture and allograph features (Bulacu & Schomaker, 2007a).



For feature extraction, Schlapbach et al. usedlanglwindow which is common
practice with HMM classifiers. A window of one pix&ide is shifted from left to right
over the line of text. At each position, nine getnoal features are extracted; three
global features and six local features. Global uestt represent the number of black
pixels in the window, the center of gravity and #exond order moment of the black
pixels. The remaining six local features are theitpm and contour direction of the
upper and lower-most pixels, the number of blackvhite transitions in the window, and

the fraction of pixels between the upper and lomest black pixels.

Srihari et al. (K. D., 2007; S. Srihari, 2000; $ih&ri & G. Ball, 2008; 2009; S.
Srihari, Beal, Bandi, Shah, & Krishnamurthy, 2085;Srihari, S. H. Cha, Arora, & Lee,
2002; S. Srihari, Huang, Srinivasan, & Shah, 20@mai & S. Srihari, 2004; B. Zhang,
2003; B. Zhang, S. Srihari, & Lee, 2003) used stigtl features that are extracted at
different levels of resolution. At the macro levidjrteen global features are extracted,
viz. measures of pen pressure (entropy of grayegalgray-value threshold, number of
black pixels); measures of writing movement (numbginterior contours, number of
exterior curves); measures of stroke formation (pemof vertical, horizontal, positive,
and negative strokes); average line height andageeslant per line; stroke width, and

average word gap.

At the micro level, Gradient, Structural and Contaveatures (GSC) are
extracted. First, the image is dividedk mgrids with equal number of foreground pixels
for each ofn rows, and equal number of foreground pixels faheaf m columns. Then
for each grid cell, the GSC features column veid@xtracted. The gradient features are

computed by convolving tw@ x 3 Sobel operators with the binary image. These
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operators approximate tixeandy derivatives in the image at a pixel position. Teetor

addition of the operators’ output is used to corapghe gradient of the image. Although
the gradient is a vector with magnitude and dicestionly the direction is used in the
computation of a feature vector which is stored igradient feature map. A histogram of
gradient directions is taken at each pixel of thgion, where each histogram value

corresponds to the count of each gradient diredtidhe region.

The structural features capture certain patterriseeiated in the gradient direction
map. These patterns are “mini-strokes” of the im@gseet of 12 rules are applied to each
pixel. These rules operate on the eight nearegthheurs of the pixel. Each rule
examines a particular pattern of the neighbourimglp for allowed gradient ranges. For
example, rule Sstates that if neighbour gNand neighbour () of a pixel both have a
gradient range of 611150, then the rule is satisfied and its correspondiage in the
feature vector is incremented by 1.The concavigyuies are the coarsest of the GSC set.
They can be broken down into three subclasses atfifes: segment density, large
strokes, and concavity shape. The full list of sufer the GSC features is shown in
Table 3-1. Figure3-2 shows an example of the GSC features vectortHerword

“Medical” for 4 x 8grid divisions.
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Table 3-1: GSC feature definitions.

Gradient Structural Concavity
ID Angle ID Description Ne(i:::::)r 1 Ne(i:::::)r 2 ID Description
G, 1° [30° S, Horizontal line (a) Ny (61° [0150°) N, (61° [0150°) CcD Pixel density
G, 31° 0060° S, Horizontal line (b) Ng (241° 0330°) N, (241° 0330°) CHRL Horizontal run length
G; 61° [190° S3 Vertical line (a) N, (151° [J240°) Ng (151° J240°) CVRL Vertical run length
Gy 91° [0120° Sa Vertical line (b) N, (-29° 060°) Ng (-29° 060°) CCH Hole concavity
Gs 121° J150° Ss Diagonal rising (a) Ns (121° [0210°) N, (121° 0210°) Cccu Upward concavity
Gg 151° [J180° Se Diagonal rising (b) Ns (-59° 030°) N, (-59° 030°) CcCcb Downward concavity
Gy 181° [J210° S; Diagonal falling (a) | N5 (31° J120°) N5 (31° 0120°) CCR Right concavity
Gg 211° [0240° | Sg Diagonal falling (b) | N;(211° [1300°) Ny (211° J300°) CCL Left concavity
Gy 241° 0270° Sq Comer (a) N, (151° [J240°) No (241° 0330°)
Gy 271° [0300° S10 Comer (b) Ng (151° J240°) Ny (61° [0150°)
Gu | 301°0330° | Sy | Comer (c) N, (241° 0330°) | N, (-29° 160°)
Gy, | 331°0360° | Si; | Comer (d) N (-29° 0160°) N, (61° ]150°)
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Figure 3-2: Exemplar word image with 4 x 8 divisions using GSC (B. Zhang, 2003).
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Siddiqi et al. (Siddigi & Vincent, 2007; 2008; 2008ivided each image into a
large number of small sub-images using a windowl, @ustered these sub-images. They
used these clusters as features. They also extriehistograms of the chain code, the
first and second order differential chain codesl e histogram of the curvature indices
at each point of the contour of handwriting. Leedhet al. (Leedham & Chachra, 2003)
used a combination of local and global featuregs€hincluded pixel density, fixed point
distance and angular measure, center of graviadignt features, height to width ratio,

number of end-points, number of junctions, numbéoaps, and degree of slant.

Ram et al. (Ram & Moghaddam, 2009a; 2009b) usedigmtfeatures, grapheme
features, connected components contours, areadsatind a collection of local features.
Said et al. (Said, Baker, & T. Tan, 1998) used gieale co-occurrence matrices. Franke
et al. (Katrin Franke et al., 2002) used co-occweefeatures like energy, correlation,
inverse difference moment, and entropy. Bar-Yo&Hr{Yosef et al., 2007) used the
ratio between the area of each dominant backgr@@bhdind the convex hull, and the
aspect ratio of the enclosing ellipse. Mar et Mar & Thein, 2005) used mean and
standard deviation of Region Of Interests (ROId)a@t al. (S. H. Cha, 2001) used
sliding windows to extract both local and globatiges. Wang et al. (X. Wang, Ding, &
H. Liu, 2003) used distribution of directional elemts (gradient). Liu et al. (C.-L. Liu,
Dai, & Y.-J. Liu, 1995) used features derived fr@md and 3rd order moments. Zois et
al. (Zois & Anastassopoulos, 2000) used erosiondiladion function on the horizontal

projection.

Researchers have also used image transformatiorfeaiges. For example,

Gabor filters were used in (Al-Dmour & Zitar, 200Cpng et al., 2002; He & Tang,
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2004; Helli & Moghaddam, 2008a; 2008b; 2009; 20a06L. Liu, Dai, & Y.-J. Liu, 1995;
Said, Baker, & T. Tan, 1998; Shahabi & Rahmati,@@D07; Siddiqgi & Vincent, 2008;
Ubul et al., 2008; Zhu, T. Tan, & Y. Wang, 2000pwelet transforms in (Gazzah & Ben
Amara, 2006; 2007; 2008; He, Bin, Jianwei, Yuan Y&rXinge, 2005; He, X. You, &

Tang, 2008a; 2008b), and contourlet transformatioifsie, Tang, & X. You, 2005).

It is worth noting that some of the same succedsfture extraction techniques
have been used by different research groups. Famgbe, taking the histogram of the
pixel angle was originally applied for writer idémation by both Srihari (S. Srihari,
2000) and Schomaker et al. (Schomaker, Bulacu, &&m Erp, 2003), and since then
was used by their own research groups as showiopsty and by other researchers (Al-
Ma'adeed, Al-Kurbi, Al-Muslih, Al-Qahtani, & Al Kubki, 2008; Al-Ma'adeed,
Mohammed, & Al Kassis, 2008; Leedham & Chachra,20Q Li & Ding, 2009; Ram &
Moghaddam, 2009a; 2009b; X. Wang, Ding, & H. Li003). Measuring slant (at least at
the pixel level) using gradient distributions hasib widely assumed to be an important
writer-specific feature, although there have begmesmental results that question the
effect of slant on writer identification/verificata (Brink, Niels, van Batenburg, van Den
Heuvel, & Schomaker, 2010). Using parts of letigrmphemes) was originally applied
by Benesefia et al. (A. Bensefia et al., 2002) ®02 and since then has been
implemented by several other researchers as wélM@adeed, Al-Kurbi, Al-Muslih,
Al-Qahtani, & Al Kubisi, 2008; Bulacu, 2007; Bula& Schomaker, 2006; Leedham &
Chachra, 2003; Ram & Moghaddam, 2009a; Schomak&ulgcu, 2004; Schomaker,

Bulacu, & K. Franke, 2004).
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Table 3-2 details the published work of writer identificen and verification
including used features, classifiers and best tedotop-1 accuracy results. The top-1
accuracy results in writer identification are ob&d by summing the number of hits for
the most probable writer for each test sample. €pondingly, the top-5 and top-10
accuracy results are the number of hits usingdpestand top-10 most probable writer
for each test sample. Some researchers triedwhigar identification system on multiple
databases, and hence more than one accuracyisesported per publication. For more

information about the used databases, readersefamread to Tabl@-1.
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Table 3-2: Writer identification/verification features and classifiers.

Citation Features Classifier DB  #Wr Info /Dlr?g Top-1%
(Gazzah & Ben Amara, 2006) Entropy as global features, Wavelet Neural networks. DB01 60 3 docs/wr Dep.94.73%
transforms, and a set of structural featufes.
(Gazzah & Ben Amara, 2007) See (Gazzah & Ben Arpaés). Neural networks. DBOL 60 3 docs/wr Dep|. 95.68%
(Gazzah & Ben Amara, 2008) See (Gazzah & Ben Arpaes). SVM, neural networks. DBQ1 60 3 docs/wr Dep. 94.00%
(Al-Dmour & Zitar, 2007) Gabor filters. Weighted 8lidean, SVM, LDC.| DB02 | 20 na* na* | 90.00%
Euclidean, Square, Manhattan,
(Abdi, Khemakhem, & Ben- Length, height/width ratio, and curvatureX?, Chebechev, Hamming, > 100 o
Abdallah, 2009) of strokes. Minkowski, and Mahalanobis DBO3| 40 words/wr Ind. | 92.50%
distance.
(Lutf, Xinge You, & H. Li, 2010) Diacritics local histograms Chi-squaretf) DB03| 287 di;:zr(i)ti(::s Ind | 97.56%)
(Chawki & Labiba, 2010) Grey Level Co-occurrencetiitas Euclidean DBO03 130 5 docs/wr Ind| 82.624
(Chaabouni, Boubaker, .
i . . . 24 city names
Kherallah, Alimi, & Haikal EI | Fractals and multi-fractals k-Nearest Neighbor DBO030 ; Dep.| 90.00%
12 times each
Abed, 2010)
(Al-Ma‘adeed, Al-Kurbi, Al- Edge-hinge features
Mus_llr_\, Al-Qahtani, & Al Grapheme features. Euclidean distance. DB04 10 2 docs/wr Dep|. 90.00%
Kubisi, 2008)
Edge-direction distribution.
(Al-Ma'adeed, Mohammed, & AlMoment Invariants, Area, length, Height. . . o
Kassis, 2008) Length from Baseline to Upper Edge, Euclidean distance. DB04100 | 20 docs/wr | Dep.93.80%
Baseline to the Lower Edge.
(C.-L. Liu, Dai, & Y.-J. Liu, Gabor filters. . J
1995 Features from 2nd and 3rd order mom: Manhattan distance. DB0O6 20 7 docs/wr Ind| 100.0
(Zhu, T. Tan, & Y. Wang, 2000) Gabor filters. Weligth Euclidean. DBO7 17 1 doc/wr Ind.| 95.709
(Cong et al., 2002) Gabor filters. Euclidean distan DBO08| 50 110 scripts Ind| 97.60
(He & Tang, 2004) Gabor filters. Weighted Euclidean DB09| 50 2 docs/wr Both 90.00%
(He, Tang, & X. You, 2005) Contourlet transforms. ulliack-Leibler Distance DB10 10 2 docs/wr Ind| 90.00¢
(I—_|e, Bin, Jianwei, Yuan Yan, & Wavelet transforms. Kullback-Leibler Distance DB[1010 2 docs/wr Ind| 80.009
Xinge, 2005)
(He, X. You, & Tang, 2008a) Wavelet transforms. deid Markov Tree model. DB12500 2 docs/wr Ind|{ 36.404
(He, X. You, & Tang, 2008b) Wavelet transforms. Ikatk-Leibler distance. DB12 500 2 docs/wr Ind| 39.204
(X. Li & Ding, 2009) Histogram otontour-hinge. Welghted IZEuplldean, and DB11 | 240 1 doc/wr Ind.| 95.009
modified X distance measure
. . Distribution of directional elements . . 25 | 16*34 char/wr| Dep.| 96.12%
(X. Wang, Ding, & H. Liu, 2003 (gradient). Euclidean distance. DBl3626 20 char/wr | Dep. | 82.16%
.. Edge-direction distribution, edge-hinge
(Bulacu, Schomaker, & Vuurpij 'distribution, run-length distributions, Euclidean distance. DB14 250 2 docs/wr Ind{ 75.00¢

2003)

autocorrelation, and entropy.
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(Schomaker, Bulacu, & M. van

See (Bulacu, Schomaker, & Vuurpijl,

X2, Hamming, Minkowski,

q
Erp, 2003) 2003). glhattacharyya, and Hausdorff | DB14 | 251 2 docs/wr Ind{ 88.00
istance.
See (Schomaker, Bulacu, & M. van Erp,
(Schomaker & Bulacu, 2004) |2003). X2 and Hamming distance. DB14150 1 doc/wr Dep| 87.00%
Grapheme emission PD
(Schomaker, Bulacu, & K. See (Schomaker & Bulacu, 2004). Euclidean distance. DB14| 150 1 doc/wr Dep| 97.00%
Franke, 2004)
DB14 | 250 2 docs/wr | Ind. | 78.10%
(Bulacu & Schomaker, 2005) See (Schomaker & Bulato4). Euclidean distance. DB14 | 250 1 doc/wr Dep.| 64.90%
DB15| 150 2 docs/wr | Ind. | 76.30%
(Bulacu & Schomaker, 2006) See (Schomaker & Bulato4). ¥ and Hamming distance. ligllt 900 2 docs/wr Ind| 87.004
(Bulacu, 2007) See (Schomaker & Bulacu, 2004). 2 ad Hamming distance. 2211% 900 2 docs/wr Ind| 87.004
(Bulacu & Schomaker, 2007b) See (Schomaker & Bylaon4). *¥ and Hamming distance. DB1710 | 2regions/wr| Ind| 89.004
(Bulacu & Schomaker, 2007a) See (Schomaker & Bul2@04). *¥ and Hamming distance. ?Ellt 900 2 docs/wr Ind] 87.004
. See (Schomaker & Bulacu, 2004).
(Schomaker, Katrin Franke, & Writer information: handedness, sex, ag¥? distance. DB14 150 1 doc/wr Dep| 80.00%
Bulacu, 2007)
and style.
(Z%lg%cu’ Schomaker, & Brink, See (Schomaker & Bulacu, 2004). 2 #hd Hamming distance. DB(3350 5 docs/wr Ind{ 88.00¢
(z%ggl)( Bulacu, & Schomaker, See (Schomaker & Bulacu, 2004). na* D??’ 498 2 docs/wr Ind{ Varie
(Brink, Niels, van Batenburg, van 97.00-
Den Heuvel, & Schomaker, See (Schomaker & Bulacu, 2004). 2 distance. DB18 47 4 docs/wr Dep. ;A
100%
2010)
(Schlapbach & Bunke, 2004a) Sliding window. Hiddéarkov Models (HMM). | DB16| 50 5 docs/wr Ind| 94.23¢
(Schlapbach & Bunke, 2004b) See (Schlapbach & B@k&a). Hidden Markov Models (HMM)}  DB16100 5 docs/wr Ind{ 96.564
(Schlapbach, Kilchherr, & 100 simple features: slant, skew angle, Euclidean distance DB16 50 5 docs/wr indl 98.369
Bunke, 200& fractal features.
(Schlapbach & Bunke, 2006) See (Schlapbach & Batk#a). HMM, Gaussian Mixture ModelsDB16 | 100 5 docs/wr Ind| 98.464
(Schlapbach, 2007) See (Schlapbach & Bunke 2004a). |HMM, Gaussian Mixture Models.DB16 | 100 5 docs/wr Ind{ 97.034
(Schlapbach & Bunke, 2007) See (Schlapbach & Batk#a). HMM, Gaussian Mixture ModelsDB16 | 100 5 docs/wr Ind| 97.03¢
(S. Srihari et al. 2002) G_rad|ent, structural, and concavity Euc||dea_1n distance. DB20 | 1500 3 docsiwr Dep)| 98.00%
histograms. Eleven macro features. Correlation measure.
(B. Zhang, 2003) See (S. Srihari et al. 2002). Euclidean distance. DB20|1000| 3 docsiwr | Depl| 98.06%
Correlation measure.
(Tomai & S. Srihari, 2004) See (S. Srihari et 802). Manhattan and Correlation | pg20 1000 3 docsiwr | Dep| 99.00%
(S. Srihari, Huang, Srinivasan, - Manhattan and Correlation o
Shah, 2007) gSee (S. Srihari et al. 2002). measure. DB20 | 1000| 3 docs/wr Dep| 96.10%
Manhattan and Correlation
(S. Srihari & G. Ball, 2008) See (S. Srihari et24102). measure. DB05| 10 10 docs/wr Ind| 99.304

Log-likelihood ratio.
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(S. Srihari & G. Ball, 2009) See (S. Srihari et20102). Log-likelihood ratio. DB201000| 3 docs/wr Dep| na*
(Matsuura & Qiao, 1989) Impulse response of image uclitean distance. DB21 2 5 words/wr | Dep| 100.0%
(Said, Baker, & T. Tan, 1998) g?:;rszgleésé—occurrence Vatrice Weighted Euclidean. DB22 20 | 25 blockiwr | Ind.| 95.30%
Pixel density, fixed point distance and
angular measure, center of gravity,
(Leedham & Chachra, 2003) |gradient features, connected componentdamming distance. DB2B3 15 | 10 strings/wr| Ind{ 100.04
contours, and a collection of local
features.
(Zois & Anastassopoulos, 2000) Erosion and dilafiorction. Linear Bayes classifier. DB24| 50 | 90 words/wr| Dep.> 95.0%
Neural networks.
x and y co-ordinates, the directions of x
(G. Tan et al., 2008) andy co_—ordlnates, the curvatures of x aI'gt(}zzy classifiers. DB2% 120 Chargcters, na* | 98.30%
y co-ordinates and the Pen-up or Pen- online
down information.
(A. Bensefia et al., 2002) Grapheme clustering. rélation similarity measure. DB26 88 1 doc/wr Dep}| 97.70%
m:;u?tznz%f(l)%;). Paquet, & L. Grapheme clustering. Cosine similarity measure. ®B2B8 1 doc/wr Dep}| 97.70%
(Siddigi & Vincent, 2007) Modified sliding window. Bayesian classifier. DB16 50 2 docs/wr Ind| 94.009
(Siddiqi & Vincent, 2008) Gabor filters. Mahalansldistance. DB16 100 2 docs/wr Ind] 92.00¢
S ) . . Euclidean, X, Hamming, and DB16 | 650 2 docs/wr | Ind. | 86.00%
(Siddigi & Vincent, 2009) Chain code histograms. Bhattacharyya distanc DB27 | 22t 2 docs/w Ind. | 79.00%
The ratio between the area of the
background and the convex hull. The . . .
(Bar-Yosef et al., 2007) aspect ratio of the enclosing ellipse. S:ngej;si'i‘?gnce and Linear DB28| 34 charazc(ierslwr Dep.| 100.0%
Concavity features. Ellipse aspect ratio 4 '
Moment features.
(Mar & Thein, 2005) Mean and standard deviatioR6fls Weighted Euclidean. DB29 20 2 docs/wr Dep|. 97.50%
(Shahabi & Rahmati, 2006) Gabor filters. WeightedlElean. X distance.| DB3Q 25 4 blocks/wr | Dep| 88.00%
(Shahabi & Rahmati, 2007) Gabor filters. Euclidead X% distance. DB30 40 3 docs/wr Dep|. 82.50%
(Helli & Moghaddam, 2008b) Gabor filters. Longestfimon Subsequence DB31100 5 docs/wr Ind{ 95.00¢
(Helli & Moghaddam, 2008a) Gabor filters. Weightedclidian distance. DB3L 70 5 docs/wr Ind| 77.00¢
. ) DB31| 100 5 docs/wr | Ind. | 89.00%
(Helli & Moghaddam, 2009) Gabor filters. Longest@mon Subsequence. DB16| 30 7 doosiwr | Ind. | 94.40%
(Helli & Moghaddam, 2010) Gabor filters. Graph damity. DB31| 100 5 docs/wr Ind{ 98.00¢
(Ram & Moghaddam, 2009b) Gradient features. Nenetorks. DB32 50 5 docs/wr Ind| 94.00¢
Grapheme features.
(Ram & Moghaddam, 2009a) |Gradient features. Fuzzy classifiers. DB32 50 5 docs/wr Ind| 90.00¢
Used area features.
(Ubul et al., 2008) Gabor filters. cucidean distance, weighted | pgas| 23 | 2docsiwr | Depl.88.00%

na*: Information is not available.
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3.4 Classification Approaches

The research of writer identification and verificat used different classifier
approaches. Friedman et al. (Friedman & Kandel9)1@ategorize classifier types into
five kinds; minimum distance classifiers, statiaticlassifiers, neural networks, fuzzy
classifiers, and syntactic classifiers. Using ttasegorization, this section addresses the

classifier types used in writer identification aretification.

3.4.1 Minimum Distance Classifiers

Minimum distance classifiers classify a new pattbyn measuring its distance
from the test sample to the training patterns dmbsing the K-nearest classes to which
the nearest neighbors belong (Friedman & Kande®9)l9Various distance measures
have been attempted; with the Euclidean distan@sure remaining the most commonly
used distance measure for writer identification eewification. Researchers who used the
Euclidean distance measure include (Abdi, Khemakh&nBen-Abdallah, 2009; Al-
Ma'adeed, Al-Kurbi, Al-Muslih, Al-Qahtani, & Al Kubki, 2008; Al-Ma'adeed,
Mohammed, & Al Kassis, 2008; Bar-Yosef et al., 208ulacu & Schomaker, 2005;
Bulacu, Schomaker, & Vuurpijl, 2003; Cong et alQ02; Matsuura & Qiao, 1989;
Siddigi & Vincent, 2009; S. Srihari, S. H. Cha, Aap& Lee, 2002; Ubul et al., 2008; X.
Wang, Ding, & H. Liu, 2003; B. Zhang, 2003). By augl weights to each feature value,
researchers also used the weighted Euclidean destapasure (Al-Dmour & Zitar, 2007;
He & Tang, 2004; X. Li & Ding, 2009; Mar & TheinPR5; Said, Baker, & T. Tan, 1998;
Shahabi & Rahmati, 2006; 2007; Ubul et al., 20083,ZT. Tan, & Y. Wang, 2000).
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Other used distance measures for writer identiboaterification include:
* Square Euclidean distance (Abdi, Khemakhem, & BéadalNah, 2009).

* Manhattan - a.k.a city block - distance measured{AKhemakhem, &
Ben-Abdallah, 2009; K. D., 2007; C.-L. Liu, Dai, ¥-J. Liu, 1995; S.
Srihari & G. Ball, 2008; 2009; S. Srihari, Huangjn8asan, & Shah,

2007; Tomai & S. Srihari, 2004).

« Chi-squared (X distance measure (Abdi, Khemakhem, & Ben-Abdallah
2009; Brink, Niels, van Batenburg, van Den Heu8echomaker, 2010;
Bulacu, 2007; Bulacu, van Koert, Schomaker, & vagr Zant, 2007;
Bulacu & Schomaker, 2006; 2007a; 2007b; Bulacup8aker, & Brink,
2007; Schomaker & Bulacu, 2004; Schomaker, Bul&Wl. van Erp,

2003; Shahabi & Rahmati, 2006; 2007; Siddiqi & \&@nt; 2009).

« Lietal (X.Li & Ding, 2009) used a modified véa of the X distance

measure.
» Chebechev distance measure (Abdi, Khemakhem, &Awtallah, 2009).

* Hamming distance measure (Abdi, Khemakhem, & Bedallah, 2009;
Bulacu, 2007; Bulacu, van Koert, Schomaker, & vagr Zant, 2007;
Bulacu & Schomaker, 2006; 2007a; 2007b; Bulacup8aker, & Brink,
2007; Leedham & Chachra, 2003; Schomaker & Bula2004;
Schomaker, Bulacu, & M. van Erp, 2003; SchomakasjaBu, & K.

Franke, 2004; Siddigi & Vincent, 2009).
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Minkowski (Abdi, Khemakhem, & Ben-Abdallah, 2009;ct®maker,
Bulacu, & M. van Erp, 2003; Tomai & S. Srihari, 200the Mahalanobis
distance measure (Abdi, Khemakhem, & Ben-Abdal0Q9; Siddigi &

Vincent, 2008).

Correlation measure (A. Bensefia et al., 2002; An&efia, T. Paquet, &
L. Heutte, 2003a; K. D., 2007; S. Srihari & G. B&008; 2009; S. Srihari,
Beal, Bandi, Shah, & Krishnamurthy, 2005; S. Siihduang, Srinivasan,
& Shah, 2007; Tomai & S. Srihari, 2004; B. Zhan@p2; B. Zhang, S.

Srihari, & Lee, 2003).

Bhattachalyya distance (Schomaker, Bulacu, & M. Egm 2003; Siddiqi

& Vincent, 2009).
The Hausdorff distance (Schomaker, Bulacu, & M. Eap, 2003).

The Longest Common Subsequence (LCS) algorithm li(H&I

Moghaddam, 2008b; 2009).

Since the performance of distance measures heaWlyn the nature of the used

is often hard to conclude the besttadee measure for writer

identification/verification. Nevertheless, many easchers have reported that thé

distance measure reported highest accuracy for fiseiures when compared with other

distance measures (Brink, Bulacu, & Schomaker, 2B0@k, Niels, van Batenburg, van

Den Heuvel, & Schomaker, 2010; Bulacu, 2007; Bul&wschomaker, 2005; 2006;

2007b; Bulacu, Schomaker, & Brink, 2007; Bulacuh®@uoaker, & Vuurpijl, 2003;

Katrin Franke et al., 2003; Niels, Vuurpijl, & Sahaker, 2007; Schomaker & Bulacu,
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2004; Schomaker, Bulacu, & M. van Erp, 2003; SchaenaBulacu, & K. Franke, 2004;
Schomaker, Katrin Franke, & Bulacu, 2007). In addit Srihari et al. used binary feature
vectors for writer identification and verificatiorand hence rely on (dis)similarity
computation for classification (K. D., 2007; S.Iuii, 2000; S. Srihari & G. Ball, 2008;
2009; S. Srihari, Beal, Bandi, Shah, & Krishnamyr@005; S. Srihari, S. H. Cha, Arora,
& Lee, 2002; S. Srihari, Huang, Srinivasan, & ShH2007; Tomai & S. Srihari, 2004; B.
Zhang, 2003; B. Zhang, S. Srihari, & Lee, 2003)ey honducted various experiments to
select the best performing (dis)similarity measarel concluded that the correlation

distance measure provided the best results (B.g2003).

3.4.2 Statistical Classifiers

Minimum distance classifiers are based on the ag8amthat training samples
form distinct clusters. However, this is not usydlie case. Training samples of various
classes overlap, and in this case a statisticaloapp is more appropriate assuming that
the samples come from statistical distributiong&man & Kandel, 1999). Examples of
statistical classifiers used in writer identificatiand verification include Linear Bayes
classifier (Bar-Yosef et al., 2007; Zois & Anastgssulos, 2000), Support Vector
Machines (SVM) (Al-Dmour & Zitar, 2007; Katrin Frke et al., 2002; Gazzah & Ben
Amara, 2008; Ubul et al., 2008), Hidden Markov Misdg¢iMM) (Schlapbach & Bunke,
2004b; 2007), Hidden Markov Tree (HMT) model (He, Xou, & Tang, 2008a),
Gaussian Mixture Models (GMM) (Schlapbach, 2000l Kack Leibler distance (KLD)
between two PDFs (He, X. You, & Tang, 2008b), Cuwatiué Distribution Functions of
the log-likelihood ratio (LLR) of the same and diiént writers (S. Srihari & G. Ball,
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2008; S. Srihari, Beal, Bandi, Shah, & Krishnamyrt2005), and the linear discriminant

classifier (LDC) (Al-Dmour & Zitar, 2007).

3.4.3 Other Classifiers

Researchers have also used neural networks (G&Bsm Amara, 2006; 2007;
2008; Ram & Moghaddam, 2009b; Zois & AnastassopuRD00), fuzzy classifiers
(Ram & Moghaddam, 2009a; G. Tan et al., 2008). cBtral classifiers are used less

frequently and with less significant accuracy res(ielli & Moghaddam, 2010).

3.5 Writer Identification and Verification of Arabic Text

In this section we present a survey of researctwiter identification and
verification of Arabic text. It is to be noted thabst of the efforts of writer identification
and verification of Arabic text are based on thehteques that were used for English
text. Most of the features and classifiers werevipresly used for writer identification of
English text. Since Persian (Farsi) text is simitar Arabic, research of writer

identification and verification of Persian text halso be presented.

Researchers in (Gazzah & Ben Amara, 2006) usedrioation of global and
structural features (Average line height, Spacdsvd®n sub-words, inclination of the
ascender, height and the width of each diacritiy dlong with a multilayer perceptron
(MLP) classifier. They reported an accuracy of 34/for 60 writers. (Gazzah & Ben
Amara, 2007) used a 2D discrete Wavelet Transfdongeature extraction along with
the MLP classifier with a reported accuracy of 88460on the same database. In their
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latest reported work Support Vector Machines (SViNgssifier was used where they
showed that MLP provided slightly better resultanthSVM (Gazzah & Ben Amara,

2008).

Bulacu et al. (Bulacu, Schomaker, & Brink, 2007edighe IFN/ENIT dataset
(Pechwitz, Maddouri, Margner, Ellouze, & Amiri, 2Z20which is limited to Arabic town
and city names. For tests involving 350 writergytheported a best accuracy of 88%.
They concluded that the identification and verifica results obtained on Arabic text
cannot be numerically compared with previous restdt Western script because the
experimental datasets are different (in terms @& #mount of ink contained in the
samples among others). They also indicated thatebgts obtained on Arabic text are
generally lower than the ones obtained on Westampts Abdi et. al. (Abdi,
Khemakhem, & Ben-Abdallah, 2009) used the IFN/ENM&Faset (Pechwitz et al., 2002),
but with only 40 writers. Using statistical featsifghe length, height/width ratio, and the
curvature of the strokes to calculate various podiba distribution function (PDF)
feature vectors ) along with Euclidean, Manhattamj Mahalanobis distance measures

and the Borda count ranking algorithm, they rebeatéop-1 accuracy of 92.5%.

Chawki and Labiba (Chawki & Labiba, 2010) used @&&ddwriting documents
collected from 130 different Arabic writers frometHFN/ENIT dataset. Using Grey
Level Co-occurrence Matrices (GLCM) as features #nedEuclidean distance measure
for classification, they reported a top-1 accurat$2.62%. Lutf et al. (Lutf, Xinge You,
& H. Li, 2010) used the Chi-square®] distance measure for classification, and
histograms for extracted diacritics as featuresndJdiacritics samples from 287 writers

in the IFN/ENIT database, they first reported writdentification top-1 accuracy of
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51.22%, and later by calculating only the white dsldck pixels on the edge of the

diacritics, they reported an almost perfect togduaacy of 97.56%.

Chaabouni et al. (Chaabouni, Boubaker, KherallalmiA & Haikal ElI Abed,
2010) also used Tunisian city names for their sktavith 50 writers were each writer
wrote 24 city names repeated 12 times. Using k-&&taXeighbor for classifier and the
“box-counting” method to calculate the images mirtictal dimension, they reported

90% top-5 accuracy for some words.

Al-Dmour and Zitar (Al-Dmour & Zitar, 2007) preseut a technique for feature
extraction based on hybrid spectral-statistical snees (SSMs) of texture. Correct
identification of 90% was reported using Arabic thaniting samples from 20 different
writers. Al-Ma’adeed et al. (Al-Ma'adeed, Al-KurbAl-Muslih, Al-Qahtani, & Al
Kubisi, 2008; Al-Ma'adeed, Mohammed, & Al Kassi§08) used edge-based statistical
features for writer identification using Arabic ltaritten words. They used their own
generated database as described in Chapter 2. &oime phrases are reported to score
Top-10 result of more than 90% accuracy, whereasteshwords scored around 50%
accuracy for 100 writers. Srihari and Ball (S. &rir& G. Ball, 2008) used a dataset of
10 different writers, each contributing 10 differduall page documents in handwritten
Arabic for a total of 100 pages. Using macro- aridroafeatures along with likelihood

ratio computation, they reported 86% accuracy.

Persian, a.k.a Farsi, handwriting is very simita@rabic in terms of strokes and
structure. Therefore, a Persian writer identifioatisystem can also be used for
identification of Arabic text. Farsi character setmprises all of the 28 Arabic characters

plus four additional ones, shown in FiguBe3. Similar to Arabic, Persian writer
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identification and verification has been increabingopular lately. Shahabi et al.
(Shahabi & Rahmati, 2006; 2007) used features basedsabor filters for feature
extraction, and different distance measures (Eeafid Weighted Euclidean, and® X
distance) for classifiers. Their latest work repdria top-1 accuracy of 82.50% for 40
writers. Ram et al. (Ram & Moghaddam, 2009a; 200&%8d gradient and grapheme
features and tested them on a database of 50 sv(igpages/writer) and reported top-1

accuracy of 94.0%.
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Figure 3-3: The four additional Farsi isolated characters.
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Helli et al. (Helli & Moghaddam, 2008a; 2008b; 200010) used modified
Gabor filters and tried different classificatiorch@iques for identification. They used a
database of 100 writers, 5 pages per writers. Thenteer was free to write anything in
the pages, and hence their approach was text indepe They reported a top-1 accuracy
of 98% for all 100 writers. Quite interestingly,eth tried their system on the 1AM
database (Marti & Bunke, 2002) for 30 writers (Zg@siwriter) and reported a top-1
accuracy of 94.4%. Since the databases are diffetfegir results cannot be compared.
Therefore no conclusion can be drawn based on /Eatisi text although the general
understanding is that Latin text gives better idmattion rates. We think that the used
data for Arabic text writer identification does moatch in representation and naturalness
the databases of Latin text as Latin databasedlysgatain more samples and writers
than Arabic databases, and writing in Latin databas usually less restricted than their

Arabic counterparts.

3.6 Conclusions

In this chapter we presented the state of the ranvriter identification and
verification of Latin and western texts, the featugxtraction approaches, and the
classifier approaches. The state of the art waspgw by addressing the research work
publications of different research groups due tmilarities in used features and
classifiers. This grouping helps in showing eadaugts own improvement over time and
their performance compared to other groups. Puldistesearch work was tabulated

indicating for every publication used features,ssifiers, databases used, number of
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writers, best identification rates achieved, and ylear of publication. This makes it

easier to compare the research work reported sesaih different researchers.

The chapter presented a survey of writer identifcceand verification of Arabic
text. Comparing the work on Arabic text with Laiimdicates that limited number of
researchers is involved in writer identification Afabic text. In addition, comparing
features and classification approaches indicatasrtiost of the work on Arabic text is
based on features and classifiers used for Endhstihe coming chapter, the author will

design features that better exploits some of tlaeaciteristics of the Arabic text.

It is clear that the published work related to Acatlext has lower accuracy than
Latin. We cannot conclude that Arabic text is lesmtifiable than Latin text although
the general understanding is that Latin text givetser identification rates. We think that
the data used for Arabic text writer identificatidnes not match in representation and
naturalness that of the databases of Latin text. d3ed databases are individual efforts
with inherent limitations in size and comprehensiiige IEF/ENIT which consists of city
names in which researchers had to concatenate bemwhcity names to make an Arabic

text. This is neither a good representation of Arééxt nor comprehensive.
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CHAPTER 4
Feature Development for Writer

Identification

In this chapter, several types of structural aratigttcal features are extracted
from Arabic handwriting digits and text. Some featiare classical features that are
better modified for Arabic text and digits, like enapped gradient distribution features,
gradient distribution features, windowed gradiemtribution features, contour chain
code distribution features, windowed contour chemde distribution features, density
features, horizontal and vertical run length feaguistroke features, and concavity shape.
Connected component features for Arabic handwritext are original statistical and
structural features that build on some of the nahiaracteristics of the Arabic language.

This chapter provides a detailed description of¢heatures.
4.1 Introduction

The type of features used has a crucial effect lom @ccuracy of writer
identification systems. Features are used to uiméethe distinctive properties of an
object under consideration while at the same tieticing the size of the data. Forensic
experts in writer identification and verificationave long used a combination of

qualitative and quantitative features while manuakamining handwriting samples
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(Huber & Headrick, 1999). Likewise, automatic writelentification and verification
researchers like Schomaker et al. (Schomaker, Bu&adJl. van Erp, 2003) have often
concluded that one feature type will never suffitautomatic writer identification and
that only a combination of feature types will yiekliable results in practice. Therefore,
multiple features that pertain to both pixel anddiaen scale levels are extracted in this

thesis.

Several types of features are extracted from timepkaimage (viz. connected
component features, gradient distribution featuresntour chain code distribution
features, density features, horizontal and vertigallengths features, stroke features, and
concavity features) from the sample image. The igraddistribution features, density
features, horizontal and vertical run length feagurstroke features, and concavity
features are classically known (Favata & Srikani®96; Schomaker & Bulacu, 2004),
and have been successfully used by the authoreiviqus digit recognition application
(Awaidah & S. A. Mahmoud, 2009; Sabri Mahmoud & Ada 2009). These features

have been further tweaked and improved for the e&skiter identification.

The overlapped gradient distribution features hagen fine-tuned to better suit
Arabic digits as shown in chapter 5, and an upda&zdion of the gradient distribution
and windowed gradient distribution features havenbéesigned for handwritten Arabic
text. The connected component features use a apypebach to extract a combination of
structural and statistical features that build ome of the characteristics of the Arabic

language.

In order to visualize the similarity for intra-weit feature vectors and the

differences for inter-writer feature vectors, hggtams for each feature type for the same
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and different writers will be presented. Thesedgsims along with the sum total of their
absolute difference can indicate some of the diffeation powers of the implemented
features. More analytical results on the discrirhiliy power of the features will be
demonstrated in Chapters 5 and 6. Using the tdabdae developed (see Chapter 2), we
chose three images from collected samples, two eségy writer X and one image for
writer Y as shown in Figuré-1. Some features values are scaled up or dowa fatter
histogram view. For writer identification, theseafiere vectors are normalized to have
zero mean and unit variance before being presetuietie classifier. The following

sections provide a detailed description of theaéufes.

4.2 Overlapped Gradient Distribution Features (OGDF)

The overlapped gradient distribution features anmpmuted by convolving thg
and y Sobel operators, shown in Figude2, with the binary image. These operators
approximate thex andy derivatives of the image at a pixel position, whiiving the
center points more importance with a weight of BeTgradient of a center pixel is
computed as a function of its eight nearest neighblhe operators coefficients sum to 0
in an area of constant black level, indicating tit&t gradient degree of this area is zero
(Gonzalez & Woods, 2007). The vector addition af thperators output are used to
approximate thex andy gradients of the image. The gradient angle of gagbl is
calculated by computing the inverse tangent of ¢era/Gradien). Subsequently, the

histogram of the gradient angles is calculatedsdackd as the feature vector.
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Figure 4-1: (a) and (b): Two sample images for writer X, (c): Sample image for writer Y.
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Figure 4-2: X and Y Sobel operator masks.

72




The gradient 