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ABSTRACT

Considerable progress in the recognition technigues for Latin and Chinese
characters has been achieved. By contrast, Arabic optical character recognition has
started recently, with relatively slow advances. |

In this paper. an Arabic character recognition system for hexagonally sampled
data is presented. Hexagonal sampling of images is found 1o be the optimal
sampling scheme in terms of storage requirements, computational cost,
connectivity, adjacency, and angular resolution. The presented system is mainly
composed of three stages: viz. the preprocessing stage; the feature extractor; and
the classification stage. The preprocessing stage includes data acquisition,
hexagonal sampling. and noise elimination vig a statistical smoothing algorithm,
The Arabic character is then described by a set of features obtained from Fourier
descriptors. boundary line encoding features, in addition to the presence of holes
and upper or lower dots, Finally, in the classification stage, recognition is achieved
by comparing the features of the unknown character to the prestored prototypes
generaied in a training phase.

Experimental results indicate that the system is efficient in terms of correct
recognition rates, speed, and space requirements.

The Arubian Jearogl for Seience ad Engineering, Voldume 19 Number 4A.
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RECOGNITION OF HEXAGONALLY SAMPLED PRINTED ARABIC CHARACTERS

1. INTRODUCTION

Character recognition is a pattern recognition application with an ultimate aim of simulating the human reading
capabilities for both machine-printed and handwritien cursive text. However, that aim has siill not been fulfilled
[1]. The currently available systemns may read faster than humans, but cannot reliably read such a wide variety of

text, nor consider context. One can say that a great amount of further effort is required to, at least, narrow the gap
between human reading and machine reading capabilities.

Optical character recognition technology has numerous practical applications that are independent of the treated
language. Financial business applications, commercial data processing, and processing mail are a few examples,

Arabic character recognition is lagging behind those for Latin and Chinese languages, due to the lale start of
research and the fact that only few researchers, comparatively, are involved.

The proposed system differs from all available character recognition systems in that the hexagonal sampling
concept is adopted. In digital image processing applications, including optical character recognition svstems, three
factors are the most important to be optimized; the computational cost, the algorithm speed, and finally the storage
requirements. Researchers have investigated alternative schemes for sampling and representing digital images in
order to improve the above mentioned factors [2-22]. Hexagonal sampling, where any given pixel is surrounded by
six neighbors, that are at equal distances from itself, is found to be the optimal sampling scheme, which offers a

substantial saving over rectangular sampling in both data storage and computational cost ranging from 13.4% to
50% [2].

A growing interest in adopting hexagonal sampling in digital image processing applications has emerged since
the 1960s. In 1969 Golay {3] showed that a hexagona! array offers greater angular resolution and gives better
connectivity than rectangular sampling. He also developed a skeletonization algorithm for hexagonally sampled
images. Detush later [7] developed thinning algorithms for rectangular. hexagonal, and triangular arrays, It was
shown that hexagonal arrays offer a balance between the rectangular and the triangular arravs in view of storage
requirements, processing time, and number of pixels composing the ebtained thinned image. In addition, he has
shown that the hexagonal array is the easiest to deal with in view of connectivity (+.e. manipulation of six neighbors
is required compared to eight or twelve for the rectangular or triangular grids, respectively). Mersercau [2]
investigated the processing of hexagonally sampled signals, developed a hexagonal discrete Fast Fourier
transforms (HDFT), and a hexagonal finite impulse filters. He showed thal the hexagonal DFT requires 25 percent
less storage than the most efficient rectangularly based algorithms. Moreover, he concluded that hexagonal
sampling 15 the optimum sampling scheme for signals that are band-limited over a circular region. Hartman and
Tanimote [8] have shown that a square pyramid, with the same resolution as a hexagenal one, requires over 25
percent more storage than does a hexagonal pyramid. Staunton [9] has shown that regular hexagonal data structures
leads 1o a simple local operator design and processing time saving approaching 44 percent over sqguare ones. Cox
[11] showed thal the advantages of hexagonal delector arrays extend to point-source tracking and the use of
hexagonal detector arrays instead of square arrays leads to a reduction in the total error by a factor of 3. In addition.
the sensitivity to noise is reduced by 17 percent, the computational load is decreased by 22 percent. and the data
storage requirement is reduced by 22 percent. Recently. Davies [13]. applied a new approach to derive hexagonal
edge detection operators. He demonstrated that it is unnecessary to work with three masks aligned along the three

main tessellation directions (-30°, 30%, 90°) for the hexagonal grid. two masks aligned along the normal v. v axes
are entirely sufficient.

From the above, one can deduce that there are severa! advantages in capturing the image hexagonalls. To name a
few, connectivity is well-defined as both the object and the background are six-neighbor connected. Whereas in the
square grid. there are two possibilities for defining the connectivity: four-connectivity and eight-connectivity. as
depicied in Figure 1. Second, pixels are uniformly adjacent to their neighbors as the centroid of the middie pixel
has the same distance from the centroids of the six neighbor pixels where this 1s not the case in the square grid,
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Moreover, only six directions are considered in the hexagonal grid. where in square lattice there are 1wo choices:
four and eight dircetions, as shown in Figure 2.

The organization ol this paper is as follows: Section 2 presents some Arabic character recognii;on systems.
Section 3 presents a technique for sampling images hexagonally. Preprocessing and noise elimination 1s addressed
in Section 4. A detailed discussion of the extracted features is presented in Section 5. Modeling of characters is
described in Section 6. Classification is presented in Section 7. Section 8 describes the experim-ntal results.
Section 9 addresses the system performance. Finally, the concluding remarks are given in Section 10.

2. REVIEW OF ARABIC CHARACTER RECOGNITION SYSTEMS

In contrast to Latin text, Arabic texl is always written cursively from right to lefi. Arabic languag. contains 28
basic characters. Each characters has different shapes (i.e. from two 1o four different shapes) and a variable size
(height and width) according to its position in the word. In addition, sixteen of the Arabic characters Lave a single,
a couple or triple dots, or a zigzag which are used to distinguish beiween characters having identical n..ain parts.

The above mentioned characteristics make character recognition techniques developed for Latin tex1 not direcily

applicable to the Arabic text. This conclusion can also be deduced from the following review of Aribic character
recognition research.

EL-Sheikh and Guindi [23] proposed an Arabic typewritten text recognition system. The cursive text is first
segmented into isolated characters. Next, the character is passed to the recognition phase where | Qurier series
coefficients for the character's boundary v- and y- coordinates are used as the boundary descriptors. 'n addition to
the Fourier coefficients, topological features such as height, width, and number of black pixels o: .« stress mark
have been used to classify different stress marks. The reported recognition rate is 99% and the v cction raie 1S
0.5%. However. the recognition system is font-dependent as the topological features are bas . on specific
parameters like the height, width, and 1otal number of black pixels composing the stress marks. ;. .aly and Sid-
Ahmed [24] presented a recognition system capable of recognizing machine printed Arabic text. Tl deveioped a
separation aigorithm for segmenting the cursive words into individual characters. The segmente. - haracters are

olol]

C
First choice Of neighbours Second choice of neighbours
of a Square pixel of a Square pixel

Neighbour definitions of a Square pixel

Fioure 1. Neighbors Representations for Both Hexagonal and Square Grids.
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then recognized using moment invariant descriptors. The reported recognition rate is 95%. El-Dabi ef af. [25] used.
also, the accumulative invaripnt momenis as feature descriptors. The recognition stage is preceded by a
segmentation phase to convert the cursive text into sequences of individual characters. In their approach (which s
a2lso font dependent) they used the width of the smallest character in the set as the mimimum characler width. Then,
the moments are calculated and checked against the feature vector. If the character {iminimum width) is rejected.
the width is adjusted by adding another column, and the moments are recalculaied and checked. The process is
repeated until the character is recognized. The reported recognition rate 15 94%. The moment invariant approach
applied by these two systems, in addition to [39-41], requires heavy computaticns, in addition. invariant morments
are very sensitive to the smallest variation in the input patterns such as the thickness of the character body.
Al-Muallim and Yamaguchi [26] developed a method for the recognition of Arabic cursive handwritien text.
Cursive words are first segmented into strokes which are classified using their geometrical and topological
properties, such as the stroke length, position, the connection point with the previous stroke, and the direction
angle. Finally, the strokes are combined in several steps into a string of characters that represents the recognized
word. A recognition tate of 91% was reported. The system failure was due to wrong segmentation of words and
wrong classification of strokes. A similar feature extraction technique but for isolated on-line handwritten Arabic
characters, was implemented by El-Sheikh and Taweel [35-37]. The reported average recognition riale was 99.6%.
However, the system is font dependant, as the recognition phase depends on several preset thresholds. Gowely
et al. [29] introduced a systemn for the recognition of a multi-font photoscript Arabic text. The proposed system 18
composed of three phases. The segmentation phase produces an initial set of characters from the connected text
according 1o a set of predefined rules. The output is then passed to a preliminary classification phase that labels the
unknown characters into one of ten possible classes according to a set of rules that acquire their parameter values
(viz. height, width, position of the character with respect to the baseline, and presence of dots) through learning.
Character recognition is based on the geometrical features of the Arabic characters. The system was tested on

3 < "0

4 5

Directions definition in the Hexagonal grid

1 3
o4 >0 4
I
; 5 B 7

Second choice of directions

First choice of directons ) .
E - directions

4 - directions

Direction definition of the Square gnid

Figure 2. Divections Representations of Both Hexagonal and Square Grids,
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several fonts and a recognition rate of 94% was reporied. The proposed system is font dependent, as the
classification stage requires the character’s height and width, Amin and Al-Fedagh [27] proposed @ method for
automatic recognition of muolufont Arabic text. Words segmentation was based on finding points 1n the word
vertical histogrum where the sum of black pixels is less than a pre-computed average value of the columns sums.
The isolated characters are then recognized based on decomposing each characier into one or more sub-patterns,
Then a histogram is built for each sub-patiern in order to extract the primitives (viz. horizonta!l and vertical
orientations. connections between sub-patterns such as open or closed curves). The reported recognition rate was
05.5%. The system has limitations in both the segmentation and the recognition stages. To be more specific, the
segmentation slage requires prior knowledge of the width of the Arabic character. In addition, the recognition stage
depends on several presel thresholds. The same recognition technique is adopted by the first author as in [31, 32).
Goraine er ¢f. [28] implemented an Arabic text recognition sysiem. The text is first segmented into individual
characters: The segmentation algorithm was based on segmenting each word into both principal and secondary
strokes. The characters are then classified according to the stroke position, stroke shape, and the existence of loops
in the stroke. The sysiem was 1ested on both printed and handwritten text, The reporied recognition rates were 92%
for printed and 90% for handwritten text. The system invoives thinning the text in advance. Consequently, a high

processing time is required in addition to 4 reduction in the recognitien accuracy due to the non-uniqueness of the
produced thinned images tor the same character,

3. HEXAGONAL SAMPLING AND PHYSICAL PIXEL INDEXING

The hexagonal image 15 simply obtained by shifting the even or odd rows of a given image by hall a pixel to the
left or to the right. However, 1t 15 impossible to maintain the logical structure of the hexagonal grié within a two

dimensional data array {9]. Nevertheless, 1t 1s possible to map the logical data into a square array oy using the
following technique.

This technique assumes that the image is sampled rectangularly by the scanning device. In order : . convert the
rectangular gnd to the hexagonal one, a sampling stage is needed. The image is hexagonally samplea .y taking the
even pixels on the even hines, and the odd pixels on the odd lines. Then, every selected pixel is me  ed from its

location in the ~sguare grid {m, 1) 1 a new address corresponding to its location in the hexugonal 1. (&, v) using
the foliowing cquations:

X = (1)
v={m+ay2 (2}
where ni, 1 are the vand v coordinales of a pixel in the rectangular array.

For example, the hexagonal location of a pixel at location {1, 3} in the square array 1s (1, 2}. .. shown In
Figure 3.

This method uses moderate memory storage and obtains the neighbors of a given pixel by using one local
operalor only. as shown 1n Figure 4. As a result, fast performance for the boundary tracing and smoothing
algorithms, necessary for character recognition applications, is obtained. However, the obtained physical structure
puts some limttations on the vertical movements through the image array and the image resclution is reduced.

4. PREPROCESSING AND NOISE ELIMINATION

The principal objecuve of the preprocessing stage is to prepare the document image for the feature extraction
process. The inpul document image 1s first captured using a scanner having a resolution of 300 dots per inch. The
scanned document 1image is transformed into a binary image having two gray levels: Black and White. Then, the
image s sampled hexagonally using the technique described in Section 3. During the digitization and hexagonal
sampling stages, spurious pixels might be created in the character tmage. These have a considerable effect on the
recogrition system by adding irreguralities to the outer boundary of the characters, A statistical smoothing
algorithm for hexagonally sampled images is introduced for noise elimination. This algorithm reduces the noise of
a binary image by eliminating small aress and filling little holes; this results in the regularization of the character

The Arabian Jowrnal for Scienmce and Engineering, Volume 19, Number 4A. October 1994
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contour. This simple and efficient technique 1s based on a statistical decision criterion. The algonthm modifies
each pixel of a binary image according to ity initial value and to those of its neighborhood. The basic algorithm is
presented in (49] and the following 15 the modified form for the hexagonally sampled images:

[ b
Po=0if » P, <4
rp,=0 2
| Py =1 otherwise
. Py =1if Py + Py =2 fori=1,..,6(mod 6) for at least one i
yP,=1 .
| P, = 0 otherwise

where P; is the updated value of P, (the current pixel), and P, ,  are the 6 neighbors of P, .

5. FEATURE EXTRACTION

It is important to find features that are invariant to different types of style, width, and orientation of the character
shape. There are mainly three common methods used to describe the closed boundary of an object: boundary line
encoding, polygonal approximation, and Fourier descriptors. Boundary line encoding and polygonal approximation
techniques encode the boundary of an object as a sequence of curved or line segments. However, Fourier
descriptors describe the boundary by a set of numerical features. Theoretical and experimental evidence available
in the literature indicate that Fourier descriptors is a more powerful way of classifying closed contours {44 — 47, 49,
50). In character recognition field, where variable shapes for the same character are involved, the combination of

A B C D E A C E
poess Tt
~ G 1
remNe ° ¢

K M O
2 0000 o ¢ o
P QR § T Q S
00090 o ¢

after Hexagonal samp]jng| I e C__l

Figure 3. Hexagonal Sampling into Square Ariay.

Figure 4. Indices of Hevagonal Neighbors.
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Fourier descriptors and boundary line encoding teatures may reinforce the discriminating power of the recognition
system [46].

5.1. Fourier Shape Descriptors

Fourler descriptors provide means for representing the boundary of a two-dimensional shape. The basic idea is
that a closed curve may be represented by a periodic function of a continuous parameter. The two-dimensional
shape 1s represented by the Fourier coefficients of the closed curve. The presented method in this work is based on
the information stored in the Freeman chain code of the character contour. An analysis of this technique as,
proposed by [30] and modified in this work to correspond to the hexagonal grid, is presented.

The chain code of the character boundary, C, with & elements is obtained in the preprocessing stage using the
contour tracing algorithm presented in [51], where C = g, @,a3a,..4,, and g; 1s an integer between 0 and 5 {as only

six directions are considered in the hexagonal grid). By adopting the Fourier representation for a discrete series, the
following expressions are obtained for the x(1) seres;

I".
i Ay 2Ta 2itn
gy = —— Z——"i(cns—---fq - cas—rq-lJ (3)
2n-n oy At ' I
‘
L Ax,{ . 2nn . 2mn
b.p = — : - Z—q[sm ty = 8SiN——1,_ (4)
2 n- o Al t h

where:

7, is the period of the chain code {j.e. the perimeter length of the closed curve which equals 16 number of
pixels representing the contour, as the distance between two neighbor pixels equals (o 1 in the
hexagonal grid. This is not the case in rectangular grid where two distances should be considered (viz,
» <) between the center pixel and any of the diagonal pixels, or (1} between the center pixel and the
lateral pixels),

[, 15 the cumulative length of links from the starting point 1o the current point, as shown in Figure 5,

Ar 15 the length of each link .

)

Ax . Ay, Tepresent the total projections on the v- and y- axis of the first ¢ links, and are defined by:

Figure 3. fllustration of Parameters Used in Equations (3, 4).
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q

Ax, = Zﬂx, (5
r=| '
q

ﬂ.11f3 = z&.}'.‘ [6]
t=l

where Ax;, Ay, represent the changes in the x-y coordinate values as the chain elements a, are traversed,

In order to correspond to the oblique axes of the hexagonal grid, the following relations are introduced;

Ax; = Sgn(5-a;)8gn(2 ~ a;) (7
Ay, = Sen{3 - a, )}Sgn(a;) (8}
where
(1if Z >0
SgnfZi=10if Z=20
~11f Z < 0.

Expressions having the same form can be obtained for the y(r) series (viz. ¢ and b

Vi }
The Fourier descriptors are defined as

R[n} = [(a_f” + !I:lf”] +{al, + b? )] (%)

AL ¥H

where n =0.1.....9.

5.2. Normalization

The Fourier descriptors of a closed curve with different starting poinis are not identical [30}. The normalization
was done by scanning the input charactier image from left to nght and from top 1o bottom, The first object pixel is
taken as the starting point of the boundary. In addition, in order to recognize characters of dilterent sizes,
normalization 1s simply achieved by requiring the Fourier compenent F(1) to have a unity magnitude. This is done
by dividt - all computed Fourter coefficients by the largest Fourier component which is £(1).

5.3. Bov-: 'ary Line Encoding Features

Bounc ry line encoding techniques are considered 10 be powerful features that lead to higher recognition rates,
In the p:- sented system, a boundary line encoding technique for hexagonally sampled images 1s applied. The
algorithr is based on modifying the algorithm of [46] in order to correspond to hexagonally sampled data. This
method « ‘pends on the boundary vertices to generate directions and curvalure features for each input character.

5.3.1. Direction Features

The chain codes representing the boundary of the input character are obtained using the chain coding algorithm,
In comparison to the rectangular grid where eight possible directions exist. only six possible directions exist in the
hexagonal lattice, as shown in Figure 2. The percentage of occurrences of each direction code with respect to the

total number of the generated direction codes in the character boundary i1s computed. Hence. six more features
describing the outer boundary are produced.
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5.3.2 Crrvarnire Fediures

The outer boundary of the processed character is scanned in a clockwise fashion. The outside angle between two
successive direction codes in the direction chain is used to get two main types of curvature features: concave and
convex features. Concave features are generated if the outside angle is between 0 and 180 degrees, whereas the
convex features are generated if the outside angle is greater than 180. The two types of curvature infermation can
be represented by two successive direction codes constituting the angle edges as follows:

5.3.2.1 Concave Features. Each row of the following listed codes contains the initial chain code for each set of
concave angles. (/2. the intial direction and the following one),

I
A
The Initial chain codes The mncav? angle 1
representations
0: 01 and 02 |
l: 12 and )3
2 23 and 24
3; 34 and 35 |
4: 40 and 45
5 50 and 51
L» ' \——o \/

Figure 6. Concave Features.
Figure 6 illustrates the above codes.

3.3.2.2. Convex Featwres. Each row of the following listed codes contains the initial chain code for each set of

convex angles. (v/z. the 1mual direcuon and the following one).
The convex angles ‘I
representations I 1
04 and 05
10and 15 f
20 and 21 \
31 and 32
42 and 43 ‘ ]

33 and 54

Figure 7. Convex Features.

The Initial chain codes

ok oW o O

Figure 7 illustrates the above codes.
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The four quadrants of the character body are obtained in the preprocessing stage, The curvature features 1s
represented by the percentage of occurrences in every guadrant with respect to the overall occurrences of the same
subgroup of the curvature features in the character boundary. This gives a total ol cight features {four for the
concave features and four for the convex features), In addition, the percentage of occurrences of concave and

convex features to the sum of both concave and convex features in the entire character boundary is computed.
Consequently, two more features are generated.

3.3.3. Inside Boundary, Holes, and Daots Features

All the previously described features have only described the outer boundary of the character. However, for an
enhanced recognition system these features are not enough to classify Arabic characters correctly. Some
ambiguous results often occur in an Arabic recognition system due to the characteristic of the Arabic characters
where dots are used to differentiate between characters having similar matn parts such as BAA (L) and TAA (o).
Arabic characters could have one, two, or three dots located above or below the primary part of the character, In
addition to dots, some characters have a zigzag (HAMZA) (. ) which may also be located above as in ALF (1), in
the middle of the character primary part as in KAF (J) and sometimes below the character’s body asn (1) The
hole feature located inside the primary pan of the character may also be used. Some Arabic characters might have
one hole like SAD (), two holes like HAH (a). or no holes like NON (). The existence of two holes in the
Arabic character is a unique feature for the character HAH in its two writing forms: HAH at the beginning (a) and
HAH in the middle (). As a result, this character can be directly identified by the hole feature.

A classification tree that calegorizes the Arabic character set according to the existence of holes. dots, and
zigzag and their positions and numbers is introduced as shown in Figure 8. The classification trec takes into
account that an Arabic character could have more than one form depending on its position in the word or subword.
Consequently, a particular Arabic character may have some of its writing forms fall in one category while others in
another category. As an example, character EIN (¢ ) has four different writing forms: at the beginning {« ). in the
middle (), at the end (), and isolated (¢ ). Two forms: () and ( ») are grouped in one set because they conlain a

single hole, while the remaining two: (<) and (¢ ) are grouped in a different set because they do not have the hole
feature. The total number of groups in the tree 15 10.

All the previously detailed features (a total of 28 features) are listed in Table 1.

Table 1: Summary of Features (zenerated from
Feature Extractor.

Feature No,

A. Fourier shape descriptors 10
of Freeman cham codes
B. Boundary line encoding features

(1) Direction features f
{2) Curvature features in

(a) All gquadrants

(i¥ Concave type 4
(1) Convex type J
(b} The overall character
{11 Concave type L
(i) Convex type i
C. Additonal Features (Holes, dots) 2
Tolal Features kb

6. MODELING

There are 28 characters in the Arabic language. A reference vector (5) which contains 26 paramelers, 18
generated for each character, as depicted in Figure 9. Each Arabic character has tfrom two to four difterent writing
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o ]
¢ original character image b

[The character boundary

b

l 1.000000
0.408682
0.210877
0.086501
| 0.045927
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0.035220
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0.016584
| 0.008518
0.087500
0.237500
0.162500

0.112500
| 0.212500
0.187500
0.155172
0.137931
0.000000
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| 0.000000
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0.465517
0.534483

L

coefficients of Freeman

A- Normalized Founer
chain codes

Direction
Features

$4 ’

Curvature
Features

B- Boundary Line Encoding Features

Fiowre 9 Hlwstratron of the

Featie Vectin of Charaoter TA

The Araabivpny Fosgprmer! Feow Newene goared B

Vel PU Nperbee o A

877



578

F.oEKhellal and 5.4 Maliood

torms depending on its position in the word, Therefore, in the training phase, a feature vector (model) is generated
for each form of the Arabic characters (i.e. considering each form as a separate model).

In order 1o avoid the redundancy and increase the recognition speed and accuracy, models are only generated for
the characters main bodies only (i.e. characters having similar writing forms but different number of dots are
assigned 10 a single class containing a common features vector), as those different characters are easily identified
based on numbers and locations of dots, For example, mede! BA_M ( . ) does not refer to the specific character
BA_M (,}. but 1t 1s a name given to a plain character body ( . ) .i.e. without any stress marks. Therefore, characters
suchas BA M (L), TA M () THA_M(.), YAA_M(.,), and NON_M (1) are al! assigned to the same class.
Considering the above point, in addition to those characters having similar shapes in the used font, such as BA_]
(.)and BA_E ( 0}, atotal of 44 character classes are generated.

In order to improve the recognition performance, an improved features vector (F, ) is obtained by averaging the
(5) descripior vector of a character using the following formula;

A
|
Fo= z s, (10)

r— |

where Fr is the improved reference feature vector whose elements are averaged over N samiples of a particular

character. and N s chosen 10 be five, as it was experimentally found to be adequate to obtain well-averaged
features.

7. TESTING

After computing the feature vector {§) for the unknown character, it is compared 1o the reference vectors of the

models. The classification decision is based on the nearest neighbor classification method. The nearest distance is
computed vsing a formula given by;

1
E:zﬂ -8 (1)
r= |

where
k = total number of parameters in the feature vector,

£ 15 the computed nearest distance,
and the index (1) represents an entry in both the feature vector and the reference vecior.

The nearest distance (E) 1s evaluated for al} reference vectors. The class of the model vector that matches most
closely 10 the obtained features vector of the unknown character is assigned to the unknown character.

After the character’s class is recognized by the nearest neighbor method, its dois specifications (number and
location) and number of holes are obtained. Then, the character is routed through a certain branch in the
classification tree. If the recognized characler’s class, obtained by the nearest neighbor method, faills in the same
group of the classification tree, then the character is completely identified. Otherwise, if there is a contradiction
between both results, then the character is investigated against a unique feature such as double holes as in HAH at

the beginning ( » J, or a z1gzag as in both ALF { 7 } and in the middle of KAF ( o ). If a unique feature exists, then
the character 1s identified, otherwise the character is rejected.

It was found experimentally that a poor selection occurs when the difference between the error distance of the

first and second models closest to the unknown character is less than 0.05. This property is iniroduced as a
rejection criteria .

8. EXPERIMENTAL RESULTS

Testing was performed on a data set containing 903 printed Arabic characters. The following is a discussion of
the obtained system performance for the different techaiques.
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Table 2. Fourier Descriptors. Total = 903; Misclassified = 66; Classified (%) = 92.7.
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Table 5. Fourier Descriptors and Boundary Encoding Features with a Rejection Criteria,
Total = 903: Misclassified = 5; Rejected = 11; Classified (%) = 98.2,
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8.1. Fourier Descriptors Using Freeman Chain Codes

Ten Fourier descriptors of Freeman chain codes (FD) were used in the modei vectors, A recognition rate of
92.7% ts achieved with an error rate of 7.3%. Table 2 shows the confusion matrix and the overall classification

results for the entire data set. When including, the hole and dots' features the classification rate ix found to be
93.9%. the error rate is 1.2%, and the rejection rate is 4.1%.

8.2, Boundary Encoding Features

The combination of both direction features, and the curvature features is used in the reference vector. Every

model vector contains a total of 16 descriptors. The obtained recognition rate is 95.5% which is better than the

results of the FD descriptors. The achieved recognition rate is an evidence that a high classification rate can be
obtained by combining Fourier descriptors and Boundary encoding features. Table 3 shows the confusion matrix
and the overall classification results for the entire data set. Incorporating the holes and dots features. the
recognition rate becomes 96.1%, the error rate is §.10%, and the rejection rate is 2.8% .

8.3. Combination of the FD and Boundary Line Encoding Features

The combination of both Fourier descriptors of Freeman chain codes and Boundary line encoding features gives
the best recognition rate in comparison to all other techniques. A classification rate of 98.8% is obtained. When the
rejection criteria is introduced, a rejection rate of 1.2% is observed and the classification rate is 98.2%. Tables 4
and 5 show the confusion matrices and the overall classification results for the entire data set. The system

performance after using the holes and dots features is slightly improved. The classification rate is 98.3% and the
rejection rate is 1.44%.

9. SYSTEM PERFORMANCE

in order to give a clear overview of the presented system performance. reference is made 1o the equivalent
algortthms implemented on the conventional rectangular grid. Addressing the operations requinng the neighbors of
a given pixel 1o be obtained (like the noise elimination and the chain coding processing). only six neighbors are
considered in the implemented system for hexagonal grid. Whereas, in the rectangular grid eight neighbors are to
be involved. Consequently, a saving of 25% in both storage and computational cost is gained, Additional saving in
the CPU processing time is attained when computing the Fourier descriptors of the Freeman chain code where the
chain length is involved. In the hexagonal grid, the chain length is cquivalent to the number of pixels composing
the character boundary (as the distance between two neighbor pixels is of unity magnitude}. Comparatively, in the
rectangular grid, two distances are considered according 1o the position of the neighbor pixel with respect 1o the
center one: | tor the lateral pixels and 2 for the diagonal pixels. Morcover, the system gained in using the
hexagonal grid in the boundary line encoding techniqgues: direction features and curvature teatures. In the former.

onty six directions instead of eight are counted and six types of concave and convex features instead of eight in the
latier.

The average recognition time, excluding the disk 1/OQ operations. is measured on a PC/AT (25 MHz) machine.
The average recognition time was 12 char/min when combining both Fourier descriptors and the boundary line
encoding features. The achieved classification rate is comparable to the reported rates of similar recognition

systems 1implemenied on the rectangular grid, although using this method of hexagonal sampling reduced the image
resolution.

10. CONCLUSIONS

In this research, an Arabic character recognition system for hexagonally sampled data is implemented. Hence.
the advantages of hexagonal sampling are extended to the character recognition system by modifving the necessary
character recognition algorithms. The system is composed of three main stages: the preprocessing stage. the feature
extraction, and the classification stage. In the feature extraction stage. the character boundary is described by
Fourier descriptors. boundary line encoding features, and the hole and dots features. The holes and dots features are
incorporated in the proposed classification tree. The recognition system uses hexagonal sampling in all stages.
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When testing the system using the Fourier descriptors alone, a recognition rate of 92.7%% was obtained. The
system discrimination power was noticeably reinforced when combining both Fourier descriptors and the boundary
line encoding features (directions and curvature features). The obtained recognition rate was 9%8.2%. Poor

selections were distinguished and rejected, when the difference of the error distances (E) of the closest 1wo
selections is less than 0.05,

The work is in progress tewards investigating of other forms of sampling the image hexagonally, segmentation
of Arabic text, and other technigues used in computing the Fourier descriptors.
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