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This paper examines the effect of the dark pattern strategy “loss-gain framing” on users’ data disclosure behaviour in mobile settings.
Understanding whether framing influences users’ willingness to disclose personal information is important to (i) determine if and
how this technique can subvert consent and other privacy decisions, (ii) prevent abuse with appropriate policies and sanctions, and
(iii) provide clear evidence-based guidelines for app privacy engineering. We conducted an online user study (N=848), in which we
varied the framing of app permission requests (i.e., positive, negative, or neutral framing) and examined its impact on participants’
willingness to accept the permission, their evaluation of the trustworthiness of the request and their perception of being informed by
it. Our findings reveal effects on disclosure behaviour for request types that users cannot easily understand. In this case, negative
framing makes users more likely to disclose personal information. Contrary to our expectations, positive framing reduces disclosure
rates, possibly because it raises users’ suspicion. We discuss implications for the design of interfaces that aim to facilitate informed,
privacy-enhancing decision-making.
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1 INTRODUCTION

Our digital experiences have become a playground for designs that exploit cognitive biases to steer people into decisions
that are not necessarily in their best interest through the use of so-called dark patterns or deceptive design patterns.
The term dark patterns refers to interface design techniques that manipulate the information flow or modify the
decision space [44]. These designs are omnipresent in our digital experiences, as a recent report authored by the
European Commission exposes [21]. Dark patterns can have far-reaching consequences on user privacy since they
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may cause individuals to unwittingly and invisibly share personal data with thousands of third parties. Indiscriminate
data sharing can expose them to various types of harm, including behavioural manipulation, psychological or even
physical detriment, discrimination, time loss, and financial risks [16, 50]. On a collective level, the use of dark patterns
may hamper competition and impact user trust in the digital economy [44, 50].

Dark patterns are increasingly under the spotlight and cause frustration and great concern from individuals and
institutions alike. On both sides of the Atlantic, policymakers reinforce existing prohibitions on the use of manipulative
techniques on digital services (e.g., in the Digital Services Act, Digital Markets Act, Data Act proposal and the AI
Act proposal, as well as the California Privacy Rights Act, Colorado Privacy Act and Connecticut Data Privacy Act,
among the others). Watchdogs have started to fine the use of privacy-invasive dark patterns that circumvent consent,
transparency and other data protection obligations [27]. Moreover, official guidelines that interpret applicable laws
in terms of technology design are being issued. For example, in 2023, the European Data Protection Board (EDPB)
published a taxonomy of dark patterns that are likely to violate the General Data Protection Regulation [20]. Among
the various deceptive strategies, the EDPB condemns the implementation of “emotional steering”, defined as “using
wording or visual elements [...] in a way that conveys information to users in either a highly positive outlook, making
users feel good, safe or rewarded, or a highly negative one, making users feel anxious, guilty or punished.” (p. 19). The
EDPB warns that emotional steering influences “the emotional state in a way that is likely to lead users to act against
their data protection interests” (p. 20). Such a strategy is commonly called loss-gain framing [13] and occurs when
people’s decisions are influenced by how options are linguistically presented (“framed”) rather than by the inherent
characteristics of the options [63].

A concrete case where framing can affect user privacy decisions is permission dialogues in mobile applications, which
serve as a control mechanism to help users oversee and safeguard access to data and resources on their smartphones.
Users encounter such requests when installing or using a smartphone application. While app permissions differ in
design and formulations across operating systems, their common denominator is that they offer basic information about
why they are requested and to what extent applications have access to personal data after being authorised [9]. In this
model, it is exclusively in the hands of the users to control the access by app developers and numerous, often opaque,
third parties to their personal data (e.g., intimate pictures, financial information, private conversations). Thus, mobile
device users are called to assess whether the requested access to a specific resource is appropriate and proportional
with respect to the app functionality and then take a decision with broad impacting consequences.

This paper presents an empirical study that investigates the effect of framing on users’ decision to accept or decline
an app permission request. We conducted an experiment with 848 participants to test the effect of three types of framing
(negative - neutral - positive) for three permission types: storage, camera, and location, in the context of a fictive
navigation app. Our research makes the following contributions:

• We found empirical evidence that negative framing can steer users into accepting app permissions, while positive
framing may decrease acceptance when it is unclear to the user why such permissions are asked.

• We found no statistically significant effect of framing on the extent to which people perceive to be informed
by an app permission request, and partial evidence that positive framing might decrease people’s perceived
trustworthiness of the permission request.

• We found that higher perceived trustworthiness of the app is associated with higher acceptance rates.
• We discuss the implications of our results for user-centred privacy permission design.
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2 RELATEDWORK

2.1 Privacy dark patterns and loss-gain framing

Within the broad typology of dark patterns, certain dark patterns seek to steer users’ privacy decisions or modify their
decision space and can lead to material and non-material harms [27]. Such privacy-related dark patterns are usually
found either in “entry” requests (e.g., subscription) and consent interactions, in user settings, or in “exit” requests (e.g.,
opt-outs, profile erasure) [27]. Since the GDPR has strengthened transparency and consent requirements, researchers
have denounced that positive and negative language in cookie banners attempt to steer website visitors towards
more data disclosure for advertising and profiling purposes [31, 56]. Experimental studies have demonstrated that
many design elements in consent interfaces [28] and cookie banners can influence user choices towards more data
sharing [6, 7, 24, 42, 49].

Dark patterns are commonly associated with visual design strategies, but the use of language can also be an element
of manipulation. For instance, the framing-based “confirmshaming” uses emotional wording to inspire a sense of guilt
in the users and thereby push them to perform an action [14], for example, subscribe to a service, or to refrain from
cancelling that subscription. In addition, complicated, overly technical or legalistic language in privacy policies and
consent requests can overload users with information, confuse or deceive them, and thereby limit their abilities to
make an informed decision [12, 15, 56]. To avoid deceptive and misleading linguistic expressions, the GDPR explicitly
mandates the use of plain, non-misleading language in any privacy-related information and request directed to users
(i.e., the requirements of transparency, consent and data protection by design [10]). This is why the EDPB [20] warns
that misleading information, i.e., a difference between the information that is provided and the available actions, may
nudge users to act in unintended manners and therefore weaken their rights and freedoms by infringing one of the
overarching principles of EU data protection law, namely the fairness of data processing. They also argue that providing
conflicting information and ambiguous wording leaves individuals unsure of what they should do, preventing them
from exercising a real choice.

Another way of employing language to manipulate user decisions towards a predictable outcome exploits the
cognitive bias named “framing effect”. Loss-gain framing refers to a presentation of options that overemphasises either
their positive consequences (i.e., the gains) or the negative ones (i.e., the losses) [13]. The framing effect was initially
uncovered in the context of risky choices about monetary outcomes or the loss of human lives [63], and it can steer
human decision-making in various contexts, including medical [23], political [34] and organisational [58] contexts.

Framing is ubiquitous in websites and applications: experimental data show that framing of deals is widely used on
e-commerce sites [43] and that the wording of such messages can steer users into accepting the deal [40]. This strategy
is particularly concerning regarding decisions about one’s data. In a study examining 407 cookie banners, Santos et
al. [56] found that 30% of cookie banners used positively framed messages which direct the user’s attention towards the
benefits of accepting cookies, such as a better user experience, while the risks of extensive online tracking are withheld.
Similarly, 2% of banners applied negatively framed messages that emphasise the negative consequences of rejecting
cookies, such as loss of functionality. The authors hypothesise that such framing of consequences may influence user
behaviour towards accepting online tracking.

An effect of framing on users’ disclosure behaviour has already been demonstrated. Adjerid et al. [3] found effects
ranging from 10% to 14% of increased disclosure behaviour for sensitive information when a high data protection
notice proceeded the question compared to a low protection privacy notice. Other studies have shown that the labelling
of data disclosure choices (namely, “privacy” versus “app settings”; and “allow” versus “prohibit”) has a significant
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impact on the extent to which people decide to share their personal information online in contexts with a high privacy
risk [4, 54]. However, these studies did not investigate the distinct effect of loss-gain framing on users’ disclosure
behaviour. Other studies did not find a considerable effect of positive-negative framing neither regarding users’ privacy
choices in cookie consent banners [7] nor altering their level of privacy concern following the exposure to privacy
notices [17, 22]. However, in Berens et al. [7] and de Gluck et al. [22], the manipulated phrases were buried in a long
text, at the risk of being overlooked by the study participants. Indeed, Berens et al. [7] noted that two-thirds of the
study participants self-reported not reading the text. Such nuances indicate a challenge in studying and demonstrating
the framing effect in long textual documents, where other elements may be at play.

2.2 Trust judgements and uncertainty

Privacy decisions are not exclusively based on objective information about a company’s data practices but also on other
elements. For example, trust in the service provider is key to users’ willingness to use and adopt a technology [25].
Beyond the notoriety and public image of the provider, it has been shown that the design of interface elements can
affect whether interfaces are perceived as trustworthy [52, 53, 61]. Trust is furthermore affected by the quality and
quantity of the proposed content and information [35] and, even more specifically, explanations of recommendations
provided by the system [29, 33, 48]. Such elements act as proxies for users’ trust judgements and may not depend on
the actual trustworthiness of a company, product or application.

Uncertainty seems to be an additional element that influences users’ perception of the system’s privacy and thus
their decisions [2]. Through the constant evolution of information technologies and the complex and nuanced trade-offs
associated with privacy decisions, users are left with incomplete information about possible privacy-relevant outcomes
and their consequences [1]. As individuals face these layers of complexity, uncertainty arises, which elicits the use of
heuristic thinking and potentially leads to biases in decision-making. A recent online study examined the uncertainty
that users associate with the app permission requests of popular mobile applications [11]. The authors investigated
people’s certainty about app permission requests for eight apps with their associated permissions (48 combinations
in total). In particular, the study considered two aspects of the uncertainty that users can face: first, users may not
understand why the app needs access to a particular resource and therefore asks for permission (understandability);
second, even if they understand why the application requests such permission, they may not know if granting access is
relevant to their personal use of the app or not (clarity on relevance). The results showed that users were uncertain
about the necessity of accepting app permissions for 56% of the requests. The study also identified app permission
requests that users were highly certain about (considering both understandability and clarity on relevance), such as the
location access permission for a navigation app like Google Maps, and others that users were much less certain about,
such as camera for apps like Spotify or calendar for Tiktok.

3 RESEARCH OBJECTIVE

Building on the association of established permission requests with categories of (un-)certainty in [11], our objective
was to understand whether uncertainty can be a relevant factor in privacy decision-making [2]. In particular, since the
literature presents conflicting results about the effects of framing, we wanted to examine whether loss-gain framing
can push users to authorise apps to access various resources, similarly to the study described in [17]. In addition, we
also sought to test whether framing influenced the perceived trustworthiness of the app and users’ perception of being
adequately informed about why the app makes such a request. We additionally factored the (un)certainty users may
feel about why an app asks for permission in. Thus, we address the following research questions and hypotheses:
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RQ1: How does framing of app permission requests influence users’ disclosure behaviour?
H1.1: The negative framing of app permission requests affects people’s disclosure behaviour towards accepting in
the case of uncertainty.
H1.2: The positive framing of app permission requests affects people’s disclosure behaviour towards accepting in
the case of uncertainty.
RQ2 How does framing of app permission requests influence people’s perception of being informed
and their trust in the request?
H2.1a: The positive framing of app permission requests influences people’s perception of being informed.
H2.1b: The negative framing of app permission requests influences people’s perception of being informed.
H2.2a: The positive framing of app permission requests influences the perceived trustworthiness of the request.
H2.2b: The negative framing of app permission requests influences the perceived trustworthiness of the request.
H2.3a: People’s perception of being informed is associated with their disclosure behaviour.
H2.3b: The perceived trustworthiness of the request is associated with their disclosure behaviour.

4 METHOD

4.1 Sampling and demographics

We conducted an online survey in November 2022 hosted on LimeSurvey1 and distributed through Prolific2. We collected
answers from adult participants using the sampling options for current location in the UK, English fluency and gender
balance. The survey took a maximum of five minutes. Participants received a compensation of £8.66/hr. The study
received approval from the University of Luxembourg’s ethics board. Through a between-subjects design, we collected
responses from 851 participants. 3 participants’ answers were excluded as they were incomplete, resulting in a sample
of 848 participants. In this sample 48% identified as male, 51% female, and 1% as non-binary. Their age ranged from
18 to 86 years (mean 41.2, SD 13.6).30% had a high school diploma or lower, 49% vocational training or a Bachelor’s
degree, and 21% ⁄a Master’s degree or higher. 47% participants were iOS users, 52% Android users and 1% declared using
another operating system. 32% of participants used navigation apps at least once per month.

4.2 Survey material and structure

Fig. 1. Mock-up of app store and home screen.

We selected suitable permission requests for this study based on the
results of Bongard-Blanchy et al.’s [11] study. There, the navigation
app and its permissions received strong (un)certainty scores across
the different permission types. Thus, as a use case, we selected a fictive
navigation app (“Atlasly”) and three app permission requests with
differing certainty levels based on Bongard-Blanchy et al.’s [11] study
(see Section 2.2), namely: camera (low-medium certainty), storage
(medium certainty), and location (high certainty). As a consequence,
we created nine permission request mock-ups: three types (location,
storage, camera) with three framing conditions (positive, neutral,
negative).

1https://www.limesurvey.org/
2https://www.prolific.co/
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First, participants answered demographic questions related to age, gender, education, mobile phone operating system
and frequency of navigation app use. They were then presented with a fictitious yet realistic scenario that enabled them
to consider their disclosure decision. As part of the scenario, participants were asked to imagine looking for a navigation
app on their phone, then install and launch it (Figure 1). An attention check question served to ensure participants
understood the instructions. In the following step, they were randomly shown one of the three app permissions (camera,
storage, or location) with either positive, neutral or negative framing:

The negative framing read: “Atlasly would like to access the Location/Storage/Camera. Declining this permission
will deteriorate your user experience with the app.”
The neutral framing read: “Atlasly would like to access the Location/Storage/Camera.”

The positive framing read: “Atlasly would like to access the Location/Storage/Camera. Accepting this permission
will enhance your user experience with the app.”

Of the nine possible permission-framing combinations, each participant only saw one (see Figure 2).

Fig. 2. Mock-up of three of the nine tested app permission requests - here for the storage permission with the three different framings:
negative, neutral, positive.

The participants were asked to accept or decline this app permission request. We will refer to this decision
as“Disclosure behaviour”. To finalise the survey, they were asked to rate two statements on a 5-point Likert scale
ranging from strongly disagree to strongly agree:

I felt sufficiently informed to decide whether to accept or decline this app permission request. (People’s perception of
being informed)
This permission request seemed trustworthy to me. (Perceived trustworthiness)

Both are ad-hoc measures since, to the best of our knowledge, no suitable standardised tool was available. We chose the
above item for trustworthiness instead of existing measures for trust in technology (e.g., [26]) as those were only partly
suitable for our context. For instance, the trust dimensions of benevolence and competence seemed less suitable for our
context (e.g., no assumed perception of benevolence of the request).
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In addition to the quantitative measurements, we complemented the study procedure with two answer fields to
gather qualitative insights into people’s reasoning for their disclosure behaviour. The participants had to complete the
following sentence: I decided to accept or decline this app permission request because... To conclude, they were invited to
freely share their thoughts and experiences regarding such requests from apps (What are your thoughts and experiences

regarding such requests from apps?). For the purpose of replicability and transparency, the questionnaire and the full
dataset can be found here: https://osf.io/5wc3v/?view_only=469d0989fc3a4422bcefe2b2f5f4a651.

4.3 Data analysis

To answer RQ1 (i.e., effect of framing on users’ disclosure behaviour), we extracted the percentage of participants who
accepted or declined the permission for each of the nine conditions. We then ran a chi-square test with correction
for multiple tests between the three framings (negative, neutral, positive) for the same permission type (location,
storage, and camera). To answer RQ2 (i.e., effect of framing on people’s perception of being informed and the perceived
trustworthiness of the request), we computed the mean and standard deviation for the dependent variables: perception
of being informed and perceived trustworthiness. We ran a Kruskal–Wallis equality-of-populations rank test with
correction for multiple tests to control for the significance of differences between the three framing conditions. Following
the approach proposed by Streiner [59], in case of multiple comparisons in post hoc tests, we report our results before
and after Bonferroni correction. Results are reported as “weak” if they were significant before the applied correction
but not after. A logistic regression was conducted to test the extent to which the gathered independent variables
(demographics, test conditions, feeling of being informed and trust) were associated with the participant’s probability
of disclosing behaviour.

The participants’ open-text responses to both questions were compiled and analysed via inductive coding, following
the content analysis approach [45]. Given the straightforward questions and answers, we followed the practice
recommended by McDonald [46] and had a single author thematically analyse the data. This resulted in responses
categorised into the following topics: 1) user reaction and disclosure behaviour, 2) user assessment of the app permission
requests, 3) users’ attitude towards app permission requests, 4) users’ privacy and security concerns, 5) perceived
trustworthiness of app permission requests, and 6) the influence of framing. For each topical code, the occurrence
per person was quantified as follows: somebody mentioning a code several times counts as once, meaning that 10%
occurrence corresponds to about 85 of the 848 participants mentioning the code at least once.

5 RESULTS

The 848 participants were randomly assigned to one of the nine conditions (between-subjects design). Table 1 shows
the number of participants per condition. The following columns indicate the absolute number and percentage of the
participants’ acceptance rate and the means and SDs for perception of being informed and perceived trustworthiness.

5.1 Effect of framing and uncertainty on disclosure behaviour

In response to RQ1, we sought to determine if positive or negative framing affected the disclosure behaviour towards
acceptance. To this end, we grouped the data by framing condition (negative, neutral or positive). We performed a
chi-square analysis to see if the disclosure behaviour in any of the three framing condition groups differs from the
others and obtained significant results 𝜒2 (2, 848) = 8.294, p = .016 (Figure 3).

7

https://osf.io/5wc3v/?view_only=469d0989fc3a4422bcefe2b2f5f4a651


EuroUSEC 2023, October 16–17, 2023, Copenhagen, Denmark Bongard-Blanchy et al.

PERMISSION FRAMING nb accepted info. mean (SD) trust mean (SD)

location
negative 84 94% 0.52 (1.23) 0.87 (0.93)
neutral 114 96% 0.39 (1.23) 0.90 (0.87)
positive 96 91% 0.74 (0.97) 0.97 (0.83)

storage
negative 94 57% -0.36 (1.32) -0.12 (1.13)
neutral 90 43% -0.66 (1.35) -0.18 (1.20)
positive 100 31% -0.40 (1.50) -0.55 (1.22)

camera
negative 103 42% -0.28 (1.41) -0.22 (1.26)
neutral 86 37% 0.12 (1.44) -0.26 (1.29)
positive 81 32% -0.16 (1.59) -0.28 (1.25)

Table 1. For the nine test conditions, we display the number of participants who encountered the condition, the absolute number
and percentages of those that accepted the app permission request, and the mean and standard deviation for feeling informed and
trustworthiness on a scale from -2 (strongly disagree) to 2 (strongly agree).

ALL negative neutral positive

declined
105 110 133.00

115.32 119.01 113.68
-1.50 -1.30 2.90

accepted
176 180 144

165.68 170.99 163.33
1.50 1.30 -2.90

Fig. 3. Right-tailed 𝜒2 test of connection between
framings and accepting/declining the app permis-
sion request with observed and expected frequency,
adjusted residuals. 𝜒2 (2, 848) = 8.294, p = .016

The adjusted residuals of the results for the positive framing group
suggest that the differences are significant. To investigate further, we
performed an independent samples two-proportions test between the
neutral and positive framing groups. The result shows a significant dif-
ference between the two groups (z = 2.425, CI 0.20; .185, p (one-sided) =

.008). This result contradicts our hypothesis H1.2. Compared to neutral
framing, positive framing affected the disclosure behaviour towards
declining. To obtain a more fine-grained impression, we looked inde-
pendently into each permission request type (location, storage, and
camera) and present the results in the following. LOCATION negative neutral positive

declined
5 5 9

5.43 7.37 6.20
-0.23 -1.15 1.41

accepted
79 109 87

78.57 106.63 89.80
0.23 1.15 -1.41

Fig. 4. Right-tailed 𝜒2 test on location permission
for three framings with observed and expected fre-
quency, adjusted residuals. 𝜒2 (2,294) = 2.1965, p =
0.333

Location. The location permission request obtained high acceptance
rates above 90% across all three framings (Table 1). A right-tailed
chi-square test did not reveal a statistically significant difference be-
tween the framing conditions 𝜒2 (2, 294) = 2.1965, p =.333 (Figure
4). To test if positive and negative framing of app permission re-
quests affects people’s disclosure behaviour towards acceptance in
the case of uncertainty (H1.1 and 1.2), we separately examined the
two uncertainty conditions (i.e., storage and camera) regarding the
participants’ disclosure behaviour under the three framing conditions.

STORAGE negative neutral positive

declined
40 51 69

52.96 50.70 56.34
-3.30 0.08 3.17

accepted
54 39 31

41.04 39.30 43.66
3.30 -0.08 -3.17

Fig. 5. Right-tailed 𝜒2 test on storage permission
for three framings with observed and expected fre-
quency, adjusted residuals. 𝜒2 (2,284) = 13.7832, p
= .001

Storage. For the storage permission request, we found the highest
acceptance rate (57%) when the request was framed negatively, a lower
rate for neutral framing (43%), and the lowest rate for positive framing
(31%) 1. The right-tailed chi-square test shows a significant difference
between observed and expected frequencies 𝜒2 (1, 284) = 13,7832, p

< .001, effect size (w) = 0.184 (Figure 5), indicating that the observed
frequencies are significantly different from what would be expected if
the null hypothesis were true. For a posthoc analysis, we transformed
the adjusted residuals into the p-values using the right-tailed probability
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of the chi-squared distribution function. We did not find significant differences between expected and actual frequencies
for the neutral condition (p = .98).

However, the differences in acceptance rate were significant both for negative and positive framing (in particular,
p < .001 for negative framing and p = .002 for positive framing), and both values are significant under Bonferroni
adjustment of p-level = .017. The pairwise results reveal significant differences between positive and neutral conditions
(z = -1.760, CI -.274;.015,p (one-sided) = .039). However, the direction of effect from positive framing is contrary to our
hypothesis, suggesting that positive framing in the case of storage permission decreases permission acceptance. We also
obtained significant results of differences in neutral and negative conditions (z = -1.914, CI -.280;.015, p(one-sided) = .028),
but both results are not standing against the Bonferroni p-value adjustment of .017. However, the data demonstrated
significant differences between positive and negative framing (z = -3.710, CI -.398;-.127, p <.001) (significance retained
with a Bonferroni-adjusted p-level of .017). This confirms the existence of a decreasing acceptance rate effect in the
positive framing condition and an increasing acceptance rate effect in the negative framing condition.

CAMERA negative neutral positive

declined
60 54 55

64.47 53.83 50.70
-1.16 0.05 1.18

accepted
43 32 26

38.53 32.17 30.30
1.16 -0.05 -1.18

Fig. 6. Right-tailed 𝜒2 test on camera permission
for three framings with observed and expected fre-
quency, adjusted residuals. 𝜒2 (2, 270) = 1.805, p =
.406

Camera. For the camera permission request, we obtained the high-
est acceptance rate (42%) when the request was framed negatively, a
lower rate for neutral framing (37%), and the lowest for the positive
framing condition (32%) 1. The results of the right-tailed chi-square
test 𝜒2 (2, 270) = 1.805, p = .406 do not show a significant association
between framing condition and acceptance rate (Figure 6), suggesting
that differences are likely by chance.

Results regarding RQ1. Our results do not confirm our hypothesis
H1.2 and only partially confirm H1.1. We found some evidence that
negative framing increased the acceptance rate for the storage
app permission (low-medium uncertainty), which supports H1.1. Contrary to H1.2, we found some evidence
that positive framing decreased the acceptance rate for the storage app permission. However, we did not find a
significant effect of the framing on disclosure behaviour in the case of the camera app permission (high uncertainty)
(Table 2).

5.2 Effect of framing and uncertainty on the perception of being informed and trustworthiness

trust informed
H(2) p-value H(2) p-value

location .45 p = .80 3.80 p = .15
storage 8.50 p = .014 2.84 p = .24
camera 0.09 p = .95 3.61 p = .16

Fig. 7. Result of Kruskall-Wallis analysis of perceived
trustworthiness and perception of being informed rat-
ings across permission request types

To answer RQ2, we analysed how permission request framing in-
fluences the perception of being informed and the perceived trust-
worthiness of the request. We performed a Kruskal–Wallis equality-
of-populations rank test across the rating means for the three fram-
ing conditions (negative, neutral, positive). The results (Figure 7)
showed no significant effect of framing on the participants’ percep-
tion of being informed (H(2) = 1.197, p = .550) nor the perceived
trustworthiness of the permission request (H(2) = 2.412, p = .299).
To obtain a more fine-grained impression, we looked independently into each permission request type (location = high
certainty, storage and camera = low/medium certainty). We performed a Kruskal–Wallis equality-of-populations rank
test for the three permissions across the framing conditions. The results showed no significant effect of framing on
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users’ perception of being informed. We found no effect of framing on the perceived trustworthiness of the location
and camera permission request, either. odds r. z p>|z| 95% conf.int.

trust 2.06 6.96 0.00 1.48 2.64
condition (sto pos) -0.17 -0.40 0.69 -1.03 0.69

Fig. 8. Mediation analysis for permission acceptance [Dep Var], and feel-
ing trust and condition (baseline storage neutral) [Indep. Var]. Significant
results in bold. Observations = 190, LR 𝜒2(2) = 116.80; Prob > 𝜒2 = 0.000;
Pseudo R2 = 0.4670

In the case of the storage permission request,
a significant difference in trustworthiness was
found when comparing neutral and positive fram-
ing (H(2)= 8.500, p = .014). The posthoc analysis us-
ing Mann-Whitney paired tests showed significant
differences in the level of perceived trustworthiness
between positive and negative framing (U = 31.320, SE = 11.473, p = .006) and positive and neutral framing (U = 25.602, SE =

11.604, p = 0.27 ). The difference between positive and negative framing is significant after applying a Bonferroni-adjusted
p-value = .017. This result suggests that positive framing makes the permission request appear less trustworthy than
negative and potentially also neutral framing. This result aligns with the effect on disclosure behaviour; namely, positive
framing led to a decreased acceptance of the storage app permission request.

A mediation analysis confirmed that for the storage permission request, the effect of positive framing on disclosure
was fully mediated by the observed reduction in trust. From Model 1, we conclude that the marginally significant odds
of disclosure decrease by 41% for positive framing relative to neutral framing. In Model 2, including Trustworthiness
and the framing condition, we found that the odds of disclosure for positive framing, relative to the neutral category,
nearly disappeared to 16% and remain only marginally significant (Figure 8).

Results regarding RQ2 H2.1-2.2. We found no significant effect of negative or positive framing on the perception
of being informed, thus refuting hypotheses 2.1a and 2.1b]. We found weak evidence that positive framing
decreases the perceived trustworthiness of app permission requests, thus partly confirming hypothesis 2.2a. We
also found that negative framing decreases the perceived trustworthiness, thereby confirming hypothesis 2.2b
(Table 2).

5.3 Predictors of disclosure behaviour
odds r. z p>|z| 95% conf.int.

age 1.00 -0.35 0.73 0.98 1.01
education 0.97 -0.29 0.77 0.71 1.29

gender (female) 0.74 -1.40 0.16 0.49 1.13
condition (loc neg) 0.84 -0.06 0.81 0.20 3.45
condition (sto neg) 0.15 -3.34 0.00 0.05 0.45
condition (cam neg) 0.07 -4.77 0.00 0.02 0.20
condition (sto neu) 0.07 -4.67 0.00 0.02 0.21
condition (cam neu) 0.05 -5.00 0.00 0.02 0.17
condition (loc pos) 0.31 -1.82 0.07 0.09 1.10
condition (sto pos) 0.05 -5.02 0.00 0.02 0.17
condition (cam pos) 0.04 -5.58 0.00 0.01 0.12

informed 0.88 -1.40 0.16 0.74 1.05
trust 4.97 12.07 0.00 3.83 6.44

Fig. 9. Log. Regression for permission acceptance [Dep Var] and age,
education, gender (baseline male), condition (baseline location neutral),
feeling informed, feeling trust [Indep. Var]. Significant results in bold.
Obs. = 839, LR 𝜒2(6) = 555.91; Prob > 𝜒2 = 0.000; Pseudo R2 = 0.4895

Finally, in response to RQ2, we analysed whether the
perception of being informed and the perceived trust-
worthiness of the request are associated with disclo-
sure behaviour (H2.3a, H2.3b). A logistic regression,
including the participants’ demographics, indicates
that only the condition (permission type plus framing)
and perceived trustworthiness were significantly as-
sociated, or predictive, of the participants’ disclosure
behaviour, LR 𝜒2(6) = 493.97; p < .001; condition and
perceived trustworthiness account for close to 43% of
the variance in disclosure behaviour (Figure 9). We
find that higher levels of perceived trustworthiness
lead to nearly a six-fold (5.89) increase in the odds of
accepting the app permission requests. Demograph-
ics seem not correlated to or predictive of people’s
disclosure behaviour.
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Hypothesis Result Explanation

1.1 Negative framing affects people’s dis-
closure behaviour towards accepting
in the case of uncertainty.

Confirmed for one
uncertain condition

Negative framing increased app permission ac-
ceptance in the storage condition (some evi-
dence).

1.2 Positive framing affects people’s dis-
closure behaviour towards acceptance
in the case of uncertainty.

Not confirmed, sta-
tistically significant
results contrary to
expectations in one
uncertain condition

Positive framing negatively affected the accep-
tance of app permission in storage condition
(some evidence); positive framing negatively
affected the acceptance of the app permission
regardless of certainty condition.

2.1a,b Framing and the uncertainty associ-
ated with app permission requests in-
fluence people’s perception of being
informed.

Not confirmed No significant effect of negative or positive fram-
ing on the perception of feeling informed.

2.2a Positive framing influences the per-
ceived trustworthiness of the request.

Confirmed for one
uncertain condition

Positive framing decreased trustworthiness
compared to neutral framing.

2.2b Negative framing influences the per-
ceived trustworthiness of the request.

Confirmed Negative framing was perceived as significantly
more trustworthy than positive framing.

2.3a People’s perception of being informed
is associated with their disclosure be-
haviour.

Not confirmed The perception of being informed was not asso-
ciated with higher acceptance rates.

2.3b The perceived trustworthiness of the
request is associated with their disclo-
sure behaviour.

Confirmed Perceived trustworthiness is associated with
higher acceptance rates.

Table 2. Overview of the results

Results regarding RQ2 H2.3a and H2.3b. The perception of being informed does not affect disclosure behaviour. We
find that perceived trustworthiness is associated with higher acceptance rates.

5.4 Self-reported reasons for disclosure choices

In this section, we report the participants’ answers to the two open-ended questions concerning (i) the reasons why
they accepted or declined the app permission and (ii) their general thoughts and experiences regarding such permission
requests from apps. The answers integrate the quantitative results by providing insights into the people’s reasoning
that underlies their disclosure behaviour. As a general observation, participants’ imagined app usage was the most
cited primary factor influencing their decision, which confirms their immersion in the test scenario. In the following,
the qualitative results are presented according to the six topical categories that were extracted.

Privacy concerns. The participants understood that app permission requests serve to protect app users from privacy
and security risks. Of our participants, 14% explicitly expressed privacy and security concerns related to app permissions.
Only 3% stated they do not care about privacy. While 13% were wary of being exposed to such consent decisions, 4%
of the participants saw them as a privacy-enhancing mechanism, and 8% expressed satisfaction with their current
implementation.

Framing. The framing of the requests did not seem to draw the participants’ attention. Less than one per cent
mentioned the messages. Among them, some found the messages very convincing, leading them to grant permission
(three in the location negative framing, three in the camera negative framing, and four in the storage positive framing
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condition). Only four participants, in positive framing conditions (two for storage and two for camera), explicitly
declined because the message framing was perceived as off-putting.

Accept by default. In our sample, 7% stated they always accept cookies, terms and conditions and similar requests
out of convenience. Another 8% accepted the permission request because they had already encountered and accepted
similar requests and hence did not see a reason to decline it this time. Some participants (7%) stated that they would
withdraw and manage the permission later if it turned out unnecessary for their app use. Others also believed the
permission becomes inactive when they stop using the app.

Decline by default. A non-negligible number of app users, 19% in our sample, distrust app providers and cautiously
protect their data. They declared that they usually decline first and see if this hampers the app usage. These users prefer
permission prompts in context and fine-grained permission settings that grant access only during app use. Some of
these users reported that they uninstall apps when they face an app permission request that appears unnecessary. They
prefer to look for a less privacy-invasive equivalent. They also reported that they limit the number of apps on their
phones to avoid granting permissions excessively.

Reflected decision. Nearly 10% of the participants thought the app would not work if they did not grant all permissions.
44% believed the permissions were somewhat necessary for a proper app functioning. In the general comment on app
permissions, about 20% stated that their disclosure behaviour depended solely on the app type and the purpose of the
permission, thus pointing to a somehow reflected disclosure choice. About 16% reported reasons for their disclosure
behaviour in the experiment related to their app use. Another 15% reported reflective behaviour, but they did not reach a
satisfying conclusion and were uncertain about their choice. The participants who reported their reflections understood
why the app would ask for access to location and camera and what it was needed for. However, this was less the case
for storage. Some incorrectly assumed that granting access to location equals allowing GPS to function, that access to
the camera is necessary to localise the phone, and that navigation apps need access to storage to search for a place.

Perception of being informed. 10% of the participants explicitly pointed to a lack of information in the permission
requests. Participants wished to know more about why the permission was requested (17%) and what would happen to
their data (5%).

Trustworthiness. For 4% of the participants, the privacy choice does not happen on the level of app permissions but
is associated with the act of app installation. They said that when they decide to install an app, they decide to trust
its provider and that this trust is then also given to the permission requests. 3% reported that they trust known app
providers more than unknown ones. To assess whether an unknown app is trustworthy, 2% reported relying on app
store ratings and user comments. 2% also reported gathering additional feedback from web searches or acquaintances
before installing an app from an unknown provider. From 2% of the participants’ answers emerges that some people
believe the app stores verify privacy-invasive features before allowing an app into the app store. The trust in the Apple
store was even more pronounced than in Android.

6 DISCUSSION

6.1 Influence of framing and uncertainty on people’s disclosure behaviour

In the study that we built on [11], users were highly uncertain about the camera app permission request, relatively
uncertain about the storage request, and certain about the location request. We found that negative framing increased
the acceptance rate for the storage app permission: alerting users of the risk of a degraded user experience seems to have
steered their decision to provide that permission. This result may tie in with dark pattern types, like confirmshaming,
that use negative emotions such as anxiety or guilt to pressure people into performing a certain action [14]. The
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qualitative results further suggest that negative framing instils fear of improper functioning and the belief that installing
the app without granting permission makes the app useless.

Fig. 10. Steps where uncertainty can arise and play a part
in app disclosure behaviour.

Contrary to what we expected based on the literature,
e.g., [39, 56], positive framing resulted in a lower acceptance
rate in our affected condition (storage). Indeed, the design of
the prompts induces “goal framing” which, according to Levin
et al. [36], is subject to loss aversion for which Tversky and Kah-
neman saw choice reversal behaviour [63]. This effect has also
been observed in recent studies [5, 41] in which negative fram-
ing increased, and positive framing reduced information disclo-
sure. A study outside the loss-gain framing context also found
that justifications regarding personal data disclosure lower dis-
closure rates [32]. This aligns with our participants’ comments
that the positively framed message raised their suspicion and
might hence explain the increased declining behaviour.

While we found an effect of framing on disclosure behaviour
for the storage permission, we found no effect in the other
uncertain case, namely the camera app permission. We suspect
people are less uncertain about the camera permission request
than what we assumed following the results of [11]. A possible explanation may be that uncertainty does not only
arise from people’s understanding of why permission is asked for and their assessment of its relevance to their future
app use: an additional factor may play a role. In our participants’ open answers, we found that people’s knowledge
of the underlying technology also makes them more or less certain about their disclosure decision. For example, in
the case of the camera, in [11], many users did not understand why this app permission was requested. However, the
answers of our participants showed that they still have a good comprehension of what the camera function does. They
might have been uncertain about the prompt, they were certain they did not want anyone to see their environment and
were consequently certain that declining was the choice more in line with their preferences. Regarding storage, our
participants had a less clear understanding of the associated functionalities. Some even had an erroneous understanding
of the concerned feature. It was less evident what providing access to storage implies, so they were less certain about
their disclosure choice. Building on [11], we propose a novel three-level uncertainty model in disclosure requests, as
shown in Figure 10.

6.2 Influence of framing and uncertainty on people’s perception of being informed and trustworthiness

Regarding the influence of framing and uncertainty on the perceived trustworthiness, we found a statistically significant
effect in one condition: the perceived trustworthiness of the storage app permission request was influenced negatively
when the request was framed positively. This shows that even dark patterns can backfire and end up damaging the
trustworthiness of the systems that implement them. Moreover, such an insight can be relevant for other commercial and
non-commercial actors in various settings, for instance, in the design of cookie consent requests (where research shows
a predominance of positively framed messages [31, 55]), as well as other consent designs in mobile and IoT settings.
Finally, accounting for the possible impact of the framing of benefits and risks on perceived trustworthiness could also
be relevant for conceiving data-sharing requests in research contexts, like the biomedical one. Context-specific research
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would, however, be necessary to evaluate whether our findings can be generalised and to determine other factors at
play on perceptions and decisions in such settings.

Regarding the effect of framing and uncertainty on people’s perception of being informed, we hypothesised that
the experimental conditions employing framing techniques might lead to an erroneous user perception of being
better informed when compared to the condition without framing, because the message was longer and included
the consequences of accepting or declining the permission requests. Yet, we did not find this result in our study,
possibly because the length of our permission prompts did not vary sufficiently in the three conditions. As shown in
the qualitative results, one-third of the participants wished that the permission prompts included more information
on why personal data is harvested. It seems relevant to investigate whether permission requests that include more
information could lead to a false sense of being better informed or protected, thus potentially manipulating users into
accepting the request. Recent comparable research [60] that attempted to make responses to cookie permission requests
more informed showed that providing additional data protection details did not have an empowering effect on the
participants - on the contrary, it decreased their vigilance and made them feel more secure without any reason.

Our results expose a tension that is well-known in the privacy domain. Providing complete information is considered
a valuable instrument of self-determination as it offers the necessary arguments to choose in favour or against a certain
option. Without such necessary details, a privacy decision cannot be truly informed - and this is also reflected in the
wishes of our participants. However, experimental evidence shows that providing additional information may instil
a false sense of security and thus be potentially misleading, thereby nullifying the beneficial effects of transparency
toward users. There might be an under-exploited potential for crafting explanations to help users understand technical
processes. For example, research investigating how to explain encryption to non-expert technology users found that
text describing encryption positively affected understanding and perceived security [19].

6.3 Systemic challenges related to framing dark patterns in the privacy context

Ensuring an adequate level of user protection remains challenging if the app design practice continues to be primarily
based on invasive data access that fuels a predominant business model entrenched in massive tracking, mainly for
profiling and advertising purposes. “Best practices” concerning how to get users to accept permission requests are widely
shared on the web and are also known in the marketing and consent management industry as “consent optimization” or
“opt-in optimisation.” For example, blog posts aimed at developers illustrate the “benefit explanation” (i.e., mentioning
the gains for the users before showing the question) and encourage A/B testing to understand which message (or
design, image, timing) is more likely to make users accept app permission requests [47]. That said, the intention of
app developers is not necessarily malicious: a recent study [62] for example, shows that developers are conscious that
an excessive number of permission requests is associated with a negative UX and shared concerns that unnecessary
permissions may hamper trust and the app’s reputation. However, they also pointed to their confusion on the scope
of permissions and the use of third-party libraries for permission management that can cause them to ask for more
permissions than strictly necessary.

While there are also examples of online resources encouraging developers to create informative permission requests,
app developers have attempted to work around the restrictions. Increased standardisation, clearer policy and effective
enforcement could help mitigate the risks of manipulation impacting individuals. In this regard, legislators seem
to be concerned and are therefore shaping legislative answers that reflect their growing awareness of how online
decision-making can be distorted by the design of technical systems. For example, the Digital Services Act prohibits
“repeatedly requesting that the recipient of the service make a choice where that choice has already been made, especially
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by presenting pop-ups that interfere with the user experience” (Art. 25 (3)); while the Data Governance Act greatly
emphasises the necessity of standardisation for data sharing consent processes. Regulatory measures, however, seem
insufficient since non-compliance with legal requirements is the norm rather than the exception. The gatekeepers
(Google and Apple for their app stores) should thus exert greater oversight on the data practices of the apps they make
available to dozens of millions worldwide. The situation is worrying: 80% of 2020’s top 10000 downloaded apps collect
data for purposes unrelated to their functionality, and this tendency is growing [8]. The app stores could also decide to
prioritise the search results and give higher visibility to equivalent privacy-friendly applications. An example is the
suite of privacy-enhancing apps created by a German research group [51].

6.4 Strategies for better privacy permissions

Informative app permissions may be necessary to facilitate the creation of correct mental models on the functioning of
an app. Still, many other factors are at play when users decide whether to accept or not. For example, considering the
amount and the timing of permission requests per app scaled to the number of apps on a mobile (scaled to the number
of devices one person may individually or collectively use and to the number of third parties possibly processing the
data), one may wonder if it can be realistically expected that users cautiously weigh the pros and cons of each request
they receive. It seems promising to investigate further how privacy permissions can be communicated in a way that
improves user understanding and counters manipulative practices that benefit app developers and third parties.

Request in context. Privacy permission requests are used in various contexts beyond app permissions. For instance,
websites and web apps request permission to access the location, the microphone or the camera through the browser.
Recent efforts in the context of web permissions have highlighted the opportunity of using user interfaces with non-
prompt, contextual permissions [65]. Authorisations to data access should be asked in context to make them more
meaningful, including at the right timing and in an appropriate channel [57]. A digestible amount of information can
clarify the pros and cons of acceptance, at least in those cases where asking the individual to choose is worthwhile for
them, and an effective deliberation can occur.

Standardisation. Standardisation seems promising in the context of data requests. For instance, the wording used to
ask users for consent could be standardised or at least regulated to ensure no loss-gain framing messages can be used,
even though it can be cumbersome to define exactly what a “neutral” presentation of choices may be and implement it.
For instance, to avoid a biased positive or negative presentation of the options, both pros and cons could be equally
provided - however, how to do it succinctly remains a challenge. To this end, the W3C recommends further user research
into the granularity and presentation of purpose specifications to provide transparency while keeping friction for users
low [65].

Graphics. Besides textual explanations, enhanced transparency could entail adding a graphical label to the notice
informing whether the resource is critical to the app’s functioning or optional. Privacy ratings 3 that communicate to
users the risk inherited with the acceptance may also be a viable manner to facilitate more thoughtful data disclosure
behaviour, even though habituation to the graphical label [64] and permission request nagging from apps could
annihilate the desired effect.

Global permission setting. Withdrawing granted permissions should also be made easy and reminded to users
periodically. A promising evolution on Android OS 11 or higher is the “auto-reset permissions from unused apps” that
automatically resets the sensitive permissions that users have granted after a few months of non-use. That said, it
may be unrealistic and autonomy-constraining for lay users to be forced to continuously take granular decisions that

3E.g., https://www.privacyrating.info/#/
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affect the app’s functioning and privacy, also interfering with their primary objective of using the app. Hence, a default
setting in the operating system that grants access to necessary resources during app usage, limited to that period, seems
the most user-friendly option. Alternatively, setting the permissions for certain types of data or purposes at the OS
level that cascade down to similar cases may be a useful support to decision-making, especially if the decisions can be
automatised through the involvement of personalised privacy assistants [38] that manage data use based on user’s
preferences and behaviours. A previous study [37] showed that it is possible to cluster users according to their approach
to allow/decline permission requests, and this could be valuable knowledge to create profiles and derive reasonable
attitudes to respond to such requests. Standardisation and interoperability of vocabulary are necessary for automating
these controls. Many international efforts, such as the W3C’s Data Privacy Vocabulary4, are underway.

6.5 Future work

Future work should investigate which other factors contribute to the effect of framing. Framing seems to have a non-
negligible influence on privacy decisions, yet more research is needed to comprehensively understand contributing (or
moderating) factors. This will allow operating systems and policy-makers to provide evidence-based instructions on the
type of explanations to be used in a permission dialogue. More research is also needed to understand how informed user
consent is, and alternatives to the present practice of permission requests need to be explored. A similar phenomenon
to warning fatigue [64] might influence how users perceive and react to privacy permissions dialogues. There are
several practical implications if technology users do not meaningfully engage with privacy permission dialogues or read
the information provided. First, the information conveyed by such privacy permission dialogues should be evaluated
empirically to investigate whether users understand what they consent to. Second, if users indeed take away little from
these permission dialogues, it seems promising to change the paradigm surrounding privacy permissions. An example
could be to provide users with more high-level controls about privacy permissions at the operating system level of
the phone. This suggestion has the shortcoming that users would not provide authorisations within their use context.
Future work should investigate the advantages and disadvantages of such approaches empirically.

7 LIMITATIONS

Our study only provided partial evidence of framing affecting disclosure behaviour. Previous studies showed a medium-
to-low effect of different digital nudges, including framing, on users’ data disclosure behaviour [30]. Findings also
demonstrate that, regarding privacy notices, the effect of the framing can be small if users perceive the results of their
privacy decisions as not significant [54]. A possible reason for small effects might be caused by the artificial use context
that influences how study participants perceive privacy decisions and dark patterns. The tension between a realistic risk
representation (e.g., participants using their own device and risking their own data) and practical and ethical concerns
is common to most research in usable privacy and security [18]. In our case, we asked participants to situate themselves
in a hypothetical situation. Therefore user behaviour might have been different from when they use their own devices.
While this methodological choice provides a controlled experimental setup, the opportunity for replicability and data
protection, it does not provide the same perception of risk as in real-life situations. More work is needed to design
methodologies to study dark patterns in context, ideally in a long-term set-up, to also account for habituation effects.
This paper builds on a previous study [11], which, like the present study, was conducted with a UK-based sample. The
results might not apply to other contexts.

4https://w3c.github.io/cg-reports/dpvcg/CG-FINAL-dpv-20221205/
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8 CONCLUSIONS

This study sheds light on loss-gain framing in app permission requests, a potentially manipulative strategy that can
subvert users’ privacy decision-making. Contrasting results exist in literature about the effects of loss-gain framing in
dark patterns and in official guidelines that prohibit their use which encouraged us to seek a clear answer: legislative
efforts that attempt to regulate UI/UX design and system design are growing, also thanks to the contribution of empirical
studies in usable privacy that shed light on the effects of controversial practices. Our findings partially confirm that
negative framing can steer users towards acceptance, whereas positive framing may have the opposite effect, i.e.,
discourage acceptance behaviour. We also found that positive framing affected the perceived trustworthiness of an app
permission request negatively. Based on our results, we provided recommendations and reflections on how to design
consent and app permissions that help counter the effect of dark patterns on disclosure behaviour in privacy-sensitive
contexts.
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