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Abstract

This fundamentals article discusses efficient machine economies in which non-human agents can autonomously exchange
information and value. We first identify criteria for achieving Pareto efficiency in such economies by drawing on the Coase
Theorem. We then translate these economic criteria to technical requirements before developing a framework that characterizes
four types of machine economies. We discuss real-life examples for each type to highlight key challenges in achieving
Pareto efficiency. In particular, we highlight that machine economies with human involvement in economic interactions and
governance face significant challenges regarding perfect information, rationality, and transaction costs. Machine economies
without human involvement, in turn, promise a high degree of Pareto efficiency, but there are still many open questions,
particularly regarding machine-enforced governance. We conclude with opportunities for future research on the interactions
and governance in machine economies.
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Introduction

Digital technologies continuously evolve, transform, and
merge to create innovative ways of economic interaction,
not only between machines and humans but also among
machines themselves. As a result, “interconnected machines,
software and [digital] processes" (Arthur, 2017, p. 3) are
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increasingly facilitating and shifting value exchange into
virtual economies. Algorithmic trading is one of many exam-
ples. It relies on software agents that autonomously observe
market movements, automatically make decisions, and sub-
mit and execute orders. In effect, these software agents are
fully-fledged market participants. In many instances, algo-
rithmic trading agents have become so relevant that they
account for most of the trading volume and liquidity provided
on several exchanges (Hendershott et al., 2021; Moriyasu
et al., 2018).

These developments are not exclusive to financial ser-
vices. Autonomous agents also play an important role as
value creators and contributors on digital platforms (Hein
et al., 2020). For instance, the Amazon AWS IoT platform
allows machines to share wear and tear data and to auto-
matically order new parts (Amazon Web Services, 2022).
Moreover, the recent improvements in artificial intelligence
may lead to an increasing number of business decisions
being made by software agents with little or no human over-
sight (Berente et al., 2021). In these and many other cases,
machines engage in economic interactions, creating what can
be described as a machine economy.

Drawing on current discussions in academia and prac-
tice, we define machine economies as economic systems
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that involve economically autonomous machines. So far, dis-
cussions on machine economies have focused primarily on
their technical building blocks. Examples include technolo-
gies that enable machines to act autonomously (e.g., artificial
intelligence), technologies that facilitate value exchange with
a lower degree of human governance (e.g., distributed ledger
technology), and infrastructures that enable modular archi-
tectures upon which autonomous business processes can be
implemented (e.g., digital platforms) (Bons et al., 2020; Hein
et al., 2020; Johnk et al., 2021; Schreieck et al., 2016). There
is also research dedicated to the economic aspects of each of
these technologies (Davidson et al., 2016) and their impact
on human economies (Brynjolfsson et al., 2019). However,
few overarching considerations exist regarding the contribu-
tions these technologies could make to economic systems
with machine participation (Lee et al., 2010) and how these
systems can be governed (Leiding et al., 2021).

In particular, it remains unclear whether machine
economies have the potential to avert failures that prevent
human economies from reaching Pareto efficiency (Maz-
zucato, 2016). In this article, we thus explore the concept
of efficient machine economies. First, we discuss sufficient
criteria for such economies, drawing on classical and neo-
classical economic theories, before translating them into
technical requirements for machine participants. In the sec-
ond step, we explore challenges related to fulfilling these
criteria and requirements in four different types of machine
economies. We close by indicating where future research may
be required to address these challenges and facilitate more
efficient machine economies.

Economic criteria for a Pareto efficient
economy

Studying how markets and economies can achieve efficiency
is a centuries-old endeavor. One of the earliest notions of
these efficiency considerations is Adam Smith’s “invisible
hand”, which builds on the idea that individuals acting in
their own self-interest will produce greater overall benefit for
society (Blaug, 2007; Makowski & Ostroy, 2001). Arrow and
Debreu formalized these considerations in what later became
known as the two Welfare Theorems (Arrow, 1951, 1954),
which examine how and under which circumstances markets
can achieve Pareto efficiency (Stiglitz, 1991).

The first Welfare Theorem states that in economic equi-
librium — that is, a state where supply and demand are
equal (Arrow, 1966) — complete markets in perfect com-
petition will achieve Pareto efficiency (Arrow, 1951) and
maximize economic welfare (Hicks, 1941). Pareto efficiency
is defined as a situation where the allocation of resources
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cannot be changed in a way that makes one party better
off without making another one worse off (Stiglitz, 1981).
The first Welfare Theorem sees complete markets in perfect
competition as a sufficient requirement for this form of effi-
ciency. Markets are complete when “there is a market for
every good” (Flood et al., 1991, p. 32) and when every agent
can exchange with every other agent at negligible transac-
tion costs (Buckle & Thompson, 2020). To achieve perfect
competition, the economic literature commonly assumes
requirements such as: no externalities (a situation where
actions positively or negatively affect a third party) (Arrow,
1951; Hammond, 1998), a sufficient number of rational, inde-
pendently acting participants (Stigler, 1957), information
symmetry among participants (Mas-Colell, 1982; Robinson,
1934), and no market power for small groups (Godal et al.,
2005; Mas-Colell, 1982).

The second Welfare Theorem states that a Pareto efficient
equilibrium can be achieved via a competitive equilib-
rium with endowment (Hammond, 1998; Stiglitz, 1991).
Governments, for instance, try to enact this by taxing or
subsidizing markets, and consequently push for a redis-
tribution of resources or wealth (Hammond, 1998). Such
governmental interference, however, constitutes an external
intervention (Coase, 1960). Ronald Coase, in turn, argues
in his work that even if markets are not complete, they
can achieve Pareto efficiency without external interven-
tion through bargaining among market participants (Coase,
1960, 1974, 1981; Farrell, 1987). Such bargaining is pos-
sible if the following criteria are met: (1) Property rights
are clearly defined, which means fellow market participants
give a property rights owner consent to act in a certain
way (Demsetz, 1974), including the right to buy and sell said
rights (Makowski & Ostroy, 2001), (2) market participants
are rational (Ellingsen & Paltseva, 2016), (3) there are no
wealth effects (Hoffman & Spitzer, 1982), i.e., an increase
in wealth does not lead to changes in spending and savings
behavior (Maki & Palumbo, 2001), (4) all participants are
perfectly informed, and (5) there are no or low transaction
costs (Ellingsen & Paltseva, 2016).

As the scope of requirements attributed to the two Wel-
fare Theorems is non-exhaustive and could be extended as
new problems arise (Stigler, 1957), we will prioritize the
adherence to the Coase criteria. In human economies, these
criteria are often not met: “There is not a complete set of mar-
kets; information is imperfect; [...] commodities [...] are not
homogeneous” (Greenwald and Stiglitz, 1986, p. 259) and
“transaction costs are ever with us” (Fox, 2007, p. 388).
However, it remains to be seen whether machine economies
can be constructed to meet Coase’s criteria. We summarize
these in Table 1 and use them as the basis for defining techni-
cal requirements that can guide the identification, selection,
and design of efficient machine economies.



Electronic Markets (2023) 33:36

Page3of13 36

Table 1 Coase’s criteria for a Pareto efficient economy

Economic criteria

(1) Clearly defined property rights
(2) Rational market participants
(3) No wealth effects

(4) Perfect information

(5) No or low transaction costs

Technical requirements for an efficient
machine economy

In this section, we translate Coase’s criteria for Pareto
efficiency into technical requirements — specifications or fea-
tures that need to be implemented to achieve efficiency in
economies with machine participation. In “Efficiency chal-
lenges in machine economies”, we then discuss the feasibility
and pertinent challenges of different machine economy types
with respect to these requirements.

Firstly, Coase stipulates that property rights need to be
clearly defined. To do so, it must be verifiable which rights
each entity has regarding which resources, including the
authorization to sell or transfer these resources. Moreover,
property rights must be protected against illicit transfer,
since otherwise confidence and reliance would be under-
mined (Demsetz, 1966). Shleifer (1994) argues that the
critical determinants of well-defined property rights are effi-
cient control structures and enforceable contracts. In a human
economy, control structures are efficient if property rights
owners can take legal recourse to protect their rights. Con-
tracts are enforceable if the legal rights can be upheld through
specified mechanisms. From a more technical perspective,
these considerations translate to the need for registries that
reliably and objectively record and update data on property
rights (Kaplow & Shavell, 2002). This data needs to be
accessible to all market participants, while operations that
modify them need to be restricted, e.g., to the current owner.
Moreover, mechanisms need to be implemented that allow
to eliminate and invalidate illegitimate transactions and sanc-
tion violations (Green, 2002; Kaplow & Shavell, 2002).

The second Coase criterion requires market participants
to act rationally. Slovic (2000) describes actors as rational
when they make decisions in their own best interest. He fur-
ther elaborates that rational decision-making is analytical and
follows a certain set of logical rules, for instance, probability
theory (Slovic, 2000). Monroe and Maher (1995) add that
each actor’s preferences must be consistent and that actors
must have the capability to evaluate the consequences of
alternative courses of action. By doing so, they can determine
which choice will advance them most toward their defined
goal in the sense of the best personal outcome. Machines

participating in an efficient machine economy thus need to
be designed in a way that enables them to define clear goals
and consistently pursue them (Marwala, 2021; Schmidt &
Wagner, 2019). To do so, these machines need to gather
information relevant to their goal, input it into a decision
engine that follows a consistent logic, and analyze input and
output relations of different scenarios (Marwala, 2014). Sub-
sequently, they need to be able to rank these scenarios by their
impact on the defined goal(s), and then act on the option that
leads to the best outcome (Russell et al., 2015).

Following the third Coase criterion, and in line with
the condition of consistent preferences, machines must not
fall victim to wealth effects (Hoffman & Spitzer, 1982).
Wealth effects describe a situation in which an actor’s
spending behavior and risk profile change in accordance
with their wealth (Lettau & Ludvigson, 2004). In human
economies, wealth changes can occur either in an unantici-
pated or an expected manner. Unanticipated wealth changes,
for instance, can result from asset price shocks (Paiella and
Pistaferri, 2017) and lead to irrational changes in spend-
ing behavior. Expected wealth changes, in turn, typically do
not lead to substantial shifts in spending behavior, as these
changes can be anticipated and planned for. Rational human
actors gradually incorporate expectations of changes in their
wealth into their consumption behaviors (Paiella & Pistaferri,
2017). Rational machines, however, could avoid them alto-
gether when they follow consistent and stable preferences
and evaluate the consequences of their actions objectively.

Although rational machines may not be subject to wealth
effects, the fourth Coase criterion nevertheless requires that
they have access to perfect information to evaluate the con-
sequences of their actions and make informed decisions.
Perfect information allows for observing probability distri-
butions and using them to calculate risk exposures (Awrey,
2012; Winseck, 2002). To confine the broad scope of per-
fect information, we draw on competitive theory. It demands
that all market participants (producers and customers) have
perfect information regarding the price, volume, and qual-
ity of any good or service in the economy (Awrey, 2012;
Stiglitz, 1989). Translated into technical requirements, this
means that every participant in an efficient machine econ-
omy needs equal, non-discriminatory access to the same set
of information that allows transparency on both pricing and
the properties of the goods or services in question.

This information should come with low costs for its acqui-
sition (Caplin & Dean, 2015), processing, and sharing. More
generally, the fifth Coase criterion requires that transaction
costs are kept as low as possible. Besides costs for informa-
tion access, processing, and sharing, transaction costs also
result from the process of discovering counterparties, align-
ing economic actors on decisions, actions, negotiations, and
the terms of an interaction. Additionally, they can include
costs for potential re-negotiations, changes, dispute reso-
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lution, and assurances that terms and conditions of agreed
interactions will be met (Young, 2013). Transaction costs
can be categorized into technological and mental transaction
costs. The latter refer to costs of searching for and compar-
ing prices, attributes, and preferences (Szabo, 1999). Even
though rational machines have stable preferences, they must
make comparative decisions and analyze scenarios. While
these processes fit the definition of mental transaction costs,
they require computational effort. Hence, a machine’s men-
tal transaction costs are inherently technological. For this
reason, we focus on technological transaction costs in the
following paragraphs.

To derive technical requirements from the need for low
technical transaction costs, we refer to the work of Ali et al.,
(2017), Papaefstathiou and Manifavas (2004), Rezaeibagha
and Mu (2019), and Szabo (1999). Overall, technological
transaction costs are strongly mediated by scalability, latency,
and security requirements (Ali et al., 2017; Papaefstathiou
& Manifavas, 2004; Rezaeibagha & Mu, 2019). Scalabil-
ity requirements, for instance, directly influence the costs
of modifying property rights. Any such modification comes
with costs for providing connectivity, running databases,
managing access and permissions, and offering add-on ser-
vices (Papaefstathiou & Manifavas, 2004). When systems
need to support high numbers of transactions and transac-
tion complexity, these costs are typically higher. Machine
economies that do not limit the number of participants
accordingly require registries that can scale to a high num-
ber of participants and transactions (Ali et al., 2017) while
keeping the costs per modification low. As some of these
modifications need to be persisted, storage costs also need to
be low.

Scalability, latency, and security requirements also play
an important moderating role for technological transaction
costs in the interactions between participants. In machine
economies that feature a large number of participants, for
instance, it is crucial to consider the number of interactions
and involved participants in a transaction, associated commu-
nication time, and costs. The same applies to administrative
costs, including items such as billing, invoicing, fees, com-
missions, etc. From a technical perspective, these economies
require systems that facilitate the traceability of economic
interactions without issuing unnecessary messages, thus
avoiding needless communication and processing.

Table 2 summarizes the technical requirements we dis-
cussed in this section. It does not purport to be mutually
exclusive and comprehensively exhaustive. Some of the
listed requirements could also be assigned to multiple crite-
ria or are interdependent with other requirements. They also
do not constitute an exhaustive list for meeting the economic
criteria defined by Coase. Lastly, we can and do not claim
that any of them are strictly necessary.
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Efficiency challenges in machine economies

The presented economic criteria and technical requirements
are useful for identifying and addressing key efficiency chal-
lenges in machine economies. For instance, property rights
may often be comparatively easy to define, and machines can
be programmed to be rational and immune to wealth effects.
Yet, ensuring perfect information and low transaction costs
will often be a daunting goal. Moreover, human participants
tend to introduce inefficiencies, such as bounded rationality,
opportunistic behavior, or contractual violations (Lumineau
et al., 2021). To provide a structured overview of these
challenges, we distinguish between four types of machine
economies (Fig. 1). These types differ in their interactions,
i.e., machine-to-human or machine-to-machine, and gover-
nance, i.e., enforced by humans or machines (Katzenbach
& Ulbricht, 2019). We included a governance dimension
as governance mechanisms are common means to mediate
economic inefficiencies, such as information asymmetries,
externalities, monopolies, and public goods. They “ensur[e]
that participants engage in collective and mutually supportive
action, that conflict is addressed, and that [system] resources
are acquired and utilized efficiently and effectively” (Provan
& Kenis, 2008, p. 231). In the following, we use one spe-
cific example for each type to highlight how the challenges
manifest.

Type 1 - Machine-to-human economies under
human governance

Example Energy markets with mixed human—-machine trad-
ing

A key challenge in the decarbonization of energy sys-
tems is balancing demand with green but intermittent power
generation from renewable sources like solar and wind. One
way of addressing this balancing challenge is through auto-
mated peer-to-peer trading systems that allow local producers
of green electricity to sell it to local consumers. A field study
by Worner et al. (2022) analyzed such a peer-to-peer trading
system. It enabled human participants to specify certain trad-
ing parameters which set limits for an auctioning mechanism
that automatically balanced local demand and green-energy
supply from local producers. In case of imbalances, the
local utility company would utilize an algorithm to buy or
sell the outstanding difference, at a feed-in or retail price,
respectively. In essence, this example describes a machine-
to-human economy. As the human programmers behind the
auctioning algorithm can change the market/matching mech-
anisms (provided they stay within the bounds of the law), they
directly influence the coordination of the interacting parties
and thus exercise human governance.
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Table2 Exemplary technical

. Economic criteria
requirements for a Pareto

Exemplary technical requirements

efficient machine economy Clearly defined property rights

Rational market participants/No wealth effects

Perfect information

No or low transaction costs

Registry for property rights and respective owners

Unrestricted verifiability of property rights and own-
ership relations

Restricted modification rights

Mechanism to clearly define and identify goals
Consistent and stable preferences

Ability to access and filter information

Capacity to process scenarios via decision engines

Ability to rank calculated scenarios by impact on
defined goals

Non-discriminatory access to a joint set of relevant
information for all participants

Ability to acquire and share information with all users
Scalable registries with low processing costs
Minimization of storage requirements

Low complexity of interactions between machines

Peer-to-peer trading systems can be equipped with a clear
definition of property rights and their respective owners, such
as for each kWh sold and bought by each participant in each
trading period. Moreover, the system allows for the defini-
tion of consistent goals (for instance, reducing electricity
costs, securing energy supply, or maximizing profit). Yet, the
human buyers involved in the study showed irrational behav-
ior in multiple ways. They behaved inconsistently regarding
their preferences, as they expressed willingness to pay a price
premium for green electricity. However, they never actually
placed such bids in practice, which suggests indication-
behavior gaps (Worner et al., 2022) and, thus, inconsistency

Fig. 1 Machine economy

Machine-to-Machine
framework

(M2M)

Example: Financial markets with
high-frequency algorithmic trading

Characteristics:

= |nteraction between autonomous
machines only

= Governance enforced by humans

towards their goals. Similarly, human sellers were not will-
ing to offer electricity at prices below the utility company’s
feed-in tariffs. These various forms of irrational behavior led
to many mismatched bids and, therefore, inefficient energy
allocation. Moreover, they resulted in negative externalities
when the utility company had to step in and sell ‘non-green’
electricity to balance supply shortages. This signals that nei-
ther side of the human participants could compare scenarios
adequately, estimate the impact on their goals, and act accord-
ingly.

This example illustrates that efficiency is difficult to
achieve in machine economies when human participants

Type 2 Type 4

Example: Multi-robot systems
for space exploration

Characteristics:

= |nteraction between autonomous
machines only

= Governance predominantly
enforced by autonomous machines

c
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K] Type 1 Type 3

= Example: Energy markets with mixed Example: Automated, decentralized

human-machine trading markets for cryptocurrencies
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= |nteraction between autonomous
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= Governance enforced by humans

= |nteraction between autonomous
machines and humans

= Governance partially enforced by
autonomous machines
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Governance
Machine
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are involved. Mediating irrational human behavior can be
challenging and will often require human governance that
anticipates or reacts to human ‘inefficiencies’.

Type 2 - Machine-to-machine economies under
human governance

Example Financial markets with high-frequency algorithmic
trading

Algorithmic trading describes a set of systems, such as
in-trade-execution programs, that use complex algorithms to
automatically analyze, signal, execute, and manage trades
in high-liquidity financial markets (Nuti et al., 2011; Tre-
leaven et al., 2013). As the name implies, investors specify
their trading goals and strategies in the form of algorithms
(or mathematical instructions), which are then carried out by
computers. The algorithms can typically optimize order sizes
and the timing of trades completely independent of human
involvement (Kissell, 2013). In many financial markets, algo-
rithmic trading agents account for enough liquidity and trad-
ing volume (Hendershott et al., 2021; Moriyasu et al., 2018)
that they often trade among each other, effectively making
high-frequency algorithmic trading a machine-to-machine
economy. However, humans influence many technical and
legal boundary conditions under which algorithmic trading
agents operate and thus enforce human governance.

Trading in such markets usually relies on centralized order
books (Nuti et al., 2011), which list all buy and sell orders.
These order books provide an overview of clearly defined
property rights and restrict changes to the respective property
rights holders. The trading algorithms, in turn, are typically
rational as they are programmed with clearly defined goals
and consistent and stable preferences, which also avoids
wealth effects. Perfect information, in turn, is a more difficult
criterion to achieve. Although technically speaking, trading
platforms grant every participant non-discriminatory access
to information in the system, there are differences in how fast
the algorithms can gather information and derive actions. To
increase speed, many investors thus engage in ‘arms races’ to
secure nano- or picosecond leads in information acquisition,
e.g., by investing in high-speed fiber-optic cables and reduc-
ing the physical distance between their servers and those of
the exchanges (Levens, 2015; MacKenzie, 2021; Ye et al.,
2013). These investments can lead to significant information
asymmetries and eventually mono- or oligopolistic tenden-
cies. Regarding transaction costs, high-liquidity markets are
typically “associated with fast trade execution and low trans-
action costs" (Nuti et al., 2011, p. 67). However, policing
and enforcement typically require the involvement of human
courts, which are both slow and costly. An illustrative exam-
ple in this regard is the May 2010 flash crash (Bridegan &
Moussa, 2016; Kirilenko et al., 2017), in which the developer
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of an algorithmic trading agent was only successfully pros-
ecuted years after defrauding and manipulating the market
using his trading algorithm. Needless to say, the illegitimate
trades were not reversed, and defrauded traders were not
refunded.

To sum up, financial markets that feature high-frequency
algorithmic trading demonstrate that machine-to-machine
economies are possible and can achieve a high degree of
economic efficiency. However, the perfect information and
low transaction cost criteria can be difficult to fulfill when
human actors outside of the machine economies introduce
power imbalances, and when costs for human policing and
enforcement are high.

Type 3 - Machine-to-human economies under
machine governance

Example Automated, decentralized markets for cryptocur-
rencies

Traditional exchanges often utilize market makers to match
buy and sell orders (Rust & Hall, 2003). Many decentral-
ized markets for cryptocurrencies, in contrast, make use of
so-called automated market makers. Instead of interacting
with another human, traders in these markets directly interact
with a liquidity pool managed by a smart contract — an algo-
rithm that enables the automated execution of pre-defined
rules — that calculates prices based on a price function and
the liquidity of the cryptocurrencies within the automated
market maker protocol (Gramlich et al., 2023; Mohan, 2022)
before automatically executing the trade. These markets are
effectively machine-to-human economies. As governance
decisions are pre-defined by means of smart contracts, they
also constitute a simple form of algorithmic or machine gov-
ernance (Lumineau et al., 2021).

By design, decentralized markets for cryptocurrencies
rely on blockchain registries with an ‘append only’ struc-
ture (Butijn et al., 2020) that ensure that property rights are
clearly defined. Smart contracts keep track of or enforce user
rights and obligations (Hartwich et al., 2023; Lin & Liao,
2017) while managing the modification rights of the asso-
ciated records (Kannengiefer et al., 2021). Many markets
allow only the trade of one currency pair per transaction,
which restricts input parameters (i.e., only quantity) and
limits preferences. This setup makes interactions with auto-
mated market makers relatively simple, which arguably
allows to meet rationality requirements. However, even sim-
ple transactions can incur high transaction fees based on
the network load and transaction volume of the underlying
blockchain (Roughgarden, 2021). Ensuring perfect infor-
mation is difficult as well. Automated market makers are
typically non-discriminatory by design and allow all traders
to view pricing information before submitting a trade. How-
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ever, this information can also be misleading, as parties who
validate and add new transactions to the blockchain registry
can front-run trades by changing the order of the trades they
are validating (Daian et al., 2020), which creates informa-
tion asymmetries. To mitigate the impact of front-running,
higher-value trades can be split into smaller ones that are
routed through different exchanges (Kulkarni et al., 2022).
Yet, efficiently executing these strategies requires the use of
algorithms. This need for algorithmic support exacerbates
economic inefficiency as it is typically wealthier market par-
ticipants that can afford to invest in defensive algorithms
against front-running. Moreover, market participants with
the financial means to build close ties with validators can
avoid being front-run or even front-run others, which creates
mono- or oligopolistic tendencies. While mitigation mea-
sures have been proposed and implemented, for instance, in
the form of proposer-builder separation (Yang et al., 2022),
these are not directly exercised on a smart contract level.
In fact, many recent examples suggest that smart contracts
can only enforce rudimentary governance functions and are
heavily dependent on the code’s quality and the program-
mer’s choices (Praitheeshan et al., 2019; Thurman, 2021).

In effect, decentralized markets for cryptocurrencies again
illustrate how transaction costs and inefficiencies introduced
by human actors can constrain machine economies. They
are also illustrative examples of the limits of machine gover-
nance orchestrated by automated market makers and smart
contracts.

Type 4 — Machine-to-machine economies under
machine governance

Example Multi-robot systems for space exploration

Type 4 machine economies exist today mostly as concep-
tual ideas. They may nevertheless find practical applications
in the near future, for instance, in the context of space explo-
ration (Leitner, 2009; Yliniemi et al., 2014). NASA and
ESA are currently preparing new lunar exploratory missions,
such as ARTEMIS and Terrae Novae 2030+ (Smith et al.,
2020; Vijendran et al., 2021). These missions bring together
many nations and private companies that work on a wide
range of robots with heterogeneous capabilities (Borowitz,
2019). In space, these robots will need to cooperate as
multi-robot systems (Borowitz, 2019). Multi-robot systems
describe “multiple autonomous, interacting [robots] that have
common or conflicting goals” (Rizk et al., 2019, p. 3). In such
systems, robots coordinate efforts to achieve complex tasks
that would be impossible for a single robot to complete (Gau-
tam & Mohan, 2012; Parker, 2012). As coordination with
humans on Earth might not always be possible (for instance,

because of long signal traveling times), and missions are
often time-critical, robots of different nations and companies
may need to align with one another and make autonomous
decisions on the spot. When they exchange both information
and value, multi-robot systems can be seen as machine-to-
machine economies. Not only could human governance not
be practical under the described circumstances, but there is
also no international legal framework for space. Hence, space
multi-robot systems require a high degree of machine gover-
nance.

Moreover, deploying robots into space comes with a
very specific set of challenges. For instance, computational
resources in terms of hardware and energy and corresponding
software capabilities are highly restricted. In addition, space
robots are exposed to a very hostile environment (i.e., cos-
mic rays) that increases the risk of electronic failures (Bogue,
2012; Futaana et al., 2022). This risk is typically managed
through replicated information processing, which multiplies
resource consumption (Wensley et al., 1978). In space, it is
thus essential to meet the identified technical requirements
with particularly low resource needs. Technically speak-
ing, multi-robot systems will highly depend on scalability
solutions and compression technologies to control techno-
logical transaction costs. Technological transaction costs for
the discovery of counterparties and the definition of bound-
ary conditions of economic exchange will also require close
attention. Efficient digital platforms may help to keep these
costs in check (Hein et al., 2020).

To ensure rational robot behavior in various circum-
stances, programmers may need to hard-code objectives
(Turpin et al., 2014) or equip robots with decision engines
capable of producing replicable decisions based on the
information at hand (Fung et al., 2021; Janiesch et al.,
2021; Linardatos et al., 2020; Loyola-Gonzalez, 2019).
Perfect information is, again, a challenge as the national
space programs behind the missions have strategic inter-
ests and sensitive information to protect (Borowitz, 2019).
Consequently, perfect information should be understood con-
textually (Awrey, 2012; Stiglitz, 1989) and not be equated
with ‘all robots have access to all data’. Yet, the ‘public good’
challenge of data remains as data is replicable, non-exclusive,
and utilizable by multiple machines at once (Hummel et al.,
2021),which makes it challenging to enforce property rights
over shared data. Therefore, technologies that enable publicly
verifiable statements without disclosing underlying data may
be useful in these contexts (Garrido et al., 2022). Moreover,
space multi-robot systems will need property rights registries
that balance unrestricted verifiability with restricted modifi-
cation rights (Sedlmeir et al., 2022).

Overall, multi-robot systems could have a high potential
of achieving Pareto efficiency when they account for the
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resource challenges in space. Yet, multi-robot systems will
likely require a high degree of machine governance. Unpre-
dictable circumstances will require such machine governance
to be dynamic, react to potentially changing circumstances,
and adapt governance mechanisms if needed, i.e., through
intelligent agent technology.

Conclusion and outlook

With this paper, we aim to establish a fundamental under-
standing of the economic criteria and technical requirements
for efficient machine economies. In particular, we discuss
Pareto efficiency criteria that can underpin such economies.
We then translate these criteria into technical requirements
and discuss key efficiency challenges based on a framework
of four machine economy types (Fig. 1). This framework is
also useful for structuring research opportunities, which we
outline in this section (for a summary, see Table 3). Over-
all, we hope to broaden an increasingly technical discussion
and build bridges that will facilitate a more interdisciplinary

dialogue on interaction and governance aspects of machine
economies.

Interaction

As our examples indicate, machine economies with human
interactions can easily fall short in achieving Pareto effi-
ciency due to the bounded rationality, opportunistic behavior,
or contract violations of their human participants. It will
thus be essential to analyze how humans can collaborate
with machines and ‘delegate’ to machines those decisions
and tasks that are particularly prone to irrational behavior or
wealth effects. Additionally, further investigation is required
to identify how humans can be supported in their decisions
and interactions without giving up control over identifying
and defining (economic) goals. Teodorescu et al. (2021),
for instance, offer a fruitful starting point for this investiga-
tion by describing how a machine-human partnership can be
designed to enhance human performance. Likewise, Fiigener
et al. (2021) suggest techniques for personalizing artifi-
cial intelligence to support individual goals and motives.
Moreover, research on “next generation digital platforms”

Table 3 Avenues for future

. . Research area
research on efficient machine

Exemplary research questions

economies Interaction

M2H interaction

M2M interaction

Governance

Human governance

Machine governance

How can humans delegate tasks that are prone to irrational behavior to
machines?

How can machines support humans while humans still maintain control
over identifying and defining economic goals?

Can digital platforms support a dynamic allocation of tasks between
humans and machines?

Which machine learning methods can support machines in
establishing clearly defined goals?

To what extent do self-assigned goals need to be reproducible and
explainable to constitute rationality?

Which type of information will require which level of availability and
verifiability to ensure perfect information in a machine economy?

How can humans utilize machine learning to identify market designs
that support efficient machine economies?

How can machine-supported accountability measures reduce transac-
tion costs and make human governance more efficient?

To what extent could machines approximate complete contracts, and
how would contracts in a machine economy differ from those in a human
economy?

Which governance aspects of human economies are applicable in
machine settings, and which may require novel, machine-specific
designs?

To what extent can existing platform designs support hybrid, human—
machine settings?

Under what circumstances can machine governance mechanisms be
beneficial to human economies?
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(Rai et al, 2019, p. iii) may be instructive in identifying
mechanisms for splitting tasks between several machines and
humans. It will be especially important to determine how
such platform setups can support efficient hybrid settings
in which task allocation between humans and machines is
dynamic.

Machine-to-machine economies, on the other hand, require
further research into decision engines that support ratio-
nal decision-making and the autonomous definition of clear
goals for a broad range of scenarios. The discussion on
white box vs. black box machine learning can be instruc-
tive in this regard as it provides insights into how machine
learning models can self-assign reproducible and explainable
goals (Arrieta et al., 2020; Fung et al., 2021; Loyola-
Gonzalez, 2019). In particular, it will be important to unpack
to what extent self-assigned goals need to be reproducible
and explainable to constitute rationality and consistent pref-
erences (Linardatos et al., 2020). Further, it will be crucial to
identify which types of machine learning methods (unsu-
pervised, semi-supervised, or reinforcement (Kiihl et al.,
2022)) should be employed to not only establish a clear and
autonomous definition of goals but also to advance the com-
pliance with other economic criteria, such as low transaction
costs and information asymmetries. Research on generative
adversarial network is instructive in this regard. Jiang et al.
(2019), for instance, demonstrate that generative adversarial
networks can increase efficacy while reducing computational
costs — a key aspect in reducing technological transaction
costs. Karras et al. (2020), in turn, show that training genera-
tive adversarial network models can produce accurate results
from limited data.

More research is also required in the area of scalability,
especially for machine-to-machine economies in resource-
constrained environments. Regarding data storage and pro-
cessing, it will be essential to analyze trade-offs between
storage compression, the degree of information replicability,
and data availability. In-depth analysis will also be required
into how information can be identified and classified con-
cerning their necessary level of duplication, verifiability, and
accessibility.

Governance

Besides more efficient interactions, further research will also
be required into more effective governance for machine
economies. Human governance will need to level the play-
ing field for machines by making them independent of
their owners’ wealth or power status, e.g., by developing
new market structures that negate these ‘outside’ factors.
Batch auctions that group individual bids for simultane-
ous execution could present an interesting starting point
for such discussions (Budish et al., 2015). Alternatively, it
could be interesting to analyze how machine learning can

support the discovery of novel market designs suitable for
machine economies. Moreover, research into novel, poten-
tially machine-supported accountability measures might help
reduce transaction costs and make human governance more
efficient. Also, should efficient machine economies achieve
or at least approximate a high degree of perfect informa-
tion, it would be interesting to analyze if and to which extent
machines could support the creation of complete contracts,
and how contracts in a machine economy would differ com-
pared to those in a human economy.

Machine governance, in turn, is still in its infancy and
can only enforce rudimentary rules (Ferreira, 2021; Levy,
2017). It will thus be important to develop (new) approaches
for allocating decision rights and the design of accountabil-
ity measures. In particular, it will be essential to understand
what governance aspects of human economies are appli-
cable in machine settings and which may require novel,
machine-specific designs (Rossi et al., 2019). Research is
especially required regarding the enforceability of rules and
property rights in machine-to-machine interactions. Machine
economies will require efficient mechanisms that ensure the
cooperation and coordination of transaction partners while
providing inclusive access and avoiding abuse of control.
Moreover, effective mechanisms to reverse (see, e.g., Wang
etal., 2022) and potentially sanction illegitimate transactions
in property rights records will be essential. Digital machine
identities and the machine-verifiability of established trust
structures could provide fruitful starting points for these
questions (Sedlmeir et al., 2021).

Lastly, deeper insight into the governance mechanisms
of platform ecosystems is needed for both machine-to-
human and machine-to-machine settings. Further analyses
will be required to determine if received wisdom on platform
governance can be applied in machine economy settings.
Specifically, research should raise questions about the design
of governance mechanisms in human—machine hybrid plat-
forms. Which parameters will determine who (human or
machine) will hold which governance rights? Will it be effec-
tive to split governance responsibilities or hand them over to
machines in pursuit of economic efficiency? Also, research
should identify if and under which circumstances machine
governance mechanisms may be relevant and beneficial to
human economies.

Lastly, it may be necessary to explore socio-technical
aspects and spill-over effects to consider “the impact on
people, infrastructure, technology, processes, culture and
organization[s]” (Sony and Naik 2020, p. 8). As often in IS
research, it will thus be essential to take an interdisciplinary
perspective to analyze the full potential and implications of
an efficient machine economy.
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