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Summary: Efficient model compression techniques are required to deploy deep neural
networks (DNNs) on edge devices for task specific objectives. A variational autoencoder (VAE)
framework is combined with a pruning criterion to investigate the impact of having the
network learn disentangled representations on the pruning process for the classification task.
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Table 1. Accuracy and compression for MNIST and CIFAR10 
datasets. Pure CNN models are denoted as CNN-Classif. The 
augmented Beta-VAE models with the classifier head are 
denoted as Beta-VAE-Classif. The mean and standard 
deviation is computed over three independent runs where 
available. Compression is given in terms of kilobytes for 
MNIST and megabytes for CIFAR10. 
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Disentanglement
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a. Neural network contains mixed information content.
b. Ideal disentanglement of information content. 
c. Network is pruned based on useful information.

Fig. 1. The Beta-VAE model augmented by the addition of a classifier head. The combined 
model, Beta-VAE-Classif, is trained with all three loss terms given by the KL divergence, 
reconstruction loss, and classification loss. During inference, the reconstruction head x’ is 
removed, leaving the shaded in blocks of the diagram.

Eq. 1 denotes the Beta-VAE loss term composed of the KL divergence and reconstruction 
loss terms. Eq. 2 describes the cross-entropy loss of the classification head.     

• Preliminary results inconclusive - hint that for a certain value of β, latent space implicitly 
becomes sufficiently disentangled to allow for pruning to more easily discard useless 
information for task of classification.

• Increasing number of latent dimensions may improve results.
• More robust results expected from having ground truth disentanglement labels together 

with an appropriately selected metric to directly measure degree of disentanglement for 
task of classification. 
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▪ Pruning
• Structured [1]
• Static/Dynamic [2]

▪ Weight quantization [3]
▪ Knowledge distillation [4]
▪ Low-rank factorization [5]


