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[^0]"One of the basic rules of the universe is that nothing is perfect. Perfection simply doesn't exist. Without imperfection, neither you nor I would exist."

Stephen Hawking

The abstract painting shown on the cover page is a free representation of the nucleoplasm, the complex liquid environment enclosed within the nuclear envelope, composed of water, ions, various molecules and enzymes.
This nucleoplasm painting made with alcohol inks actually covers a hidden drawing.
By tilting the painting towards light by different angles, the reflection unveils the three-dimensional folding of a double helix of DNA within a mammalian nucleus. The DNA molecule wraps around core histones and several nucleosomes line up as "beads on a string". These beads then fold up in chromatin loops, which get extruded by the cohesin ring until reaching couples of convergent CTCF molecules at their anchors. Different loops get nested into larger chromatin domains and further fold into $X, Y$ and the various somatic chromosomes, which eventually occupy distinct chromosome territories within the nucleus of a cell.
As the drawing is present within the painting but hidden by the alcohol ink on top of it, the molecules and mechanisms regulating DNA functions and ultimately governing the fate of a cell are enclosed within the nucleus and invisible to the naked eye. By the use of microscopy and different techniques, we are slowly uncovering the folding principles of the mammalian genome.
To unveil the three-dimensional drawing hidden within the painting, we need to tilt the painting by various degrees and achieve the correct reflection to light up each of the different parts of this drawing. In the same way, we need to design new methods and to further develop the existing ones to light up the different mechanisms regulating the various facets of genomic functions and ultimately achieve the full sight of the nuclear drawing that is hidden within our cells.


## Preface

The present work is aimed at investigating the relationship between chromatin structure and the genomic functions that allow the proper maintenance of the eukaryotic DNA within mammalian nuclei. The main representatives of these functions are the replication of the genome and its repair upon damage.
The present thesis starts with a general introductory chapter that defines the characteristics of chromatin architecture, DNA replication and repair units (based upon: Mamberti and Cardoso, 2020). In recent years, increasing evidence has highlighted the architectural proteins CTCF and cohesin as the major players in chromatin loop extrusion and in the definition of chromatin domains. The next two thesis chapters are therefore dedicated to each of these two proteins and their influence on the interrelationship between chromatin structural and functional units (parts thereof based upon: Cremer et al., 2020; Mamberti et al., 2022). Each chapter contains separate sections of introduction, results, discussion, material and methods. The thesis ends with a general discussion (parts of it based upon: Mamberti and Cardoso, 2020), followed by conclusions and outlook.

## Summary

Hierarchical levels of chromatin organization allow different genomic functions to be spatiotemporally regulated within mammalian nuclei. Both DNA replication and DNA repair are global genomic processes. Their chromatin units have remarkable structural similarities and microscopically appear as clusters of nanofocal structures, each in the size range of chromatin loops. The present work aimed at relating genomic functions with the underlying structural organization by the two chromatin architectural proteins CTCF and cohesin, which cooperate to shape the genome into chromatin loops and domains.

Here, CTCF was shown to be critical for cellular survival after ionizing irradiation in a CTCF-dose dependent way. The results obtained in different cell lines upon CTCF-depletion were integrated into a biophysical model. The decreased clonogenic potential showed to derive from the increased probability of double strand breaks to cluster in larger chromatin domains lacking CTCF at their borders.

Moreover, CTCF proved to be enriched at the sites and at the time of DNA replication. CTCF intensity within replication foci was shown to decrease over a chase time after replication labeling, suggesting the occurrence of CTCF accumulation during ongoing DNA replication. The depletion of CTCF correlated with an impairment in cell cycle progression. CTCF-depleted cells stalled in G1 in a CTCFdose dependent way, indicating that the chromatin structure provided by CTCF might be needed to properly enter S-phase. Additionally, CTCF resulted to be particularly enriched at the replicating inactive $X$ and $Y$ chromosomes. The depletion of CTCF led to the loss of synchrony in the DNA replication of the Y chromosome. Additionally, Y chromosome architecture showed changes of volume and shape upon CTCF reduction.

In the second part of this work, the cohesin subunit RAD21 was shown essential to determine the structure of chromatin loops. RAD21-depleted cells exhibited an increase in the size and shape heterogeneity of chromatin loops. The cohesin component SA1 was investigated for a role in DNA damage signaling. SA1 KO cells showed an impairment of the $\gamma \mathrm{H} 2 \mathrm{AX}$ foci at all tested X-ray doses. The repair functional units decreased in number, volume and intensity in the absence of SA1.

In conclusion, the results presented here led to propose that the functions of DNA replication and repair are determined by the chromatin architecture, with the structure dictating the function.

Future work should further investigate the mechanisms behind the regulation of global genomic functions by these two chromatin architectural proteins and define the precise interplay between cohesin and CTCF within such regulation.

## Zusammenfassung

Hierarchische Ebenen der Chromatinorganisation ermöglichen die räumlich-zeitliche Regulation verschiedener genomischer Funktionen in den Zellkernen von Säugetieren. Sowohl die DNAReplikation als auch die DNA-Reparatur sind globale genomische Prozesse. Ihre Chromatineinheiten weisen bemerkenswerte strukturelle Ähnlichkeiten auf und erscheinen mikroskopisch als Cluster von nanofokalen Strukturen, die jeweils in der Größenordnung von Chromatinschleifen liegen. Ziel der vorliegenden Arbeit war es, die Genomfunktionen mit der zugrundeliegenden strukturellen Organisation durch die beiden Chromatinarchitekturproteine CTCF und Cohesin in Beziehung zu setzen, die zusammenarbeiten, um das Genom in Chromatinschleifen und Domänen zu formen.

Hier wurde gezeigt, dass CTCF dosisabhängig für das zelluläre Überleben nach ionisierender Bestrahlung entscheidend ist. Die Ergebnisse der CTCF-Depletion in verschiedenen Zelllinien wurden in ein biophysikalisches Modell integriert. Es zeigte sich, dass das verringerte klonogene Potenzial auf die erhöhte Wahrscheinlichkeit von DNA-Doppelstrangbrüchen zurückzuführen ist, die sich in größeren Chromatindomänen ohne CTCF an deren Rändern zusammenballen.

Außerdem erwies sich CTCF an den Stellen und zum Zeitpunkt der DNA-Replikation als angereichert. Es zeigte sich, dass die CTCF-Intensität innerhalb von Replikations-Foci nach der Replikationsmarkierung über eine Verfolgungszeit abnimmt, was auf eine CTCF-Akkumulation während der laufenden DNA-Replikation hindeutet. Die Verringerung von CTCF korrelierte mit einer Beeinträchtigung der Zellzyklusprogression. CTCF-depletierte Zellen verharrten CTCFdosisabhängig in der G1 Phase, was darauf hindeutet, dass die von CTCF bereitgestellte Chromatinstruktur für den korrekten Eintritt in die S-Phase erforderlich sein könnte. Außerdem erwies sich CTCF als besonders angereichert an den replizierenden inaktiven X- und YChromosomen. Die Verminderung von CTCF führte zu einem Verlust der Synchronität bei der DNAReplikation des Y-Chromosoms. Außerdem veränderte sich die Architektur des Y-Chromosoms durch die Verringerung von CTCF in Bezug auf Volumen und Form.

Im zweiten Teil dieser Arbeit wurde gezeigt, dass die Cohesin-Untereinheit RAD21 für die Struktur der Chromatinschleifen entscheidend ist. RAD21-depletierte Zellen wiesen eine Zunahme der Größe und Formheterogenität von Chromatinschleifen auf. Die Cohesin-Komponente SA1 wurde auf ihre Rolle bei der Signalisierung von DNA-Schäden untersucht. SA1 KO-Zellen zeigten bei allen getesteten Röntgendosen eine Beeinträchtigung von $\gamma \mathrm{H} 2 \mathrm{AX}$. Die funktionalen Reparatureinheiten nahmen in Abwesenheit von SA1 in Anzahl, Volumen und Intensität ab.

Die hier vorgestellten Ergebnisse lassen den Schluss zu, dass die Funktion der DNA-Replikation und -Reparatur durch die Chromatinarchitektur bestimmt wird, wobei die Struktur die Funktion bestimmt.

Zukünftige Arbeiten sollten die Mechanismen hinter der Regulierung globaler genomischer Funktionen durch diese beiden Proteine der Chromatinarchitektur weiter untersuchen und das genaue Zusammenspiel zwischen Cohesin und CTCF innerhalb dieser Regulierung definieren.
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## 1. General introduction

### 1.1. Chromatin organization of the eukaryotic genome

The biggest polymer in cells happens to be DNA and the least is known about its structure and how this relates to its function.

In recent years, the 4D Nucleome program (4D Nucleome web portal: https://www.4dnucleome.org) was founded exactly to tackle the issue of how the genome is folded in three-dimensions, how this dynamically changes in time (the fourth dimension) and which are the functional consequences of such folding (Marti-Renom et al., 2018; Tashiro and Lanctôt, 2015). It is also known for quite some time that genomic processes occur within discrete subnuclear sites. However, whether the structure of these sites is determined by or rather determines DNA metabolism remains to be elucidated. The major hallmarks of chromatin folding are depicted in Figure 1.1.

Indeed, in the last decades, a variety of methods have been developed towards unraveling how DNA is organized within the nucleus. These include: light and electron microscopy based approaches (e.g., Nishino et al., 2012; Ou et al., 2017; Ricci et al., 2015), DNA metabolism-based techniques such as the incorporation and detection of nucleosides' analogues (reviewed in: Miron et al., 2016), DNA halo visualization (e.g., Vogelstein et al., 1980), fluorescent in situ hybridization (FISH) (e.g., Pinkel et al., 1988), chromosome conformation capture (3C) based methods (Dekker et al., 2002; reviewed in: Barutcu et al., 2016) and polymer modeling (reviewed in: Nicodemi and Pombo, 2014; Tark-Dame et al., 2011).

Here, the recent discoveries from our laboratory on the structural organization of chromatin units of the global genomic processes of DNA replication and repair (Chagin et al., 2016; Löb et al., 2016; Natale et al., 2017) are presented in light of the interplay between genome structure and function.

### 1.1.1. DNA loops

A variety of studies investigating how genomic DNA is folded over multiple decades are listed in Table 1.1., the timeline Figure 1.2. and discussed below.

In 1976, Cook, Brazell \& Jost proposed the involvement of loops in the superhelical organization of the genome, meant as organization level above the double helix (Cook et al., 1976). They prepared nucleoids from human HeLa cells with a lysis solution containing a non-ionic detergent and variable concentrations of salt, up to a saturating level, thus depleting histones. Based on sedimentation ratios of these nucleoids through sucrose gradients containing the intercalating DNA dye ethidium bromide, they were able to deduce their DNA conformation. They did not observe any effect of the non-ionic
detergent and saturating concentration of salt (conditions that removed most chromatin proteins including histones) in the migration of the nucleoids through the gradient. Therefore, they concluded that additional constraints existed, which kept the superhelical organization of the DNA duplex intact.


Figure 1.1. Hierarchical folding of DNA through chromatin organization and major hallmarks. The DNA helix is wrapped around an octamer of positively charged histones to form the nucleosome, with a DNA content of 147 bp . Multiple nucleosomes form the so-called "beads on a string" structure, which folds further into chromatin loops. The size of these loops corresponds to the one of functional units as measured with high resolution microscopy and DNA combing techniques, namely 75 kbp-sized DNA repair nano-foci and 190 kbp sized DNA replication units. Clusters of these units build up Mb-sized domains as those observed relative to these genomic functions at lower resolution wide-field microscopy.

The year after, 1977, Paulson and Laemmli used electron microscopy to study histone-depleted metaphase chromosomes, obtained by treating purified HeLa cells chromosomes with dextran sulfate and heparin (Paulson and Laemmli, 1977). They showed that most of the DNA existed in loops of at least 10-30 $\mu \mathrm{m}$, appearing as a halo, held together by a scaffold of non-histone proteins, or core, shaped characteristically as a metaphase chromosome. Assuming that $1 \mu \mathrm{~m}$ of DNA would equal 3000 base pairs (Chow et al., 1975), they calculated a DNA content of 30-90 kb per loop. They proposed that their measurements might be underestimates, due to the fact that some DNA may not have been completely unfolded and to the observation that a few loops were longer than $60 \mu \mathrm{~m}$. However, they pointed out that similar loop sizes were observed in E. coli (Kavenoff and Ryder, 1976) and from sedimentation studies of eukaryotic interphase cell nuclei (Benyajati and Worcel, 1976; Cook and Brazell, 1975). They also highlighted the fact that, in a separate study, they could demonstrate that the scaffold could be isolated as an entity independent of DNA, by treating the chromosomes with micrococcal nuclease before depleting them of histones (Adolph et al., 1977b, 1977a), suggesting that non-histone proteins are responsible for the higher order organization of eukaryotic chromatin.

In 1980, Vogelstein and colleagues first applied the DNA halo technique, which allows to visualize a fluorescent halo made of DNA loops extruded from an insoluble nuclear scaffold, after treating the cells with a non-ionic detergent and dehistonizing the nuclei in the presence of a DNA-intercalating dye (Vogelstein et al., 1980). They measured intact loops with an average size of 90 kb from mouse cells. They concluded that loops were attached to a skeleton kind of nuclear matrix, appearing as an insoluble, structural framework, and could be unwound by nicking the DNA with DNase I or exposing the samples to UV light (Vogelstein et al., 1980). Moreover, they further identified a relationship between DNA loops and replication, as discussed in section 1.4.1.

In 1982, Buongiorno-Nardelli and colleagues observed with the same technique an average loop size of 90 kb (maximum halo radius of $15 \mu \mathrm{~m}$ ) for frog cells (Buongiorno-Nardelli et al., 1982). They also plotted the loop sizes for different species versus the respective replicon sizes, as measured by various groups, and hypothesized a relationship between loop and replicon sizes (BuongiornoNardelli et al., 1982), which will be further discussed later.

In 1983, Earnshaw and Laemmli developed a method to isolate and deposit intact mitotic chromosomes on electron microscopy grids and measured radial loop sizes of $83 \mathrm{~kb} \pm 29 \mathrm{~kb}$ in human metaphase chromosome preparations (Earnshaw and Laemmli, 1983). They additionally isolated the protein scaffold from where the loops emanated and established their reversible aggregation upon treatment with high levels of Mg++ or NaCl (Earnshaw and Laemmli, 1983).

Table 1.1. Sizes of structural chromatin units measured with different methods.

|  | Reference | Year | Method | Nomenclature/ Structure | Organism (cell line) | Median/ mean size | Size range |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Structure | Paulson and Laemmli | 1977 | Histone-depleted metaphase chromosomes | Loop | Human (HeLa) | 70 kb | 30-90 kb |
|  | Vogelstein, Pardoll \& Coffey | 1980 | DNA Halo technique | Loop | Mouse (3T3) | 90 kb | 84-96 kb |
|  | Buongiorno- <br> Nardelli et al. | 1982 | Halo technique | Loop | Frog $(X$. laevis erythrocyte $s$ and kidney cells) | 90 kb | - |
|  | Earnshaw and Laemmli | 1983 | Metaphase chromosome | Loop | Human (HeLa) | 83 kb | +/-29 kb |
|  | Jackson, Dickinson and Cook | 1990 | Nuclease digestion and electrophoresis | Loop | Human (HeLa) | 86 kb | $\begin{gathered} 5-200 \mathrm{~kb}(80 \\ -90 \mathrm{~kb}) \end{gathered}$ |
|  | LiebermanAiden et al. | 2009 | $\mathrm{Hi}-\mathrm{C}$ | Megadomains | $\begin{aligned} & \text { Human } \\ & \text { (GM06990) } \end{aligned}$ | - | $5 \mathrm{Mb}-20 \mathrm{Mb}$ |
|  |  |  |  | A/B compartments |  | - | $500 \mathrm{~kb}-7 \mathrm{Mb}$ |
|  | Dixon et al. | 2012 | Hi-C | TADs | $\begin{aligned} & \text { Mouse } \\ & \text { (mESCs) } \end{aligned}$ | 880 kb | $100 \mathrm{~kb}-5 \mathrm{Mb}$ |
|  | Rao et al. | 2014 | Hi-C | Loop domains | Human and mouse cell lines | 185 kb | $40 \mathrm{~kb}-3 \mathrm{Mb}$ |
|  | Gibcus et al. | 2018 | $\mathrm{Hi}-\mathrm{C}$ combined with polymer simulation | Inner loops in prophase | Chicken (DT-40) | 60 kb | - |
|  |  |  |  | Inner loops in prometaphase |  | 80 kb | - |
|  |  |  |  | Nested outer loops in prometaphase |  | 400 kb | - |
|  | Hsieh et al. | 2019 | Micro-C | MicroTADs | $\begin{aligned} & \text { Mouse } \\ & \text { (mESCs) } \end{aligned}$ | 5.4 kb | $1-40 \mathrm{~kb}$ |

After ten years of speculation on the existence of the loop organization of DNA, Jackson and colleagues tackled the issue by isolating chromatin from HeLa cells and embedding it in agarose under physiological buffer conditions to avoid any artifact (Jackson et al., 1990a). They could indeed show that some loops may arise as artifacts from nuclei, nucleoids and scaffolds preparation, but they were also able to show that loops ranged from 5 to 200 kb and averaged on a size of 86 kb throughout the cell cycle (Jackson et al., 1990a). Though not observing any size change between mitosis, $\mathrm{G}_{1}$ and S-phase, they proposed that loops could still be dynamic structures, which were not detectable by
the assay used. They also fitted the data to a standard curve and obtained an average of 118 kb (Jackson et al., 1990a). In a subsequent work (Jackson et al., 1990b), they investigated loop sizes further with the physiological lysis method and using electroelution after restriction enzyme DNA digestion. Probing different enzymes and levels of detachment, they could reproducibly observe a size range of 80-90 kb (Jackson et al., 1990b). Moreover, they observed that attachment of loops to the nucleoskeleton was very stable and measured that fragments of about 1 kb remained protected from nuclease attack (Jackson et al., 1990b).

### 1.1.2. A/B compartments

In 2002, Dekker and colleagues developed a technique to unravel the chromatin structure through the frequency of contacts between different genomic sites, by ligation of these sites and following detection by quantitative PCR reactions (Dekker et al., 2002). This technique of capturing chromosome conformation was subsequently subjected to a variety of improvements and modifications (reviewed in: Barutcu et al., 2016).

In particular, the method was further developed into Hi-C or high-throughput chromosome conformation capture in 2009 by Lieberman-Aiden et al., by combining proximity-based ligation with massively parallel sequencing (van Berkum et al., 2010; Lieberman-Aiden et al., 2009). They applied $\mathrm{Hi}-\mathrm{C}$ at a 1 Mb resolution to identify "megadomains" of $5-20 \mathrm{Mb}$, which were further subdivided into $500 \mathrm{~kb}-7 \mathrm{Mb}$ sized domains corresponding to the "A" or active compartment, enriched for open chromatin, and the " B " or inactive compartment, enriched for closed chromatin, which together created the plaid pattern in the contacts' matrices (Lieberman-Aiden et al., 2009).

### 1.1.3. Topologically associated domains

In 2012, Dixon and colleagues introduced the concept of topologically associated domains (TADs) as largely species- and cell type-conserved megabase-sized domains, which correlated with the constraints of heterochromatic regions and whose boundaries are enriched for the insulator protein CTCF, housekeeping genes, transfer RNAs and SINE retrotransposon elements (Dixon et al., 2012). They observed highly self-interacting regions at a bin size of less than 100 kb (Dixon et al., 2012). In mouse embryonic stem cells, they found 2200 TADs with a median size of 880 kb , occupying $91 \%$ of the sequenced genome. Most of these TADs were shared across evolution, with more than $50 \%$ of genome boundaries that were found in mice, being present also in humans and vice versa (Dixon et al., 2012). They showed that TADs were related to, but independent from, previously described organization structures such as the A/B or active/inactive compartments (Lieberman-Aiden et al., 2009), the LAD/non-LAD or lamina-associated/not associated domains (Guelen et al., 2008; Peric-

Hupkes et al., 2010), and the early/late replicating domains (Ryba et al., 2010). They further reported that CTCF alone is insufficient to determine TADs boundaries, being that the binding of this protein was found enriched at most boundaries but only $15 \%$ of its binding sites were located within these boundaries (Dixon et al., 2012).

In 2015, Hsieh and colleagues introduced Micro-C, a novel Hi-C method with nucleosome resolution, in which micrococcal nuclease is used instead of restriction enzymes to fragment chromatin (Hsieh et al., 2015). In 2019, Hsieh and colleagues showed by Micro-C that TADs are segregated further into microTADs by the action of transcription factors, cofactors and chromatin modifiers (Hsieh et al., 2020). Krietenstein and colleagues utilized the same technique to resolve more than 20000 additional looping interactions with single-nucleosome accuracy in comparison to Hi-C (Krietenstein et al., 2020).

### 1.1.4. Loop domains

In 2014, Rao and colleagues achieved a 1 kb-resolved map of the human genome, made of the sorenamed 10000 loop or contact domains (Rao et al., 2014). These domains were reported to have a median size of 185 kb (ranging from 40 kb to 3 Mb ), to be associated with histone marks and often linking promoters and enhancers, with CTCF sites enriched at the loops' anchors in a convergent orientation (Rao et al., 2014). Furthermore, they identified six compartments with distinct patterns of histone modifications, two of which related to early and mid replicating regions of the previously identified " $A$ " compartment, and the remaining four to be related to facultative or constitutive heterochromatin of the " B " compartment. All boundaries observed were associated with either a subcompartment transition (occurring circa every 300 kb ) or with a loop (occurring circa every 200 kb ) and many with both (Rao et al., 2014).

### 1.2. The chromatin architectural proteins CTCF and cohesin

Increasing evidence has established the architectural proteins CTCF and the cohesin complex as major players in genome organization, as extensively reviewed before (see e.g., Merkenschlager and Nora, 2016; Nasmyth and Haering, 2009; Phillips and Corces, 2009). Genome function and its structural organization have indeed coevolved during the branching process of the tree of life. While cohesin-like proteins are found already in prokaryotes (Gligoris and Löwe, 2016; Volkov et al., 2003), CTCF is conserved in most bilaterian metazoan and might have impacted the body patterning across Bilateria by forming the kernel of a gene regulatory network together with the Hox genes, through its role in chromatin domain formation (Heger et al., 2012; Vietri Rudan et al., 2015).

CTCF is an eleven-zinc-finger DNA binding protein, which was initially discovered for its transcriptional regulation of the chicken c-myc gene (Klenova et al., 1993; Lobanenkov et al., 1990). This protein was shown to mediate the insulation of a chromatin loop by bringing together two distant DNA sites, after binding sequence-specific DNA sites in a convergent orientation (Fudenberg et al., 2016).


Figure 1.2. Timeline of measurements and modeling of chromatin structures.

Cohesin is a ring-shaped protein complex, which was primarily known to provide cohesion between two sister chromatids after DNA replication (reviewed in: Nasmyth and Haering, 2009). More recently, the complex has been proposed to load on DNA and to extrude a loop until being removed by the release factor WAPL or until encountering an obstacle such as CTCF, as stated in the loop extrusion model (Fudenberg et al., 2016; reviewed in: Mirny et al., 2019; see also below).

### 1.2.1. Effects of CTCF and cohesin depletion on chromatin

In 2017, Schwarzer et al. deleted the cohesin-loading factor Nipbl and observed the disappearance of TADs-associated Hi-C peaks but not of A/B compartments (Schwarzer et al., 2017). Furthermore, no effect on transcription was detected (Schwarzer et al., 2017). Rao et al. (2017) similarly reported that cohesin loss eliminated all loop domains, while having only minor effects on transcription (Rao et al., 2017). The loss of the short-range loops did not affect the histone modification patterns nor the A/B compartments (Rao et al., 2017). Moreover, they promoted a fast model of "loop-extrusion" guided by the cooperation between the two architectural proteins CTCF and cohesin, based on the fact that loop domains reform in a few minutes after cohesin recovery (Rao et al., 2017). Similarly, Nora et al. (2017) observed only minor global transcriptional effects and no change in A/B compartmentalization upon CTCF depletion (Nora et al., 2017). In the same year, Wutz and colleagues also showed that cohesin is required for TADs and additionally proved that extended loops were formed once the cohesin release factors WAPL and PDS5A/B were removed (Wutz et al., 2017). Hence, CTCF could define the loop boundaries but it would be bypassed if the cohesin unloading factors did not control the length of loops (Wutz et al., 2017). Hansen and colleagues showed by Micro-C that an RNA-binding region in CTCF mediates self-association and that its deletion disrupts half of the CTCF loops, leading to reorganization of TADs (Hansen et al., 2019).

A recent study by Bintu and colleagues in 2018, applied sequential rounds of FISH after partitioning a target genomic region into 30 kb segments, in order to generate high resolution spatial maps of chromatin from single cells (Bintu et al., 2018). They showed that the disappearance of TAD-like structures after cohesin depletion might be in fact an artifact due to averaging at a population level, since single-cell studies revealed that, in the absence of cohesin, the loop boundaries are shifted from cell to cell and, therefore, not detectable as a peek of frequencies at a population level (Bintu et al., 2018). Still in 2018, using Hi-C methods in combination with imaging methods, Gibcus and colleagues (Gibcus et al., 2018) were able to establish using synchronized chicken DT40 cells that, in prophase, consecutive arrays of 60 kb loops are formed followed by, in prometaphase, the formation of 80 kb inner loops nested within 400 kb outer loops in a helical arrangement. They could, furthermore, show
that this arrangement is dependent on the condensin family of proteins and that condensins I and II exerted their effects at different levels (Gibcus et al., 2018).

### 1.3. Modeling of chromatin organization

Since the earliest discoveries on chromatin folding, a variety of models have been proposed (Figure 1.2.). With the advancement of physics, informatics and machine-learning algorithms, these could be computed in 3D polymer simulations and compared to experimental data.

Already in 1998, Münkel and Langowski (Münkel and Langowski, 1998) simulated human chromosomes by polymer modeling of a fiber arranged into loops and subsequently forming subcompartments. They could indeed reproduce the formation of chromosome territories in interphase cells (Münkel and Langowski, 1998). The year after, Münkel and colleagues developed the model further by assuming a chromatin fiber folding into 120 kb loops and their arrangement into rosette-like structures (Münkel et al., 1999). By comparison with experimental data, they found agreement on the overlap, number and size of subcompartments between the model of chromosome 15 and the observed subchromosomal foci of either early or late replicating chromatin. The model also showed expected distances as observed for specific marker loci using FISH at both the sub- and megabase ranges (Münkel et al., 1999).

In the subsequent years, models describing folding of chromosomes over length scales between 0.5 to 75 Mb based on random loops were proposed by Bohn, Mateos-Langerak and colleagues (Bohn et al., 2007; Mateos-Langerak et al., 2009). The model assumed a self-avoiding polymer and defined the probability of two monomers to interact, creating a loop and extending through the whole chromosome. They also tested the model using experimental data and were able to obtain chromatin folding within a confined space (Mateos-Langerak et al., 2009), which agreed with the evidence that chromosomes occupy distinct territories in interphase nuclei (Bolzer et al., 2005).

More recently, the strings and binders switch model (SBS) (Barbieri et al., 2012) recapitulated well key aspects of chromatin looping, by investigating the interaction between diffusing binders and a free polymer, on which the positions of the binding sites are assigned. These settings allowed investigation of 'switches' or conformational changes that the polymer can experience when bound by other proteins (Barbieri et al., 2012). Randomly diffusing binders were shown to be sufficient to dynamically determine TADs, territories and thermodynamic changes (reviewed in: Nicodemi and Pombo, 2014).

Reviving an older concept of loop extrusion dating back to the 1990s (reviewed in: Mirny et al., 2019) and adding new biochemical evidence, Fudenberg and colleagues proposed in 2016 (Fudenberg et
al., 2016) that chromatin folding into TADs could result from multiple loops being dynamically extruded. This differs from the models where loops are formed by proteins bringing together the ends of a loop. They also proposed that ring-shaped cohesin complexes would be responsible for the extrusion process. Once loaded onto the DNA, cohesin would start extruding a loop until being removed by the releasing factor WAPL or encountering an obstacle. CTCF bound to DNA sites in a convergent orientation would constitute such an obstacle, stalling the loop extrusion and defining boundaries (Fudenberg et al., 2016).

Nuebler and colleagues (Nuebler et al., 2018) more recently proposed that chromosome organization is shaped by both the affinity-driven compartmentalization and loop extrusion processes, coexisting within the cell nucleus in a nonequilibrium state. Active loop extrusion would counteract and outcompete the compartmental segregation of active and inactive chromatin while enhancing TADs, affecting only compartments sized between 500 kb and 2 Mb (Nuebler et al., 2018). This nonequilibrium model of loop extrusion could be used to explain compartmental mixing and different experimental findings related to chromatin perturbations, namely removal of either CTCF, cohesin's loader NIPBL, or its release factor WAPL (Nuebler et al., 2018).

In the same year, 2018, Buckle and colleagues speculated that the simple bead-and-spring polymers assume a homogeneous chromatin fiber, which is not reflecting the situation in vivo (Buckle et al, 2018). Hence, they developed the HiP-HoP or highly predictive heteromorphic polymer model, in which data from epigenetic marks, chromatin accessibility and CTCF/cohesin anchors were added onto a polymer chain to reproduce the variability of the chromatin fiber along its length (Buckle et al., 2018). They integrated this heteromorphic chain with diffusing protein bridges and loop extrusion and were able to reproduce the 3D chromatin organization of genomic loci at both population and single cell level (based on 3C and FISH data, respectively), being able to describe varying levels of transcriptional activity across cell types (Buckle et al., 2018).

In 2019, polymer simulations by Falk et al. (Falk et al., 2019) based on both Hi-C and microscopy data could highlight the dominating role of heterochromatin (in particular, constitutive heterochromatin) in inducing phase separation, whereas euchromatin interactions were found to be dispensable for compartmentalization. Heterochromatin-heterochromatin interactions lead to the formation of large (micrometer size) compartments and are likely mediated by affinity between homotypic repetitive elements, modified histones and heterochromatin associated proteins (Falk et al., 2019). In fact, taking constitutive heterochromatin as an example, we could show that increasing the concentration of a single factor (MeCP2, methyl- $\underline{\text { phG}}$-binding protein $\underline{2}$ ) binding DNA by electrostatic as well as modification specific interactions, resulted in coalescence of pericentromeric regions into
increasingly larger clusters (Brero et al., 2005). Accordingly, Solovei and colleagues (Solovei et al., 2009) subsequently demonstrated that, in the absence of attachment to the nuclear periphery in rodent rod cell nuclei, these chromosomal regions completely fuse into a single cluster in the middle of the nucleus.

In 2020, Brackley and Marenduzzo (Brackley and Marenduzzo, 2020) reviewed the string and binders model focusing on the dynamics of multivalent binders, i.e. transcription factors or other proteins, which can bind chromatin at more than one point to form "molecular bridges" that stabilize loops. In the simplest case, interactions can be electrostatic and non-sequence specific and could lead to spontaneous clustering or "bridging-induced attraction", depending on the interaction's strength or on the protein's residence time. This can result in a positive feedback in which protein clusters continue to grow and coarsen in a "phase separation" mode (Brackley and Marenduzzo, 2020). When specific high-affinity binding sites are included in the model, cluster growth is limited due to the looping out of the low affinity (e.g., electrostatic) interaction chromatin stretches. The resulting "clouds of loops" would, in addition, sterically hinder any cluster to merge further, hence stabilizing the microphase separation (Brackley and Marenduzzo, 2020).

To conclude, in living cells, it is highly probable to find a coexistence of different mechanisms variably dictating the chromatin compaction in different subnuclear regions. The various models would contribute differently within each chromatin compartment, with one model being predominant in some compartments but not in others.

### 1.4. Global genomic processes: function versus structure

A well-known example of functional chromatin loops is given by the insulation of enhancers and promoters, which are distant from each other on the linear DNA sequence. The looping of the DNA in between the two sites allows these elements to be brought in close proximity and to affect transcription rates. This very interesting escamotage contributed to the fame of CTCF as an insulator protein influencing the transcription of thousands of genes (reviewed in: Merkenschlager and Nora, 2016). Transcription might indeed be a function locally defining the chromatin architecture. Although the regulation of transcription can locally define the chromatin structure and vice-versa the chromatin looping can influence the transcription rates, transcription can be very differently regulated depending on the cell state and on the environment and only a small percentage of the whole genome is involved in transcription at any given time. This cell-to-cell variability in relation to the regulation of gene expression is exactly the reason why the influence of the transcriptional function on chromatin looping is so relevant. However, we will focus here on those events of DNA
metabolism that are consistent in every cell independently of the cell's developmental state. In this sense, DNA replication and the repair of DNA damage can be considered as more global events: even though these two processes are also spatio-temporally regulated and, hence, not simultaneously involving the whole genome, they have to cover its full length in a defined time in order to ensure cell proliferation and the correct maintenance of the genome. A selection of studies dealing with replication/repair subnuclear structures are presented below and summarized in Table 1.2. and timeline Figure 1.3.

Table 1.2. Sizes of functional chromatin units measured with different methods.

|  | Reference | Year | Method | Nomenclature /Structure | Organism (cell line) | Median/ mean size | Size range |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Function | Huberman and Riggs | 1968 | Labeled DNA autoradiography | Replication sections (IOD) | Hamster and Human | $\begin{gathered} 7-30 \mu \mathrm{~m} \\ (15-60 \mu \mathrm{~m}) \end{gathered}$ | $\begin{gathered} \text { (up to } 160 \\ \mu \mathrm{~m}) \end{gathered}$ |
|  | Lau and Arrighi | 1981 | Premature chromosome condensation | Replication units | Hamster (CHO) | $0.6 \mu \mathrm{~m}$ | 0.2-1.2 $\mu \mathrm{m}$ |
|  | Nakamura, Morita and Sato | 1986 | Conventional microscopy foci analysis | Replication domains | Rat (3Y1-B) | 1000 kb | - |
|  | Nakayasu and Berezney | 1989 | Conventional microscopy foci analysis | Replication granules | Kangaroo <br> (PtK1) | $0.5 \mu \mathrm{~m}$ | $\begin{aligned} & 0.4-0.6 \mu \mathrm{~m} \\ & \text { (late S up to } \\ & \text { few } \mu \mathrm{m} \text { ) } \end{aligned}$ |
|  | Jackson and Pombo | 1998 | Replication labeling on DNA fibers | IOD (eq. to a replicon) | Human (HeLa) | 144 kb | 25-325 kb |
|  |  |  | Conventional microscopy foci analysis | Replicon clusters | Human (HeLa) | 0.8 Mb | - |
|  | Chagin et al. | 2016 | Replication labeling on DNA fibers | IOD (eq. to a replicon) | Human (HeLa Kyoto) | 189 kb | +/-121 kb |
|  |  |  |  | IOD (eq. to a replicon) | $\begin{aligned} & \text { Mouse } \\ & \text { (C2C12) } \end{aligned}$ | 162 kb | +/-100 kb |
|  | Natale, Rapp et al. | 2017 | 3D-SIM of $\gamma \mathrm{H} 2 \mathrm{AX}-$ <br> labeled chromatin | Repair nanofoci | Human (HeLa) | 75 kb | $\begin{gathered} 34 \mathrm{~kb}-159 \\ \mathrm{~kb} \end{gathered}$ |

### 1.4.1. DNA replication units

Interestingly, already in 1982 Buongiorno-Nardelli and colleagues collected measurements from different studies to propose a relationship between the loop length and the replicon size in different animal and plant species (Buongiorno-Nardelli et al., 1982). In DNA halos prepared from radiolabeled frog cells, they observed that radioactivity distributed on a progressively wider area beyond the
nuclear matrix at a rate of $0.47 \mu \mathrm{~m} /$ minute. Taking into account replication bidirectionality and the average loop size of 90 kb in frogs, they estimated that one loop would replicate in 30 minutes and, indeed, they did not observe any increase of the labeled area with a pulse of 60 minutes (BuongiornoNardelli et al., 1982). Similarly, Vogelstein and colleagues had already observed that the radiolabeled DNA moved progressively from the matrix to the halo region, either by increasing the pulse or the chase duration after the pulse (Vogelstein et al., 1980). By comparing the loop size estimated with the halo method and the replicon size known from fiber autoradiography studies, BuongiornoNardelli and colleagues proposed that the maximum halo radius or loop size is species-specific and that this is directly proportional to the average replicon length in the same species (BuongiornoNardelli et al., 1982). In fact, they calculated that all species analyzed had an average replicon length four times longer than the maximum halo, which means twice the loop size. Hence, they speculated that a replicon might consist of two adjacent loops, might be read by two matrix bound replication complexes and have origins and terminations at the anchors of the loops: the newly formed loop would be then released to bind the new matrix (Buongiorno-Nardelli et al., 1982).

This correlation was possible because other groups had already measured the length of newly synthesized DNA on stretched DNA fibers starting with Cairns in 1963 (Cairns, 1963). From DNA autoradiograms of $E$. coli cultured in $\mathrm{H}^{3}$-thymidine, he observed that replication progressed from a fork-like growing point by forming what he called theta-structures (looking like the Greek letter $\theta$; Cairns, 1963). On mammalian DNA fibers he also showed that the newly replicated DNA appeared as tandemly separated sections (Cairns, 1966).

In 1968, Huberman and Riggs confirmed Cairns' experiments in Chinese hamster and HeLa cells, showing that replication proceeded from an origin in each of the tandemly joined replicating sections (Huberman and Riggs, 1968). By exploiting thymidines with two different affinities, they observed a bidirectional synthesis progressing in opposite directions from each origin, leading them to propose the bidirectional model of DNA replication (Huberman and Riggs, 1968). They also proposed the term "replication unit" as the basic unit of replication, meaning that adjacent sections sharing an origin would initiate replication together and hypothesized that replication might proceed until converging with the next growing point (Huberman and Riggs, 1968).

A variety of subsequent studies (Lau and Arrighi, 1981; Nakamura et al., 1986; Nakayasu and Berezney, 1989) using nucleotide pulse labeling and microscopical analysis established the existence of functional units of DNA replication in different rodent and marsupial cell lines and furthermore, described the focal pattern changes throughout S-phase.

Additional analysis of replication labeling performed on stretched DNA fibers determined that the spacing between adjacent origins in mammalian cells varies between 50 and 300 kb (reviewed in: Edenberg and Huberman, 1975; Hand, 1978). This length corresponds to the segment of chromosomal DNA replicated from a single origin of bidirectional DNA replication. This segment is commonly referred to as "replicon".


Figure 1.3. Timeline of measurements and concepts of chromatin functions.

In 1998, Jackson and Pombo confirmed such values and, by analyzing numbers of adjacent replicons in DNA fibers, confirmed that they are activated in clusters (Jackson and Pombo, 1998), as already shown by the earlier fibers studies. Based on pulse-chase labeling of replicating DNA in subsequent cell cycles, these authors proposed that such clusters reflect units of chromosome structure and are stable over cell cycles (Jackson and Pombo, 1998).

The fact that loops are dynamic is altogether not incompatible with the hypothesis of a stable structural unit. Loops can dynamically be released and reformed, which gives rise to single-cell variability when taking single snapshots in time (Bintu et al., 2018; Hansen et al., 2018). However, over time, loops or clusters of loops are stable in the sense that both the focal structures and their replication timing are maintained over multiple cell generations (Sadoni et al., 2004; Sparvoli et al., 1994) (see also below).

Making use of several decades of technological developments, our laboratory applied a multidimensional approach to perform a comprehensive analysis of replication dynamics in mammalian cells (Baddeley et al., 2010; Chagin et al., 2016). In detail, replication units (each defined as a segment of DNA that is synthesized from a single origin by two opposing forks) were extensively analyzed by live cell microscopy of cells stably expressing fluorescent replication factors and by super-resolution microscopy of fixed cells in combination with molecular characterization of replicons in combed DNA fibers and measurement of S-phase duration (Chagin et al., 2016). In both human and mouse cells, 5000 replication units or nano-focil (RFi) could be counted on average at any sub-stage of S-phase, when imaged at high-resolution by 3D-structured illumination microscopy (3D-SIM) (Chagin et al., 2016). These data showed that the replication structures commonly observed at conventional resolution light microscopy are not the actual units of replication, but higher-order organization clusters comprising on average 4-5 of the basic units (Chagin et al., 2016). These findings on the cluster composition were confirmed with 2D-stochastic optical reconstruction microscopy (STORM) by Xiang and colleagues, which showed that an average cluster consists of four co-replicating regions that are spaced 60 nm apart within a total region of 150 nm (Xiang et al., 2018). Molecular combing of newly replicated DNA fibers showed that the average replicon size estimated as inter-origin distance (IOD) was of 188.7 and 161.7 kb , with an average lifetime of 57 and 33 minutes, respectively in human and mouse cells (Chagin et al., 2016). The replicon sizes obtained in our laboratory are coincidentally within a two-fold larger size to published loop sizes in mammalian cells (see above; Table 1.1.; Buongiorno-Nardelli et al., 1982; Earnshaw and Laemmli, 1983; Jackson et al., 1990b, 1990a).

After measuring the genome size of each cell line used, both, the time to replicate the genome from a single fork as well as the number of replication forks that need to be active in parallel in order to replicate the full genome within the S-phase duration were calculated (Chagin et al., 2016). This calculated number of required replication forks was divided by two assuming that most replication units are bidirectional. This number was subsequently divided by the actual number of replication nano-foci counted at any given time of S-phase and the result was approximately one ( 0.92 in human cells; Chagin et al., 2016). Bridging these different analyses at different resolutions, it was possible to conclude that most of the replication nano-foci imaged at 3D-SIM represent single (bidirectional) replicons being active in parallel. This indicates that individual replicons could be optically resolved as spatially separated entities, leading to the conclusion that the DNA synthesis machinery should be actually reading structural chromatin units (Chagin et al., 2016).

### 1.4.2. Modeling of DNA replication

The folding of chromatin would consequently induce the firing of adjacent origins within the 3D nuclear space, as discussed in our proposed domino-like model of S-phase progression (Löb et al., 2016; see also: Maya-Mendoza et al., 2010; Sadoni et al., 2004; Sporbert et al., 2002, 2005). In more detail, whenever an origin is fired, this would increase the probability of firing of the neighboring origins as in the domino game the fall of one bar would lead the neighboring bars to fall down (see Figure 1.3.; Löb et al., 2016). The resolution of chromatin units as replicons thousand times larger than the nucleosomes, in a range of 150-200 kb or bp, respectively (Chagin et al., 2016), led us to propose that these could represent the next level of chromatin organization above the nucleosome level. Furthermore, these chromatin structural units would be read by the DNA replication machinery in a spatio-temporal manner every time the cell needs to duplicate the genome.

### 1.4.3. DNA repair units

Another global process that involves the whole genome and might help us to unravel the chromatin organization is the chromatin signaling upon DNA damage (DNA damage response or DDR), which starts with the phosphorylation of the histone variant H2AX ( $\gamma \mathrm{H} 2 \mathrm{AX}$ ) (reviewed in: van Attikum and Gasser, 2009; Turinetto and Giachino, 2015). This modification has been proposed to spread up to several Mb from the original site of damage and it can be detected as a focal structure with conventional microscopy. In a recent analysis of 53BP1 focal structures, Kilic and colleagues proposed that phase separation also plays a role in delimiting the DDR (Kilic et al., 2019).

With the use of 3D-SIM and STED (stimulated emission depletion) microscopy, it was shown in our laboratory that $\gamma \mathrm{H} 2 \mathrm{AX}$ foci are actually clusters of nano-foci with a median DNA size of 75 kb
(spanning from 40 to 160 kb ) in human cells (Natale et al., 2017). The nano-focus DNA content was estimated by applying a novel calculation based on the fraction of genomic DNA in the volume of each singularly segmented nano-focus in relation to the overall DNA content within the full nuclear volume. The measurement of distances between the centroid of all the nano-foci allowed us to estimate their clustering. Cluster size distributions had a median DNA size of 921,623 or 220 kb (ranging from 112 to 938 kb ), depending on the time point after irradiation ( $0.5,3$ or 24 hours post irradiation, respectively) (Natale et al., 2017). The DDR nano-foci are, hence, lower order units of chromatin organization, which appear to be spatially organized in higher-order clusters within the (sub-)megabase size range. When these foci were imaged together with labeled phospho-Ku70 proteins, as one of the first repair factors known to bind the ends of the double strand break, circa one focus of phospho-Ku70 was present within every cluster of 3-4 $\gamma \mathrm{H} 2 \mathrm{AX}$ nano-foci (Natale et al., 2017). This indicated that multiple units of $\gamma \mathrm{H} 2 \mathrm{AX}$-decorated chromatin made up a domain in which one single double strand break was found. Moreover, the signaling of damage and the subsequent DNA repair were both impaired upon depletion of CTCF (Natale et al., 2017), which, as mentioned before, is one of the main architectural proteins involved in chromatin looping together with cohesin. In addition, CTCF could also play a role in recruiting repair factors to double strand breaks (Hilmi et al., 2017).

The impairment of DNA repair after CTCF depletion suggested that the DNA damage response is structured by chromatin loops clustered together by CTCF. In particular, after depleting CTCF to 40\% of the control protein levels and upon irradiation, $\gamma \mathrm{H} 2 \mathrm{AX}$ nano-foci decreased in number, clustering and DNA content (Natale et al., 2017). This was consistent with the fact that, in control cells, CTCF was shown to delimit the clusters of $\gamma \mathrm{H} 2 \mathrm{AX}$-decorated chromatin, both through high-resolution single-cell imaging and ChIP-Seq (chromatin immunoprecipitation-sequencing) data analysis before and during DDR (Natale et al., 2017). According to our findings on the DNA repair nano-foci clustering, each $\gamma \mathrm{H} 2 \mathrm{AX}$ nano-focus would be a single loop within a CTCF-delimited multi-loop cluster. Hence, CTCF influences the spreading of the signal of DNA damage through its role in delimiting clusters of repair units. Colony formation assays and measurements of the residual damage through single-cell comet assay demonstrated also that CTCF depletion resulted in radiosensitization and decreased the cellular ability to repair the damaged DNA, supporting its impact on the DNA repair function by its role in chromatin organization (Natale et al., 2017).

## 2. Aims

Upon decades of investigations on the physical identity of chromatin loops, nowadays multiple studies are focusing on the frequency of contacts between different genomic sites in matrices generated by population studies through chromosome conformation capture techniques. Given the increasing understanding of genomic functions and the advancements in microscopy, the present study aims at bridging the latest definitions of chromatin domains as computed through contact matrices with microscopically resolved nuclear structures. Since both DNA replication and DNA repair are global genomic events, spatio-temporally regulated and defined by focal structures, their units were chosen as targets for investigating the relationship between genomic functions and chromatin structure. To allow more insights, the role of the main architectural proteins CTCF and cohesin (Figure 2.1.) in the spatio-temporal organization of DNA replication and DNA repair was investigated.


Figure 2.1. Do the chromatin architectural proteins CTCF and cohesin affect genomic functions by structuring chromatin domains?

## 3. CTCF participates in defining the structural units of DNA repair and replication

### 3.1. CTCF is critical for cellular survival upon ionizing radiation

### 3.1.1. Introduction

CTCF (CCCTC-binding factor) is an eleven-zinc finger protein, which was initially described to bind three repeats of the DNA motif CCCTC and thereby to regulate the transcription of the $c$-myc oncogene (Klenova et al., 1993; Lobanenkov et al., 1990). The very conserved eleven zinc fingers of CTCF can be combined in different ways to achieve binding of various sequences, as the ones of promoters of the same gene which have diverged during evolution in different species (Filippova et al., 1996). CTCF was hence initially classified as an insulator protein, due to its ability to insulate proximal DNA sequences (as reviewed in: Merkenschlager and Nora, 2016; Phillips and Corces, 2009). By mediating the insulation of enhancers and promoters, CTCF can either act as a transcriptional activator or repressor (Phillips and Corces, 2009). Besides its important role in transcriptional regulation, CTCF has gained major interest for its cooperation with the cohesin complex in chromatin loop formation. According to the loop extrusion model, CTCF would act as a border to the chromatin extruding activity of the ring-shaped cohesin complex, when two CTCF molecules bind two DNA motifs which are convergent in orientation (Fudenberg et al., 2016).

With the introduction of chromosome conformation capture (3C) and related high-throughput techniques (e.g., Hi-C), matrices of contact frequencies between different genomic sites have been calculated. Genome-wide interaction maps of CTCF were thus generated under various cellular conditions (reviewed in: Barutcu et al., 2016). It soon became clear that CTCF binding sites are enriched at the boundaries of different types of chromatin domains, ranging from the loop domains (Rao et al., 2014), through the topologically associated domains (TADs; Dixon et al., 2012), till the A/B compartments (Lieberman-Aiden et al., 2009). The determinants of such domains have been investigated through depletion of main architectural proteins and their cofactors as well as deletion of genomic loci associated to domain boundaries and subsequent modeling. Since the homozygous knock out of the CTCF gene was shown to be lethal (Heath et al., 2008; Moore et al., 2012; Splinter et al., 2006), subsequent studies employed knock down strategies. Zuin and colleagues proposed that CTCF and cohesin shape TADs in non-redundant ways, with CTCF being necessary for the maintenance of their boundaries and cohesin promoting self-association within the domains but not the segregation of neighboring domains (Zuin et al., 2014).

Nora and colleagues engineered mouse embryonic stem cells with an auxin-inducible degron to deplete CTCF (Nishimura et al., 2009; Nora et al., 2017) and showed its requirement for those loops
with CTCF binding sites at their anchors (Nora et al., 2017). CTCF depletion also caused loss of TADs insulation, while A/B compartmentalization was mostly unaffected (Nora et al., 2017). Additionally, they showed that misfolding defects were dose-dependent and that TADs loss required the highest CTCF depletion (Nora et al., 2017). The fact that upon depletion of either cohesin or CTCF, TADs are weakened or lost while the A/B compartments stay unaffected or get even strengthened (Bintu et al., 2018; Cremer et al., 2020; Nora et al., 2017; Rao et al., 2017; Schwarzer et al., 2017; Wutz et al., 2017; Zuin et al., 2014), led the authors of the loop extrusion model to seek for an explanation (Nuebler et al., 2018). Through polymer modeling, they concluded that chromatin organization is the result of a competition between loop extrusion and phase separation-mediated compartmentalization (Nuebler et al., 2018).

CTCF loops were shown to be highly dynamic, based on the very transient and cell cycle-dependent binding time of the protein, as measured by live-cell single molecule microscopy (Agarwal et al., 2017; Hansen et al., 2018). However, as we reviewed recently (Mamberti and Cardoso, 2020), this dynamicity does not interfere with the concept of loops as stable structures over time. Their constant act of releasing and reforming will simply give rise to single-cell and cell cycle-dependent variability, which can anyway be overcome by averaging the single cell snapshots on a population level.

Ionizing radiation is a high-energy radiation able to directly induce DNA breaks (30\%-40\% of lesions) and to generate reactive oxygen species (ROS) that oxidize biological molecules ( $60 \%-70 \%$ of lesions) (Borrego-Soto et al., 2015; Huang and Zhou, 2020; Santivasi and Xia, 2014). When these free radicals interact with DNA, they can generate abasic sites, base and sugar damage, depolymerization, crosslinking and single strand breaks (SSBs) (Borrego-Soto et al., 2015; Huang and Zhou, 2020; Santivasi and Xia, 2014). Double strand breaks (DSBs) are considered the most important DNA lesion, as they have the highest probability of inducing cell death, mutation, chromosomal aberrations and carcinogenic transformation (Huang and Zhou, 2020; Schipler and Iliakis, 2013; Vignard et al., 2013).

Recently, we identified CTCF as a key regulator of the DNA damage response (DDR) upon DSBs (Natale et al., 2017), which typically starts with a signaling cascade through the phosphorylation of the histone variant H2AX on serine 139 ( $\gamma \mathrm{H} 2 \mathrm{AX}$ ) (Rogakou et al., 1998, 1999). Per each Gray unit of ionizing radiation, corresponding roughly to 30 DSBs, $1 \%$ of the total H2AX amount of the genome gets phosphorylated, which means that 2 Mbp of chromatin are involved in the response to a single DSB in a G1-phase genome of mammalian cells ( $0.03 \%$ of $6 \times 10^{9}$ bp; Rogakou et al., 1998, 1999). H2AX phosphorylation is deposited by the key repair kinases ATM (ataxia telangiectasia mutated), DNA-PKcs (DNA-dependent protein kinase, catalytic subunit) and ATR ( $\underline{\text { ATM }}$ and RAD3-related)
(Fernandez-Capetillo et al., 2002; Lees-Miller et al., 1992) and initiates at DSB sites (Karlsson and Stenerlöw, 2004; Leatherbarrow et al., 2006) before spreading further (Bakkenist and Kastan, 2003; Rogakou et al., 1998). ATM, DNA-PKcs and ATR are correspondingly activated by the DNA-binding
 (XRCC6/XRCC5; Ku: first two letters of the prototype Japanese patient's surname, in Mimori et al., 1981) (Blackford and Jackson, 2017; Sibanda et al., 2017; Singleton et al., 1999) and RPA-ATRIP (replication protein $\underline{\text { A }}$, ATR-interacting protein) (Wang et al., 2017; Zou and Elledge, 2003), which have respectively high affinity for diverse structures including DSBs (Paull, 2015), DSB ends (Blackford and Jackson, 2017; Singleton et al., 1999) and extended ssDNA from resected DSBs (Menolfi and Zha, 2020; Zou and Elledge, 2003). The $\gamma \mathrm{H} 2 \mathrm{AX}$ mark induces the recruitment of the repair factors to the sites of DNA damage, such as 53BP1 (p 53-binding protein 1), BRCA1 (breast cancer gene 1) and RAD51 (radiation-sensitive mutant 51) (Bhogal et al., 2009; Paull et al., 2000; Redon et al., 2002; Schultz et al., 2000; Scully et al., 2019). The choice between the two main DSB repair pathways of non-homologous end-joining (NHEJ) or homologous recombination (HR) is determined by the cell cycle phase and the chromatin environment (Scully et al., 2019; Swift et al., 2021).

Through 3D-structured illumination microscopy (3D-SIM), we could resolve the $\gamma \mathrm{H} 2 \mathrm{AX}$ foci into clusters of ~ four 75 kb-sized nano-foci (median size; Natale et al., 2017). Interestingly, this DNA size corresponds to the one of a single chromatin loop (reviewed in: Mamberti and Cardoso, 2020). We measured that single $\gamma \mathrm{H} 2 \mathrm{AX}$-labeled loops are clustered together by a couple of CTCF molecules at the anchor of this multi-loops domain (Natale et al., 2017). Each cluster of loops contains a single DSB, as shown by the 1:4 ratio of the foci of DSB-binding phospho-Ku70 proteins to $\gamma \mathrm{H} 2 \mathrm{AX}$ nano-foci (Natale et al., 2017). Additionally, we found that CTCF depletion impairs the spreading of H2AX phosphorylation after damage, decreasing the number of $\gamma \mathrm{H} 2 \mathrm{AX}$ nano-foci and their clustering (Natale et al., 2017).

A different study showed that CTCF supports homologous recombination by associating with BRCA2 in a PARylation (poly[ADP-ribosyl]ation) dependent manner, hence enhancing the recruitment of BRCA2 to the sites of DSBs (Hilmi et al., 2017). CTCF accumulated rapidly at DNA lesions following ultraviolet laser micro-irradiation, persisting up to two hours (Hilmi et al., 2017). Its depletion delayed the repair kinetics of $\gamma \mathrm{H} 2 \mathrm{AX}$ foci but not 53BP1, increased the sensitivity to PARP-1 (poly[ADP-ribose] polymerase 1) inhibitors and decreased the survival potential (Hilmi et al., 2017). In this study, the survival ability of different CTCF-depleted cell lines upon exposure to ionizing radiation was assessed through clonogenic assays. CTCF levels were quantified prior to and upon

CTCF depletion. The fine tuning of CTCF dosage revealed a CTCF-dose dependency in survival curves. Through the collaboration with Dr. Michael Scholz (GSI Helmholtzzentrum für Schwerionenforschung, Darmstadt), the experimental data were integrated into a biophysical model on the impact of CTCF on cellular radiosensitivity. We compared the survival rates to predictions of a variant of the Giant-LOop-Binary-LEsion model (GLOBLE) (Friedrich et al., 2012, 2013; Herr et al., 2014), which takes into account the number of giant 2 Mbp domains onto which double strand breaks have the opportunity to distribute and how the clustering of DNA breaks can affect their repair and lethality. Based on our finding that CTCF holds together the anchors of a multi-loop chromatin domain, in which one single DSB is surrounded by on average $4 \gamma \mathrm{H} 2 \mathrm{AX}$ decorated chromatin loops (Natale et al., 2017), the model could well explain the increased cell lethality in CTCF-depleted cells upon irradiation. In fact, the model can predict the observed cell survival data when chromatin domains are supposed to lose coherence upon CTCF-depletion and, consequently, multiple DSBs are clustered together, leading to decreased survival.

### 3.1.2. Results

### 3.1.2.1. Validation of the genome size, CTCF basal levels and binding in different cancer cell lines

In our previous study based on high resolution microscopy, we observed that on average four loopsized $\gamma \mathrm{H} 2 \mathrm{AX}$ nano-foci cluster around each double strand break and that the DNA damage response is impaired in cells with diminished amounts of CTCF (Natale et al., 2017). We concluded that the ability to signal DNA damage and to repair DSBs relies on CTCF anchoring multi-loop domains (Natale et al., 2017). In order to better understand the relationship between CTCF and radiosensitivity we aimed to design a model able to predict the clonogenic survival potential when a lower number of domains is anchored by CTCF.

Given the increased necessity of a better understanding of cancer cells dynamics and treatment, two different human tumor cell lines were used: cervical carcinoma (HeLa Kyoto; Erfle et al., 2007) and osteosarcoma (U2OS; Pontén and Saksela, 1967; Supplementary Table ST1). In order to measure the impact of CTCF depletion in the two cell lines under study, the differences in genome size and total amount of CTCF were first assessed (Figure 3.1.1.). This is particularly important, as tumor cells are known to be genomically unstable. As a DNA sequence specific binding protein, the amount of CTCF needs to be evaluated relative to the cell's genome size, which would translate to more or less CTCF binding sites. To this aim, both untreated HeLa Kyoto and U2OS cells were immunostained for CTCF and DNA was counterstained with DAPI (Supplementary Table ST2).
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| Cell line | n. cells | Peak | Peak ratio |
| :---: | :---: | :---: | :---: |
| HeLa Kyoto | 10535 | 1.37 | 1 |
| U2OS | 6189 | 1.68 | 1.23 |



D

| Cell line | Median | Median ratio |
| :---: | :---: | :---: |
| HeLa Kyoto | 2.12 | 1 |
| U2OS | 4.34 | 2.05 |



F

| Cell line | Median | Median ratio |
| :---: | :---: | :---: |
| HeLa Kyoto | 0.12 | 1 |
| U2OS | 0.21 | 1.75 |

Figure 3.1.1. Genome size and CTCF basal levels differ in HeLa Kyoto and U2OS. A - F Untreated cells from the two different cell lines were grown on coverslips, simultaneously fixed, permeabilized, immunostained for CTCF and DNA counterstained with DAPI (see Supplementary Table ST2 for antibody characteristics). Cells were imaged with high-content wide-field microscopy (see Supplementary Table ST3 for imaging system characteristics) and the total nuclear CTCF and DNA intensities were calculated from the segmented nuclei (see Supplementary Figure SF1 for image analysis pipeline). The number of cells for (A-F) is shown in B, resulting from two biological replicates (see Supplementary Table ST4 for statistics). As HeLa Kyoto showed the lowest values for both DNA content and CTCF amounts, this cell line was chosen to calculate the relative ratios for a
quantitative comparison. A DNA content distribution of HeLa Kyoto and U2OS cells showing the respective G1 and G2 peaks. The frequency of integrated nuclear DAPI intensities was plotted together with a density function to visualize and compare the genome size distribution of the two cancer cell lines. B The raw G1 peak measurements of the genome distributions shown in A and the ratio of the G1 peak of U2OS to the one of HeLa Kyoto are shown. C Violin plots showing CTCF basal levels in HeLa Kyoto and U2OS. Total nuclear CTCF intensities were plotted for each cell line, upon subtraction of the background values. The background values were calculated from the intensity levels of cells stained with the primary antibody being omitted. D Median values relative to C and the ratio of U2OS median value to the one of HeLa Kyoto are shown. E Violin plots showing total nuclear CTCF intensity upon normalization by DNA content, i.e. divided by total nuclear DAPI intensities. F Median values relative to E and the ratio of U2OS median value to the one of HeLa Kyoto are shown.

Upon high-content microscopy imaging, nuclei were segmented and analyzed for both DNA content and CTCF basal levels (Figure 3.1.1.; Supplementary Figure SF1; Supplementary Table ST3). By plotting the integrated nuclear DNA intensity distribution, the major G1 and G2 peaks, separated by the population of cells progressing through S-phase, were identified. The G1 peak was utilized to calculate a ratio of the higher genome content of U2OS to the lower one of HeLa Kyoto, which yielded a 1.23 -fold larger genome size for the U2OS cells (Figure 3.1.1. A - B). Based on our previous calculations, the genome size of HeLa Kyoto corresponds to $9.7 \times 10^{3} \mathrm{Mbp}$ (Chagin et al., 2016) and by multiplying this value by the ratio, we can estimate a genome size of $11.93 \times 10^{3} \mathrm{Mbp}$ for U2OS. From the same data set, the integrated nuclear intensity of CTCF was extracted (after background subtraction from samples omitting the primary antibody against CTCF). A median value of 2.12 and 4.34 a. u. was measured in HeLa Kyoto and U2OS, respectively (Figure 3.1.1. C - D; Supplementary Figure SF1; Supplementary Table ST4). Once the median value of U2OS was divided by the one of HeLa Kyoto, the total amount of CTCF in the osteosarcoma cell line resulted to be double the one of cervical cancer cells. These findings are in good correlation with copy number differences (Cancer Cell Line Encyclopedia, DepMap Data Explorer) and relative gene expression levels (The Human Protein Atlas). To understand how this could be impacted by the difference in genome size, CTCF intensities were divided by the respective integrated DNA values, obtaining a normalized ratio of CTCF of 1.75 in U2OS compared to HeLa Kyoto (Figure 3.1.1. E - F; Supplementary Figure SF1; Supplementary Table ST4).

### 3.1.2.2. CTCF knockdown and validation in different cancer cell lines

The depletion of CTCF in cancer cells was performed by electroporation mediated delivery of an esiRNA pool targeting the human CTCF transcript (Figure 3.1.2.; Supplementary Table ST5). The knockdown was then confirmed by quantitative immunofluorescence staining in situ followed by high-content microscopy analysis (Figure 3.1.2. A; Supplementary Tables ST2 and ST3;

Supplementary Figure SF1). In detail, the nuclear sum CTCF values of each sample were normalized (divided) by the median value of the respective EGFP mock-depleted control (hereafter renamed GFP KD sample).


B
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Figure 3.1.2. CTCF knockdown is efficiently achieved in 24 hours in HeLa Kyoto and U2OS. A Experimental settings for the knockdown validation. HeLa Kyoto and U2OS cells were transfected with 15 nM
of esiRNA against either the human CTCF transcript or EGFP through electroporation and seeded on coverslips. Cells were fixed at 24,48 or 72 hours post transfection and immunostained for CTCF (Supplementary Table ST2). Cells were imaged using a high-content wide-field microscope (scale bar $10 \mu \mathrm{~m}$; Supplementary Table ST3). B - C Relative CTCF nuclear intensity at different time points upon esiRNA transfection in HeLa Kyoto (B) and U2OS (C). From the high-content microscopy images, nuclei were masked based on DAPI signal and CTCF nuclear intensities were measured (see Supplementary Figure SF1). The integrated sum intensity values were then normalized to the values of the mock-depleted GFP KD sample and plotted as boxplots (sd = standard deviation; sem = standard error of mean); the results consist of three biological replicates (Supplementary Table ST4). See Supplementary Figure SF2 for boxplot interpretation.

CTCF depletion was reached in both HeLa Kyoto and U2OS already at 24 hours post transfection with 15 nM of esiRNA, with a median depletion of circa $40 \%$ and $50 \%$ of the control levels, respectively (Figure 3.1.2. B - C). A residual amount of protein corresponding to $60 \%$ in HeLa Kyoto and 50\% in U2OS could therefore be estimated (Figure 3.1.2. B - C; Supplementary Table ST4). At later time points, the same concentration gave similar results (Figure 3.1.2. B - C), indicating that the depletion was quite stable and that the early time point could be used for the following experiments, i.e. irradiation.

### 3.1.2.3. CTCF depletion increases the radiosensitivity of cancer cells in a cell line dependent way

In our previous studies on the DNA damage response units (Natale et al., 2017), we observed that CTCF-depleted cells were unable to properly signal the damage through $\gamma \mathrm{H} 2 \mathrm{AX}$, recruit the repair factors and showed a reduced DSB repair upon irradiation. Based on the architectural role of CTCF, we concluded that this deficiency of repairing DNA double strand breaks was related to the loss of correct chromatin looping.

Therefore, we decided to investigate further this relationship by testing a range of X-ray doses on CTCF-depleted cancer cells and by elaborating the survival data into a model. In particular, cells were first subjected to $40 \%-50 \%$ depletion of the architectural protein CTCF (Figure 3.1.2.), then exposed to different doses of X-ray irradiation at 24 hours post transfection and allowed to form colonies (Figure 3.1.3. A).

The survival data of each treatment was normalized to the average of the respective unirradiated control to calculate the survival fraction (see Supplementary Table ST6 for survival data statistics). In general, the survival curves follow the typical linear-quadratic behavior, i.e. $S(D)=e^{-\left(\alpha D+\beta D^{2}\right)}$, with $\alpha$ representing the initial slope at low doses and $\beta$ characterizing the bending of the dose response curve. CTCF-depleted cells of both cell lines had a lower clonogenic potential than mock treated cells at all radiation doses (Figure 3.1.3. B - C; Supplementary Figure SF3; Supplementary Figure SF4 A -

B; Supplementary Table ST6). The hypothesis we formulated together with Dr. M. Scholz (GSI, Darmstadt) is that an effect of CTCF depletion would be more relevant on the high doses part of any survival curve, which is shaped by the $\beta$ term and related to the increased frequency of clustered DSBs. The less CTCF is present in the nucleus, holding the borders of chromatin domains, the higher the $\beta$ term would be. This correlation is hypothesized based on the role of CTCF in shaping chromatin domains and the concomitant distribution of DNA damage within the same or different domain(s). In particular, cervical cancer cells are characterized by a survival curve with a very high $\alpha / \beta$ ratio (Table 3.1.), meaning that the $\beta$ term is not dominant in shaping the curve of HeLa Kyoto. A modest increase of radiosensitivity of this cervical cancer cell line was observed upon CTCF depletion (Figure 3.1.3. B; Supplementary Figure SF4 A; see Supplementary Table ST6 for survival data statistics and Supplementary Figure SF3 for colony formation images).


Figure 3.1.3. Radiosensitivity is increased and relative survival is decreased upon CTCF depletion. A Experimental settings for the clonogenic assay. Cells were transfected with 15 nM of an esiRNA pool against either the human CTCF transcript or against EGFP as a mock treatment (Supplementary Table ST5). From each different transfection, single cells were seeded and allowed to attach before irradiation at the respective time point of maximum depletion for each cell line ( $40 \%-50 \%$ of CTCF depletion at 24 h for HeLa Kyoto and U2OS; Figure 3.1.2. B - C). Cells were then irradiated with different doses of X-rays and allowed to form colonies for 7 -10 days under standard culture conditions. Colonies were then fixed with cold $100 \%$ methanol and stained
with methylene blue. The colonies with more than 50 cells were microscopically identified and counted by eye. B - C Clonogenic assay results of CTCF-depleted HeLa Kyoto (B) and U2OS (C). The number of colonies of each technical replicate and treatment was normalized to the average of the respective unirradiated control and plotted as relative survival fraction in semi-logarithmic scale. A linear-quadratic dose-response curve fitting weighted by $1 /[\text { relative error }]^{2}$ was applied. The results are based on three biological replicates, each depicted as a dot in the survival graph and composed of technical replicates (whiskers = error bars; Supplementary Table ST6). Color legend: blue = GFP KD, red = CTCF KD. The same experimental data are plotted with equal y axis scaling in Supplementary Figure SF4 A - B for a direct comparison of the two cell lines.

The same treatment was applied to the osteosarcoma cell line, expecting to see a higher impact from the CTCF depletion. U2OS cells are in fact known to have a smaller $\alpha / \beta$ ratio (Table 3.1.) and hence a more pronounced shoulder in the survival curve compared to HeLa Kyoto (Figure 3.1.3. C; Supplementary Figure SF4 B; Supplementary Table ST6). However, the higher endogenous CTCF levels in U2OS led to a modest difference in survival upon CTCF depletion (Figure 3.1.3. C; Supplementary Figure SF4 B; see Supplementary Table ST6 for survival data statistics and Supplementary Figure SF3 for colony formation images).

### 3.1.2.4. GLOBLE model investigates the impact of DSB clustering in chromatin domains on cell kill

Through a collaboration with Dr. Michael Scholz (GSI Helmholtzzentrum für Schwerionenforschung, Darmstadt), we applied a modeling approach based on an adaptation of the previously published Giant-LOop-Binary-LEsion (GLOBLE) (see section 3.1.4.6.; Friedrich et al., 2012, 2013), which allows quantitative prediction of several aspects of the cellular response to photon radiation. These comprise e.g. the general linear-quadratic shape of cell survival curves (Friedrich et al., 2012, 2013), the impact of dose rate on radiosensitivity (Herr et al., 2014) and the cell cycle dependence of radiosensitivity (Hufnagl et al., 2015).

The GLOBLE model is based on the premise that the initial clustering properties of primary DNA damages, i.e. DSBs, are predictive for the expected cell killing. Clustering is defined with respect to the multiplicity of DSB within chromatin domains. Based on a given DSB yield and irradiation dose the multiplicity of DSB within the domains can be determined by Poisson statistics, assuming that the DSBs are randomly distributed within the DNA after photon irradiation. Cases where only single DSBs are found in a domain are called "isolated DSBs" (iDSB), cases with two or more DSBs in a domain are called "clustered DSBs" (cDSB).

Since CTCF is considered a key molecule involved in defining higher order chromatin domain structures, it can be expected to also play a dominant role in defining the domain size. We, thus, hypothesize that the average size of chromatin domains is reciprocally proportional to the amount
of CTCF. This leads to the following hypothesis that a CTCF reduction to $50 \%$ leads to less binding sites being occupied and correspondingly to an average increase of the domain size by a factor of 2 . The GLOBLE model can therefore predict the impact of CTCF depletion by just correspondingly adapting the domain size, but keeping all other parameters constant as for the control cells. The corresponding lethalities are derived from a linear-quadratic fit of the survival curve for GFP KD control cells and using equations (9) and (10) to assign the lethalities (see section 3.1.4.6.). These lethalities are kept constant for both conditions, i.e. control and CTCF-depleted cells, and only the frequency of iDSB and cDSB differs according to the change of the domain size. All relevant input parameters are summarized in Table 3.1.

Table 3.1. Parameters that were used in the GLOBLE model for prediction of the impact of CTCF depletion. The linear-quadratic parameters $\alpha$ and $\beta$ and the corresponding lethalities $\varepsilon_{i}$ and $\varepsilon_{c}$ were determined by Dr. Michael Scholz (GSI, Darmstadt) from the survival curves for GFP KD conditions, after pooling all biological replicates. The genome size of Hela Kyoto was taken from (Chagin et al., 2016) and the one of U2OS estimated from that value multiplied by the genome size ratio in Figure 3.1.1. B. The genome size for mouse mESC-AID-CTCF cells was taken from (Guénet, 2005) (see results section 3.1.2.5.). The default domain size was chosen identical for all cell lines.

| Cell Line | HeLa Kyoto | U2OS | mESC-AID-CTCF |
| :--- | :--- | :--- | :--- |
| Genome size $[\mathrm{Mbp}]$ | $9.7 \times 10^{3}$ | $11.93 \times 10^{3}$ | $5.2 \times 10^{3}$ |
| Domain size $[\mathrm{Mbp}]$ | 2 | 2 | 2 |
| $\alpha\left[\mathrm{~Gy}^{-1}\right]$ | $0.145 \pm 0.014$ | $0.179 \pm 0.034$ | $0.111 \pm 0.025$ |
| $\beta\left[\mathrm{~Gy}^{-2}\right]$ | $0.012 \pm 0.002$ | $0.067 \pm 0.0067$ | $0.013 \pm 0.0029$ |
| $\alpha / \beta[\mathrm{Gy}]$ | 12.1 | 2.67 | 8.54 |
| $\varepsilon_{\mathrm{i}}$ | 0.0030 | 0.0030 | 0.0043 |
| $\varepsilon_{\mathrm{c}}$ | 0.0555 | 0.2310 | 0.1085 |

As a consequence of the above-mentioned concept, the $\alpha$-term as defined by the lethality of iDSB according to eq. (9) should be untouched in the case of CTCF depletion, since the relative change in the number of iDSB at low doses is negligible. In contrast, the increase of the domain size should be connected with an increased $\beta$-term of the survival curves according to eq. (10), since due to the constant $\alpha$-values, a decrease in ND must be compensated by a corresponding increase of $\beta$.

Our model predicted that CTCF depletion results in a change of survival curves towards increased sensitivity, as a consequence of the hypothesized increase of the chromatin domain size and the corresponding higher number of more severe cDSB. In general, the order of magnitude of the shift is
in reasonable agreement with the experimental data for both cell lines (CTCF KD: red dots; GFP KD: full blue curve), as shown by the comparison to model predictions in Figure 3.1.4. (model: red curves).


Figure 3.1.4. GLOBLE predictions of clonogenic survival upon different levels of CTCF depletion in HeLa Kyoto and U2OS cells, in comparison to the experimental data. LQ parameters for reference conditions were determined based on the GFP KD control survival (full blue curve, fitting weighted by $1 /[\text { relative error }]^{2}$ ). Full red lines indicate model predictions for the experimentally determined CTCF depletion level, whose experimental data from three biological replicates is shown as dots for comparison (whiskers = error bars); predictions for other knockdown levels are shown as dashed lines to indicate the expected impact of knockdown efficiency. A GLOBLE predictions for HeLa Kyoto. B GLOBLE predictions for U2OS. The same predictions are plotted with equal y axis scaling in Supplementary Figure SF4, C - D, for comparison. The modeling was provided by Dr. Michael Scholz (GSI, Darmstadt).

In particular, the expected change in sensitivity as predicted by the model is shown for different levels of CTCF depletion (full and dashed red curves). The predictions for the experimentally determined depletion level (full red curves) agree best with the experimental data of HeLa Kyoto. For U2OS cells the predicted shift is more pronounced as compared to the measured data, likely due to a possible influence of the different genome size on chromatin domains architecture. The same predictions are plotted with equal y axis scaling in Supplementary Figure SF4, C - D, for a direct comparison of the two cell lines.

### 3.1.2.5. CTCF effect on radiosensitivity is observed in mouse ES cells also and is CTCF dosedependent

The use of a mouse embryonic stem cell (mESC) line engineered with an auxin-inducible degron (AID) for CTCF, bearing a CTCF-GFP-tag (mESC-AID-CTCF; Nora et al., 2017; Supplementary Table

ST1), allowed to investigate further the effects of depletion in a completely different cell system and with a more synchronous dose regulation (Figure 3.1.5. A). Different auxin concentrations ( $0,25,500$, $1000 \mu \mathrm{M}$; Figure 3.1.5. A) were applied for four hours. Differential levels of depletion were obtained (Figure 3.1.5. B), with circa $32 \%$ residual CTCF in the $25 \mu \mathrm{M}$ sample and $28 \%$ CTCF in the $500 \mu \mathrm{M}$ and $1000 \mu \mathrm{M}$ treated cells, compared to the untreated cells.

After subtracting the background GFP values measured in wild type untagged mESC (ES14 (Hooper et al., 1987); Supplementary Table ST1), a median 4\% of CTCF left was obtained in the $25 \mu \mathrm{M}$ sample and below $1 \%$ left in the $500 \mu \mathrm{M}$ and $1000 \mu \mathrm{M}$ samples (Figure 3.1.5. B). Besides the similar median values, the $25 \mu \mathrm{M}$ and $500 \mu \mathrm{M}$ samples displayed a different CTCF intensity distribution: in the lowest auxin treatment, circa $70 \%$ of cells retain a small amount of CTCF, in particular $43 \%$ of the population shows a level of at least $10 \%$ of CTCF left, while only in $30 \%$ of cells CTCF is not detectable; with higher auxin treatments, the opposite is observed, with CTCF being equal to background levels in $60 \%$ of the cell population and the remaining $30 \%$ having circa $10 \%$ residual CTCF (see "Percent of cells in each intensity class" in Figure 3.1.5. B; Figure 3.1.5. C). Next, the survival of the cells with different CTCF levels to irradiation was evaluated (Figure 3.1.6. A). The impact of CTCF on radiosensitivity proved to be dose dependent, as the fitting curves show decreased survival along with decreasing CTCF levels (Figure 3.1.6. B; see Supplementary Table ST6 for survival data statistics and Supplementary Figure SF3 for colony formation images).

As it is reported that near to complete depletion does not allow cells to grow longer than four days (Nora et al., 2017), auxin was washed off one hour after irradiation, in order to validate its impact solely on the DNA repair ability (Figure 3.1.6. A). Although the samples treated with 500 and 1000 $\mu \mathrm{M}$ auxin showed an almost equivalent CTCF values distribution (Figure 3.1.5.), an independent experiment was performed to assess the timing of CTCF depletion and recovery upon auxin wash off (Supplementary Figure SF5; Supplementary Table ST4). In this way, it was observed that the higher the auxin concentration, the faster CTCF is depleted and the slower is its recovery (Supplementary Figure SF5; Supplementary Table ST4). This explains how a slightly lower survival rate could be achieved with $1000 \mu \mathrm{M}$ auxin (Figure 3.1.6. B) even though the actual CTCF levels in the population were comparable with the $500 \mu \mathrm{M}$-treated sample (Figure 3.1.5.). However, the decrease in survival in stem cells was lower than in the tumor cells that retained a higher CTCF level (Figure 3.1.3. B - C), which may indeed be due to the faster recovery of CTCF levels in the first hours upon auxin wash off.


Figure 3.1.5. Degron system validation in mESC-AID-CTCF cells. A Cells were subjected to different concentrations ( $0,25,500,1000 \mu \mathrm{M}$ ) of auxin for 4 hours, fixed and imaged using a high content wide-field microscope (scale bar $10 \mu \mathrm{~m}$; Supplementary Figure SF1; Supplementary Table ST3); B - C Nuclear CTCF-GFP mean intensities were measured, the background as measured in untagged mESC was subtracted and the
resulting data was normalized to the untreated control sample ( $0 \mu \mathrm{M}$ ); normalized CTCF values are shown as boxplots ( $\mathbf{B}$ ) and as frequency distributions ( $\mathbf{C}$ ), together with the percent of cells lying within the different classes of CTCF intensities. The results are based on four biological replicates (Supplementary Table ST4). See Supplementary Figure SF2 for boxplot interpretation. In Supplementary Figure SF5 the relative kinetics of auxin-induced CTCF depletion and recovery after auxin wash-off are further investigated in a time course experiment.
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Figure 3.1.6. Clonogenic assay of mESC-AID-CTCF cells upon auxin-induced CTCF depletion and irradiation. A Auxin treatment was applied for 4 hours ( $0,25,500,1000 \mu \mathrm{M}$ ) after single-cells seeding, at which time point cells were irradiated with X-rays ( $0-10 \mathrm{~Gy}$ ); 1 h after irradiation, auxin was washed off and single cells were allowed to form colonies for $7-10$ days under standard culture conditions. Colonies were then fixed with cold $100 \%$ methanol and stained with methylene blue. The colonies with more than 50 cells were microscopically identified and counted by eye; B Each data point was normalized to the average of the respective unirradiated control and plotted as relative survival fractions in semi-logarithmic scale with a linear-quadratic dose-response curve fitting (whiskers = error bars; fit weighted by $1 /[\text { relative error }]^{2}$ ). The results consist of four biological replicates (Supplementary Table ST6).

The modeling of CTCF depletion in the engineered cell line was performed by Dr. Michael Scholz (GSI, Darmstadt). It was made qualitatively for residual values close to the observed raw CTCF residual values without background subtraction, i.e. $35 \%, 30 \%$ and $25 \%$ (see Figure 3.1.7.), for two reasons. On the one hand, the experimental method comes to its limits, since the detected CTCF signal is close to the background value for the higher auxin concentrations, leading to a substantial fraction of negative values in the intensity distribution (Figure 3.1.5. B); therefore, the low values are subject to substantial uncertainties. On the other hand, the near-to-complete depletion imposed mathematical limits to the modeling. The model calculations based on the raw intensity values should therefore be interpreted as a lower limit for the expected impact of the CTCF depletion in this case.


Figure 3.1.7. GLOBLE predictions of clonogenic survival upon different levels of auxin-induced CTCF depletion in mESC-AID-CTCF cells, in comparison to the experimental data. The reference condition ( $0 \mu \mathrm{M}$ auxin) is depicted as a full thin black curve. Bold dashed black lines indicate model predictions for the experimentally determined CTCF depletion levels, whose experimental data from four biological replicates is shown as colored fit lines (curve fit weighted by $1 /\left[\right.$ relative error ${ }^{2}$ ) and dots (mean) for comparison (whiskers = error bars). A Predictions modeled based on the standard 2 Mbp domain size. B - C Predictions modeled based on a domain size of 5 Mbp (B) and 10 Mbp (C). The modeling was provided by Dr. Michael Scholz (GSI, Darmstadt).

When the GLOBLE modeling approach was applied based on the standard 2 Mbp domain size, the obtained model predictions deviated from the experimental data (Figure 3.1.7. A), likely due to the higher kinetics of CTCF recovery upon auxin wash off (Supplementary Figure SF5; Supplementary Table ST4). The resulting predictions of survival are therefore lower than the actual experimental data. This is probably due to the much faster CTCF recovery in this degron system compared to the KD systems used earlier. However, when a higher domain size of 5 or 10 Mbp was used, the predictions of survival were nearer to the experimental data (Figure 3.1.7. B - C). This would be consistent with a unique and looser chromatin architecture and correspondingly larger domain sizes in embryonic stem cells (Pękowska et al., 2018).

To investigate this possibility, the domain-size dependency on the impact of CTCF depletion was analyzed by Dr. M. Scholz (GSI, Darmstadt) in a range from 0.2 Mbp up to 10 Mbp (Figure 3.1.8.). A CTCF depletion up to $25 \%$ or $50 \%$ residual levels, similarly impacts domains of different sizes up to 2 Mbp . However, the outcome changes beyond 2 Mbp : the model predicted a substantially reduced sensitivity to CTCF depletion when the considered domains have a size closer to 5 or 10 Mbp (Figure 3.1.8.). The reduction of the impact of CTCF towards larger reference domain sizes is most pronounced for mESC and HeLa cells, whereas for U2OS the effect is considerably smaller. This can be traced back to the much smaller $\alpha / \beta$ ratio for this cell line, indicating a larger impact of clustered DSB as compared to isolated DSB and consequently also a larger impact of CTCF depletion. More insights on possible reasons for this deviation are illustrated in the discussion section.


Figure 3.1.8. GLOBLE predictions of radiation sensitivity analyzing the impact of CTCF depletion on differentially sized control chromatin domains. As an indicator of the impact, ratios of D10 (the dose required to achieve $10 \%$ survival) under control conditions to the D10 after CTCF depletion are used. CTCF depletion has the most significant impact for control domain sizes below approximately 2 Mbp for all three cell lines, whereas towards larger control domain sizes the impact gets reduced. The black dotted line indicates the reference value, corresponding to no impact of CTCF depletion. The modeling was provided by Dr. Michael Scholz (GSI, Darmstadt).

### 3.1.3. Discussion

In this study, the survival of CTCF-depleted cells treated with increasing amounts of ionizing radiation was tested, in order to establish a biophysical model on the impact of CTCF on cellular radiosensitivity. The measurements of residual CTCF amounts after esiRNA- or auxin-induced depletion (Figures 3.1.2. and 3.1.5.) were integrated by Dr. Michael Scholz (GSI, Darmstadt) into an adaptation of the Giant-LOop-Binary-LEsion (GLOBLE) model (see methods section 3.1.4.6.;

Friedrich et al., 2012, 2013). This allowed us to qualitatively predict the decreased survival of CTCFdepleted cells, based on the higher probability of DSBs clustering and the related higher lethality (Figures 3.1.4. and 3.1.7.).

We previously demonstrated that CTCF is essential for the correct spreading of the signaling of DNA damage, i.e. phosphorylation of the histone variant H2AX (Natale et al., 2017). Based on our high resolution microscopy measurements, when a single DSB occurs on a multi-loop domain, whose bases are held together by CTCF, on average four chromatin loops within this domain get decorated by $\gamma \mathrm{H} 2 \mathrm{AX}$ (Natale et al., 2017). When this domain-wide signal spreading is not possible due to reduced CTCF amounts, the following repair cascade gets impaired and consequently the survival potential too. Moreover, the reduced CTCF presence translates into diminished bordering of the chromatin domains and hence into more DSBs clustering together. As the GLOBLE model assigns a higher lethality to clustered DSBs, which affect the higher doses part of the survival curve, we could predict a relationship between CTCF depletion and an increased cell lethality upon ionizing radiation (Figures 3.1.4. and 3.1.7.). The lower effect seen in the CTCF-depleted osteosarcoma cells compared to the cervical cancer cells (Figures 3.1.3. and 3.1.4.; Supplementary Figure SF4) was hypothesized to reflect the fact that is often neglected, that the endogenous levels of CTCF are significantly different in the two cell lines (Figure 3.1.1.). As U2OS cells exhibit approximately twice the amount of CTCF compared to HeLa Kyoto cells, residual CTCF levels after depletion in U2OS were still higher, leading to a lower impact on survival, relatively to the other tumor type.

The modeling approach considered the effect of different levels of CTCF depletion on radiosensitivity, assuming an identical impact on all cell cycle phases, as cells were not synchronized and the relative effects would be averaged. The main model parameters, i.e. the lethalities assigned to iDSBs and cDSBs, were determined from fits to survival curves under reference conditions (see methods section 3.1.4.6.). Importantly, uncertainties in these parameters are small and do not substantially affect the model predictions, which means the model settings are robust (data not shown, see: Mamberti et al., 2022). The model predictions were built on the distribution of DSBs as isolated or clustered together within the same chromatin domains defined as "Giant Loops" of 2 Mbp (based on: Johnston et al., 1997; Rogakou et al., 1998; Tommasino et al., 2013, 2015a, 2015b). However, how CTCF depletion could differentially affect chromatin domains of different sizes was also modeled and CTCFdependent radiosensitivity was predicted not to change in a size range between 0.2 and 2 Mbp (Figure 3.1.8.). In other words, the effects of CTCF depletion on such domains would equally contribute to the enhanced radiosensitivity, independent on the size under reference conditions. Despite these simplistic assumptions that could indeed average different situations in vivo, the model
was successful to predict the general trend and the order of magnitude by which different CTCF levels affect clonogenic survival curves in the two tumor cell lines under study (Figure 3.1.4.). To postulate a dependency between the presence of the chromatin domain-anchoring protein CTCF and the tendency of DSBs to cluster within a domain was sufficient to recapitulate the experimental data of both tumor cells. We can hence conclude that the dominating mechanism by which reduced CTCF amounts result in increased radiosensitivity is based on the premise that in the absence of defined domain boundaries, DSBs probabilities to cluster are enhanced (Figure 3.1.9.). As the lethality of cDSBs is higher and related to the $\beta$-term of survival functions, this is reflected in the higher impact of CTCF depletion in the high-doses part of survival curves.


Figure 3.1.9. Lower CTCF levels lead to less chromatin domains and higher probability that DSBs will not be separated into different chromatin domains (cDSBs). The cDSBs have a higher lethality due to the loss of DNA in between and will then result in a decreased survival.

Next, the impact of CTCF depletion was further confirmed by using mouse embryonic stem cells engineered with an auxin-inducible degron system for the depletion of CTCF (Figure 3.1.5.; Supplementary Table ST1; Nora et al., 2017). Embryonic stem cells are characterized by weakly condensed heterochromatin and large nucleosome-free regions (Ricci et al., 2015), which is indicative of their high transcriptional activity (Efroni et al., 2008; Marks et al., 2012). The unique chromatin architecture of stem cells consists of infrequent and primarily short-ranged loop domains,
whose boundaries are more permissive of interactions and will get reinforced only during differentiation (Pękowska et al., 2018). As stem cells have high pan-nuclear $\gamma \mathrm{H} 2 \mathrm{AX}$ levels, associated with global chromatin decondensation (Banáth et al., 2009) but not DSBs, they are expected to have a consistent response to DSBs and were shown to have faster DSB repair rates than somatic cells (Saretzki et al., 2004). Together with suppression of mutagenesis, the elimination of damaged cells through apoptosis appears to be a mechanism to ensure genome integrity in pluripotent embryos (Aladjem et al., 1998; Cervantes et al., 2002; Lin et al., 2005), as also reviewed in Tichy and Stambrook, 2008. It is widely accepted in radiation biology that DSBs are the most genotoxic lesions (as reviewed in: Karagiannis and El-Osta, 2004; Sedelnikova et al., 2003; Valerie and Povirk, 2003). Their repair in somatic mammalian cells preferentially uses the non-homologous end-joining (NHEJ) pathway, which commonly occurs between G1 and early S-phase and can be error prone when the broken ends require processing before religation (Rothkamm et al., 2003; Scully et al., 2019; Swift et al., 2021; Takata et al., 1998; Wang et al., 2001). Since the S-phase is the predominant cell cycle phase in highly proliferative embryonic stem cells (approximately 75\% of the time; Savatier et al., 2002), their repair mechanism of choice is likely the homologous recombination (HR) pathway (Francis and Richardson, 2007; Friedberg and Meira, 2006; Yang et al., 2004), which ensures high fidelity through the use of a template and mainly occurs between late S-phase and G2 (as reviewed in: Tichy and Stambrook, 2008). The different chromatin architecture and DDR pathways choice might be a reason why the survival of mESC-AID-CTCF cells upon CTCF depletion does not meet the model predictions (Figure 3.1.7.) and also why the experimental data showed a different sensitivity between tumor and embryonic cells (Figures 3.1.3. and 3.1.6., respectively). Indeed, stem cells are more sensitive to damage, but they readily eliminate the damaged cells and those which do not undergo apoptosis likely have higher survival potential and successfully proliferate into colonies. On the other hand, the tumor cell lines under study would accumulate important damage and show less survival in the long term. Moreover, the lethality of CTCF depletion (Heath et al., 2008; Moore et al., 2012; Splinter et al., 2006) required to timely limit the depletion. This could not be taken into account for the modeling, which therefore predicts what would happen with a longer CTCF depletion (Figure 3.1.7.). Mechanistic insights into the decreased survival of CTCF depleted cells are found in the assumptions of the GLOBLE model itself and the literature from which it retrieves its basis (see sections 3.1.1. and 3.1.4.6.; Friedrich et al., 2012, 2013; Herr et al., 2014). The modeling approach presented here predicts cell survival based on the reverse proportion between the amounts of CTCF and the domain size, with the latter being instead proportional to the probability of cDSBs to occur (Figure 3.1.9.). More than the induced number of DSBs, previous studies attributed cellular death to the delayed DSB
rejoining and retained persistent damage at later time points (Banáth et al., 2004; Johnston et al., 1997; MacPhail et al., 2003; Mirzayans et al., 2006; Tommasino et al., 2015a, 2015b; Wada et al., 2005), often related to nano- (Nikjoo et al., 2001; Ottolenghi et al., 1995; Sutherland et al., 2000; Ward, 1994) or micrometer (Friedland et al., 2006; Johnston et al., 1998a, 1998b; Tommasino et al., 2013) clustering of the initial lesions. The yields of DSB induction considered in the model implicitly include not only the prompt DSBs but also those originating from clustered non-DSBs lesions (Georgakilas et al., 2013; Singh et al., 2011b, 2013; Stenerlöw et al., 2003; Tommasino et al., 2015a, 2015b).

In previous studies based on filter elution techniques and flow cytometry detection of $\gamma \mathrm{H} 2 \mathrm{AX}$ (Tommasino et al., 2015a, 2015b), the GLOBLE model could well reproduce the gradually sloweddown processing of DSBs after high doses, supporting the higher toxicity of clustered DSBs at the micrometer scale in higher order chromatin structures (extensively discussed in: Hufnagl et al., 2015; Tommasino et al., 2015a, 2015b). The model distinguishes iDSB from cDSB, where a cluster is defined by a domain containing two or more DSBs. Even when the distance between two DSBs within the same chromatin domain is so high that these can be considered as single DSBs in terms of their individual repair, inter-DSBs DNA would anyway become a spatially independent fragment and any stabilization of its ends would be at risk. A further development of the model could make another distinction within the cDSB class, to predict in more detail the impact of DSB density on lethality. On one hand, the more DSBs accumulate within a chromatin domain, the more DNA would be fragmented, leading to a complex task for the repair machinery. On the other hand, two DSBs very close to the bases of a domain would evict a large portion of DNA, and an additional fragmentation would not further enhance the damage severity. This distinction would hence allow us to define what is more critical for repair, the DSB density defined as the ratio between the domain size and the number of DSBs within the domain, or the domain size itself as self-determinant of the length of DNA which can be deleted with two DSBs at its bases. Moreover, the modeling could be additionally refined with differentiation of chromatin states into eu- or heterochromatin and their relative impact on domain sizes, as well as by considering the activity of different proteins and transcription events. As previously mentioned, DSBs are considered the key damage in the field of radiation biology, but ionizing radiation induces various types of DNA lesions other than DSBs (Borrego-Soto et al., 2015; Huang and Zhou, 2020; Santivasi and Xia, 2014). However, these occur both in control as well as in CTCF-depleted cells and it is unlikely that the deviations seen under CTCF depletion conditions could be mainly traced back to these other damages like SSB or crosslinks. Damage to lipids and proteins is also a consequence of ionizing radiation, but the related effects will become visible only at
extremely high doses, due to the high cellular numbers of these molecules. At the dose ranges typically used for cell survival studies ( $0-10 \mathrm{~Gy}$ ), these effects can be considered negligible as compared to damage to the DNA.

Interestingly, the dose-dependency found here between CTCF and radiosensitivity is consistent with the observation of Nora and colleagues on chromatin folding (Nora et al., 2017). They observed that chromatin changes scaled together with CTCF depletion, with insulation of domains being still more preserved in cells with $15 \%$ residual CTCF than in those cells with almost complete depletion (Nora et al., 2017). Nonetheless, it is worth noting that even if TADs are lost upon CTCF depletion, higher order A/B compartments are largely unaffected (Nora et al., 2017). This might partially explain the overall small decrease in survival of depleted cells and points to the fact that our understanding of the chromatin organization and related repair is still incipient.

Overall, this study could confirm that the survival potential after exposure to ionizing radiation of different cell lines is dependent on CTCF. Moreover, it showed that survival is finely tuned proportional to CTCF dosage, which is consistent with the reported CTCF-dose scaling of chromatin domains. The application of the GLOBLE modeling approach by Dr. Michael Scholz (GSI, Darmstadt) to the scenario of CTCF depletion allowed us to gain mechanistic insights relative to the decreased survival. CTCF anchoring activity limits the clustering of multiple DSBs, whose repair often has a dramatic outcome and ends with irreversible domain fractionation. Future research in cancer treatment should take into consideration the relative amount of this architectural protein in the particular tumor cell line under study and apply this model in order to predict the tumor survival to radiation therapy.

### 3.1.4. Materials and Methods

### 3.1.4.1. Cell culture

All cells were grown at $37^{\circ} \mathrm{C}$ in a humidified atmosphere with $5 \% \mathrm{CO}_{2}$. HeLa Kyoto and U2OS cells (Supplementary Table ST1) were cultured in Dulbecco's modified Eagle's medium (DMEM) high glucose (Cat. No.: D6429) supplemented with $50 \mu \mathrm{~g} / \mathrm{ml}$ gentamicin (Cat. No.: G1397), 2 mM Lglutamine (Cat. No.: G7513) and 10\% fetal calf serum (FCS; Cat. No.: F7524). mESC-AID-CTCF and wild type ES-E14TG2a cells (Supplementary Table ST1) were cultured in DMEM high glucose (Cat. No.: D6429) supplemented with 15\% FCS (Cat. No.: F7524), $1 \times$ non-essential amino acids (Cat. No.: M7145), $1 \times$ penicillin/streptomycin (Pen/Strep) (Cat. No.: P4333), $1 \times$ L-glutamine (Cat. No.: G7513), 0.1 mM beta-mercaptoethanol (Cat. No.: 4227, Carl Roth, Karlsruhe, Germany), $1000 \mathrm{U} / \mathrm{ml}$ recombinant mouse LIF (Millipore) and 2i (1 M PD032591 and 3 M CHIR99021, Cat. Nos.: 1408 and

1386 respectively, Axon Medchem, Netherlands) on gelatin-coated culture dishes (0.2\% gelatin/ddH ${ }_{2} \mathrm{O}$; Cat. No.: G2500). Unless otherwise stated, all catalog numbers (Cat. No.) indicated above refer to Sigma-Aldrich Chemie GmbH, Steinheim, Germany.

### 3.1.4.2. CTCF knockdown

An esiRNA pool against human CTCF (Supplementary Table ST5; Cat. No.: EHU130111, MISSION® ${ }^{\circledR}$ esiRNA) was used to deplete HeLa Kyoto and U2OS cells from the protein. The pool targets the region 692-1195 of the human CTCF transcript (NM_006565.3). Both cancer cell lines were transfected with 15 nM of esiRNA against either human CTCF or EGFP as a mock-depleted control (Supplementary Table ST5; Cat. No.: EHUEGFP, MISSION ${ }^{\circledR}$ esiRNA) using the electroporation Neon ${ }^{\text {TM }}$ Transfection System (Cat. No.: MPK5000, Thermo Fisher Scientific, Waltham, United States). Voltage, width and pulse for the different cell lines were applied as follows: HeLa Kyoto 1005 V, 35 ms, $2 \times$; U2OS 1230 V, $10 \mathrm{~ms}, 4 \times$. For the knockdown validation (Figure 3.1.2.), cells were seeded on coverslips immediately after transfection and fixed with $3.7 \%$ formaldehyde $/ 1 \times$ phosphate-buffered saline PBS (Cat. No.: F8775) at different time points ( $24 \mathrm{~h}, 48 \mathrm{~h}, 72 \mathrm{~h}$ ). The results shown in Figure 3.1.2. are based on three biological replicates (Supplementary Table ST4). The same HeLa Kyoto and U2OS transfection aliquots were diluted in parallel for single cell seeding to perform the clonogenic assay (Figure 3.1.3.; section 3.1.4.5.). For CTCF depletion and its validation with the degron system (Figure 3.1.5.), mESC-AID-CTCF cells were seeded on gelatinized coverslips ( $0.2 \%$ gelatin $/ \mathrm{ddH}_{2} \mathrm{O}$; Cat. No.: G2500) and treated with auxin-supplemented medium $(0,25,500,1000 \mu \mathrm{M}$; 3-Indoleacetic acid IAA, Cat. No.: I3750) for four hours, then washed and fixed with $3.7 \%$ formaldehyde/ $1 \times$ PBS (Cat. No.: F8775). The results shown in Figure 3.1.5. are based on four biological replicates (Supplementary Table ST4). The same auxin-supplemented medium was given in parallel to the single cells seeded for the clonogenic assay (Figure 3.1.6.; section 3.1.4.5.). In an independent time course experiment (three biological replicates; Supplementary Table ST4; Supplementary Figure SF5), stem cells seeded on gelatinized coverslips ( $0.2 \%$ gelatin/ $\mathrm{ddH}_{2} \mathrm{O}$; Cat. No.: G2500) were treated with $25,500,1000 \mu \mathrm{M}$ auxin and fixed with $3.7 \%$ formaldehyde/ $1 \times$ PBS (Cat. No.: F8775) at different time points of auxin treatment ( $0.5,1,2,3,4 \mathrm{~h}$ ), washed $3 \times$ with warm $1 \times$ PBS after four hours, replaced with fresh medium and allowed for CTCF recovery until 24 hours, while multiple time points were collected after auxin wash off ( $0.5,1,2,4,6,8,18,24 \mathrm{~h}$ ). Unless otherwise stated, all catalog numbers (Cat. No.) indicated above refer to Sigma-Aldrich Chemie GmbH, Steinheim, Germany.

### 3.1.4.3. CTCF immunostaining

The previously fixed HeLa Kyoto and U2OS cells were washed with $1 \times$ PBS, permeabilized 15 ' with $0.7 \%$ Triton $^{\text {TM }} \mathrm{X}-100$ (Cat. No.: T8787, Sigma-Aldrich Chemie GmbH, Steinheim, Germany) and washed again prior to 30 ' blocking in 1\% BSA (bovine serum albumin; Cat. No.: A4503, Sigma-Aldrich Chemie GmbH , Steinheim, Germany). Incubation overnight at $4^{\circ} \mathrm{C}$ with the primary rabbit anti-CTCF antibody followed. The information on antibodies is listed in Supplementary Table ST2. Cells were then washed $2 \times$ with $1 \times$ PBS for 5 ' and $3 \times$ with $0.01 \%$ Tween ${ }^{\circledR} 20$ (Cat. No.: 9127.1, Carl Roth, Karlsruhe, Germany). The secondary goat anti-rabbit IgG (H + L) AF594 antibody was incubated 1 h at room temperature, followed by washing as described above. DNA was counterstained with 10 $\mu \mathrm{g} / \mathrm{ml}$ DAPI (4',6-diamidino-2-phenylindole; Cat. No.: D27802, Sigma-Aldrich Chemie GmbH, Steinheim, Germany) for $10^{\prime}$ at room temperature, cells dipped in $\mathrm{ddH}_{2} \mathrm{O}$ and mounted with Vectashield ${ }^{\circledR}$ antifade medium (Cat. No.: NC9265087, Thermo Fisher Scientific, Walham, United States) on coverslides. All dilutions mentioned above were done in $1 \times$ PBS, except antibody dilutions in $1 \%$ BSA $/ 1 \times$ PBS. mESC-AID-CTCF cells and wild type ES-E14TG2a cells were only subjected to permeabilization, DNA counterstaining and mounting as described above.

### 3.1.4.4. Microscopy imaging and quantification

The samples were imaged at the high-content wide-field microscopy system Operetta ${ }^{\circledR}$ and images were analyzed with the Harmony ${ }^{\text {TM }}$ software - Version 3.5.1 - © 09-2013 (both PerkinElmer, see Supplementary Table ST3), as described in the Supplementary Figure SF1. In particular, the DAPI signal was used to create a nuclear mask and select nuclei. The nuclear intensities of both DAPI - DNA and AF594 - CTCF or GFP - CTCF signals were measured and exported. The results tables were analyzed in RStudio (Version 0.99.902 - © 2009-2016 RStudio Inc., Boston, United States) to produce the plots shown in Figures 3.1.1., 3.1.2., 3.1.5. and Supplementary Figures SF5. See Supplementary Figure SF2 for boxplot interpretation.

### 3.1.4.5. Clonogenic assay

HeLa Kyoto and U2OS cells were irradiated with X-ray doses of 0-10 Gy (1 Gy/58 s, $250 \mathrm{kV}, 10 \mathrm{~mA}$; Isovolt Titan, GE Sensing \& Inspection Technologies, Ahrensburg, Germany) at 24 hours post esiRNA transfection (Figure 3.1.3.), at the respective time point of maximum depletion for each cell line (Figure 3.1.2. B - C). Cells were incubated with $5 \% \mathrm{CO}_{2}$ at $37{ }^{\circ} \mathrm{C}$ for $7-10$ days until colonies were formed. Colonies were then fixed with cold $100 \%$ methanol and stained with $0.2 \%$ methylene blue in $50 \%$ methanol $/ 1 \times$ PBS followed by washing in water (Figure 3.1.3. A). The colonies with more than 50 cells were verified by microscopy and counted by eye. The results for both HeLa Kyoto and

U20S consist of three biological replicates, each composed of technical replicates (Supplementary Table ST6). mESC-AID-CTCF cells were treated with different auxin concentrations ( $0,25,500,1000$ $\mu$ M; IAA, Cat. No.: I3750, Sigma-Aldrich Chemie GmbH, Steinheim, Germany) for four hours prior to irradiation (same conditions as above), washed three times with $1 \times$ PBS and given fresh medium one hour after irradiation (Figure 3.1.6. A). Cells were then allowed to form colonies and treated as described above for the tumor cell lines. The results for mESC-AID-CTCF cells consist of four biological replicates (Supplementary Table ST6). The number of colonies was plotted as a survival ratio, in which each value is normalized to the average of the respective unirradiated controls.

The homegrown "gd" software (gd online documentation at: http://bio.gsi.de/DOCS/gd.html; GSI Helmholtzzentrum für Schwerionenforschung GmbH, Biophysics Department, Darmstadt, Germany) was used for plotting the survival curves in Figure 3.1.3., Figure 3.1.6. and Supplementary Figure SF4. A linear-quadratic dose-response curve fitting weighted by $1 /\left[\right.$ relative error] ${ }^{2}$ was applied (dots $=$ mean; whiskers = error bars; see the footer of Supplementary Table ST6 for the calculation of the relative error).

### 3.1.4.6. Modeling of cell survival using the Giant-Loop Binary Lesion (GLOBLE) model

In Table 3.2. the equations applied by Dr. Michael Scholz (GSI, Darmstadt) to perform the modeling of cell survival to ionizing radiation upon CTCF depletion are listed. A detailed explanation of the equations and their application is found in: Mamberti et al., 2022.

GLOBLE model calculations were applied and the homegrown "gd" software (gd online documentation: http://bio.gsi.de/DOCS/gd.html; GSI Helmholtzzentrum für Schwerionenforschung GmbH, Biophysics Department, Darmstadt, Germany) was used by Dr. Michael Scholz (GSI, Darmstadt) to produce the plots in Figures 3.1.4., 3.1.7., 3.1.8. and in Supplementary Figure SF4. GLOBLE parameters are listed in Table 3.1. The linear-quadratic parameters $\alpha$ and $\beta$ and the corresponding lethalities $\varepsilon_{\mathrm{i}}$ and $\varepsilon_{\mathrm{c}}$ were determined from the survival curves for GFP KD conditions (curve fit weighted by $1 /\left[\right.$ relative error] ${ }^{2}$ ), after pooling all respective biological replicates (three biological replicates of HeLa Kyoto and U2OS, four biological replicates of mESC-AID-CTCF cells; Supplementary Table ST6).

Table 3.2. Equations of the GLOBLE model applied to CTCF depletion.

| Equation | n. | Definitions |
| :---: | :---: | :---: |
| $N_{D}=\frac{G}{g_{D}}$ | (1) | ND: number of chromatin domains; G: genome size; gD: domain genomic content (standard: 2 Mbp ) |
| $\overline{N_{D S B}(D)}=Y_{D S B} \cdot D$ | (2) | $\overline{N_{D S B}(D)}$ : Mean number of DSBs induced by a dose D in the whole nucleus; Y ${ }_{\text {DsB: }}$ yield of $30 \mathrm{DSB} / \mathrm{Gy} /$ cell |
| $\overline{n_{D S B}(D)}=\frac{\overline{N_{D S B}(D)}}{N_{D}}$ | (3) | $\overline{n_{D S B}(D)}$ : mean number of DSB induced per domain |
| $P_{\text {DSB }}(k, \bar{n})=\frac{\bar{n}^{k}}{k!} e^{-\bar{n}}$ | (4) | Poisson statistics for the mean value of DSB induced in a domain at a given dose D (probability to induce iDSB or cDSB) |
| $\begin{aligned} & n_{i}(D)=P_{D S B}(1, \bar{n}) \cdot N_{D} \\ & =\bar{n} e^{-\bar{n}} \cdot N_{D} \end{aligned}$ | (5) | $n_{i}(D)$ : number of iDSB |
| $\begin{aligned} & n_{c}(D) \\ & =\left(1-P_{D S B}(0, \bar{n})\right. \\ & \left.-P_{D S B}(1, \bar{n})\right) \cdot N_{D} \end{aligned}$ | (6) | $n_{c}(D)$ : number of cDSB |
| $S(D)=e^{-\left(n_{i}(D) \varepsilon_{i}+n_{c}(D) \varepsilon_{c}\right)}$ | (7) | $\varepsilon_{i}$ and $\varepsilon_{c}$ : lethalities assigned to iDSBs and cDSBs; D: dose; $n_{i}$ and $n_{c}$ : number of damages for iDSBs and cDSBs; S(D): final effect on survival |
| $S(D)=e^{-\left(\alpha D+\beta D^{2}\right)}$ | (8) | standard LQ-formulation of survival curves |
| $\varepsilon_{i}=\frac{\alpha}{\alpha_{D S B}}$ | (9) | $\varepsilon$ i: lethality of iDSBs, derived from (8), uniquely linked to the initial slope of the dose response curve as given by the linear term $\alpha$ |
| $\varepsilon_{c}=2\left(\frac{N_{D} \beta+\alpha_{D S B} \alpha}{\alpha_{D S B}^{2}}\right)$ | (10) | $\varepsilon_{\mathrm{c}}$ : lethality of cDSBs, derived from (8), defined by a mixture of contributions from the linear term $\alpha$ and the quadratic term $\beta$; <br> ND: number of domains per cell nucleus; $\alpha_{\text {DSB: }}$ yield of DSB per Gy |
| $g_{D}^{\prime}=\frac{1}{f_{C T C F}} g_{D}$ | (11) | $g_{D}^{\prime}$ : modified domain size; $f_{C T C F}$ : fraction of CTCF remaining after depletion |
| $N_{D}^{\prime}=f_{\text {CTCF }} \cdot N_{D}$ | (12) | $N_{D}^{\prime}$ : modified number of domains |

### 3.2. CTCF plays a role in DNA replication: a seXY hypothesis

### 3.2.1. Introduction

DNA replication is spatio-temporally regulated and appears in mammalian nuclei as focal structures during microscopical observation (Baddeley et al., 2010; Chagin et al., 2016). These foci consist of chromatin units that are stable over different cell cycles (Jackson and Pombo, 1998; Sadoni et al., 2004; Sparvoli et al., 1994) and within which multiple alternate origins fire synchronously (Huberman, 1991; Huberman and Riggs, 1968; Jackson and Pombo, 1998; Leonard and Méchali, 2013; Masai et al., 2010). At each S-phase spatially defined patterns of replication foci appear in a timely consistent sequence (Ma et al., 1998; Nakayasu and Berezney, 1989), during which the replication machinery moves along spatially adjacent chromatin sites (Sadoni et al., 2004). These patterns allow us to discriminate between early, mid and late S-phase substages (Manders et al, 1992; Nakamura et al., 1986; Nakayasu and Berezney, 1989), respectively corresponding to the replication of euchromatin, facultative heterochromatin and constitutive heterochromatin (Kill et al., 1991; Nakayasu and Berezney, 1989; O'Keefe et al., 1992). The precisely timed replication of specific DNA sequences within eukaryotic S-phase was named replication timing, RT (Goldman et al., 1984; Hatton et al., 1988; Rhind and Gilbert, 2013), while clusters of replication units duplicating with similar RT were renamed replication domains, RDs (Desprat et al., 2009; Hiratani et al., 2008). The RT and the related spatial organization of RDs are established in early G1 at the so-called replication timing decision point, RTD (Dimitrova and Gilbert, 1999; Lu et al., 2010). RDs differ between cell types and differentiation states (Gilbert et al., 2010; Hiratani et al., 2010; Ryba et al., 2010). As we highlighted in Mamberti and Cardoso, 2020, the size of mammalian replication units composing such clusters corresponds to twice the one of a chromatin loop (Chagin et al., 2016) and strikingly coincides with the median size of the so-called loop domains (Rao et al., 2014). RDs align with the HiC mapped topologically associated domains, TADs (Dixon et al., 2012; Pope et al., 2014). Multiple TADs often replicate with similar RT when clustered at a higher order of organization within the same A/B compartments (Ryba et al., 2010; Takebayashi et al., 2012), which indeed match the RT measured on a genome wide scale (Pope et al., 2014; Ryba et al., 2010; Yaffe et al., 2010). Consistent with the early notion that replication units are stable over cell cycles, it was shown that not only RDs but also TADs, A/B compartments and the relative RT are reestablished at every G1 phase upon being disrupted during mitosis (Dileep et al., 2015). However, TADs often change compartment location and relative RT during developmental changes of chromatin organization (Dixon et al., 2015; Ryba et al., 2010; Takebayashi et al., 2012). It was recently shown by our laboratory that the replication timing changes along with differentiation in mouse embryonic stem cells, where the developmental
compaction of chromocenters matches with a switch in their replication timing from a mid to a late stage of S-phase (Rausch et al., 2020).

Within the spatio-temporal regulation of DNA replication, the organization of replication of the mammalian sex chromosomes occupies a special niche. In particular, the inactive $\underline{X}$ chromosome (Xi) displays the features of facultative heterochromatin and as such replicates during mid S-phase in somatic cells (Heinz et al., 2019; Morishima et al., 1962; Takagi et al., 1982). The Y chromosome is characterized by a late replication timing (Camargo and Cervenka, 1982) and its replication in embryonic stem cells even defines a unique last stage of S-phase, occurring after the whole genome has already replicated (Rausch et al., 2020).
$\underline{X}$ chromosome inactivation (XCI) is a regulatory phenomenon in female mammalian cells, which allows dosage compensation of X-linked genes between XX and XY harboring cells (Gupta et al., 2006; Lyon, 1961; Nguyen and Disteche, 2006). It was reported early on that the transcriptionally inactive X chromosome replicates timely separated from the active $\underline{\mathrm{X}}$ homologue (Xa) (Morishima et al., 1962). The $X$ inactivation and related timing switch occurs before cell lineage differentiation (Takagi et al., 1982), is accompanied by chromatin condensation (the so-called "Barr body"; Barr and Bertram, 1949) and maintained in the differentiated progeny (Chadwick and Willard, 2003). In 1983, cytological investigations of metaphase spreads from mouse embryos after X/autosome chromosomes translocations led to propose that the inactivation of a whole X chromosome would start in cis from a single X-inactivation center locus, Xic (Rastan, 1983). Its location and requirement were later confirmed by deletion studies (Rastan and Robertson, 1985). Soon afterwards the Xist/XIST ( $\underline{\mathrm{X}}$-inactive specific transcript) gene was suggested as a candidate gene for the inactivation due to its unique location within the Xic locus and its expression occurring only in inactive X chromosomes in both murine and human cells (Borsani et al., 1991; Brockdorff et al., 1991; Brown et al., 1991). Interestingly, Xist is unique to eutherian or placental mammals and allows random inactivation of one of the two X chromosomes, while marsupial and other early mammals exclusively undergo imprinted inactivation of the paternally-inherited $\underline{X}$ (Xp) (Duret et al., 2006). Imprinted Xp inactivation also occurs in eutherian mammals through high expression of the paternal Xist allele (Kay et al., 1994) but only in the preimplantation embryo (two-to-four-cells stage, embryonic day E1.5) until the early blastocyst stage (E4.5), at which Xp is reactivated in the inner cell mass (ICM) cells and a second wave of XCI starts under Xist regulation (Huynh and Lee, 2003; Mak et al., 2004; Marks et al., 2015; Okamoto et al., 2004; Payer et al., 2011). Only extra-embryonic tissues maintain the imprinted XCI of the paternal X (Takagi and Sasaki, 1975).

Xist long noncoding lncRNA triggers the inactivation by coating (Clemson et al., 1996) and silencing in cis of the X chromosome (Marahrens et al., 1997; Penny et al., 1996), followed by recruitment of Polycomb repressive complexes ( $\mathrm{PRC} 1 / 2$ ) and induction of heterochromatin establishment (Disteche, 2016; Payer et al., 2011; Raznahan and Disteche, 2021). From the same Xist gene, Tsix RNA is transcribed in the antisense orientation (Debrand et al., 1999; Lee et al., 1999; Mise et al., 1999). Tsix is initially highly expressed in both X chromosomes, repressing Xist expression robustly in pluripotent embryonic stem cells (Lee et al., 1999; Marks et al., 2015; Payer et al., 2011). During development and differentiation Tsix expression becomes monoallelic, as it is repressed in one of the two X chromosomes, allowing Xist expression and the consequent silencing of that chromosome (Lee et al., 1999; Marks et al., 2015; Payer et al., 2011). Tsix indeed influences the X chromosome choice, as its heterozygous deletion leads to inactivation of the $X$ bearing the deletion (Lee and Lu, 1999). The probabilistic choice for Tsix monoallelic expression at the onset of XCI and the persistence of Tsix on the future active X are promoted in cis by Xite ( $\underline{X}$-inactivation intergenic transcription elements) (Ogawa and Lee, 2003; Stavropoulos et al., 2005). Chao and colleagues identified CTCF binding sites in the Tsix locus and showed the binding of Tsix elements to CTCF in vitro and in vivo (Chao et al., 2002). By binding Tsix on the future Xa, CTCF might insulate and prevent the shared enhancer to contact Xist promoter (Chao et al., 2002). They also found that CTCF binding is sensitive to DNA methylation in vitro and alternatively proposed CTCF to work as an epigenetic switch in the X choice (Chao et al., 2002). It was later shown that differential methylation domains on Tsix regions spanning CTCF binding sites and on its modulator Xite mimic X inactivation patterns (Boumil et al., 2006). Together with co-transcription of Tsix and Xite, CTCF was shown to be essential at Tsix and Xite sites for the X homologous pairing, which allows in trans "communication" of the two chromosomes and is necessary for the exclusive designation of the Xa and Xi ( Xu et al., 2007).

More recent investigations on the Xi chromatin architecture showed that the Xic locus is bipartited into two topologically associated domains (TADs), which separate Xist and Tsix promoters and related cis-regulators allowing their different regulation during development (Nora et al., 2012). This topological partitioning was found to be critical for the developmental timing of inactivation, as shown by experiments in which the transcriptional units and respective promoters were swapped between the two TADs (van Bemmel et al., 2019). Placing the promoter in each other's TAD led to advanced up-regulation of Xist and to abnormally prolonged expression of Tsix during differentiation (van Bemmel et al., 2019). Two CTCF binding sites (CBSs) within Xite were shown to contribute to proper insulation of the two TADs and to promote strong intra-TAD interaction (van Bemmel et al., 2019). However, numerous other CBSs within each and at the border between the two TADs were
proposed to redundantly support the partitioning (van Bemmel et al., 2019). Other than this bipartitioning of the Xic locus and few exceptions (e.g. regions escaping inactivation and cell linespecific observations; Bauer et al., 2021b; Deng et al., 2015; Giorgetti et al., 2016; Marks et al., 2015; Minajigi et al., 2015), the inactive $X$ was defined as largely unstructured and either having weak or lacking A/B compartment and TAD boundaries (Darrow et al., 2016; Giorgetti et al., 2016; Wang et al., 2018, 2019). The whole Xi is in fact organized in two superdomains which differ in genomic content between mouse and human, but are similarly separated in both species by a hinge region close to the Dxz4/DXZ4 locus (Darrow et al., 2016; Deng et al., 2015; Rao et al., 2014). In mouse, this hinge region was found to bind CTCF and to associate with the nucleolus (Deng et al., 2015). By combining datasets of allelic distribution with 3D models, the density of CTCF, RNA PolII and genes escaping inactivation was found to be enriched on the outer periphery regions of the Xi but not of the Xa (Deng et al., 2015). Regarding DNA replication, the Xic locus contains some origins shared between Xa and Xi , whose usage dynamically changes during differentiation and is affected by deletion of XCI regulatory elements (Rowntree and Lee, 2006). The Xi replication was shown by our laboratory to occur highly synchronously, faster and earlier than previously estimated, that is within a frame of 1 2 hours in early-mid S-phase (Casas-Delucchi et al., 2011). Moreover, the same study highlighted that the establishment of a synchronous replication in a Xist-inactivated autosome is epigenetically controlled and correlates with a decrease in histone acetylation occurring only upon differentiation (Casas-Delucchi et al., 2011), hence adding another evidence to development-related changes in replication timing. In a subsequent study from our laboratory, histone hypoacetylation and DNA demethylation unveiled as major epigenetic determinants of the X chromosomes in the vole species Microtus cabrerae, which presents "giant" sex chromosomes with large heterochromatin blocks (Heinz et al., 2019). The induction of histone hyperacetylation led to a faster nucleotide incorporation in early S-phase rather than in mid/late S-phase, a prolongation of the replication of the different Xchromosome associated heterochromatin blocks, alongside with a timing switch of facultative heterochromatin replication from mid to early S-phase (Heinz et al., 2019).

The $Y$ chromosome of mammals is highly degenerated, as it retains only circa 1-5\% of the ancestral X-linked genes (Bellott et al., 2014; Soh et al., 2014). The two sex chromosomes currently share a pseudoaautosomal region, PAR (Burgoyne, 1982; Otto et al., 2011) (only a single $700 \mathrm{~kb}-\mathrm{PAR}$ in mouse, two PARs in human that sum up to 2.7 Mb ; reviewed in: Raudsepp and Chowdhary, 2015), which still undergoes synapsis and recombination during meiosis (Flaquer et al., 2008; Kauppi et al., 2011; Soriano et al., 1987). The genetic exchange between $X$ and $Y$ was shown to occur in mice through a notable rearrangement of loops along the axes, which allows higher frequency of double
strand breaks in such a short region (Acquaviva et al., 2020; Humphrey and Cole, 2020). The Y chromosome used to be a proper "homolog" of the X as within a common pair of autosomes (Charlesworth, 2021a; Lahn and Page, 1999; Ohno, 1967), before a series of concatenated events occurred over millions of years, such as the evolution of a sex determining locus (harboring the SRY gene, sex region $\underline{Y}$; Gubbay et al., 1990; Miyawaki et al., 2020; Sinclair et al., 1990), the suppression of meiotic recombination, the loss of euchromatin and the expansion of heterochromatin (Charlesworth, 2021b; Graves, 1995; Griffin et al., 2002; Rice, 1987b, 1987a). The human Y chromosome is indeed considered as mainly heterochromatic and gene-poor, however the malespecific $\underline{Y}$ (MSY) region in mouse was shown to be euchromatic, ampliconic and containing circa 700 protein-coding genes (Soh et al., 2014). Most of these mouse's MSY genes belong to three massively amplified gene families that have homologs in the mouse X chromosome but not in the MSY of primates (Soh et al., 2014). Although a strong debate is always ongoing on whether or not the human Y chromosome is going to disappear (Graves, 2016; Griffin, 2012; Guo et al., 2020; Larmuseau and Ottoni, 2018), it is noticeable that the present state of the human Y chromosome has been preserved for the last 25 million years (Griffin, 2012). The replication of the Y chromosome occurs late in Sphase (Camargo and Cervenka, 1982; Kałuzewski, 1982; Kikuchi and Sandberg, 1964; Schmid, 1963) and occupies a lonely last stage in mouse embryonic stem cells (Rausch et al., 2020). The role of CTCF in $Y$ architecture was studied in terms of transcriptional regulation (Singh et al., 2011a). It was shown that CTCF associates with different marks of histone and DNA methylation within tandem repeats and within the loci SRY and TSPY (testis-specific protein $\underline{Y}$-encoded, a Y-linked proto-oncogene; Kido and Lau, 2019; Salo et al., 1995; Tsuchiya et al., 1995), suggesting that the epigenetic environment might dictate the architecture-mediated regulation of gene expression (Singh et al., 2011a). While the Xi has been extensively studied and characterized in the past years, both DNA replication and chromatin architecture of the Y chromosome have been otherwise almost ignored and definitely need further investigation.

Despite the extensive past studies on either CTCF or DNA replication, a real understanding of their interrelationship is still missing. Since DNA replication is spatio-temporally regulated and encompassing the whole genome, and CTCF has an important role in structuring the genome, to study their interplay could unveil mechanisms regulating DNA replication. Here, I microscopically investigated whether CTCF presence is related to the structure of DNA replication in mammalian nuclei. The present study was then extended to CTCF and the replication of the sex chromosomes, whose comprehension is also lacking in depth insights.

### 3.2.2. Results

### 3.2.2.1. CTCF is enriched at the time and at the sites of DNA replication

The interrelationship between the architectural protein CTCF and DNA replication was first visually investigated in mouse myoblasts (Figure 3.2.1.). C2C12 cells (Supplementary Table ST1) were pulselabeled with $10 \mu \mathrm{M}$ of the thymidine analogue 5-ethynyl-2'-deoxyuridine (EdU; Supplementary Table ST8) for $30^{\prime}$ at $37^{\circ} \mathrm{C}$, fixed and stained for CTCF and EdU detection (Figure 3.2.1. A). Upon confocal microscopy imaging, a first glance of a possible colocalization between CTCF and DNA replication was obtained by plotting the color profile of the CTCF and EdU signals from cells showing early, mid or late S-phase patterns (Figure 3.2.1. B). Indeed, multiple peaks of EdU intensity coincided with peaks of CTCF intensity, as indicated by the black arrows overlaid on the color profile plots in Figure 3.2.1. B. Given the pan-nuclear appearance of CTCF foci, which is due to its genome-wide role in structuring chromatin domains, the colocalization with DNA replication foci is not complete, nor very evident by simple visual inspection. However, the color profile plots are useful to see that some intensity peaks have a strong overlap in the two channels, especially in the early and late S-phase examples shown in Figure 3.2.1. B. In some cases the peaks from the two channels perfectly match. In other cases, two CTCF peaks confine a single EdU peak in the plot, as it is also visible in the microscopy images where two or more CTCF foci are contouring sites of DNA replication.

In human HeLa Kyoto cells (Supplementary Table ST1) the colocalization of CTCF with DNA replication was further questioned with a pulse chase experiment and confocal microscopy imaging (Figure 3.2.1. C - E). In particular, cells were pulse labeled for $15^{\prime}$ at $37^{\circ} \mathrm{C}$ with EdU (Supplementary Table ST8), which was then washed off and replaced with fresh medium for a 4 hours-chase. Cells were fixed immediately after the pulse and at different time points ( $0,2,4 \mathrm{~h}$ ) during the chase (Figure 3.2.1. C). After confocal imaging and image deconvolution (Figure 3.2.1. D; Supplementary Table ST3), the replication foci were segmented based on the EdU signal and the mean CTCF intensity within the replication foci was measured (Figure 3.2.1. E). Interestingly, the mean focal CTCF intensity was higher at the time point 0 h , while it decreased with increasing hours of chase (Figure 3.2.1. E). In other words, CTCF intensity within replication foci was the highest in those cells fixed immediately after the pulse, i.e. at the time of EdU incorporation. In those cells fixed at 2 or 4 hours of chase, the EdU-labeled foci indicate sites in which DNA was previously replicated and was not undergoing replication at the time of fixation. Focal CTCF intensity was lower in those EdU foci, which completed replication hours earlier and from which the replication machinery already moved away.


Figure 3.2.1. CTCF is enriched at the time and at the sites of DNA replication. A - B Color profile analysis of CTCF and replication foci colocalization. A Experimental scheme for the visualization of CTCF and DNA replication colocalization. Mouse C2C12 cells (Supplementary Table ST1) were pulse labeled with $10 \mu \mathrm{M}$ EdU for $30^{\prime}$ at $37^{\circ} \mathrm{C}$ and immediately fixed after the pulse. Cells were immunostained against CTCF and chemically treated for EdU detection (Supplementary Table ST2). After confocal microscopy imaging (Supplementary Table ST3), images were processed with the plug-in "Color Profiler" of the Fiji software to visualize EdU (blue) and CTCF (green) colocalization along an overlaid arrowed line. B Exemplary confocal images of C2C12 cells in early, mid and late S-phase showing EdU and CTCF detection. For each image panel, a merged image of the EdU
and the CTCF channels was created, and two arrowed lines (white) were overlaid (scale bar: $10 \mu \mathrm{~m}$ ). The color line profiles on the right side of each panel indicate the intensity profile of both channels along the respective overlaid arrowed lines. Black arrows in the color profile plots indicate colocalizing intensity peaks. C-E Confocal analysis of CTCF enrichment within replication foci over time. C Experimental scheme of the pulsechase experiment. Human HeLa Kyoto cells (Supplementary Table ST1) were pulse labeled with $10 \mu \mathrm{M}$ EdU for $15^{\prime}$ at $37^{\circ} \mathrm{C}$, subsequently washed and given fresh medium. Cells were then fixed at $0,2,4$ hours of chase. After CTCF immunostaining and EdU chemical detection (Supplementary Table ST2), cells were imaged with confocal microscopy (Supplementary Table ST3), images were deconvolved and the replication foci were segmented based on the EdU signal within a DAPI-based nuclear mask. D Exemplary cell with mid S-phase pattern (EdU: green; CTCF: red) imaged with confocal microscopy and subjected to image deconvolution. The dashed rectangular overlay indicates the area that is shown as a zoom-in on the right side of each channel (scale bar: $10 \mu \mathrm{~m}$ ). E Mean CTCF intensity within the EdU-labeled replication foci over time ( $0,2,4$ hours of chase), obtained upon segmentation of the EdU foci in deconvolved confocal images with the Volocity software. The median value is indicated next to the corresponding median black line of each boxplot, while the value indicated with a \# on top of them is the respective total number of EdU foci analyzed from different cells. A two-sided Wilcoxon test was performed to test significance ( $0 \mathrm{~h}-2 \mathrm{~h}, 2 \mathrm{~h}-4 \mathrm{~h}, 0 \mathrm{~h}-4 \mathrm{~h}$ : p<0.0001). See Supplementary Figures SF2 for boxplot explanation and Supplementary Table ST4 for plot statistics.

Moreover, the decrease in intensity progressed in time with a statistically significant difference not only between the cells that were fixed immediately after the replication pulse labeling and those fixed upon a chase (i.e. 0 and 2 hours), but also between the two different time points of chase (i.e. 2 and 4 hours; Figure 3.2.1. E). These results suggest that a temporary enrichment of CTCF occurs at the time and sites of DNA replication, and that this local CTCF accumulation does not get immediately resolved.

### 3.2.2.2. CTCF depletion affects cell cycle and S-phase progression

An involvement of CTCF in cell cycle progression was investigated by performing CTCF knock down and subsequently addressing the DNA distribution of CTCF-depleted cells (Figure 3.2.2. A). CTCF depletion was obtained through transfection of an esiRNA against the mouse CTCF transcript (Supplementary Table ST5) in mouse myoblasts (C2C12 cells; Supplementary Table ST1). After 72 hours of knock down, cells were fixed and immunostained for CTCF (Figure 3.2.2. A). Cells were imaged with high-content wide-field microscopy and the nuclear CTCF and DNA intensities were measured, in order to validate the knock down and to evaluate the cell cycle progression by means of DNA intensity distributions (Figure 3.2.2. A). The obtained knockdown showed to be heterogeneous within the esiRNA-treated population, compared to the mock control sample, which underwent the same transfection procedure with the esiRNA against CTCF being omitted. While control cells appeared to have a bright pan-nuclear CTCF signal, the knock down sample showed variable levels of lower CTCF intensities (Figure 3.2.2. B). When the two whole populations were compared in terms of mean nuclear CTCF values (control: 117 a.u., CTCF KD: 51 a.u.), the CTCF KD
cells proved to have a median of $44 \%$ residual CTCF relatively to the control sample (Figure 3.2.2. C; Supplementary Table ST4). Since the CTCF levels appeared to be quite heterogeneous by visual inspection of the knock down sample (Figure 3.2.2. B), the whole population was further subdivided in subpopulations with differential levels of residual CTCF, the lowest of which are plotted in Figure 3.2.2. D (Supplementary Table ST4). From these three subpopulations of the CTCF KD sample, having respectively circa $21 \%, 30 \%$ and $39 \%$ residual CTCF levels (Figure 3.2.2. D), the impact of CTCF depletion on cell cycle progression was evaluated. Based on the frequency histogram of the integrated nuclear DNA intensities, it was possible to distinguish the G1 and G2 peaks (respectively with single and double genome content or nuclear DAPI sum intensity), separated by the distribution of cells progressing through S-phase (as depicted in the schematics in Figure 3.2.2. A). The percentage of cells within each stage was hence calculated for the three CTCF KD subpopulations and the control sample (Figure 3.2.2. E). The CTCF KD subpopulation with $21 \%$ residual CTCF was the most impacted in terms of cell cycle progression, with the highest percentage of cells stalling in G1 and the least cells proceeding to S-phase and G2 phase. With increasing CTCF amounts, the percentage of cells stalling in G1 decreases in favor of more cells entering S-phase, which however do not fully progress as the respective fraction of cells in G 2 is still lower than in the control sample (Figure 3.2.2. E).


Figure 3.2.2. CTCF depletion impairs cell cycle and S-phase progression in mammalian cells. A Experimental scheme for the evaluation of the cell cycle progression in CTCF depleted cells. C2C12 cells (Supplementary Table ST1) were transfected with an esiRNA against CTCF (Supplementary Table ST5) or mock transfected for 72 hours at $37^{\circ} \mathrm{C}, 5 \% \mathrm{CO}_{2}$. After fixation, cells were immunostained for CTCF detection and imaged with high-content wide-field microscopy (Supplementary Table ST2 and ST3) to measure CTCF and

DNA intensities. The integrated DNA content distribution (histogram of DNA intensities) was used to calculate the percentage of cells in the G1, S and G2 phases. B Exemplary wide-field microscopy images of control and CTCF KD cells showing the DNA (DAPI, gray) and CTCF (red) channels (scale bar: $10 \mu \mathrm{~m}$ ). C Knock down validation by high-content wide-field microscopy measurement. Nuclear CTCF mean intensity in the control (light gray) and CTCF KD (dark gray; median: 44\% residual CTCF) samples (Supplementary Table ST4). D Boxplots showing the CTCF mean intensity measurements for the three subpopulations of the CTCF KD sample with the lowest CTCF residual levels. The three subpopulations have a residual CTCF amount corresponding respectively to 21,30 and $39 \%$ of the control level. In both $C$ and $D$, the median value is indicated next to the median black line of each boxplot and the number of cells is indicated with a \# on top of each sample (see Supplementary Figures SF2 for boxplot explanation and Supplementary Table ST4 for plot statistics). E Evaluation of the impact of CTCF depletion on cell cycle. Based on the integrated DAPI measurements made with high-content microscopy, the DNA content distribution was plotted for the control sample (right side bar) and the three subpopulations with the lowest CTCF amount from the CTCF KD sample (first three bars corresponding in order to the three boxplots shown in D). Each distribution was subdivided in G1, S and G2 phases (see legend on the right side) based on the DNA content values and the respective relative percentage of cells in each phase was calculated for each cell population. Below each bar a representative image of a cell with corresponding CTCF amount is shown (scale bar: $10 \mu \mathrm{~m}$ ).

### 3.2.2.3. CTCF is enriched at the replicating Xi and $Y$ chromosomes and is necessary to maintain the synchrony of $Y$ chromosome replication

As presented in the introduction, a general relationship between chromatin architecture and DNA replication exists and is exquisitely shown by its spatio-temporal regulation into subnuclear patterns. A particular case is found for the DNA replication of the inactive X chromosome and the Y chromosome, which are recognized by microscopy as large synchronously-replicating structures. Being CTCF an important architectural protein, a possible role in the replication of sex chromosomes was investigated. Due to the ease of visualization of the inactive $X$ chromosome in female mouse myoblasts (C2C12 cells) and of the Y chromosome in male mouse embryonic stem cells (J1 mES and mESC-AID-CTCF cells; Supplementary Table ST1), these cells were chosen for the investigation and pulse labeled for 30 minutes with $10 \mu \mathrm{MEdU}$ at $37^{\circ} \mathrm{C}, 5 \% \mathrm{CO}_{2}$ (Figure 3.2.3.). Upon fixation, cells were processed for EdU and CTCF detection, followed by X or Y chromosome paint probes and fluorescent in situ hybridization (FISH; Supplementary Tables ST2, ST7 and ST8). By imaging cells with confocal microscopy (Supplementary Table ST3), it was possible to observe a strong enrichment of CTCF in the replicating Xi in C2C12 and in the replicating Y chromosome in both J1 and mESC-AID-CTCF cells (Figure 3.2.3. A). The enrichment was already evident by simple visual inspection as shown in the montages of confocal images, in which the overlaid black arrows indicate the replicating sex chromosomes. Moreover, the result was confirmed by plotting the color profile along an overlaid arrowed line (as in the experimental scheme in Figure 3.2.1. A). In fact, the intensity peaks from the FISH-labeled Xi or Y signal (in red) which overlap an EdU peak (in blue; meaning that those chromosomes were replicating at the time of fixation) also perfectly match a CTCF intensity peak (in
green), suggesting a strong enrichment of the architectural protein at the replicating Xi and Y chromosomes (Figure 3.2.3. A). In the Supplementary Figure SF6, it is shown that the peaks corresponding to not replicating Xa and Y chromosomes (which do not overlap any EdU peak) do not have any colocalizing peak of CTCF intensity, meaning that the CTCF enrichment occurs only when the Xi and Y chromosomes are replicating.

Another proof of enrichment was shown through segmentation of the sex chromosomes from the confocal microscopy images (Figure 3.2.3. B). As depicted in the schematic next to the boxplot, not only the replicating sex chromosomes, but also the not replicating ones were segmented based on FISH signal intensity. In the X chromosomes analysis, the segmentation of not replicating ones corresponds to the active Xa chromosomes, which are also detected by FISH but whose replication occurs in a different time frame than the Xi and does not appear as a synchronously replicating structure. Additionally, a region of interest (ROI) mask was created for each segmented chromosome and moved to a different random region of the same nucleus, in order to measure intensities elsewhere in an equal volume which had no relationship with the sex chromosomes. The CTCF mean intensity was measured in the above-mentioned segmented structures and plotted in Figure 3.2.3. B. CTCF intensity proved to be the highest in the replicating Xi or Y chromosomes, when compared to not replicating X or Y or to random ROIs, for all the three cell lines measured (C2C12, J1 and mESC-AID-CTCF cells; Figure 3.2.3. B, Supplementary Table ST4). This result further confirmed the specificity of CTCF enrichment in the replicating Xi and Y chromosomes, as significantly higher than the CTCF amount in not replicating sex chromosomes or in random nuclear regions of equal volume. Subsequently, the possibility of the auxin-inducible CTCF degradation in the mESC-AID-CTCF male cell line (Supplementary Table ST1) was exploited to question how CTCF depletion could affect Y chromosome replication (Figure 3.2.3. C - K). mESC-AID-CTCF cells were treated with $0 \mu \mathrm{M}$ (control) or $500 \mu \mathrm{M}$ (CTCF KD) auxin for 4 hours prior to $30^{\prime}$ replication labeling ( $10 \mu \mathrm{M}$ EdU; Supplementary Table ST8; both treatments at $37^{\circ} \mathrm{C}, 5 \% \mathrm{CO}_{2}$ ). EdU, CTCF and Y chromosome FISH detection followed upon fixation as described above (see respectively Figure 3.2.3. C and D for pipeline and example images). Cells were then imaged with high-content wide-field microscopy to validate the knock down of CTCF (mainly as described in Supplementary Figure SF1). A near to complete degradation was obtained, as visible in the example images in Figure 3.2.3. D, with circa $81 \%$ of the auxin-treated cell population having $6 \%$ residual CTCF. In fact, a median CTCF mean intensity of 89.57 a.u. and 5.53 a.u. was respectively calculated for the control and the CTCF KD sample (values obtained upon subtraction of the background value measured in untagged ES-E14TG2a cells; Supplementary Figure SF7; Supplementary Table ST1 and ST4).


Figure 3.2.3. CTCF is enriched at the replicating $X i$ and $Y$ chromosomes and its depletion impairs the synchrony of Y replication. A Visualization of CTCF enrichment in replicating Xi and Y chromosomes. Somatic

C2C12, embryonic J1 mES and mESC-AID-CTCF cells (Supplementary Tables ST1) were pulse labeled with 10 $\mu \mathrm{M}$ EdU at $37^{\circ} \mathrm{C}, 5 \% \mathrm{CO}_{2}$ for $30^{\prime}$ prior to fixation. Cells were then processed for EdU and CTCF detection, followed by X or Y chromosome FISH; since the heat denaturation required for FISH degraded the GFP tag, CTCF was detected by immunostaining with antibodies also in mESC-AID-CTCF cells (Supplementary Tables ST2, ST7 and ST8). Cells were imaged with confocal microscopy (Supplementary Tables ST3) and analyzed for colocalization through plotting of the color profile along an overlaid arrowed line. Overlaid black arrows indicate the Xi and Y chromosomes in the confocal images and the corresponding peaks in the color profile plots (scale bar: $10 \mu \mathrm{~m}$ ). B CTCF amounts within the Xi and Y chromosomes are higher during DNA replication and in general higher than in a random equal nuclear volume. From the confocal microscopy images (of which examples are shown in A), both the replicating Xi and Y , and the not replicating Xa and Y chromosomes were segmented based on the FISH signal. The chromosome masks were then moved in a random nuclear region to obtain measurements of an equal volume, unrelated to the chromosomes (ROI: region of interest). The CTCF mean intensities measured within such structures were plotted as violin plots (Supplementary Tables ST4). Next to the plot, the structures chosen for segmentation are depicted schematically. C Experimental settings for the validation of the relationship between CTCF and Y chromosome replication. mESC-AID-CTCF cells were treated for 4 hours with $0 \mu \mathrm{M}$ (control) or $500 \mu \mathrm{M}$ (CTCF KD) auxin and pulse labeled with $10 \mu \mathrm{M}$ EdU for 30' prior to fixation. Cells were then processed for EdU, CTCF and Y chromosome FISH detection as in A, and imaged with both high-content wide-field and confocal microscopy (Supplementary Tables ST3). D Example of confocal images of mESC-AID-CTCF cells processed as in C (scale bar: $10 \mu \mathrm{~m}$ ). E-H EdU intensity in CTCF-depleted Y chromosomes is decreased due to the loss of replication synchrony. E Mean EdU intensity within the replicating Y chromosome is decreased in CTCF-depleted cells. Cells were processed as in C, the Y chromosome was segmented based on the FISH signal and the mean EdU intensity within the chromosome was plotted as violin plots (Supplementary Tables ST4). F The majority of Y chromosomes in CTCF KD cells replicate asynchronously. The replicating Y chromosomes were distinguished based on the replicating fraction into synchronous and asynchronous, and the relative percentage within each sample was plotted. The distinction was based on the comparison between the volume of the chromosome and the volume of the replication labeling. G Synchronously replicating Y chromosomes have higher CTCF amounts. CTCF sum intensity was measured in the segmented Y chromosomes, already categorized as synchronously or asynchronously replicating, and plotted as violin plots (Supplementary Tables ST4). H Example images of synchronous and asynchronous replication of the $Y$ chromosome in mESC-AID-CTCF cells. The dashed rectangular area corresponds to the zoom-in shown on the right part of the image montage after merging the channels. I-K CTCF-depleted Y chromosomes show changes in the general architecture, irrespective of DNA replication. Y chromosomes were segmented based on the FISH signal; both replicating and not replicating Y chromosomes were included in the analysis of chromosome architecture (Supplementary Tables ST4). I Volume of the Y chromosome. J Shape factor of the Y chromosome (a value of 1 corresponds to a fully round shaped structure). $K$ Surface area of the Y chromosome.

Confocal image analysis of the same samples allowed the segmentation of the Y chromosome for further investigations (Figure 3.2.3. E - K). The mean EdU intensity within replicating Y chromosomes was strongly decreased upon CTCF depletion (Figure 3.2.3. E). The EdU decrease might be due to two different options: either the chromosome is still replicating synchronously but less nucleotide is incorporated, meaning the fork speed is slowed down, or replication gets asynchronous and only a portion of the chromosome is replicated at a given time. To ascertain this, the volume of the replicating $Y$ chromosomes was compared with the volume of the replication labeling (EdU) segmented within them. In synchronously replicating Y chromosomes, the volume of
the chromosome and of the replication labeling thereof would mainly coincide. In asynchronously replicating Y , only fractions of the chromosome would have the replication labeling, which would hence not cover the whole Y volume.

A co-existence of the two hypothesized populations was observed and the frequency of both was counted. This proved that $68 \%$ of replicating Y chromosomes were asynchronous while only $32 \%$ was unaffected within the CTCF KD sample (Figure 3.2.3. F). In order to check whether these unaffected chromosomes belonged to those few cells that escaped the auxin-induced CTCF depletion, the CTCF sum intensity within the replicating Y chromosomes was measured. Indeed, the synchronously replicating Y chromosomes retained $39 \%$ of CTCF levels, while the asynchronous ones only retained $19 \%$ residual CTCF (percentages are relative to the control median value; Figure 3.2.3. G, see Supplementary Table ST4 for statistics). In Figure 3.2.3. H, example images of synchronous versus asynchronous replication of the $Y$ chromosome are shown.

Furthermore, different parameters could be measured through segmentation of the Y chromosome from confocal images. These proved a general change in the architecture of the $Y$ chromosome in the absence of CTCF, irrespective of DNA replication. The CTCF-depleted cells showed a lower median volume, but a wider range of volume values compared to control cells (Figure 3.2.3. I). The shape factor also showed a substantial decrease, indicating that the shape of the $Y$ chromosome in CTCFdepleted cells is more irregular (Figure 3.2.3. K). In fact, a shape factor value of 1 would correspond to fully round shaping. Regarding the surface area, the untreated and CTCF-depleted cells showed non-significant differences (Figure 3.2.3. J).

### 3.2.3. Discussion

CTCF is one of the main chromatin architectural proteins, widely studied for its cooperation with the cohesin complex in loop extrusion. Past studies often focused on its role as a transcriptional regulator, which in the simplest case is achieved by insulation of enhancers and promoters. The role of CTCF in the regulation of other genomic functions such as DNA replication is poorly understood. Here I exploited DNA replication labeling and CTCF immunostaining to microscopically characterize the reciprocal distribution within mammalian nuclei. The results in different mammalian cell lines indicate a higher intensity of CTCF at the sites of DNA replication, in comparison with the notreplicating DNA fractions (Figure 3.2.1.). By applying a time chase after a nucleotide pulse, I could further observe that not only CTCF is enriched at the sites but also at the time of replication. In fact, the intensity of CTCF signal in EdU foci in human cells was highest at the time of the nucleotide pulse and decreased over time during the chase (Figure 3.2.1. E; Supplementary Table ST4). This indicates
that CTCF accumulation was specific to the replication event. Future investigation should aim at answering the question on how this enrichment mechanistically occurs and also on how it gets resolved over time, since the pulse-chase experiment showed that CTCF intensity in replication foci was still decreasing between the two time points of chase ( 2 and 4 hours; Figure 3.2.1. E). It will be important to understand whether CTCF is actively recruited at the sites of replication and what is the interplay of this protein with the different players of the replication machinery. Since a successful DNA replication contributes to a normal cell cycle progression, the impact of CTCF depletion on cell cycle stages was questioned (Figure 3.2.1.). Through the analysis of DNA content distributions, an impairment in the progression of CTCF-depleted cells from G1 to S-phase was observed. The impact of CTCF depletion on cell cycle progression appeared to be dose-dependent. The CTCF-depleted sample was in fact subdivided into different classes of knock down and those cells with the lowest CTCF levels were the most impacted, having the highest percentage of cells stalling in G1 (Figure 3.2.1. E).

Through replication labeling, subsequent detection and sex chromosomes FISH, CTCF was found to be enriched at the inactive X chromosome and Y chromosome during their replication in somatic and embryonic mouse cells, respectively. CTCF chromosomal levels were higher during replication compared to the same not replicating chromosomes and to different nuclear regions of equal volume (Figure 3.2.3. A - B; Supplementary Figure SF6). Upon CTCF depletion (Figure 3.2.3. C - D; Supplementary Figure SF7), the replicating Y chromosomes showed a decrease in EdU intensity (Figure 3.2.3. E). The reduction proved to be due to both less nucleotide incorporation and impaired synchrony of replication. In fact, Y chromosome replication synchrony was mainly lost, with $68 \%$ of Y chromosomes showing only partial asynchronous replication (Figure 3.2.3.F, H). This is in line with results on metaphase spreads by our colleague Maruthi Pabba Kumar (TU Darmstadt), who further proved through a pulse-chase experiment that the replication banding on the $Y$ chromosome lost synchrony in CTCF-depleted mouse ES cells (unpublished data, not shown). To further prove that the loss of synchrony was related to CTCF depletion, the CTCF sum intensity within the synchronous and asynchronous Y chromosomes was measured (Figure 3.2.3. G). The results indicated that indeed the fraction of synchronously replicating Y chromosomes within the CTCF-depleted sample retained higher CTCF levels than the asynchronous ones, although still lower than the control sample. The respective cells probably partially escaped the auxin treatment. However, the correlation is supporting a dose-dependent role of CTCF in sustaining the DNA replication synchrony through chromosome architecture (Figure 3.2.3. G). Moreover, the general architecture of the chromosome is affected irrespectively of DNA replication, as shown by the analysis of chromosome architectural
parameters in both replicating and not replicating Y chromosomes (Figure 3.2.3. I - K). Upon CTCF depletion, the Y chromosome decreased in volume and acquired a more irregular shape (Figure 3.2.3. I, J), although maintaining a similar surface area (Figure 3.2.3. K).

Mechanistically, CTCF might act as a limiting factor for origin firing on the Y. A full understanding of the eukaryotic limiting factors for replication initiation is still missing (Mantiero et al., 2011). A correlation with chromatin accessibility and the timing origin firing was observed (Bell et al., 2010; Heinz et al., 2019; Méchali, 2010), suggesting that the order in which limiting factors are recruited could at least partially depend on a dynamic chromatin environment (Mantiero et al., 2011). The synchronous replication of the whole chromosome might then occur when the limiting factor, in this case CTCF, is recruited at high rates, allowing simultaneous firing of multiple origins in different replication domains. Alternatively, the recruitment of CTCF might contribute to the removal of an inhibitory modification, thereby leading to the concomitant activation of pre-replication complexes. Similar hypotheses on limiting factors were in fact previously postulated for the Xi synchronous replication (Aladjem and Fu, 2014; Martin et al., 2011). Aladjem and colleagues suggest a model in which essential limiting factors might be diffused within the nucleus during early S-phase and then get trapped by the late replicating structures in high concentrations, once the majority of the genome has already been duplicated (Aladjem and Fu, 2014). Our colleague Dr. Paulina Prorok (TU Darmstadt) analyzed existing datasets from sequencing-based origin mapping and ChIP-seq studies in mouse embryonic stem cells. The results of Dr. P. Prorok analysis indicate a significant enrichment of both CTCF and cohesin at mapped origins of DNA replication (unpublished data, not shown). Additionally, Dr. P. Prorok measured a genome-wide correlation between convergent CTCF binding sites and replication origins, with the median distance between convergent CTCF sites being in the range of the calculated inter origin distance (IOD) on the X chromosome (unpublished data, not shown). Future analysis will aim to investigate a possible disruption of replication origins in the absence of CTCF.

The possible role of CTCF as a mediator between the chromatin structure and replication function finds a parallel on the discoveries on the RIF1 protein (주ap1-interacting-factor-1), initially found as a telomere-binding protein (Hardy et al., 1992). RIF1 regulates chromatin loop sizes, replication domains architecture and induces the simultaneous firing of different replication domains (Cornacchia et al., 2012; Yamazaki et al., 2012, 2013). In other words, RIF1 bridges the structural regulation of chromatin domains with the functional control of DNA replication timing. It binds mid-S-phase domains to the insoluble nuclear lamina and nucleolar peripheries in early G1 and "sequesters" these RIF1-associated domains (RADs) until mid S-phase, thereby preventing an earlier
unorganized duplication of such domains and overall organizing the replication timing genome-wise (Cornacchia et al., 2012; Foti et al., 2016; Yamazaki et al., 2012, 2013). Our laboratory recently contributed to unveil that both nuclear architecture and replication timing depend on the conserved interaction of RIF1 with Protein phosphatase 1 (PP1; Song et al., 1993) (Gnan et al., 2021), which is critical in the regulation of late origins firing (Alver et al., 2017; Davé et al., 2014; Hiraga et al., 2014, 2017). However, they show a different degree of dependency, with chromatin compartmentalization being already sensitive to RIF1 dosage and replication timing being affected only by a full lack of functional RIF1 (Rif1-KO and Rif1- $\triangle P P 1$; Gnan et al., 2021). It was recently shown by our colleague Dr. Cathia Rausch (TU Darmstadt) that both the chromosome architecture in terms of volume and compaction and the replication timing of the Y chromosome are clearly altered in the absence of RIF1 (unpublished data, not shown).

Overall, the present work highlights a role of CTCF in the synchrony of Y chromosome replication, based on the great enrichment of CTCF within the replicating Y chromosome and the observed Y replication asynchrony in the absence of CTCF in male mouse embryonic stem cells (Figure 3.2.3.). A notable degree of CTCF enrichment is also observed within the inactive X chromosome (Xi) during its replication, while none is observed in not replicating Xi, nor in the active Xa (Figure 3.2.3.; Supplementary Figure SF6). This leads to the hypothesis that CTCF may structurally regulate the replication not only of the Y chromosome but of the inactive X chromosome too. However, robust CTCF depletion should be performed in female somatic cells to confirm this hypothesis, since the present observations were derived from untreated female mouse myoblasts. Another outlook for future studies is to investigate possible contributions of cohesin to the regulation of sex chromosomes replication and the interplay thereof with CTCF. Different studies tried to unveil the level of cohesin involvement in Xi organization, which might help us in directioning future hypotheses on the regulation of replication. Through isolation and characterization of the protein interactome of the Xist RNA, it was observed that cohesin gets evicted in cis by Xist RNA during Xi coating and that cohesin depletion destabilizes Xist-mediated repression (Minajigi et al., 2015). Xist deletion leads instead to cohesin binding at Xa-specific sites and to the establishment of an Xa conformation (Minajigi et al., 2015). In the same experiments of Xist deletion, a positive shift in CTCF peaks was also observed but in a locus-specific rather than chromosome-broad manner, suggesting that the two architectural proteins do not completely overlap in occupancy on the Xi chromosome (Minajigi et al., 2015). However, being cohesin and CTCF binding sites found not only at TADs border but also within TADs, it was suggested that these proteins might not be the only determinant of loci expression regulation (van Bemmel et al., 2019). In a different depletion study in embryonic stem
cells, X inactivation was shown to rely on a subtle balance between cohesin retention and eviction (Kriz et al., 2021). The Xi silencing was attenuated by forced cohesin retention (obtained through depletion of cohesin's releasing factor WAPL) (Kriz et al., 2021). Cohesin depletion instead only minimally affected gene silencing, as Xist RNA-Polycomb complexes would sustain superloops in response to disrupted higher chromosome organization (Kriz et al., 2021). In fact, Polycomb-targeted genes got even more robustly repressed in the absence of cohesin through reinforced interaction between Polycomb domains (Kriz et al., 2021). Another study showed that while TADs are attenuated on the Xi , both Xa and Xi have TAD-like single-cell domains with similar features which are not affected when major epigenetic components are perturbed (Cheng et al., 2021). Additionally it was shown that X inactivation-related chromatin compaction relies on a level higher than TADs and the observed single-cell domains (Cheng et al., 2021).

In conclusion, a correlation was observed between CTCF and DNA replication of the whole genome in general and of the sex chromosomes in particular. The enrichment of CTCF suggests that this architectural protein might mediate the structural arrangement of chromatin loops in relation to the replication machinery. In support of this hypothesis, previous studies found a correlation between chromatin loops and replication units, and postulated that the size of a replicon would be double the one of a loop (Buongiorno-Nardelli et al., 1982). Subsequent studies better defined the replicons as functional units that are stable over cell cycles (Jackson and Pombo, 1998; Nakayasu and Berezney, 1989), suggesting that DNA replication relies on an underlying chromatin structure. Additionally, our laboratory measured a median inter origin distance (Chagin et al., 2016), which is double the size of chromatin loops (Buongiorno-Nardelli et al., 1982; Earnshaw and Laemmli, 1983; Jackson et al., 1990b, 1990a) and equal to the size of convergently-bound CTCF-anchored "loop domains" (Rao et al., 2014) in mammalian cells.

The altered cell cycle progression (Figure 3.2.2. E) and the impaired synchrony of nucleotide incorporation in the Y chromosome (Figure 3.2.3. E-H) of CTCF-depleted cells further point to the fact that the chromatin architectural contribution by CTCF sustains a correct temporal regulation of DNA replication. Future studies could investigate this correlation deeper in terms of altered replication foci structure and distribution within mammalian nuclei. The timing of DNA replication could also be further addressed and the influence of CTCF depletion on different players of the replication machinery could be questioned in order to ultimately understand the mechanisms regulating this relationship.

### 3.2.4. Material and methods

### 3.2.4.1. Cell culture

All cells were grown at $37^{\circ} \mathrm{C}$ in a humidified atmosphere with $5 \% \mathrm{CO}_{2}$. Human HeLa Kyoto and mouse C2C12 cells (Supplementary Table ST1) were cultured in DMEM high glucose (Cat. No.: D6429) supplemented with $50 \mu \mathrm{~g} / \mathrm{ml}$ gentamicin (Cat. No.: G1397), 2 mM L-glutamine (Cat. No.: G7513) and respectively $10 \%$ and $20 \%$ FCS (Cat. No.: F7524). mESC-AID-CTCF, ES-E14TG2a and J1 mouse embryonic stem cells (Supplementary Table ST1) were cultured in DMEM high glucose (Cat. No.: D6429) supplemented with $15 \%$ FCS, $1 \times$ non-essential amino acids (Cat. No.: M7145), $1 \times$ penicillin/streptomycin (Pen/Strep) (Cat. No.: P4333), $1 \times$ L-glutamine (Cat. No.: G7513), 0.1 mM beta-mercaptoethanol (Cat. No.: 4227, Carl Roth, Karlsruhe, Germany), 1000 U/ml recombinant mouse LIF (Millipore) and 2i (1 M PD032591 and 3 M CHIR99021, Cat. Nos.: 1408 and 1386 respectively, Axon Medchem, Netherlands) on gelatin-coated culture dishes ( $0.2 \%$ gelatin; Cat. No.: G2500) or on gelatinized coverslips for immunostaining. Unless otherwise stated, all catalog numbers (Cat. No.) indicated above refer to Sigma-Aldrich Chemie GmbH, Steinheim, Germany.

### 3.2.4.2. CTCF knock down

For the experiments in Figure 3.2.2., C2C12 were transfected with 15 nM of an esiRNA pool against the mouse CTCF transcript (Supplementary Table ST5; Cat. No.: EMU044061, MISSION® esiRNA, Sigma-Aldrich Chemie GmbH, Steinheim, Germany) or mock transfected without any esiRNA as a control. Transfection was performed with the HiPerFect Transfection Reagent following the manufacturer instructions (Cat. No.: 301704, QIAGEN, Hilden, Germany). Cells were seeded on coverslips 3 h prior to transfection and fixed at 72 h post transfection with $3.7 \%$ formaldehyde $/ 1 \times$ PBS (Cat. No.: F8775, Sigma-Aldrich Chemie GmbH, Steinheim, Germany) for the subsequent immunostaining. For the experiments in Figure 3.2.3. C - K and Supplementary Figure SF7, mESC-AID-CTCF and ES-E14TG2a cells were seeded on gelatinized coverslips and treated in parallel with 0 - $500 \mu \mathrm{M}$ auxin (IAA; Cat. No.: I3750, Sigma-Aldrich Chemie GmbH, Steinheim, Germany) for 4 h . mESC-AID-CTCF cells were subsequently pulse labeled as indicated in section 3.2.4.3. and both mES cell lines were fixed with $3.7 \%$ formaldehyde $/ 1 \times$ PBS. During the incubation time for any treatment before the time point of fixation, cells were cultured as indicated in the section 3.2.4.1. See Supplementary Table ST4 for statistics.

### 3.2.4.3. EdU pulse labeling

All cell lines were pulse labeled in their respective conditioned medium with $10 \mu \mathrm{M}$ EdU (Cat. No.: 61135-33-9, Carl Roth, Karlsruhe, Germany) at $37^{\circ} \mathrm{C}$ with $5 \% \mathrm{CO}_{2}$. HeLa Kyoto cells shown in Figure
3.2.1. C - E were labeled for 15'. C2C12, mESC-AID-CTCF and J1 cells (Figure 3.2.1., Figure 3.2.3. and Supplementary Figure SF6) were labeled for 30 '. After $3 \times$ washing with $1 \times$ PBS, cells were fixed with $3.7 \%$ formaldehyde $/ 1 \times$ PBS. All cells were fixed immediately after the EdU pulse, except HeLa Kyoto cells in Figure 3.2.1. C - E, which were washed $3 \times$ with warm $1 \times$ PBS and given fresh medium for the subsequent chase for 0,2 or 4 hours at $37^{\circ} \mathrm{C}$ with $5 \% \mathrm{CO}_{2}$ before fixation as above.

### 3.2.4.4. EdU detection, CTCF immunostaining and sex chromosomes FISH

All previously fixed cells were washed with $1 \times$ PBS, permeabilized 15 ' with $0.7 \%$ Triton ${ }^{\text {TM }} \mathrm{X}-100$ (Cat. No.: T8787, Sigma-Aldrich Chemie GmbH, Steinheim, Germany) and washed again prior to blocking. C2C12 and HeLa Kyoto cells (Figure 3.2.1.) were blocked for 30 ' in 1\% BSA (Cat. No.: A4503, SigmaAldrich Chemie GmbH , Steinheim, Germany) and chemically treated with the EdU "Click-it" reaction, performed as instructed by the manufacturer (EdU Click-488 ROTI®Kit für Imaging, Cat. No.: 7773, Carl Roth, Karlsruhe, Germany) for $45^{\prime}$ at room temperature. Upon EdU detection, cells were washed $2 \times 5^{\prime}$ with PBS and $3 \times 10^{\prime}$ with $0.02 \%$ Tween ${ }^{\circledR} 20$ (Cat. No.: 9127.1, Carl Roth, Karlsruhe, Germany). C2C12 cells in Figure 3.2.2. were blocked for $30^{\prime}$ in $1 \%$ BSA and immunostained for CTCF without any EdU detection. For the immunostaining of CTCF, cells were incubated overnight at $4^{\circ} \mathrm{C}$ with the primary rabbit anti-CTCF antibody (see Supplementary Table ST2 for information on antibodies). After washing $2 \times$ with $1 \times$ PBS for $5^{\prime}$ and $3 \times 10^{\prime}$ with $0.02 \%$ Tween ${ }^{\circledR} 20$, cells were incubated with the secondary goat anti-rabbit IgG (H + L) AF594 antibody for 1 h at room temperature. Washing followed as described above. All dilutions mentioned above were done in $1 \times$ PBS, except antibody dilutions in $1 \%$ BSA $/ 1 \times$ PBS. DNA was counterstained with $10 \mu \mathrm{~g} / \mathrm{ml}$ DAPI (Cat. No.: D27802, SigmaAldrich Chemie GmbH , Steinheim, Germany) for 10' at room temperature, cells dipped in $\mathrm{ddH}_{2} \mathrm{O}$ and mounted with Vectashield ${ }^{\circledR}$ antifade medium (Cat. No.: NC9265087, Thermo Fisher Scientific, Walham, United States) on coverslides.

C2C12, mESC-AID-CTCF and J1 cells processed for sex chromosomes FISH detection (Figure 3.2.3. and Supplementary Figure SF6) were blocked 5 ' in $1 \%$ BSA, $0.2 \%$ fish skin gelatin (FSG), $0.02 \%$ Tween ${ }^{\circledR} 20$ in $1 \times$ PBS (see (Weber et al., 2018) for the original Repli-FISH protocol, which couples the detection of replication labeling with the FISH procedure). The EdU "Click-it" reaction and the immunostaining of CTCF were performed as described above. The GFP tag gets degraded by the heat denaturation used for the FISH procedure (Cremer et al., 2008), therefore the antibody detection of CTCF was required also in the GFP-tagged mESC-AID-CTCF cell line. A mild $1 \%$ formaldehyde fixation was applied after CTCF immunostaining. After 2 ' in $2 \times$ saline-sodium citrate (SSC) to equilibrate, cells were incubated for $30^{\prime}$ with $50 \%$ formamide $/ 2 \times$ SSC and combined with the mouse X or Y probe
(home made and provided by Dr. Cathia Rausch, TU Darmstadt; Supplementary Tables ST7 and ST8) that was previously denatured at $80^{\circ} \mathrm{C}$ for $5^{\prime}$. The slides were sealed in a metal chamber and heated at $80^{\circ} \mathrm{C}$ for $5^{\prime}$, followed by overnight incubation at $37^{\circ} \mathrm{C}$ for annealing. After 2 hours of washing in $2 \times$ SSC, cells were blocked in $2 \%$ BSA/4× SSC for $30^{\prime}$ and incubated with Cy5-Streptavidin (Supplementary Table ST2) for 1 h at room temperature. After washing, DNA was counterstained with DAPI and cells were mounted on coverslides as described above.

The mESC-AID-CTCF and wild type ES-E14TG2a cells used for the knock down validation were only subjected to permeabilization, DNA counterstaining and mounting as described above (Supplementary Figure SF7).

### 3.2.4.5. Microscopy imaging and analysis

For the Figure 3.2.1., 3.2.3. and Supplementary Figure SF6, the C2C12, HeLa Kyoto, J1 and mESC-AIDCTCF samples were imaged at the confocal point scanner microscope Leica TCS SP5 II (software Leica Application Suite X (LAS X), © 2022 Leica Microsystems, Wetzlar, Germany; Supplementary Table ST3) with a $63 \times$ oil objective ( $63 \times / 1.40-0.60$ HCX PL APO oil lambda blue objective). Confocal images were analyzed with the softwares Fiji (Fiji Is Just ImageJ, Version 1.53c; Schindelin et al., 2012) and Volocity (Version 6.3-© 1998-2022 PerkinElmer Inc., Waltham, Massachusetts, United States).

For the Figure 3.2.1., 3.2.3. A - B and Supplementary Figure SF6, the confocal images were deconvolved prior to further processing. First, a point spread function (PSF) was created for each channel based on microscopy specifications (i.e. media refraction index, numerical aperture, wavelength, image size, slice spacing, etc.) by running the Fiji software plug-in "Diffraction PSF 3D" (© 2005, OptiNav, Inc.; 2005, B. Dougherty). Each image channel from the confocal images was then separately deconvolved with the appositely created PSF of the respective channel by running the Fiji software plug-in "Iterative Deconvolve 3D" (© 2005, OptiNav, Inc.; 2005 b, B. Dougherty).

To obtain the intensity profile shown in the plots in 3.2.1. B, 3.2.3. A and Supplementary Figure SF6, images were processed with the plug-in "Color Profiler" (2005, D. Prodanov) of the Fiji software. First, a composite image of the desired channels was produced from the deconvolved confocal image and saved as RGB. For C2C12, the maximum projection of the full $z$-stack (made of the series of $z$ planes) was used, in order to visualize all four X chromosomes simultaneously. For embryonic stem cells (J1 and mESC-AID-CTCF cells), a maximum projection of the z -stack could not be used due to the presence of different cells in multiple planes, therefore the z-plane allowing the best visualization of the Y chromosomes was chosen to create the composite RGB image. An arrowed line was then overlaid over the region of interest and the plug-in was run to obtain the color profile with the
intensity peaks of each channel along the overlaid line. The overlap of different peaks in the color profile plot indicates sites of colocalization of the signal from the different channels in the corresponding image.

For the Figure 3.2.1. C - E, the deconvolved confocal images of HeLa Kyoto were further processed with the Volocity software. The DAPI - DNA signal was used to create nuclear masks (pipeline: find objects in DAPI channel, automatic threshold, dilate and erode, fill holes). Within these nuclear masks, the AF488 - EdU intensities were used to segment the replication foci (pipeline: find objects in AF488 channel, constant threshold using standard deviation, separate touching objects). The AF594 - CTCF mean intensities within the replication foci were then measured and exported as text tables to produce the plot in Figure 3.2.1. E.

To obtain the measurements shown in Figure 3.2.3. B, E - G and I - K, the confocal images of C2C12, J1 and mESC-AID-CTCF cells were analyzed with the Volocity software. A nuclear mask was segmented as above, based on DAPI. Within each nuclear mask, the Cy5 - X (in C2C12) or Cy5 - Y (in J1 and mESC-AID-CTCF) intensities were used to segment the sex chromosomes (pipeline: find objects in Cy5 channel, constant threshold using standard deviation, separate touching objects). To produce the plot shown in Figure 3.2.3. B, the replicating and not replicating chromosomes were categorized based on the presence of the EdU signal within each chromosome. Each chromosome mask was subsequently used to create a ROI and the ROI was moved to a different nuclear position within the same nucleus. The AF594-CTCF mean intensities were then measured within the X/Y chromosomes and ROI masks. For the Figure 3.2.3. E, the AF488 - EdU mean intensities were measured within the Y chromosomes. The same Y chromosomes were subdivided into synchronously and asynchronously replicating based on the replicating fraction of the chromosomal volume, in order to calculate the relative percentages as plotted in Figure 3.2.3. F. After this subdivision into categories, the AF594 - CTCF sum intensities within the synchronously and asynchronously replicating Y chromosomes were also exported (Figure 3.2.3. G). For the Figure 3.2.3. I - K, the parameters concerning chromosome architecture were measured and exported without making any further distinction, for both replicating and not replicating Y chromosomes (parameters: volume in $I$, shape factor in J and surface area in K).

For the analysis of the DNA distribution shown in Figure 3.2.2. E and for the quantification of CTCF shown in Figure 3.2.2. C - D, and Supplementary Figure SF7, the samples were imaged at the highcontent wide-field microscopy system Operetta ${ }^{\circledR}$ and images were analyzed with the Harmony ${ }^{\text {TM }}$ software - Version 3.5.1 - © 09-2013 (both PerkinElmer, see Supplementary Table ST3), mainly as described in the Supplementary Figure SF1. In particular, the DAPI signal was used to create a nuclear
mask and select nuclei. The nuclear intensities of both DAPI - DNA and AF594-CTCF or GFP - CTCF signals were measured and exported. In Figure 3.2.2. C the whole population from the CTCF KD sample was plotted together with the control. The CTCF KD sample was then subdivided in different subpopulations based on ranges of CTCF mean intensities and the three subgroups within the lowest ranges were plotted in Figure 3.2.2. D. The integrated DNA intensities were plotted as frequency distribution in order to distinguish the G1 and G2 peaks, separated by the progression of cells in Sphase. The DNA content distribution was then utilized to subdivide the control sample and the three CTCF KD subpopulations in cell cycle phases. The percentages of cells for each phase were subsequently calculated and plotted in Figure 3.2.2. E. To obtain the plots in Supplementary Figure SF7, the median level measured in the GFP channel in the untagged ES-E14TG2a cells was used to subtract the background from the measurements obtained for the mESC-AID-CTCF cells.

For all experiments, the results tables were analyzed in RStudio (Version 0.99.902-© 2009-2016 RStudio Inc., Boston, United States) to produce the plots shown. See Supplementary Figure SF2 for boxplot interpretation and Supplementary Table ST4 for all the statistics.

## 4. Cohesin is required to organize chromatin and DNA repair units

### 4.1. Introduction

Cohesin is a ring-shaped protein complex which is essential for sister chromatid cohesion, hence its name. The isolation of cohesion-deficient mutants and the screenings for synthetic lethality in Saccharomyces cerevisiae allowed the identification of the cohesin components (namely Smc1, Smc3, Scc1 and Scc3; see Figure 4.1.1.) and associated regulatory proteins (Guacci et al., 1997; Hartman et al., 2000; Michaelis et al., 1997; Strunnikov et al., 1993; Tóth et al., 1999; see Table 4.1. for protein nomenclature in budding yeast and human).

Smc1 and Smc3 are two members of the structural maintenance of chromosomes (SMC) protein family of ATPases (Michaelis et al., 1997; Strunnikov et al., 1993), which comprises also the Smc2 and Smc4 subunits of the condensin complex and the Smc5 and Smc6 components of the Smc5/6 complex (Higashi and Uhlmann, 2022; Hirano et al., 1995; Oldenkamp and Rowland, 2022; Pradhan et al., 2022; Saitoh et al., 1995).

The $\alpha$-kleisin winged-helix domain (WHD) subunit was discovered in parallel by two different groups, which named it sister chromatid cohesion $\underline{1}$ (Scc1; Michaelis et al., 1997) and mitotic chromosome determinant $\underline{1}$ (Mcd1; Guacci et al., 1997). The human ortholog was first identified by sequence homology to S. pombe rad21 (radiation-sensitive mutant 21; McKay et al., 1996), which was already under study for its involvement in DNA repair (Birkenbihl and Subramani, 1992), and subsequently cloned together with the murine gene (McKay et al., 1996).

A tandem HEAT repeat characterizes the fourth cohesin component, whose two mammalian isoforms STAG1 and STAG2 (or SA1/2, stromal antigen) got identified with an immunoscreening of a murine cDNA library with an antibody raised against stromal cells (Carramolino et al., 1997). Improved screenings for cohesion mutants allowed the identification of the yeast STAG ortholog Scc3 (sister chromatid cohesion 3, Tóth et al., 1999; previously Irr1, irregular cell behavior 1, Kurlandzka et al., 1995, 1999). Smc1, Smc3, Scc1 and Scc3 were finally proven to form a stable "cohesin" complex (Tóth et al., 1999).

Smc1 and Smc3 heterotypically interact through their "hinge" domains to build up a V-shaped heterodimer (Figure 4.1.1., left side; Haering et al., 2002). Both topological and non-topological DNA entrapment by cohesin depend on its hinge domain (Srinivasan et al., 2018), which is critical for chromosomal association (Mishra et al., 2010), cohesion (Kurze et al., 2011), and loop-mediated gene regulation (Carico et al., 2021). The hinge interacts with both Smc heads and the kleisin-bound Scc3 and Pds5 (Haering et al., 2004; Mc Intyre et al., 2007; Xu et al., 2018). Each hinge lays in the middle of a 50 nm -long intramolecular antiparallel coiling, at whose end the N - and C-terminal globular
domains are brought together to form a nucleotide-binding "head" domain (NBD) (Haering et al., 2002; Hirano et al., 1997; Melby et al., 1998). A composite ATPase domain of the ATP binding cassette (ABC) family is thereby assembled with two ATP molecules "sandwiched" between the two Smc heads, as the ATP binding site (Walker A motif) within Smc1 N-terminal meets the DA box (Walker B motif) within Smc3 C-terminal and vice versa (see Figure 4.1.1., middle; Arumugam et al., 2003; Haering et al., 2002; Hopfner et al., 2000; Lammens et al., 2004; Löwe et al., 2001).

Table 4.1. Protein subunits of the cohesin complex and its regulators in human and budding yeast. Alternative protein names are indicated in brackets, e.g. Scc3 = (Irr1); in the "Original references" column the first papers identifying that particular subunit/protein or investigating its role in cohesin regulation are quoted; see the Protein Ontology "PRO" database and main text for further references.


| balance between cohesion establishment and release | Destabilization, dissociation | WAPL (wings apart-like, WAPAL) | Rad61 (Wpl1, Wapl) | (Game et al., 2003; Gandhi et al., 2006; Kueng et al., 2006; Oikawa et al., 2004; Rolef BenShahar et al., 2008) |
| :---: | :---: | :---: | :---: | :---: |
|  | Stabilization, establishment | sororin (CDCA5, cell division cycle-associated protein $\underline{5}$ ) | orthologue is unknown | (Nishiyama et al., 2010; Rankin et al., 2005; Schmitz et al., 2007) |
| Cohesin N -acetyl transferase (CoAT): cohesion establishment through Smc3 acetylation |  | ESCO1 | Eco1 (establishment of sister cohesion 1, Ctf7, chromosome transmission fidelity 7) | (Skibbens et al., 1999; Tóth et al., 1999) |
|  |  | ESCO2 |  |  |
| Cohesin deacetylase (CoDAC): cohesin recycling through Smc3 deacetylation |  | HDAC8 ( histone deacetylase ${ }^{\text {8 }}$ ) | Hos1 | (Beckouët et al., 2010; Borges et al., 2010; Xiong et al., 2010) |
| Separase: anaphase triggering through cleavage of Scc1 |  | ESPL1 (extra spindle poles-like 1 protein, separin, separase) | Esp1 | $\begin{aligned} & \text { (Ciosk et al., } \\ & \text { 1998) } \end{aligned}$ |
| Securin: anaphase inhibition through binding of separin |  | PTTG1 (pituitary tumortransforming gene 1 protein, securin) | Pds1 (precocious dissociation of sisters 1) |  |
| Shugoshin phosphatase complex: protection of centromeric cohesin |  | SGO1 (shugoshin 1, guardian spirit) | Sgo1 | (Kitajima et al., 2004; Marston et al., 2004; <br> Rabitsch et al., 2004) |
|  |  | PP2A (serine/threonine protein phosphatase 2A) | PP2A | (Kitajima et al., 2006; Riedel et al., 2006; Rivera and Losada, 2006; Tang et al., 2006) |

* mitotic; ${ }^{* *}$ meiotic; ${ }^{* * *}$ both mitotic and meiotic.

ATP hydrolysis drives heads disengagement (Arumugam et al., 2003; Lammens et al., 2004; MarcosAlcalde et al., 2017) and is required for cohesin chromosomal association, loading, translocation, cohesion and loop extrusion (Davidson et al., 2019; Kim et al., 2019; Vian et al., 2018). Smc1 and Smc3 coiled coils "arms" interact widely and can zip up in a closed "rod" conformation (Bürmann et al., 2019; Chapard et al., 2019; Diebold-Durand et al., 2017; Soh et al., 2015), leading to juxtaposition of the two rotated heads in the absence of ATP (Chapard et al., 2019; Diebold-Durand et al., 2017). Moreover, the folding of coiled coils around their "elbow" leads to a hinge-head interaction and allows cohesin to transition between extended and folded conformations (Bürmann et al., 2019). The
"clamped" state is achieved when Scc2/NIPBL induces such folding and Scc3/SA clamps DNA on top of the engaged ATP-bound Smc heads (Figure 4.1.1., right side; Oldenkamp and Rowland, 2022).

The kleisin subunit Scc1 closes the tripartite ring by connecting the two NBD domains (Figure 4.1.1., left side; Haering et al., 2002). The two $\alpha$-helices in the N -terminal of Scc1 establish a four-helix bundle with the "neck" of Smc3 (the part of coiled coil emerging from the head; Gligoris et al., 2014). Scc1 C-terminal winged helical domain binds to the "cap" of Smc1 ATPase head (Haering et al., 2004).


Figure 4.1.1. Cohesin components and conformations within the ATP cycle. Smc heads engage by binding two ATP molecules and build up a composite ATPase, which hydrolyzes ATP and leads to heads disengagement; a particular ATP-bound conformation is the "clamped" state, in which the cohesin regulator Scc2/NIPBL folds the Smc coiled coils on their elbows by bringing the hinge close to the heads (hinge "swinging" or coiled coils "zipping") and clamps DNA into a channel on top of Smc heads (Bauer et al., 2021a; Collier et al., 2020; Higashi et al., 2020; Petela et al., 2021; Shi et al., 2020b); Scc3/SA folds the flexible Scc1/RAD21 linker region like a "safety belt" (Kschonsak et al., 2017) that wraps around a second segment of DNA, which might represent the second anchor of a loop (Collier et al., 2020; Lee et al., 2022; Shaltiel et al., 2021). Figure adapted from: Arumugam et al., 2003; Oldenkamp and Rowland, 2022.

The dynamic modulation of cohesin activity depends on several regulators. The trimeric protein complexes of the SMC-kleisin family indeed also interact with łarge hook-shaped regulatory proteins, belonging to the Kite (kleisin interacting winged-helix tandem elements) family, in the case of bacterial and archeal complexes, or of the mammalian Smc5/6 complex (Oldenkamp and Rowland, 2022; Palecek and Gruber, 2015), or to the Hawk (HEAT proteins associated with kleisins) family in the case of eukaryotic condensins and cohesins (Oldenkamp and Rowland, 2022; Wells et al., 2017). The Hawk family comprises Scc2/NIPBL, Pds5/PDS5A-B and Scc3/SA1-2, and evolved from the Kite protein family (Wells et al., 2017). The SMC, kleisin and HEAT repeat subunits may all interact with DNA (Gligoris et al., 2014; Li et al., 2018; Shi et al., 2020b).

Scc1 is responsible for the recruitment of the Hawk proteins as well as of Wapl, another cohesin regulator, to the ring complex (Roig et al., 2014). Scc3/SA binds to two sections of Scc1 through its C-
terminal (Haering et al., 2002; Roig et al., 2014). It is involved in the loading of cohesin on chromosome through interaction with the loading complex Scc2-Scc4 (Hu et al., 2011; Murayama and Uhlmann, 2014), in maintaining sister chromatid cohesion (Roig et al., 2014) and in cohesin release modulated by Scc3/SA phosphorylation (Hauf et al., 2005) and by Smc3 acetylation (Roig et al., 2014; Rowland et al., 2009).

Cohesin loading on chromosomes at the end of G1 or mitosis (in yeast and metazoan respectively; Wendt, 2017; Woodman et al., 2014) depends on the "adherin" (Dorsett, 2004) or "kollerin" (Nasmyth, 2011) heterodimer formed by the yeast proteins Scc2 and Scc4 (Ciosk et al., 2000; Tóth et al., 1999). DNA entry within cohesin's ring occurs through a transient opening at the Smc hinge interface, driven by ATP hydrolysis and the kollerin complex (Arumugam et al., 2003, 2006; Gruber et al., 2006; Hu et al., 2011; Weitzer et al., 2003). Scc2 is sufficient and essential to activate ATP hydrolysis in the absence of Pds5 and to promote cohesin loading (Petela et al., 2018). Scc2 is also necessary to maintain chromosomal association during G1 (but not G2; Srinivasan et al., 2019) and for loop extrusion (Davidson et al., 2019; Kim et al., 2019). Scc2-Scc4 loading activity is temporally regulated by Scc 2 cleavage, which is induced by its dephosphorylation and leads to its disengagement from Scc4 (Woodman et al., 2014). Scc 2 and Scc 4 correspond to NIPBL (nipped-B-like protein; Krantz et al., 2004; Tonkin et al., 2004) and MAU2 (maternal-effect uncoordinated 2; Seitan et al., 2006; Watrin et al., 2006) in human. Cohesin somatic mutations can lead to cancer (Carico et al., 2021; Fisher et al., 2017; Hill et al., 2016; Katainen et al., 2015), while germline ones cause a range of developmental disorders named "cohesinopathies" (Liu et al., 2009). Mutations in the human NIPBL gene are the most frequent cause (up to 60\%) of the cohesinopathy "Cornelia de Lange syndrome" (CdLS OMIM Entry \# 122470; Avagliano et al., 2020; Barbero, 2013; Deardorff and Krantz, 2014; Horsfield et al., 2012; Parenti et al., 2020; Piché et al., 2019). In yeast, Scc2 gets recruited also by the remodels the structure of chromatin (RSC) complex (Lopez-Serra et al., 2014), which is a member of the switch/sucrose non-fermentable (SWI/SNF) family of ATP-dependent chromatin-remodelers (Wagner et al., 2020; Wang, 2003; Xue et al., 2000). RSC would dually act as a chromatin platform for Scc2 to land and as a provider of a nucleosome-free region for cohesin to load (Lopez-Serra et al., 2014), thereby collaborating in gene transcriptional regulation (Lopez-Serra et al., 2014; Muñoz et al., 2019, 2020). By fluorescence recovery after photobleaching (FRAP) and single molecule tracking (Rhodes et al., 2017), NIPBL was observed to "hop" dynamically on chromatin between different cohesin rings, suggesting that NIPBL stimulation of cohesin's ATPase might not only drive loading but also loop extrusion (Rhodes et al., 2017).

The interaction of either Scc2/NIPBL or Pds5 with cohesin is mutually exclusive (Petela et al., 2018). Pds5 (precocious dissociation of sisters $\underline{5}$ ) is recruited in G1 by Scc1, is essential for establishment and maintenance of cohesion and dissociates from chromosomes upon cleavage at the metaphase-to-anaphase transition (Hartman et al., 2000; Panizza et al., 2000). Pds5 has a dual role of cohesin (de)stabilization (Beckouët et al., 2016; Chan et al., 2012, 2013), facilitated by its binding close to Scc1 N-terminal (Chan et al., 2013; Lee et al., 2016; Ouyang et al., 2016). Pds5 inhibits Scc2/NIPBL activity, leading to an arrest of ATP hydrolysis and cohesin translocation (Petela et al., 2018). It promotes chromosomal dissociation through Wapl recruitment, ensuring a high rate of turnover through destabilization (Gandhi et al., 2006; Kanke et al., 2016; Kueng et al., 2006; Nishiyama et al., 2010). Additionally, Pds5 also promotes Smc3 de novo acetylation by EcoI/ESCO1-2 during S-phase and prevents subsequent deacetylation by Hos1/HDAC8 deacetylase during G2 and M phases, thereby blocking dissociation and stabilizing cohesin to hold sister chromatids (Beckouët et al., 2016; Chan et al., 2012, 2013).

Rad61 (or Wpl1, Wapl in yeast (Game et al., 2003; Rolef Ben-Shahar et al., 2008); WAPL in human, wings apart-like; Oikawa et al., 2004) interacts with Scc1 and Scc3/SA through its N-terminal, destabilizes unacetylated chromosome-bound cohesin and induces its release from chromatin (Gandhi et al., 2006; Kueng et al., 2006; Lopez-Serra et al., 2013). Its activity negatively regulates the maintenance of cohesion in G2 and facilitates the resolution of sister chromatids from mitotic prophase until telophase (Gandhi et al., 2006; Kueng et al., 2006; Lopez-Serra et al., 2013). Moreover, WAPL forms a subcomplex with PDS5A (Kueng et al., 2006) and together they co-regulate the size of chromatin loops by restricting cohesin activity (Wutz et al., 2017). Additionally, WAPL creates a pool of free cohesin to maintain a dynamic turnover that is important for enhancer-promoter loop regulation (Liu et al., 2021).

Sororin (CDCA5, cell division cycle-associated protein $\underline{5}$ ) is a WAPL antagonist (Nishiyama et al., 2010), which actively and dynamically interacts with cohesin (Ladurner et al., 2016). It is not necessary for cohesin chromosomal association, but essential for the establishment of sister chromatid cohesion during S-phase and its stabilization in G2 (hence its name from the Latin soror, "sister") (Rankin et al., 2005; Schmitz et al., 2007). Its action is cell-cycle dependent and it gets degraded in G1 through ubiquitination mediated by the annaphase promoting complex (APC) (Rankin et al., 2005). Its binding to cohesin is promoted by Smc3 acetylation and DNA replication (Ladurner et al., 2016; Nishiyama et al., 2010). It inhibits cohesin dissociation by sequestering WAPL's targets PDS5A-B until mitosis, when it gets phosphorylated and loses this antagonizing ability (Nishiyama et al., 2010). No orthologue of sororin was found outside vertebrates (Rankin et al., 2005), but sororin-
related proteins were identified in many invertebrates (e.g. dalmatian protein in the fruit fly; Nishiyama et al., 2010).

The yeast protein establishment of cohesion 1 (Eco1) (Tóth et al., 1999), also named chromosome transmission fidelity $\underline{7}$ (Ctf7) (Skibbens et al., 1999), is a N-acetyltransferase able to acetylate cohesin (Ivanov et al., 2002; Rowland et al., 2009). Acetylation of two residues of Smc3 by Eco1/Ctf7 promotes tethering of sister chromatids by chromatin-bound cohesin, hence stabilization of the complex on chromosomes and cohesion establishment (Ladurner et al., 2016; Rolef Ben-Shahar et al., 2008; Unal et al., 2008; Zhang et al., 2008). However Eco1/Ctf7 is not necessary for either cohesin loading onto chromosomes, nor for the maintenance of cohesion during G2 phase and mitosis (Skibbens et al., 1999; Tóth et al., 1999). Of the two mammalian orthologs ESCO1 and -2, ESCO2 is the one mainly responsible for cohesion establishment during S-phase, while ESCO1 is largely acetylating Smc3 throughout interphase, likely with different regulatory purposes (Alomer et al., 2017). Smc3 acetylation blocks the opening of a DNA exit gate at the Smc3-kleisin interface (Beckouët et al., 2010, 2016; Chan et al., 2012; Gligoris et al., 2014; Sakata et al., 2021). This gate would support the hypothesis that cohesin must encircle two DNA strands to entrap them together, likely between the juxtaposed Smc heads and kleisin (Chapard et al., 2019; Gligoris et al., 2014; Huis in 't Veld et al., 2014; Ouyang et al., 2016).

Deacetylation of Smc3 is triggered by Scc1 cleavage and promoted by Scc3/SA to remove cohesin from chromosomes (both in prophase and anaphase pathways, see later in text) (Li et al., 2017; Roig et al., 2014). Deacetylation by Hos1 (Borges et al., 2010) (HDAC8 in mammals, histone deacetylase 8 ; Deardorff et al., 2012) allows to dissolve pro-cohesive elements and to regenerate recyclable cohesin for the next cell cycle (Deardorff et al., 2012).

Sister chromatid cohesion consists in the physical tethering of sister DNA molecules along their chromosome arms and more strongly at centromeres (Figure 4.1.2. A) (Morales and Losada, 2018; Nasmyth and Haering, 2009). Cohesion must be established during S-phase to ensure proper segregation of the duplicated DNA into daughter cells by preventing their premature separation during G2/M (Losada et al., 1998; Michaelis et al., 1997; Uhlmann and Nasmyth, 1998; Zuilkoski and Skibbens, 2022). Cohesion is in fact what allows sister chromatids to establish an amphitelic or bipolar attachment between their kinetochores and the microtubules of the mitotic spindle, such that each chromatid is pulled in opposite directions (reviewed in: Losada, 2008; Nasmyth and Haering, 2009; Nasmyth and Schleiffer, 2004; Peters et al., 2008). In a process of error correction, the correct poleward-directed "bi-orientation" would only be stabilized when tension between the centromeres is generated, that is when the sister molecules are pulled in opposite direction and cohesin opposes
resistance (Nasmyth and Schleiffer, 2004; Nicklas, 1967, 1997). The separation of sister chromatids will then occur, unless lagging and/or incorrectly bioriented chromatids inhibit cohesion resolution at the spindle assembly checkpoint (SAC) (Corbett, 2017; Garcia et al., 2021; Manic et al., 2017; Nasmyth and Schleiffer, 2004; Pidoux et al., 2000; Sane et al., 2021).


Figure 4.1.2. Cohesin major functions. A Sister chromatid cohesion: cohesin holds together sister chromatids from S-phase until mitosis to allow proper segregation. B Chromatin loop extrusion: cohesin loads on chromatin and extrudes loops to shape genome architecture in interphase nuclei. Figure adapted from: Oldenkamp and Rowland, 2022.

Cohesin binding to chromosomes is necessary but not sufficient for cohesion (Tóth et al., 1999). Both the cohesin complexes that were already chromosome-associated and those that get de novo-loaded by Scc2-Scc4/NIPBL-MAU2 onto nascent strands participate in cohesion establishment (Srinivasan et al., 2020). Eco1/Ctf7 ensures a faithful cohesion establishment by binding PCNA and other DNA replication factors and activating cohesin as a "tethering-competent" complex in a post-fork context during S-phase (reviewed in: Zuilkoski and Skibbens, 2022). Cohesion likely occurs through dimerization or clustering of the ring-shaped complex (Cattoglio et al., 2019; Eng et al., 2015; Kulemzina et al., 2012; Shi et al., 2020a; Skibbens et al., 1999; Tong and Skibbens, 2014, 2015; Xiang and Koshland, 2021; Zhang et al., 2008). Eco1/Ctf7, Wpl1 and Hos1 would control dimerization in Sphase and monomerization in mitosis (Shi et al., 2020a).

A correct timing of anaphase inhibition and triggering, respectively corresponding to cohesion maintenance and resolution, is mediated by a complex made of the two proteins separin (Esp1/ESPL1, extra spindle poles-like 1; Ciosk et al., 1998; McGrew et al., 1992; Nagase et al., 1996) and securin (Pds1/PTTG1, pituitary tumor-transforming gene 1; Guacci et al., 1993; Yamamoto et al., 1996a; Zou et al., 1999; as reviewed in: Yanagida, 2000).

In S. cerevisiae, cohesin remains bound until Scc1 gets cleaved at two sites by the clan CD cysteine peptidase "separin" or "separase" at the metaphase-anaphase transition (anaphase pathway; Uhlmann et al., 1999, 2000). In vertebrates most of cohesin (95\%) dissociates already in prophase and only a small fraction keeps holding sister chromatids till anaphase (prophase pathway; Losada and Hirano, 2000). Cohesion dissolution in vertebrate prophase is induced by phosphorylation by polo-like kinase $\underline{1}$ (Plk1; Holtrich et al., 1994) and Aurora kinase $\underline{B}$ (AKB; Bischoff et al., 1998) (Hauf et al., 2005; Losada et al., 1998, 2002; Sumara et al., 2000, 2002; Waizenegger et al., 2000). Sororin acts as a docking protein on cohesin and recruits Plk1 to SA2 (Zhang et al., 2011). Human SCC1 is also phosphorylated by the Plk1 homolog cell division control $\underline{5}$ (CDC5) in vitro, however this only enhances its cleavability by separase in anaphase (Hauf et al., 2005). At the onset of anaphase in vertebrates also the tighter cohesion of centromeres gets resolved through proteolytic cleavage of the Scc1/RAD21 subunit by separin (Hauf et al., 2001; Rivera and Losada, 2006; Waizenegger et al., 2000).

The anaphase promoting complex/cyclosome (APC/C) is a ubiquitin protein ligase involved in the destruction of cyclins at the end of mitosis (Barford, 2020; King et al., 1995; Sudakin et al., 1995; Zachariae and Nasmyth, 1996; Zachariae et al., 1996). APC/C mediates the proteolysis of Pds1 (Ciosk et al., 1998; Cohen-Fix et al., 1996), which is essential for cohesin dissociation (Cohen-Fix et al., 1996; Funabiki et al., 1996; Guacci et al., 1993; Yamamoto et al., 1996b, 1996a). Pds1 in fact forms a complex with and inhibits the protein Esp1 (Ciosk et al., 1998). APC/C liberates Esp1 from the Esp1-Pds1 complex, allowing it to release cohesin from the chromatids through Scc1 cleavage at anaphase onset in yeast (Amon, 2001; Ciosk et al., 1998; Uhlmann et al., 1999; Yamamoto et al., 1996b).

An additional complex formed by Shugoshin 1 (Sgo1; from the Japanese shugoshin, "guardian spirit"; Kitajima et al., 2004; Marston et al., 2004; Rabitsch et al., 2004; Sane et al., 2021; Watanabe, 2005) and the serine/threonine protein phosphatase PP2A (Janssens and Goris, 2001) shields centromeric cohesin from Wapl dissociation in early mitosis and from separase cleavage in meiosis I (Hara et al., 2014; Kitajima et al., 2006; Riedel et al., 2006; Rivera and Losada, 2006; Tang et al., 2006). Sgo1 gets localized on centromeres by the checkpoint kinase budding uninhibited by benzimidazole $\underline{1}$ (Bub1; Bernard et al., 2001; Kim and Gartner, 2021; Kitajima et al., 2004) and it recruits PP2A (Kitajima et al., 2006; Riedel et al., 2006; Rivera and Losada, 2006; Tang et al., 2006).

Besides sister chromatids cohesion, a novel role of cohesin in chromatin loop formation emerged (Figure 4.1.2. B). In 2008 several pioneer papers found that cohesin colocalizes at many CTCF sites and that CTCF was responsible for such localization (Parelho et al., 2008; Rubio et al., 2008; Stedman et al., 2008; Wendt et al., 2008). Their architectural activity at the base of chromatin loops became
evident with the first studies on their co-mediated gene expression regulation within specific loci (Hadjur et al., 2009; Marsman et al., 2014; Nativio et al., 2009; Rhodes et al., 2010; Wendt and Peters, 2009). Cohesin and CTCF co-enrichment was confirmed by many chromosome conformation capture and chromatin immunoprecipitation-related studies at different resolutions and loci (Deng et al., 2012; Dixon et al., 2015; Zuin et al., 2014). These studies enabled to newly define different orders of chromatin organization such as TADs and A/B compartments (see section 1.1. of the General Introduction; Dixon et al., 2012; Lieberman-Aiden et al., 2009; Rao et al., 2014) and the convergent orientation of CTCF binding sites as a prerequisite for loop formation (Gómez-Marín et al., 2015; Rao et al., 2014; Vietri Rudan et al., 2015; de Wit et al., 2015).

Based on these discoveries, the loop extrusion model was postulated: the cohesin ring complex extrudes chromatin loops until encountering an obstacle such as convergently oriented CTCF molecules or being released by Wapl (Fudenberg et al., 2016, 2017; Nuebler et al., 2018; Vian et al., 2018). CTCF N-terminal interacts with SCC1 and SA2 (Li et al., 2020) and its cohesin-halting activity might be a multi-step process made of pausing and stabilization (Hansen, 2020). Cohesin is likely assuming different conformational states at CTCF-bound domain borders and non-CTCF intradomain loop anchors, as shown by differences in cleavage sensitivity in experiments involving an engineered cleavable RAD21 (Liu and Dekker, 2021). Various cohesin compartments with a DNAentrapment potential can form through interactions between its subunits (Chapard et al., 2019). Different cryo-EM (electron microscopy) studies investigated cohesin conformation in its "clamped" state (Collier et al., 2020; Higashi et al., 2020; Petela et al., 2021; Shi et al., 2020b). A "butterfly" conformation with multiple foldings of Smc arms was also observed (Xiang and Koshland, 2021). Two of the various up-to-date models for chromatin loop enlargement are summarized in Figure 4.1.3. (reviewed in: Higashi and Uhlmann, 2022; Oldenkamp and Rowland, 2022).

Live imaging of condensin (Ganji et al., 2018) and cohesin (Davidson et al., 2019; Kim et al., 2019) mediated loop extrusion confirmed the ability of these complexes to work as fast ATP-dependent molecular motors. Condensin-mediated loop extrusion in metaphase is asymmetric, while cohesin one in interphase is bidirectional and symmetric (Banigan and Mirny, 2020; Davidson et al., 2019; Ganji et al., 2018; Golfier et al., 2020; Kim et al., 2019). The average observed speed of cohesin extrusion was $0.5 \mathrm{~kb} / \mathrm{s}$ (Kim et al., 2019) - $1 \mathrm{~kb} / \mathrm{s}$ (Davidson et al., 2019), which means that cohesin could potentially fold the whole human genome in a few minutes. Cohesin molecular motor was shown to depend on NIPBL-MAU2 and once formed, loops did not require ATP to be maintained (Davidson et al., 2019; Kim et al., 2019).


Figure 4.1.3. Models of chromatin loop extrusion by cohesin. A Tethered inchworm model: DNA-bound Scc2/NIPBL and Scc3/SA perform a scissoring motion while being connected through the flexible Scc1/RAD21 linker region; the ongoing ATP cycle leads the HEAT subunits-associated Smc heads to step along the DNA through dynamic binding and release (Nichols and Corces, 2018). B Scrunching or "swing and clamp" model: the Scc2/NIPBL-bound Smc hinge binds DNA and hands it over to the Smc heads through folding of the coiled coils over their elbows (hinge "swing"); DNA is clamped over the Smc heads which got engaged by ATP binding. The "swing and clamp" model (Bauer et al., 2021a; Petela et al., 2021) is actually one of the variants of the scrunching model (Ryu et al., 2020): despite small differences, the key points are cohesin folding, hand over of DNA and clamping on top of Smc heads. Figure adapted from: Higashi and Uhlmann, 2022; Oldenkamp and Rowland, 2022.

Photobleaching results of the two groups are discordant, suggesting that either a monomer (Davidson et al., 2019) or a dimer (Kim et al., 2019) of cohesin-NIPBL-MAU2 complexes would be extruding a single loop. It was previously shown that topologically bound cohesin can rapidly diffuse
on naked DNA, can hardly pass over nucleosomes and is constrained by DNA-bound CTCF (Davidson et al., 2016; Stigler et al., 2016). The fact that cohesin was observed to extrude both naked and nucleosome-bound DNA suggested that the complex works via non- or pseudo-topological binding (Kim et al., 2019). This is consistent with experiments using a recombinant single-chain cohesin that would prevent topological DNA entrapment (Davidson et al., 2019).

In this work, I aimed at unraveling how the architectural role of cohesin affects chromatin organization and function. First, I investigated the effects of RAD21 depletion on chromatin loop size through direct visualization by the use of the DNA halo method (sections 4.2.1. - 4.2.2.; data published in: Cremer et al., 2020). Subsequently, I observed the effects of SA1 knock out on genomic functions by microscopical characterization of functional repair foci (sections 4.2.3. - 4.2.4.).

### 4.2. Results

### 4.2.1. RAD21 depletion and quantitation in HCT116-RAD21-mAC cells.

The use of an auxin-inducible degron system in human HCT116-RAD21-mAC cells allowed a rapid and efficient depletion of the cohesin RAD21 subunit (a schematic for the RAD21 degron system is shown in Figure 4.2.1. A and a scheme for the targeting of RAD21 to proteasomal degradation is shown in Figure 4.2.1. B; HCT116-RAD21-mAID-mClover cells were kindly provided by Masato Kanemaki, National Institute of Genetics, Japan; see Supplementary Table ST1 for cell line characteristics). Cells were treated with $500 \mu \mathrm{M}$ auxin for 6 hours, fixed and imaged with high content wide-field microscopy to quantify nuclear mean mClover-RAD21 intensities (Figure 4.2.1. C; see Supplementary Figure SF8 for high content image analysis pipeline and Supplementary Table ST3 for imaging system characteristics). RAD21 was efficiently and homogeneously depleted, with only a few cells escaping the auxin treatment (Figure 4.2.1. D). The median background level measured in untagged HCT116 wild type cells was subtracted from the mean mClover intensities measured in HCT116-RAD21-mAC cells to accurately calculate the actual protein depletion. RAD21-depleted cells showed a median value of 2.62 a.u., corresponding to $10 \%$ of RAD21 levels in untreated cells (the results obtained from three biological replicates are shown in Figure 4.2.1. D; plot statistics in Supplementary Table ST4; single replicates for both wild type and engineered HCT116 cells are separately plotted in Supplementary Figure SF9).

### 4.2.2. RAD21-depleted HCT116 cells display up to ten fold larger DNA loops

Once validated the RAD21-degron settings, the structure of chromatin loops upon cohesin depletion was investigated by applying the DNA halo approach (Figure 4.2.2. A).


Figure 4.2.1. Cohesin major component RAD21 is efficiently depleted up to 10\% in HCT116-RAD21-mAC cells. A Scheme of the auxin-inducible degron (AID) system in HCT116-RAD21-mAC cells. An AID cassette and an mClover reporter are fused to both RAD21 endogenous alleles. At the AAVS1 locus, the cell line harbors the OsTIR1 gene, under control of the pCMV promoter. B Schematic of the auxin-induced targeting of RAD21 to proteasomal degradation. The auxin-responsive OsTIR1 (F-box protein TIR1, derived from Oryza şativa) forms a functional SCF-OsTIR1 E3 ligase complex (Skp1, $\underline{C}$ ullin and $\underline{F}$-box) by interaction with the endogenous human components (conserved in all eukaryotes). When added to the cell culture, auxin binds to the OsTIR1containing ubiquitin ligase and promotes its interaction with the AID-fused RAD21. The ligase polyubiquitinates the RAD21-degron, leading to its proteolysis by the proteasome. Panels A and B adapted from (Natsume et al., 2016; Nishimura et al., 2009; Rao et al., 2017). C Experimental settings for the validation of RAD21 depletion in HCT116-RAD21-mAC cells. Cells grown on microscope slide coverslips were treated with $0-500 \mu \mathrm{M}$ auxin for 6 hours, fixed, DAPI-stained and imaged with a high-content wide-field microscope. D Mean RAD21-mClover intensities of untreated (median $=27.33$ a.u.) and $500 \mu \mathrm{M}$ auxin-treated cells (median $=2.62$ a.u.). Single cells were imaged with a high-content wide-field microscope, nuclei were segmented based on the DNA signal and nuclear RAD21-mClover intensities measured; the background measured in untagged HCT116 cells treated with the same conditions was also measured and subtracted from the values obtained in the mClover-tagged cell line to precisely quantitate RAD21 levels. A two-sided Wilcoxon test was performed to test significance ( $p<0.0001$ ). Percentages of cells in the different ranges of intensities, corresponding to different RAD21 nuclear amounts, are shown along the boxplots. A small percentage of cells escaped the auxin treatment, as shown by the small overlap between untreated and auxin-treated samples boxplots and by the exemplary images shown on the left side (scale bar: $5 \mu \mathrm{~m}$ ). \# cells: number of cells of the sample (composed of three biological replicates, each made of technical duplicates). The data shown in D was published in: Cremer et al.,
2020. See Supplementary Figures SF2 for boxplot explanation, SF8 for image analysis pipeline and background calculation, SF9 for plotting of the single replicates, Supplementary Table ST4 for plot statistics.

This technique allows to investigate changes in chromatin organization at the level of DNA loops (Buongiorno-Nardelli et al., 1982; Vogelstein et al., 1980). Briefly, the cells were permeabilized by detergents, the soluble fraction of nuclear proteins was extracted with high salt buffers and distension of loops was achieved with high salt concentration and a DNA-intercalating dye. DNA loops were allowed to span out of an insoluble nuclear scaffold, thus providing a measure of their size (Figure 4.2.2. A). Histone extraction in interphase nuclei by high-salt incubation in fact triggers the extrusion of chromatin loops from a densely stained central chromatin core. After DAPI staining, a very bright and structured scaffold could be distinguished from a more faded halo, which corresponded to the extruded loops (Figure 4.2.2. B, C). RAD21 depleted cells exhibited larger DNA loops ( $500 \mu \mathrm{M}$ auxin for 6 h ; Figure 4.2.2. C) than untreated one ( $0 \mu \mathrm{M}$ auxin for 6 h ; Figure 4.2.2. B), reflecting a local loss of chromatin structural organization. Additionally, they often exhibited bundles of fibers departing from jagged halo borders (Figure 4.2.2. C), reflecting the loss of the structural organization for which cohesin is responsible, as confirmed by the very conserved, defined and tightly wrapped halos observed in the untreated cells (Figure 4.2.2. B). Based on the DAPI signal, the halo area around the insoluble scaffolds was manually segmented and plotted in Figure 4.2.2. D. The DNA halos displayed upon RAD21 degradation were more variable in shape and reached up to ten times larger areas in comparison to the control, with the median and the mean value being respectively two and three fold higher than those of untreated cells (the results of four biological replicates is shown in Figure 4.2.2. D; see Supplementary Figure SF10 for plotting of the single replicates and the Supplementary Table ST4 for plot statistics). The largest DNA halo measured was of $190.01 \mu \mathrm{~m}^{2}$ and of $971.53 \mu \mathrm{~m}^{2}$ in the untreated and cohesin depleted cells, respectively. From the manually segmented DNA halo areas, the DNA halo radiuses were mathematically calculated and plotted as frequency distribution in Figure 4.2.2. E. The radiuses of the untreated control cells laid in a short and defined range of values, whereas the radiuses of cohesin depleted cells spanned further and more variably (Figure 4.2.2. E).

### 4.2.3. Validation of SA1 KO in iMEF cells

The cohesin component of the Hawk family, namely Scc3 in budding yeast, exists as two isoforms in mammals: SA1 and SA2 (or STAG1, STAG2; in mouse and human respectively; Carramolino et al., 1997; Tóth et al., 1999). In this work, a possible role of the subunit SA1 in DNA repair was investigated through the use of a SA1 K0 iMEF cell line (immortalized mouse embryonic fibroblasts, Supplementary Table ST1).

A


Figure 4.2.2. Cohesin is essential to regulate chromatin loop sizes. A Schematic of the DNA halo method. Upon permeabilization by the use of nonionic detergents, deproteinization by high salt buffers and the use of a

DNA-intercalating dye, DNA loops are extruded and appear as a faded halo around a bright insoluble scaffold. B - C Schematics of WT versus RAD21-depleted cohesin and representative images of DNA halos stained with DAPI. The faded DNA halo surrounding a brighter insoluble nuclear scaffold corresponds to the DNA loops, whose extent reflects the degree of structural organization of chromatin. B Schematic of wild type cohesin complex with RAD21 and images of typical nuclei from control cells with small, rather uniform, and well delimited halos. C Schematic of disrupted cohesin complex depleted of RAD21 and exemplary images of DNA halos of cohesin depleted cells, showing variable shapes and size, often ending up in extruded bundles of DNA fibers. Scale bar in B-C: $5 \mu \mathrm{~m}$. D Violin plots showing the differences in area of the DNA halo between control and RAD21 depleted cells ( 6 h of $0-500 \mu \mathrm{M}$ auxin treatment), determined as described in Methods (Ah = At As). The violin plots show the whole data points distribution and harbor a boxplot, whose statistics are explained in Supplementary Figure SF2. The results represent four biological replicates (see Supplementary Figure SF10 for plotting of the single replicates and the Supplementary Table ST4 for plot statistics) A twosided Wilcoxon test was performed to test significance ( $\mathrm{p}<0.0001$ ). E Distribution of radial values of DNA halos for the two populations shown in $D$. The radius was calculated as in the methods: $R=\sqrt{ }(A h / \pi)$. The data in D-E and the representative images shown in B-C were published in: Cremer et al., 2020.

First, the knock out of SA1 in iMEF cells was validated through SA1 immunostaining (Supplementary Table ST2; both the cell lines and the anti-SA1 antibody were provided by Dr. Ana Losada, Centro Nacional de Investigaciones Oncológicas (CNIO), Madrid, Spain; published in: Remeseiro et al., 2012a) and subsequent microscopy imaging (Figure 4.2.3. A). The cohesin complex with or without the SA1 subunit is drawn in Figure 4.2.3. B. Upon high-content wide-field microscopy, the SA1 nuclear mean intensities were quantified (Figure 4.2.3. C). A median value of 85.5 and 32.4 a.u. was respectively measured in SA1 WT and KO iMEF cells. The intensities observed in the KO cell line clearly belong to background levels, as supported by the fact that they mostly do not overlap the range of intensities in the WT cells (Figure 4.2.3. C; Supplementary Table ST4). Confocal imaging of both cell lines further confirmed the complete absence of SA1 in the nuclei of the KO iMEF cells (Figure 4.2.3. D).

### 4.2.4. DNA damage signaling after ionizing radiation is impaired in SA1 K0 iMEF cells

Cohesin is since long known to have a role in the repair of DNA damage, as the name itself of the main RAD21 subunit tells, in which "rad" stands for radiation-sensitive mutant (Birkenbihl and Subramani, 1992). However, the precise mechanisms through which cohesin is required for a proper DNA repair are not yet fully elucidated. Additionally, how the single subunits of the complex contribute to this role is not clear.

Here, the contribution of the cohesin subunit SA1 in DNA damage repair is investigated. To this aim, SA1 WT and KO iMEF cells were subjected to different doses of ionizing radiation ( $0,2,5,10 \mathrm{~Gy}$, Xrays; Figure 4.2.4. A). Cells were fixed half an hour after the induction of DNA damage and immunostained to detect $\gamma \mathrm{H} 2 \mathrm{AX}$ (Supplementary Table ST2).


Figure 4.2.3. SA1 KO validation in iMEF SA1 KO cells. A Schematic of the experimental procedure for SA1 KO validation. SA1 WT and KO iMEF cells (Supplementary Table ST1) grown on microscope slide coverslips were fixed, immunostained for SA1 detection and imaged with a high-content wide-field microscope (Supplementary Table ST3). B Schematic of the cohesin complex in the wild type state with SA1 (depicted in light blue) and without SA1, knock out state. C SA1 mean intensity in SA1 WT (light gray) and K0 (dark gray) iMEF cells. After imaging with high-content wide-field microscopy the cells treated as in A, the DNA signal was used to segment nuclear masks (mainly as in Supplementary Figure SF8 A). The SA1 nuclear mean intensities were then measured and plotted as boxplots. The median value is indicated on the top of each black median line of the boxplots, while the value indicated with a \# corresponds to the total number of cells analyzed. The results consist of three biological replicates (two-sided Wilcoxon test for significance: p < 0.0001). See Supplementary Figures SF2 for boxplot explanation and Supplementary Table ST4 for plot statistics. D Example montages of confocal microscopy images of SA1 WT and KO iMEF cells (SA1 in green; scale bar: $10 \mu \mathrm{~m}$ ).

The phosphorylation of the histone variant H2AX (on serine 139; Rogakou et al., 1998, 1999) is in fact a mark for the signaling of DNA damage. Its deposition by key kinases starts at the sites of double strand breaks and spreads for megabases (Fernandez-Capetillo et al., 2002; Rogakou et al., 1999), thereby inducing the recruitment of DNA repair factors (reviewed in (Blackford and Jackson, 2017; Scully et al., 2019); see section 3.1.1. for more details on the DNA damage response). Upon highcontent wide-field microscopy, the $\gamma \mathrm{H} 2 \mathrm{AX}$ nuclear mean intensities were quantified. A significant difference was observed between SA1 WT and KO iMEF cells for all the radiation doses, indicating an impairment in the signaling of DNA damage in the absence of SA1 (Figure 4.2.4. B; Supplementary Table ST4). The cells were subsequently imaged with a confocal microscope (Supplementary Table ST3; see Supplementary Figure SF11 for example images at all radiation doses) and the ones irradiated with 2 Gy X-rays (Figure 4.2.4. C) were analyzed with the aim to characterize the $\gamma \mathrm{H} 2 \mathrm{AX}$ repair foci. Upon nuclear masking, the repair foci were segmented based on the $\gamma \mathrm{H} 2 \mathrm{AX}$ antibody signal and their focal characteristics were quantified.


B


C


D


E


F


Figure 4.2.4. The signaling of DNA damage is impaired in IMEF SA1 KO cells. A Experimental scheme for the evaluation of the DNA damage signaling ability in SA1 KO cells. SA1 WT and KO iMEF cells (Supplementary Table ST1) grown on microscope slide coverslips were irradiated with different X-ray doses ( $0,2,5,10 \mathrm{~Gy}$ ) and fixed $30^{\prime}$ after DNA damage induction. Cells were then immunostained for $\gamma \mathrm{H} 2 \mathrm{AX}$ detection and imaged with
high-content wide-field and confocal microscopy (Supplementary Tables ST2, ST3). On the right, an example of SA1 WT and K0 iMEF cells showing the $\gamma$ H2AX signal at 30' after 5 Gy X-rays is presented (scale bar: $10 \mu \mathrm{~m}$; for more representative images at the different X-ray doses, see Supplementary Figure SF11). B $\gamma \mathrm{H} 2 \mathrm{AX}$ mean intensity in SA1 WT (light gray) and KO (dark gray) iMEF cells at 30' post X-rays irradiation. Cells were treated as in A and analyzed upon imaging with high-content wide-field microscopy (mainly as in Supplementary Figure SF8). Nuclear masks were segmented based on the DNA signal and the $\gamma \mathrm{H} 2 \mathrm{AX}$ nuclear mean intensities were exported. The median values are shown next to each median line and the number of cells indicated with a \# on top of the respective boxplots. A two-sided Wilcoxon test was performed to test significance between WT and KO samples for each X-ray dose ( 0 Gy : $\mathrm{p}<0.0001$; 2 Gy : p $=0.0021 ; 5 \mathrm{~Gy}$ : p < 0.0001; 10 Gy : p=0.0025). C-F Confocal microscopy image analysis of SA1 WT and KO iMEF cells at 30' upon 2 Gy X-rays irradiation. C Example of confocal images of SA1 WT and KO iMEF cells irradiated with 2 Gy X-rays, fixed after 30' and immunostained for $\gamma \mathrm{H} 2 \mathrm{AX}$ detection (as schematically depicted in A; scale bar: $10 \mu \mathrm{~m}$ ). From the confocal images, the nuclei of both SA1 WT and KO iMEF cells were masked based on DAPI - DNA. The $\gamma$ H2AX foci were segmented within the nuclear masks based on the AF488- $\gamma \mathrm{H} 2 \mathrm{AX}$ signal. $\gamma \mathrm{H} 2 \mathrm{AX}$ foci characteristics were then analyzed and the results were plotted as boxplots. D Number of $\gamma \mathrm{H} 2 \mathrm{AX}$ foci per nucleus. E Volume of $\gamma \mathrm{H} 2 \mathrm{AX}$ foci. $\mathbf{F} \gamma \mathrm{H} 2 \mathrm{AX}$ sum intensity within $\gamma \mathrm{H} 2 \mathrm{AX}$ foci. In $\mathrm{D}-\mathrm{F}$, the median values are written on top of each boxplot, while the value indicated with a \# corresponds to the number of analyzed cells in $D$ and to the total number of $\gamma \mathrm{H} 2 \mathrm{AX}$ foci from all cells in E and F. A two-sided Wilcoxon test was performed for each parameter (D: p = 0.0031; E and F: p < 0.0001). For both B and D - F, see Supplementary Figures SF2 for boxplot explanation and Supplementary Table ST4 for plot statistics.

The SA1 K0 iMEF cells showed a significant reduction in the total number of $\gamma \mathrm{H} 2 \mathrm{AX}$ foci per nucleus (Figure 4.2.4. D). Moreover, both the volume of $\gamma \mathrm{H} 2 \mathrm{AX}$ foci (Figure 4.2.4. E) and the $\gamma \mathrm{H} 2 \mathrm{AX}$ focal sum intensity measured within the segmented foci (Figure 4.2.4. F) were significantly decreased in the absence of SA1 (see Supplementary Table ST4 for statistics). The results from the confocal microscopy analysis proved that the lower $\gamma \mathrm{H} 2 \mathrm{AX}$ nuclear mean intensities quantified by highcontent microscopy (Figure 4.2.4. B) were also due to a decrease in the number and in the volume of the repair foci, and not only due to a general decrease in foci intensity (Figure 4.2.4. D - F).

### 4.3. Discussion

The ring-shaped cohesin complex gained the fame of being a chromatin-loop ATP-dependent extruding machine (Davidson et al., 2019; Kim et al., 2019). In this work I investigated the influence of cohesin on genome structural and functional units with microscopy techniques. To address cohesin-mediated structuring of chromatin loops, I utilized the HCT116-RAD21-mAC cell line (Natsume et al., 2016), which has been previously used to observe the changes in Hi-C maps in the absence of cohesin (Rao et al., 2017). By the means of auxin-induced ubiquitination, degradation of RAD21 can be achieved and this can be measured by quantifying the fused mClover reporter (see Figure 4.2.1. A-B for a schematic of the functioning of RAD21-fused auxin degron; Natsume et al., 2016; Nishimura et al., 2009).

I validated the knockdown with high content microscopy upon 6 hours of auxin-induced RAD21 depletion (experimental scheme in Figure 4.2.1. C). Upon nuclei segmentation based on the DNA signal, the nuclear intensities of RAD21-mClover were calculated and the background level measured in not engineered WT HCT116 cells was subtracted in order to precisely quantify the actual residual amount of protein (Supplementary Figure SF8). The median of nuclear RAD21 intensities was reduced by ten fold in the auxin-treated sample, meaning that a protein depletion of $90 \%$ compared to the untreated sample was reached (Figure 4.2.1. D; Supplementary Table ST4; Supplementary Figure SF9).

Once validated the knockdown efficiency, the DNA loop sizes were observed directly by applying the DNA halo assay (Figure 4.2.2. A). The technique allowed me to obtain a DNA halo made of loops released from an insoluble nuclear scaffold. By manual segmentation of the area between the insoluble bright scaffold and the external border of the halo, it was possible to calculate the DNA halo area and to derive the related radius. While the untreated cells showed a short and homogenous halo (Figure 4.2.2. B), the DNA halo of RAD21-depleted cells showed a striking heterogeneity in shape and size ( $500 \mu \mathrm{M}$ auxin treatment for 6 h ; Figure 4.2.2. C). DNA halo preparations provided consistent evidence for an increase in the sizes of chromatin loops in the absence of cohesin. After its depletion, a certain degree of structure in the chromatin organization was indeed lost, loops were extruded further and heterogeneously from the nuclear scaffold, often resulting in unusual shapes of DNA halos, with jagged and fibrous borders.

The DNA loops in the absence of cohesin showed a double median value, extended up to 10 fold in size and distributed in multiple populations (Figure 4.2.2. D; Supplementary Table ST4; Supplementary Figure SF10), as also nicely shown by the distribution of radius frequencies (Figure 4.2.2. E). The increase of DNA loop sizes upon auxin-induced RAD21 degradation in HCT116-RAD21mAC cells shown here is consistent with similar results obtained in HeLa cells after esiRNA-mediated RAD21 depletion (Guillou et al., 2010) and with the observations that cohesin-mediated loop extrusion compacts the DNA (Davidson et al., 2019; Kim et al., 2019).

The chromatin loop extension might in turn locally influence the number and the volume of replication domains due to the lack of subdivision into smaller functional loops. This hypothesis would be in line with early findings showing a correlation between the size of DNA loops and the length of replication units (Buongiorno-Nardelli et al., 1982; Lemaitre et al., 2005; Vogelstein et al., 1980). The possibility of a functional-structural relationship between DNA replication and chromatin loops is further supported by the observation that the median DNA content of replication units measured in our laboratory (Chagin et al., 2016) corresponds to the average size of chromatin loop
domains measured by Hi-C (Rao et al., 2014), as widely discussed in (Mamberti and Cardoso, 2020). Cohesin is enriched at replication origins and interacts with MCM proteins, as shown by bioinformatics analysis and by immunoprecipitation, respectively (Guillou et al., 2010). Cohesin depletion reduces the density of active origins while not affecting the fork speed, thereby causing a delay in S-phase (Guillou et al., 2010). It was therefore suggested that cohesin is required for the formation and/or stabilization of loops at replication foci, mediating those long-range interactions which bring together a cluster of origins (Guillou et al., 2010).

In the same work to which I contributed with my RAD21 quantification of depletion and DNA halo measurements, our colleagues analyzed DNA replication nano-foci with high resolution microscopy upon RAD21 depletion and measured a modest increase in focal volume and foci numbers (Cremer et al., 2020). However the replication patterns and the replication timing were maintained, suggesting that chromatin structure was unaffected at a higher global genomic level (Cremer et al., 2020). Additional features representative of the higher order of chromatin organization were also maintained in the absence of cohesin, such as chromosome territories and the distribution of both chromatin density and functional chromatin markers (SC35 for splicing speckles, H3K27me3 for heterochromatin and RNA Pol II for actively transcribed chromatin) (Cremer et al., 2020). The most evident deficiency observed in RAD21-depleted cells was the inability to divide properly, leading to the formation of multilobulated nuclei through endomitosis, which however still conserved the various global chromatin architectural features mentioned above (Cremer et al., 2020). This result might reconcile both the cohesive and the loop forming roles of cohesin. The telophase was in fact identified as a critical transition state when the mitotic condensin-mediated loops are lost and leave the stage to the interphase cohesin-mediated chromatin folding that emerges together with TADs positioning already at cytokinesis (Abramo et al., 2019).

The present work additionally addressed the question of a possible role of the SA1 subunit in the response to DNA damage (Figure 4.2.4.). SA1 is one of the alternative cohesin subunits from the Hawk protein family (Wells et al., 2017). The authors of the SA1 KO iMEF cell line used in this study showed that the homozygous knockout of SA1 results in embryonic lethality, while an heterozygous ablation leads to early development of tumors in adult mice (Remeseiro et al., 2012a). They showed that the decreased proliferation and aneuploidy of SA1 K0 mouse embryonic fibroblasts is due to the SA1specific role in telomeres cohesion and replication (Cuadrado et al., 2012; Remeseiro et al., 2012a). The alternative subunit SA2 was shown to be instead specific for centromeric cohesion (Canudas and Smith, 2009; Remeseiro et al., 2012a). SA1-containing cohesin complexes were shown to accumulate at promoters and at CTCF-bound sites, while SA1 knock out led to transcriptional dysregulation of
clusters of genes (Remeseiro et al., 2012b). Subsequent studies showed that both SA1 and SA2 can colocalize with CTCF sites, while only SA2-containing cohesin is found at non-CTCF enhancerpromoter contacts (Kojic et al., 2018). While SA1 was suggested to robustly organize TADs together with CTCF, SA2 was linked to tissue-specific transcriptional regulation (Cuadrado and Losada, 2020; De Koninck et al., 2020; Kojic et al., 2018).

In this work, upon validation of the SA1 KO in iMEF cells (Figure 4.2.3.; Supplementary Table ST1 and ST4), a decrease in $\gamma \mathrm{H} 2 \mathrm{AX}$ nuclear mean intensities was observed after irradiation with different Xray doses in the absence of SA1 (Figure 4.2.4. A - B; Supplementary Figure SF11; Supplementary Table ST4). Repair foci characterization by analysis of confocal microscopy images further proved that $\gamma \mathrm{H} 2 \mathrm{AX}$ foci were reduced in number in the nuclei of 2 Gy-irradiated SA1 KO cells (Figure 4.2.4. C - D; Supplementary Table ST4). Moreover, the volume and the focal intensity of $\gamma \mathrm{H} 2 \mathrm{AX}$ foci were also significantly decreased in SA1 KO cells (Figure 4.2.4. E - F; Supplementary Table ST4). Overall, the Hawk subunit proved to be involved in the signaling of DNA damage at different irradiation doses. In particular, the results from confocal microscopy suggest that the impairment lies in a deficiency of proper structuring of the $\gamma \mathrm{H} 2 \mathrm{AX}$ repair domains. An interesting outlook would be to define different contributions of the cohesin complex to the repair of euchromatin versus heterochromatin. The Scc1 subunit was proven to constrain the movements of Rad52 repair foci upon damage in yeast (Dion et al., 2013). The degree of chromatin mobility at sites of DSBs in the presence or absence of the different cohesin subunits in mammalian cells could be an additional outlook. Future perspective should also focus on clarifying the repair function of the alternative subunit SA2. Previous studies reported that the SA2-containing cohesin would be the main complex to be corecruited with NIPBL at sites of DNA lesions during S/G2 phases, preventing transcription from DSBs (Kong et al., 2014; Meisenberg et al., 2019). However, the results presented here clearly indicate that SA1 contributes to efficient signaling of DNA damage, hence the respective roles of the two alternative subunits require deeper investigation. Moreover, further characterization would require the concomitant knock down of CTCF, in order to precisely assess the interplay of the two architectural proteins in the definition of the chromatin domains that underlie the response to DNA damage.

Beyond the importance of the chromatin context (Scully et al., 2019), the hierarchical organization into domains indeed poses a space constraint that is likely regulating the repair of DNA damage through homologous recombination (HR), as this requires the proximity of a template (Bordelet and Dubrana, 2019). The cohesive role of the cohesin complex is thought to facilitate the homology search for the repair of DSBs and hence to promote HR between sister chromatids (reviewed in: Litwin et al., 2018; Phipps and Dubrana, 2022). Simultaneously, cohesin would safeguard the genome from
instability by preventing ectopic repair events. However, other findings suggested an involvement of cohesin also in the non-homologous end joining (NHEJ) pathway, although with unknown mechanisms (Gelot et al., 2016; Schär et al., 2004).

Early on, DNA damage was shown in human cells to stimulate the binding of cohesin SMC1 and SA1 subunits to chromatin, an event which required cohesin to interact with the MRX repair complex component MRE11 during S/G2 phase (Kim et al., 2002a). Moreover, SMC1 was shown to be phosphorylated by ATM upon ionizing irradiation (Kim et al., 2002b). The cohesin Smc1 and Scc1 subunits were found by ChIP to be recruited at DSB sites in budding yeast, with the formation of a 100 kb cohesin domain around a single DSB for post-replicative repair (Unal et al., 2004). In particular, H2AX phosphorylation by Mec1 and Tel1 kinases (corresponding to ATR and ATM in mammals) enabled a large domain to become permissive of cohesin binding, which was then promoted by Scc2 (NIPBL) and the MRX repair complex component Mre11 (Unal et al., 2004). NIPBL requirement for the accumulation of cohesin at DSBs (Ström et al., 2004; Unal et al., 2004) might suggest both de novo loading and enrichment through NIPBL-mediated loop extrusion (Arnould et al., 2021; Davidson et al., 2019). Eco1 was also shown to be triggered by DSBs (Unal et al., 2007). Subsequently, more protein regulators and cohesin post-translational modifications were shown to participate in the DNA damage response (reviewed in: Litwin et al., 2018; Phipps and Dubrana, 2022). For example, SUMOylation (small ubiquitin-like modifier; reviewed in: Ulrich, 2012) of cohesin by the SMC5/6 complex was proven necessary for cohesion upon DNA damage (Andrews et al., 2005; De Piccoli et al., 2006; McAleenan et al., 2012). The SMC5/6 complex might sense DNA damage through recognition of resected DSB ends by its ssDNA-binding motifs (Alt et al., 2017) or it might accumulate at DSB sites through interaction with the $\gamma \mathrm{H} 2 \mathrm{AX}$-binding protein Rtt107 (Leung et al., 2016). The work presented here is in line with recent findings showing that the $\gamma \mathrm{H} 2 \mathrm{AX}$ repair domains largely reflect and depend on the chromatin interactome of the DSB site (Collins et al., 2020). Inducing a DSB at a CTCF-bordered TAD anchor would lead to leaking of the $\gamma \mathrm{H} 2 \mathrm{AX}$ deposition to the neighboring TADs, confirming the role of chromatin architectural proteins in shaping DNA repair domains (Collins et al., 2020). Another work based on Hi-C and ChIP-seq highlighted the enrichment of "stripes" in the maps of contact frequencies on both sides of each DSB (Arnould et al., 2021), stripes which were previously correlated with cohesin stopping at CTCF-bound sites and accumulating upon loop extrusion (Fudenberg et al., 2016; Mirny et al., 2019; Vian et al., 2018). Depletion of SCC1 abolished the stripes pattern and also decreased $\gamma \mathrm{H} 2 \mathrm{AX}$ spreading (Arnould et al., 2021), in line with the results achieved here by microscopy analysis for the SA1 subunit (Figure 4.2.4.). It was proposed that cohesin would extrude chromatin loops away from both sides of the DSB site and that the histone
variant H2AX would get phosphorylated along with this one-sided extrusion (Arnould et al., 2021). Cohesin mediated loop extrusion of $\gamma \mathrm{H} 2 \mathrm{AX}$ repair units would also be consistent with previous findings from our laboratory (Natale et al., 2017). Through high-resolution 3D-SIM microscopy characterization, the size of $\gamma \mathrm{H} 2 \mathrm{AX}$ nano-foci was in fact assessed to agree with reported sizes of chromatin loops (median DNA content of a $\gamma \mathrm{H} 2 \mathrm{AX}$ nano-focus: 75 kb , see Natale et al., 2017; average size of a chromatin loop: 90 kb , see Buongiorno-Nardelli et al., 1982). Additionally, the impaired signaling of DNA damage (Natale et al., 2017) and the decreased survival (Mamberti et al., 2022) after ionizing radiation in CTCF-depleted cells are compatible with a model in which cohesin and CTCF cooperate to define chromatin functional domains for the signaling of DNA damage and its subsequent repair.

Emerging evidences found the cause of several types of cancer in the mutations of different cohesin subunits (Guo et al., 2013; Lawrence et al., 2014; Thol et al., 2014; Tothova et al., 2021). Moreover, cells derived from patients with mutations in SMC1, SMC3 or NIPBL were proven to be more sensitive to genotoxic agents (Mannini et al., 2012; Revenkova et al., 2009; Vrouwe et al., 2007). However, it has not yet been fully clarified whether this correlation is due to their role in cohesion and hence driven by chromosome segregation defects, or rather connected to their role in loop formation and related potential of transcriptional regulation (reviewed in Litwin et al., 2018; Losada, 2014).

Hi-C data indicates that in the absence of cohesin both loop domains and topologically associated domains are lost, however the higher order A/B compartments are maintained in both pre- and postmitotic RAD21-depleted cells (Cremer et al., 2020; Rao et al., 2017). Another study mapping genomic contacts in single cells indicated that in the absence of cohesin the borders of TADs are shifted in nearby positions, rather than being completely lost as indicated from population studies (Bintu et al., 2018). Not only CTCF but also housekeeping genes, transfer RNAs and short interspersed element (SINE) retrotransposons are enriched at TADs boundaries (Dixon et al., 2012). These findings together could suggest that TADs are rather "flexible" domains, whose emergence might be the outcome of concurrent factors and cohesin would act as the cherry on top of a cake, stabilizing the borders of such domains at their most favorable position. A/B compartments are mainly defined as active or inactive chromatin by their epigenetic composition (Lieberman-Aiden et al., 2009). The fact that they and the histone marks thereof are unaffected by cohesin depletion (Cremer et al., 2020; Rao et al., 2017) hints to the presence of different mechanisms of compartmentalization, possibly codriven by phase separation. Indeed different studies addressed the role of phase-separation into genome folding and the modeling of its coexistence with loop-extrusion could well explain different maps of contact frequencies obtained experimentally (Armaos et al., 2021; Birnie and Dekker, 2021;

Conte et al., 2022; Falk et al., 2019; Nuebler et al., 2018; Ryu et al., 2021). In conclusion, cohesin has a differential impact on chromatin structure at the higher and lower orders of organization. While the cohesin complex is essential in determining the structure and the size of DNA loops and local functional units such as the foci of DNA replication and DNA repair, the global genome architecture relies on the concomitant action of multiple different players.

### 4.4. Material and Methods

### 4.4.1. Cell culture

HCT-116 wild type and HCT116-RAD21-mAID-mClover cells (referred to as HCT116-RAD21-mAC cells in the main text; Natsume et al., 2016; Supplementary Table ST1) were grown at $37{ }^{\circ} \mathrm{C}$ in a humidified atmosphere with $5 \% \mathrm{CO}_{2}$ and cultured in DMEM high glucose (Cat. No.: D6429) supplemented with $50 \mu \mathrm{~g} / \mathrm{ml}$ gentamicin (Cat. No.: G1397), 2 mM L-glutamine (Cat. No.: G7513) and 10\% FCS (Cat. No.: F7524). SA1 WT and SA1 K0 iMEF cells (Supplementary Table ST1; provided by Dr. Ana Losada, Centro Nacional de Investigaciones Oncológicas (CNIO), Madrid, Spain; published in: Remeseiro et al., 2012a) were grown on microscopy slide coverslips and cultured in the same conditions, except 20\% FCS (Cat. No.: F7524), before fixation with $3.7 \%$ formaldehyde/1× PBS (Cat. No.: F8775; all catalog numbers above refer to Sigma-Aldrich Chemie GmbH, Steinheim, Germany).

### 4.4.2. RAD21 depletion in HCT116-RAD21-mAC cells

Both HCT-116 RAD21-mAC and HCT-116 wild type cells were seeded on $15 \mathrm{~mm} ø$ coverslips and cultured as described above. Once the cells attached, the medium was supplemented with $500 \mu \mathrm{M}$ auxin (IAA; \#I5148-2G, Sigma-Aldrich Chemie GmbH, Steinheim, Germany; 500 mM stock solutions in $\mathrm{ddH}_{2} \mathrm{O}$ ) to induce RAD21 degradation (Figure 4.2.1.). After 6 h , cells were fixed for 15' in $3.7 \%$ formaldehyde $/ 1 \times$ PBS at room temperature.

### 4.4.3. DNA halo preparation

HCT116-RAD21-mAC cells were incubated for 6 h in $500 \mu \mathrm{M}$ auxin for cohesin depletion. DNA halo preparation was largely performed according to (Guillou et al., 2010), see Figure 4.2.2. A for an experimental scheme. After washing the cells in $1 \times$ PBS they were incubated for $10^{\prime}$ in a buffer at $4^{\circ} \mathrm{C}$ containing 10 mM Tris $\mathrm{pH} 8,3 \mathrm{mM} \mathrm{MgCl} 2,0.1 \mathrm{M} \mathrm{NaCl}, 0.3 \mathrm{M}$ sucrose, protease inhibitors (freshly added to the buffer prior to use) $1 \mu \mathrm{M}$ pepstatin $\mathrm{A}, 10 \mu \mathrm{M}$ E64, 1 mM AEBSF and $0.5 \%$ Nonidet P40. All the following procedures were performed at room temperature. Subsequently DNA was stained for 4 ' with $2 \mu \mathrm{~g} / \mathrm{ml}$ DAPI. After $1^{\prime}$ in a second extraction buffer ( 25 mM Tris $\mathrm{pH} 8,0.5 \mathrm{M} \mathrm{NaCl}, 0.2 \mathrm{mM}$ $\mathrm{MgCl}_{2}$; protease inhibitors as in nuclei buffer and 1 mM PMSF were added fresh prior to use), cells
were incubated 4' in halo buffer ( 10 mM Tris pH $8,2 \mathrm{M} \mathrm{NaCl}, 10 \mathrm{mM}$ EDTA; protease inhibitors as in nuclei buffer and 1 mM DTT were added fresh prior to use). Eventually cells were washed 1' each in two washing buffers ( 25 mM Tris $\mathrm{pH} 8,0.2 \mathrm{mM} \mathrm{MgCl}$; the first buffer with and the second without 0.2 M NaCl . After 10 ' fixation in $4 \%$ formaldehyde/ $1 \times$ PBS, cells were washed twice in $1 \times$ PBS, mounted on slides with Vectashield ${ }^{\circledR}$ antifade medium (Cat. No.: NC9265087, Thermo Fisher Scientific, Walham, United States) and sealed with nail polish.

### 4.4.4. X-rays irradiation of SA1 WT and SA1 K0 iMEF cells.

SA1 WT and KO iMEF cells grown on microscopy slide coverslips were irradiated with $0,2,5$ or 10 Gy X-ray ( 1 Gy/58 s, $250 \mathrm{kV}, 10 \mathrm{~mA}$; Isovolt Titan, GE Sensing \& Inspection Technologies, Ahrensburg, Germany). After $30^{\prime}$ at $37^{\circ} \mathrm{C}$ in a humidified atmosphere with $5 \% \mathrm{CO}_{2}$, cells were fixed with $3.7 \%$ formaldehyde/ $1 \times$ PBS (experimental scheme in Figure 4.2.4. A).

### 4.4.5. RAD21 detection, SA1 and $\boldsymbol{\gamma} \mathbf{H} 2 A X$ immunostaining

All previously fixed cells were washed with $1 \times$ PBS, permeabilized 15 ' with $0.7 \%$ Triton $^{\text {TM }} \mathrm{X}-100$ (Cat. No.: T8787, Sigma-Aldrich Chemie GmbH, Steinheim, Germany) and washed again prior to the subsequent steps. Both HCT116-RAD21-mAC and HCT116 wild type cells (Figure 4.2.1.; Supplementary Figures SF8 and SF9) were counterstained with $1 \mu \mathrm{~g} / \mathrm{ml}$ DAPI for 10', dipped in $\mathrm{ddH}_{2} \mathrm{O}$, mounted with Vectashield ${ }^{\circledR}$ antifade medium (Cat. No.: NC9265087, Thermo Fisher Scientific, Walham, United States) and sealed on microscopy coverslides with nail polish. SA1 WT and KO iMEF cells (Figures 4.2.3., 4.2.4. and Supplementary Figure SF11) were blocked for 30' in 1\% BSA (Cat. No.: A4503, Sigma-Aldrich Chemie GmbH, Steinheim, Germany). For the immunostaining of SA1 (Figure 4.2.3.), cells were incubated overnight at $4^{\circ} \mathrm{C}$ with the primary rabbit anti-SA1 antibody (published in (Remeseiro et al., 2012a); see Supplementary Table ST2 for information on all antibodies). After washing $2 \times$ with $1 \times$ PBS for $5^{\prime}$ and $3 \times 10^{\prime}$ with $0.02 \%$ Tween ${ }^{\circledR} 20$, cells were incubated with the secondary goat anti-rabbit IgG (H + L) AF488 antibody for 1 h at room temperature. Washing followed as described above. DNA was counterstained and cells were mounted as described above. For the immunostaining of $\gamma \mathrm{H} 2 \mathrm{AX}$ (Figure 4.2.4. and Supplementary Figure SF11), cells were incubated overnight at $4^{\circ} \mathrm{C}$ with the primary mouse anti-phospho-histone H2A.X (Ser139) antibody. Subsequently, cells were incubated with the secondary donkey anti-mouse IgG (H + L) AF488 antibody for 1 h at room temperature. All dilutions mentioned above were done in $1 \times$ PBS, except antibody dilutions in $1 \%$ BSA $/ 1 \times$ PBS. Washing was performed after each antibody incubation, DNA was counterstained and cells mounted on microscopy coverslides as described above.

### 4.4.6. Microscopy imaging and analysis

For the quantification of RAD21 in HCT-116 RAD21-mAC cells (Figure 4.2.1. D; Supplementary Figure SF9), for the validation of SA1 K0 in iMEF cells shown in Figure 4.2.3. C and for the quantification of $\gamma \mathrm{H} 2 \mathrm{AX}$ shown in Figure 4.2.4. B, the samples were imaged at the high-content wide-field microscopy system Operetta ${ }^{\circledR}$ ( $40 \times / 0.95$ NA air objective; Jenoptik firecamj203 camera) and the images were analyzed on batch through a pipeline created with the Harmony ${ }^{T M}$ software - Version 3.5.1 - © 092013 (both PerkinElmer, see Supplementary Table ST3), mainly as described in the Supplementary Figure SF8. In particular, nuclei were identified based on the DNA - DAPI signal. The nuclei found on the border of each field were removed and the remaining nuclei were selected based on morphology parameters, such as size and roundness. The RAD21 - mClover (Figure 4.2.1. D; Supplementary Figure SF9), SA1 - AF488 (Figure 4.2.3. C) or $\gamma$ H2AX - AF488 (Figure 4.2.4. B) intensities were then measured within the nuclear mask of the selected nuclei. For Figure 4.2.1. D, the background level of 10 a.u. measured in the mClover channel for the untagged wild type HCT-116 (not engineered with any fluorescent tag; 10.23 and 10.56 a.u. in the untreated and auxin-treated WT cells, respectively; see Supplementary Figure SF9) was subtracted from all values measured of the untreated and auxintreated HCT116-RAD21-mAC cells. The percentages of cells with different amounts of residual RAD21 (shown along the boxplots in Figure 4.2.1. D) were calculated by subdividing the whole population of each sample into different ranges of intensities, exporting the number of cells included within each range and calculating the corresponding fraction in relation to the total number of cells imaged for that sample. Exemplary high-content images of WT HCT-116 and HCT116-RAD21-mAC cells are shown in Supplementary Figure SF8 B.

HCT-116 RAD21-mAC cells were additionally imaged at the wide-field microscope Zeiss Axiovert 200 (63×/1.4 NA Plan-Apochromat Oil Ph3 objective; Supplementary Table ST3; Axiovision software (version 4.8.2.0 SP3); AxioCam mRM camera) to produce the montages shown in Figure 4.2.1. D (left side) with the Fiji software (Fiji Is Just ImageJ, Version 1.53c; Schindelin et al., 2012).

For the measurements of chromatin loop sizes in HCT116-RAD21-mAC cells (Figure 4.2.2.; Supplementary Figure SF10), the nuclear scaffolds and the faded DNA halos were imaged at a widefield microscope (Zeiss Axioplan 2, Supplementary Table ST3; 100x/1.30 NA Plan-Neofluar Oil Ph3 objective; Axiovision software (version 4.8.2.0 SP3); AxioCam mRM camera). Exemplary images of DNA halos are shown in Figure 4.2.2. B-C. Both the total area (At) and the scaffold area (As) of each cell were manually segmented using the software Fiji (Version 1.53c; Schindelin et al., 2012) and the DNA halo area (Ah) calculated as a subtraction of the two (Ah = At - As). The DNA halo radius was
subsequently derived with the formula $R=\sqrt{ }(A h / \pi)$. Four biological replicates were prepared and measured (Figure 4.2.2. D-E; Supplementary Table ST4; Supplementary Figure SF10).

For the Figures 4.2.3. D, 4.2.4. C - F and Supplementary Figure SF11, the SA1 WT and SA1 KO iMEF samples were imaged at the confocal point scanner microscope Leica TCS SPE-II (mounted on a Leica DMi8 stand; software Leica Application Suite X (LAS X), © 2022 Leica Microsystems, Wetzlar, Germany; Supplementary Table ST3) with a $63 \times$ oil objective ( $63 \times / 1.30$ ACS APO Oil CS $0.17 / E 0.16$ ). The confocal microscopy images were processed with the Fiji software (Version 1.53c; Schindelin et al., 2012) to produce all shown image montages, and analyzed with the Volocity software (Version 6.3 - © 1998-2022 PerkinElmer Inc., Waltham, Massachusetts, United States) to extract the parameters plotted in Figures 4.2.4. D - F. With the Volocity software, the DAPI - DNA signal was used to create nuclear masks (pipeline: find objects in DAPI channel, automatic threshold, dilate and erode, fill holes). Within these nuclear masks, the AF488- $\gamma \mathrm{H} 2 \mathrm{AX}$ intensities were used to segment the repair foci (pipeline: find objects in AF488 channel, constant threshold using standard deviation, separate touching objects). The number of repair foci, the focal volume and the focal AF488- $\gamma \mathrm{H} 2 \mathrm{AX}$ sum intensities were then measured and exported as text tables to produce the plot in Figures 4.2.4. D - F. For all experiments, the results tables were analyzed in RStudio (Version 0.99.902- © 20092016 RStudio Inc., Boston, United States) to produce the plots shown. See Supplementary Figure SF2 for boxplot interpretation and Supplementary Table ST4 for all the statistics.

## 5. General discussion

It has not escaped our notice that replicons have an average size double than that of repair nano-foci, leading us to speculate that a replicon corresponds to two adjacent loops while the DNA damage signaling relies on one single loop (Chagin et al., 2016; Natale et al., 2017). This would nicely correlate with the fact that in most species, the replicon has twice the size of a loop, as reported by BuongiornoNardelli and colleagues (Buongiorno-Nardelli et al., 1982). Additionally, one could further hypothesize that each single loop in the double-loop replicon corresponds to a single fork being part of the bidirectional process of DNA replication.

Moreover, in both investigations by our laboratory it was shown that replication and repair foci as seen at conventional microscopy actually consist of clusters of 4-5 nano-foci when observed with super resolution microscopy, suggesting that the two consisted of multiple loops nested together into a domain (Chagin et al., 2016; Natale et al., 2017). Remarkably, the individual replication and damage repair nano-foci are extraordinarily similar at the superresolution light microscopy level and it is, in fact, very difficult to distinguish them when seen side-by-side, as depicted in Figure 5.1.

Buongiorno-Nardelli and colleagues (Buongiorno-Nardelli et al., 1982) predicted that replication would faithfully reproduce the chromosome structure at each cell cycle. This can easily be seen by labeling the cells with nucleotides and observing them with live cell microscopy: the replication pattern corresponding to the S-phase stage in which the cells were labeled is stably visible also in subsequent cell cycles, confirming that the structure determining replication units (a.k.a. replicons) is maintained over different generations, as already shown in 1994 by Sparvoli and colleagues in pea root cells using BrdU pulse labeling (Sparvoli et al., 1994). Jackson and Pombo also highlighted how individual replicon clusters could be stably detected in HeLa cell nuclei throughout successive cell cycles after BrdU pulse labeling (Jackson and Pombo, 1998). They made similar observations on stretched DNA fibers, where $95 \%$ of replicons labeled in one S-phase could again be detected in the next cycle (Jackson and Pombo, 1998).

In 2004, using directly labeled nascent DNA and time-lapse microscopy analysis over subsequent cell cycles it was shown in our laboratory that the replication units are stable sub-chromosomal foci, which are read in a defined temporal and spatial order during DNA synthesis in successive cell cycles (Sadoni et al., 2004). In particular, not only a given replication pattern was maintained through different cell generations, but it also colocalized with the replication machinery during the next phase of DNA synthesis, as detected by simultaneously imaging the Cy3-labeled nucleotides incorporated into newly synthetized DNA and their colocalization with replication machinery components in subsequent cell cycles (Sadoni et al., 2004).


Figure 5.1. DNA replication and repair units in human HeLa Kyoto cells using 3D-structured illumination microscopy. A 3D rendering of DNA replication units (red) in a cell labeled during early S-phase by a 10 ' pulse of the thymidine analogue CldU ( $10 \mu \mathrm{M}$ ) followed by detection using immunostaining. B 3D rendering of DNA damage response units (green) in a cell irradiated with 5 Gy X-rays, fixed half an hour later and immunostained for phosphorylated H2AX. C - D Central sections of the same cells as in (A - B), shown overlayed with the DNA stained with DAPI. E-F Central sections of the same cells as in (A - B), shown without DNA overlay.

Moreover, during the same S-phase, the replication machinery dissociated from one Cy3-labeled focus and reassembled at an adjacent new site (Sadoni et al., 2004). This suggested that the replication machinery reads the sub-chromosomal structures that are spatially next to each other. This concept was further developed into a model of domino-like progression of DNA replication, whereby the replication fork induces the firing of nearby origins (Löb et al., 2016; see also: MayaMendoza et al., 2010; Sadoni et al., 2004; Sporbert et al., 2002, 2005). Based on this proximity induced firing and taking into account the 3D folding of chromatin, the model was able to reproduce the spatio-temporal distribution of replication units that is commonly observed during S-phase progression (Löb et al., 2016).

Another striking similarity is found between the mean size of 185 kb for the so called "contact domains" measured by Rao and colleagues using Hi-C (Rao et al., 2014) and the mean inter-origin distance, equivalent to one replicon - 189 kb that we measured on stretched DNA fibers after replication labeling (Chagin et al., 2016).

If a replicon, sized as a (double) loop domain (as shown across multiple species and in multiple studies), is made up of two symmetrical forks, each of which has circa the same size of a repair nanofocus, we propose that DNA replication and DNA repair, being both global genomic processes, do indeed function by reading a basic chromatin loop unit maintained over cell generations and, hence, genome structure determines its function.

The agreement between the size of a loop, a repair nanofocus and a replication fork is even more striking when we consider that these measurements were achieved with different techniques. Loop sizes were achieved by DNA halo technique (Buongiorno-Nardelli et al., 1982), fork sizes were obtained on stretched DNA fibers (Chagin et al., 2016) and repair units by analysis of focal structures in situ (Natale et al., 2017). Hence, no matter which technique is utilized, the replication and the repair functions rely on the same structural unit, which is a DNA loop of circa $70-90 \mathrm{~kb}$ (Table 1.1.). Consequentially, two forks of a bidirectional replicon label a length of DNA that corresponds to a pair of loops, circa 160-190 kb (Table 1.2.). This is also supported by the observations of BuongiornoNardelli and colleagues, which showed that, on average, the replicon size is double the loop size in different species (Buongiorno-Nardelli et al., 1982).

This relationship is further supported by similarities in the kinetics of the two processes. Both replication and repair follow a spatio-temporal order, which is dictated by the fact that euchromatin gets processed earlier than heterochromatin. In both processes, we observe a pan-nuclear pattern of numerous fine foci at earlier stages, whereas focal structures get increasingly clustered at later time points (Chagin et al., 2016; Natale et al., 2017).

We and others have shown that depletion of cohesin increased loop size and replicon size (Cremer et al., 2020; Guillou et al., 2010) and, in addition, we showed that CTCF brings together single repair nano-foci into a cluster and that its absence impairs the spreading of these nano-foci (Natale et al., 2017). As these nano-foci correspond to single loops in size, we hypothesized that CTCF is bringing different loops together in a multi-loop cluster and that this clustering is required for the spreading of the histone modification on the single loops that are brought in proximity. Based on these observations, we can hypothesize that the loops extruded by the cooperation of CTCF and cohesin can have a functional significance in terms of DNA replication and repair. However, future investigations on loop dynamics and the presence and absence of these and other proteins will help us to better elucidate how the structural units of replication and repair are dynamically maintained in living cells.

A reduced nuclear level of CTCF was previously shown to impact the signaling of DNA damage and the subsequent DNA repair (Natale et al., 2017). Here these studies were expanded to two different human tumor cell lines through RNA interference and a mouse embryonic cell line engineered with an auxin inducible degron for the depletion of CTCF. By exploiting these different cellular systems and by applying different degrees of CTCF depletion and radiation damage, it was confirmed that the absence of this architectural protein impairs the cellular survival to ionizing radiation, in a dose dependent way (Figures 3.1.3. and 3.1.6.). Through a collaboration with Dr. M. Scholz (GSI, Darmstadt), we could define a model in which the amount of CTCF is sufficient to predict cellular radioresistance simply by assuming a reverse relationship between the nuclear level of CTCF and the size of chromatin domains (Figures 3.1.4., 3.1.7. and 3.1.8.).

A partial CTCF depletion itself caused a general impairment of cell cycle progression, with an increasing percentage of mouse cells stalling in G1 and a diminished progression through S-phase (Figure 3.2.2.). This is in line with the knowledge that a complete KO of this protein results in early embryonic lethality in mice and that a nearly full depletion also leads to cell death upon a few days of cell culture in mouse embryonic stem cells. CTCF might also play a role in DNA replication, as this study highlighted a partial colocalization of CTCF foci with DNA replication units, during ongoing replication, while the colocalization with the previously replication-labeled DNA vanishes with increasing chase of time (Figure 3.2.1.). This indicates two possible scenarios. In the first one, DNA would reel through the loop border defined by CTCF while getting replicated, hence the incorporated nucleotides would always be found in the same position of CTCF at the time of incorporation. The alternative is that CTCF gets recruited to DNA replication sites or it is even necessary for the replication machinery to load on the DNA that has to be duplicated. From the point of view that the
replication machinery is probably not a fixed so-called "replication factory" through which the DNA is moving, but instead rather soluble and dynamic, the idea that CTCF might serve as a platform or as the director of an orchestra fits better. If the DNA would reel through bound CTCF, there would only be colocalization without changes of intensity, but at confocal resolution, we could appreciate that the intensity of CTCF in the replication foci is higher than elsewhere in the nucleus. This suggests a temporal enrichment of CTCF at the sites where DNA gets duplicated. A much higher accumulation of CTCF at DNA replication sites was observed when FISH was coupled with EdU labeling to detect the replicating Xi and Y sex chromosomes. Given the high compaction of the inactive X and Y chromosomes, one could argue that such enrichment is only due to more CTCF bound to keep the inactive chromatin highly wrapped. This argument fails because CTCF is present at the inactive X and Y chromosomes at the time of their replication, but is simultaneously absent on the not replicating Xa and Y chromosomes (Figure 3.2.3.).

On the other hand, the cohesin complex was also shown to impact chromatin structure, DNA repair (in this study) and DNA replication (see e.g.: Cremer et al., 2020; Guillou et al., 2010; Remeseiro et al., 2012a). Upon degradation of RAD21 in an AID-engineered human colorectal cancer cell line and extraction of chromatin with anionic detergent, the sizes of DNA loops showed a double median value and increased up to ten fold compared to untreated cells with wild type RAD21 levels (Figure 4.2.2.). These DNA halo results suggest that in the absence of cohesin-mediated loop extrusion, the structure of DNA loops gets misregulated in length, abnormally large and irregularly shaped (see Figure 4.2.2. B - C for representative images). This loss of structure might of course lead to the impairment of those genomic functions that rely on a loop-scaffold to work properly.

Our collaborators showed with live-cell microscopy that RAD21-depleted cells went through a mitotic catastrophe ending up in multilobulated nuclei, in which, however, chromosome territories were unaffected (Cremer et al., 2020). Furthermore, they could observe that DNA replication patterns were also maintained, however a slight difference in the volume and in the number of replication foci was observed (Cremer et al., 2020).

In this study, SA1 KO mouse embryonic fibroblast cells exhibited a decreased signaling of DNA damage at half an hour post X-rays irradiation for any tested dose (Figure 4.2.4. B). Nuclear $\gamma \mathrm{H} 2 \mathrm{AX}$ intensities in SA1 KO cells were in fact lower than in wild type cells, as measured with high-content wide-field microscopy. The analysis of confocal microscopy images revealed that not only the $\gamma \mathrm{H} 2 \mathrm{AX}$ focal intensity is diminished but also the number and the volume of repair foci is decreased in knock out cells (Figure 4.2.4. C - F). These results suggest a role for the cohesin subunit SA1 in structuring the chromatin loops for the correct deposition of H2AX phosphorylation. In future studies, the
impairment of $\gamma \mathrm{H} 2 \mathrm{AX}$ spreading in SA1 K0 cells could be further investigated in terms of dynamics over time, recruitment of repair factors and survival studies. Furthermore, these DNA repair studies should be applied in parallel to SA2 knock out cells, to assess the precise involvement of each of the two mammalian isoforms and ultimately clarify their respective responsibilities in shaping genomic functions. Given the previous results from our laboratory on the impairment of $\gamma \mathrm{H} 2 \mathrm{AX}$ signaling upon CTCF knock down (Natale et al., 2017) and the results shown in this study on the decreased survival of CTCF-depleted cells, a very important step would be to compare the reported results with research on cells in which a double knock down of both CTCF and cohesin is achieved.

## 6. Conclusions and outlook

DNA replication and DNA repair were chosen as representative markers of essential genomic functions, in order to investigate the relationship between chromatin structure and genome function. Both of them are global genomic processes that involve the whole genome with a precise spatiotemporal progression, which reflects chromatin organization into eu- and hetero-chromatin. Overall, we can affirm that genomic functions such as DNA replication and the repair of DNA damage are closely related to the chromatin organization within the nucleus of mammalian cells. In particular, both genomic processes appear as nano focal structures and clusters thereof when observed with high resolution microscopy and these resulted to have a DNA content that is in the range of DNA loops (70-200 kbp), as measured with different techniques.

The chromatin architectural proteins CTCF and cohesin are the major players of chromatin loop extrusion and work together to define chromatin domain boundaries. Although the mechanistic insights are not yet fully elucidated, the results presented in this work could prove that these loopextruding proteins do affect both genomic processes of DNA replication and DNA repair (see Figure 6.1. for a schematic summarizing all major results presented here). The lack of CTCF anchoring was proven to lead to an increased clustering of double strand breaks, which dramatically impact cellular survival to damage. CTCF was shown to be also involved in DNA replication, to be especially enriched in the replicating inactive X and Y chromosomes, and to sustain the synchrony of Y chromosome replication. The cohesin subunit RAD21 proved to be required for an ordered structure of chromatin loops. The cohesin subunit SA1 showed to be necessary for the functional spreading of $\gamma \mathrm{H} 2 \mathrm{AX}$ repair foci upon ionizing radiation. Overall, the results of this thesis highlight the impact of chromatin structure over global genomic functions. The depletion of chromatin architectural proteins impaired different features of the DNA replication and repair units. Genomic functions were hence proven to rely on the underlying chromatin structure, with each functional unit being interrelated with the structure provided by CTCF and cohesin.

Future studies will need to clarify the precise mechanisms and dynamics behind this interrelationship. The weight of the contribution of each cohesin subunit and CTCF has to be defined in more detail. The interaction of these two architectural proteins with the major players of DNA replication and DNA repair has to be elucidated. Lastly, all findings should be put in frame with other nuclear processes, such as phase separation and transcription. Ultimately, filling these gaps will help us to achieve a full sight of the nuclear drawing that is hidden within our cells.


Figure 6.1. CTCF and cohesin orchestrate the spatio-temporal regulation of global genomic functions by structuring chromatin into functional loops and domains.
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8. Supplementary material
8.1. Supplementary figures

Supplementary Figure SF1: Image analysis pipeline for high-content wide-field images.


Input raw images obtained with a high-content wide-field microscope (Supplementary Table ST3) were analyzed to obtain nuclear intensity values of DNA (DAPI) and CTCF (A594 in HeLa Kyoto and U2OS cells; GFP in mESC-AID-CTCF cells). An example for HeLa Kyoto cells is shown. First, nuclei were identified and segmented based on the DNA signal. The nuclei touching the edge of the image were excluded. The morphological properties of nuclei were calculated and used to select nuclei. The nuclear DNA and CTCF intensities were calculated for the selected nuclei and plotted upon different calculations shown in the above table. Background subtraction was applied in Figure 3.1.1. (C, E), Figure 3.1.5. (B, C), Supplementary Figure SF5 B; for HeLa Kyoto and U2OS, the background was measured in cells stained with the primary antibody being omitted; for mESC-AID-CTCF cells, the background was measured in ES-E14TG2a WT cells which do not have any CTCF-GFP-tag. Normalization to DNA content was applied in Figure 3.1.1. E upon background subtraction. Normalization to control was applied in Figure 3.1.2. (B, C), Figure 3.1.5. (B, C), Supplementary Figure SF5 B.

## Supplementary Figure SF2: Boxplot data visualization.



Boxplots allow to visualize the main statistics of a dataset. The "box" contains $50 \%$ of the observations, with the median value depicted as a line in it. The higher and lower borders of the box respectively represent the upper and lower quartile of the distribution. The remaining $50 \%$ of the observations is contained in the "whiskers" that depart from the box. The extreme values at the whiskers represent instead the maximum and minimum data points that are not considered outliers, as lying at $+/-1.5$ times the interquartile range.

Supplementary Figure SF3: Colony formation images.

|  | Hela Kyoto |  | U20s |  | mesc-aid-ctcf |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (Gy) | GFP KD | CTCF KD | GFP KD | CTCF KD | $0 \mu \mathrm{M}$ | $25 \mu \mathrm{M}$ | $500 \mu \mathrm{M}$ | $1000 \mu \mathrm{M}$ |
| 0 |  |  |  | $\square$ |  |  |  |  |
| 1 | $\square$ |  |  |  | \% |  | 4 |  |
| 2 |  |  |  |  |  |  |  |  |
| 3 |  |  |  |  | 4, |  |  |  |
| 4 |  |  |  |  |  |  |  |  |
| 5 | $\square$ |  | $\square$ |  |  |  | ש |  |
| 6 |  |  |  |  | $\%$ |  |  |  |
| 7 |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  |  |  |  |
| 9 |  |  |  |  |  |  |  |  |
| 10 |  |  | $\square$ |  |  |  |  | $\bigcirc$ |

A complete set of images of colony formation of HeLa Kyoto, U2OS and mESC-AID-CTCF cells is shown (see methods section 3.1.4.5. for details). $\mathrm{D}(\mathrm{Gy})=\mathrm{X}$-rays dose; $0-1000 \mu \mathrm{M}=$ auxin concentration.

Supplementary Figure SF4: Survival curves and modeling predictions with equal y axis.


The experimental survival curves (Figure 3.1.3.) and relative modeling prediction (Figure 3.1.4.) of HeLa Kyoto and U2OS were plotted with a different scale on the y axis, due to the very different radiosensitivity of the two cell lines, with the scaling that better suited their visualization. Here both the experimental data (A, B) and the model predictions ( $\mathrm{C}, \mathrm{D}$ ) are plotted by using the same scaling that was chosen for U2OS, to allow direct comparison. The modeling (C, D) was provided by Dr. Michael Scholz (GSI, Darmstadt). Whiskers = error bars (see the footer of Supplementary Table ST6 for the calculation of the relative error); fitting curve weighted by:

$$
\text { Relative error }=\text { mean normalized number of colonies } x \frac{1}{\sqrt{(\text { mean raw number of colonies })}}
$$

Supplementary Figure SF5: Time course validation of the CTCF-degron kinetics.

A
CTCF-degron kinetics time course in mESC-AID-CTCF cells


| [Auxin] | Median |  |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 25 uM | 1.35 | 1.07 | 0.57 | 0.32 | 0.09 | 0.08 | 0.18 | 0.37 | 0.38 | 0.72 | 0.66 | 1.93 | 1.49 |
| 500 uM | 1.09 | 0.82 | 0.23 | 0.17 | 0.04 | 0.09 | 0.16 | 0.08 | 0.23 | 0.33 | 0.44 | 1.04 | 1.16 |
| 1000 uM | 1.17 | 0.91 | 0.21 | 0.06 | -0.002 | 0.01 | 0.10 | 0.08 | 0.20 | 0.41 | 0.73 | 1.07 | 1.04 |

A Experimental scheme of the time course experiment: different auxin concentrations ( $0,25,500,1000 \mu \mathrm{M}$ ) were applied for 4 hours to mESC-AID-CTCF cells (Supplementary Table ST1), then auxin was washed off and replaced with fresh medium to allow CTCF recovery; cells were collected at different time points during the auxin treatment and upon washing off, imaged with high content microscopy (Supplementary Table ST3) and CTCF intensity values were measured (Supplementary Figure SF1); B After subtracting the background measured in untagged WT ES-E14TG2a (Supplementary Table ST1), the mean CTCF-GFP intensities were normalized to (divided by) the median value of the respective time 0 h of each auxin treatment and plotted as boxplots (see Supplementary Figure SF2 for boxplot interpretation). The results are based on three biological replicates.

Supplementary Figure SF6: Anti-colocalization of CTCF and not replicating sex chromosomes.


CTCF is not enriched in the not replicating X chromosome (in somatic C2C12 cells) and in the Y chromosome (in J1 and mESC-AID-CTCF mouse embryonic stem cells; Supplementary Table ST1). Cells were processed as described in the legend of Figure 3.2.3. A). In short, cells were fixed upon 30 ' pulse labeling with $10 \mu \mathrm{M}$ EdU. EdU detection, CTCF immunostaining and X or Y chromosome FISH followed (Supplementary Table ST2, ST7 and ST8). After confocal imaging (Supplementary Table ST3), colocalization was visualized with the Fiji software by plotting the color profile along an overlaid arrowed line (white arrow in the merged RGB image of each montage, right side; scale bar: $10 \mu \mathrm{~m}$ ). The corresponding intensity profiles shows that when the sex chromosomes are not replicating, there is no enrichment of CTCF (on the right side of each montage). The not replicating chromosomes are recognized as no EdU signal is overlapping the FISH signal in the images, nor any EdU peak is overlapping the FISH intensity peak in the color profile plots. The overlaid black arrows indicate the not replicating chromosomes in the image montages and the corresponding peak of FISH signal intensity in the color profile plots.

## Supplementary Figure SF7: mAID validation relative to Y chromosome experiments.


mESC-AID-CTCF cells (Supplementary Table ST1) were imaged with a high content wide-field microscope (Supplementary Table ST3) and CTCF-GFP-tag nuclear mean intensities were measured. Upon background subtraction as measured in wild type ES-E14TG2a cells (not bearing any GFP-tag; subtracted value: 38.8 a.u.; median in untreated WT: 38.79 a.u., auxin-treated WT: 38.80 a.u.; pipeline in Supplementary Figure SF1), and normalization to the median value in untreated cells, a residual $6 \%$ CTCF was calculated in auxin-treated cells. A two-sided Wilcoxon test was performed to test significance ( $p<0.0001$ ). In particular, circa $80 \%$ of auxintreated cells showed less than $10 \%$ residual values and circa $14 \%$ cells showed less than $50 \%$ residual CTCF, as shown in the right panel (Supplementary Table ST4).

Supplementary Figure SF8: Image analysis pipeline for RAD21 degron validation.


A Pipeline for image analysis of high-content microscopy images. Both untagged WT HCT116 and HCT116-RAD21-mAC cells (Supplementary Table ST1) were imaged with a high-content wide-field microscope (Supplementary Table ST3). White rectangular overlays show a zoom-in of a cell from the shown image field throughout the pipeline. Nuclear masks were segmented based on the DNA - DAPI signal, the nuclei on the borders of each field were removed and the remaining nuclei were selected by morphology characteristics. The RAD21 - mClover (Figure 4.2.1.) nuclear mean intensities were then measured within the selected nuclear masks. For the measurement of SA1 - AF488 (Figure 4.2.3.) or $\gamma \mathrm{H} 2 \mathrm{AX}$ - AF488 (Figure 4.2.4. B) nuclear mean intensities, the same pipeline was used, except background subtraction. B Example images of untreated and auxin-treated WT HCT116 and HCT116-RAD21-mAC cells and corresponding mClover nuclear mean intensity.

The images on the left side are an example of high-content wide-field microscopy images for each sample. From each image, one cell is selected and shown magnified in the corner (white rectangular areas). The untagged wild type HCT-116 had a median mClover value of 10.23 and 10.56 a.u. in the untreated and auxin-treated WT cells, respectively. A background value of 10 a.u. was therefore subtracted from the engineered HCT116-RAD21-mAC cells to produce the plot shown in Figure 4.2.1. D.

Supplementary Figure SF9: Quantification of RAD21 depletion: single replicates.


A mClover nuclear mean intensity in WT HCT116 and HCT116-RAD21-mAC cells (Supplementary Table ST1), single replicates. Cells were analyzed as described in Supplementary Figure SF8. The boxplot shows the results for the single biological replicates of each cell line and treatment, which were then merged to obtain the plot in Figure 4.2.1. D. B An example of wide-field images is shown as a montage (single channels plus merged image, produced with the Fiji software) for each biological replicate of the untreated and auxin-treated HCT116-RAD21-mAC samples (scale bar: $10 \mu \mathrm{~m}$ ). In both A and B: C $=$ control ( $0 \mu \mathrm{M}$ auxin) and $\mathrm{A}=$ auxin-treated ( 500 $\mu \mathrm{M}$ auxin); $1,2,3=$ number of the biological replicate (statistics in Supplementary Table ST4).

Supplementary Figure SF10: DNA halo area in RAD21-depleted cells: single replicates.


The measurements of DNA halo areas is shown for each biological replicate ( $1,2,3$ ) of the untreated control (C $=0 \mu \mathrm{M}$ auxin, light gray) and auxin-treated $(\mathrm{A}=500 \mu \mathrm{M}$ auxin, dark gray) HCT116-RAD21-mAC cells (Supplementary Table ST4; see Figure 4.2.2. D for the results comprising all replicates).

## Supplementary Figure SF11: Images of SA1 WT/KO iMEF cells after X-rays and $\gamma \mathbf{H} 2 \mathrm{AX}$ detection.



Example of confocal images of X-rays irradiated SA1 WT (left panels) and SA1 KO (right panels) iMEF cells. SA1 WT and KO iMEF cells (Supplementary Table ST1) were irradiated with 0, 2, 5, 10 Gy X-rays and fixed after 30' at $37^{\circ} \mathrm{C}$. Upon $\gamma \mathrm{H} 2 \mathrm{AX}$ immunostaining (Supplementary Table ST2), cells were imaged by confocal microscopy (Supplementary Table ST3) and montages of confocal images were produced with the Fiji software (scale bar: $10 \mu \mathrm{~m}$ ). Each montage corresponds to samples irradiated with the X-ray dose indicated on the left side. The corresponding samples were imaged also with high-content wide-field microscopy to measure $\gamma \mathrm{H} 2 \mathrm{AX}$ nuclear mean intensities as shown in Figure 4.2.4. B.

### 8.2. Supplementary tables

Supplementary Table ST1: Cell line characteristics.

| Name | Species | Type | Identifier | Reference | Thesis chapter |
| :---: | :---: | :---: | :---: | :---: | :---: |
| HeLa Kyoto | Homo sapiens | cervical carcinoma | RRID*: CVCL_1922 | $\begin{aligned} & \text { (Erfle et al., } \\ & 2007) \end{aligned}$ | 3.1., 3.2. |
| U20S | Homo sapiens | osteosarcoma | RRID: CVCL_0042 | (Pontén and Saksela, 1967) | 3.1. |
| mESC-AID-CTCF (E14Tg2a OsTir1 CTCF-AID-eGFP) | Mus musculus | embryonic stem | EN52.9.1 | $\begin{aligned} & \text { (Nora et al., } \\ & 2017 \text { ) } \end{aligned}$ | 3.1., 3.2. |
| ES E14TG2a | Mus musculus | embryonic stem | RRID: CVCL_9108 | $\begin{aligned} & \text { (Hooper et al., } \\ & \text { 1987) } \end{aligned}$ | 3.1., 3.2. |
| ES J1 | Mus musculus | embryonic stem | RRID:CVCL_6412 | $\begin{gathered} \text { (Li et al., } \\ \text { 1992) } \end{gathered}$ | 3.2. |
| C2C12 | Mus musculus | myoblast | RRID:CVCL_0188 | (Yaffe and Saxel, 1977) | 3.2. |
| HCT116-RAD21mAC <br> (HCT116 CMVOsTIR1 RAD21-mAIDmClover) | Homo sapiens | colon carcinoma | GSE145099 | (Natsume et al., 2016) | 4.2.1., 4.2.2. |
| HCT116 | Homo sapiens | colon carcinoma | RRID:CVCL_0291 | (Brattain et al., 1981) | 4.2.1., 4.2.2. |
| iMEF SA1 WT | Mus musculus | embryonic fibroblast | RRID:CVCL_A7BM, AVI2606.3 | (Remeseiro et al., 2012a) | 4.2.3., 4.2.4. |
| iMEF SA1 K0 | Mus musculus | embryonic fibroblast | AVI2606.5 | (Remeseiro et al., 2012a) | 4.2.3., 4.2.4. |

*RRID: Resource Identification Initiative Identifier

Supplementary Table ST2: Primary and secondary antibody characteristics.

| Reactivity (clone) | Host | Dilution | Application | Cat \# | Company/Reference | Thesis chapter |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| anti-CTCF | rabbit | 1:800 | IF | 2899 | Cell Signaling Technology, Danvers, Massachusetts, USA | 3.1., 3.2. |
| anti-SA1 | rabbit | 1:350 | IF | - | (Remeseiro et al., 2012a) | 4.2.3. |
| anti-phospho- <br> Histone H2A.X <br> (Ser139) <br> (JBW301) | mouse | 1:800 | IF | 05-636 | Sigma Aldrich, Merck KGaA, Darmstadt, Deutschland | 4.2.4., 5.1. |
| anti-BrdU (for CldU detection) | rabbit | 1:800 | IF | $\begin{gathered} 600-401- \\ \text { C29 } \end{gathered}$ | Rockland Immunochemicals, Pottstown, Pennsylvania, USA | 5.1. |
| anti-rabbit IgG <br> AlexaFluor 594 | goat | 1:800 | IF | $\begin{gathered} 111-585- \\ 144 \end{gathered}$ | Jackson <br> ImmunoResearch Europe Ltd, Cambridge House, UK | 3.1., 3.2., 5.1. |
| anti-rabbit IgG AlexaFluor 488 | goat | 1:800 | IF | A11034 | Invitrogen, Thermo Fisher, Waltham, Massachusetts, USA | 4.2.3. |
| anti-mouse IgG AlexaFluor 488 | donkey | 1:800 | IF | $\begin{gathered} 715-545- \\ 150 \end{gathered}$ | The Jackson Laboratory, Bar Harbor, ME, USA | 4.2.4., 5.1. |
| Streptavidin Cy5 | - | 1:300 | FISH** probe detection | PA45001 | Sigma-Aldrich, St Louis, MO, USA | 3.2.2.3. |

[^1]
## Supplementary Table ST3: Imaging system characteristics.

$\left.\begin{array}{|c|c|c|c|c|c|c|}\hline \text { Microscope/ } & \begin{array}{c}\text { Lasers/ } \\ \text { Company }\end{array} & \begin{array}{c}\text { Filters } \\ \text { (exps em. [nm]) } \\ *\end{array} & \begin{array}{c}\text { Objectives } \\ \text { /lenses }\end{array} & \begin{array}{c}\text { Detection } \\ \text { system }\end{array} & \text { Application } & \text { Thesis } \\ \text { chapter }\end{array}\right]$

[^2]Supplementary Table ST4: Plot statistics.

| Figure | Cell <br> line | \# biological replicate / Sample | n* | Median | Mean | StDev** |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3.1.1. C | $\begin{gathered} \mathrm{HK} \\ \text { U2OS } \end{gathered}$ | CTCF-stained | 10535 | 211984 | 218612.2 | 71008.61 |
|  |  | CTCF-stained | 6189 | 433944 | 472436.1 | 224604.9 |
|  |  | Secondary Ab | 23062 | 42593 | 44628.13 | 14203.24 |
| 3.1.1. E | $\begin{gathered} \text { HK } \\ \text { U2OS } \end{gathered}$ | CTCF-stained | 10535 | 0.124 | 0.127 | 0.03 |
|  |  | CTCF-stained | 6189 | 0.213 | 0.220 | 0.09 |
| 3.1.2. B | HK | $\begin{gathered} \text { \#1 GFP KD } \\ \text { \#1 GFP KD norm. } \end{gathered}$ | $\begin{aligned} & 16371 \\ & 16371 \end{aligned}$ | $119417$ $1$ | $\begin{gathered} 125964.87 \\ 1.055 \end{gathered}$ | $\begin{gathered} 48122.56 \\ 0.40 \end{gathered}$ |
|  |  | \#1 CTCF KD - 24 h | 25001 | 74500 | 8018.61 | $34354$ |
|  |  | \#1 CTCF KD - 24 h norm. | 25001 | 0.624 | 0.671 |  |
|  |  | \#1 CTCF KD - 48 h | 5256 | 106585 | 113491.49 | 46631.52 |
|  |  | \#1 CTCF KD - 48 h norm. | 5256 | 0.893 | 0.950 | 0.39 |
|  |  | \#1 CTCF KD - 72 h | 10830 | 94238.5 | 96642.94 | 28445.63 |
|  |  | \#1 CTCF KD-72 ${ }^{\text {norm. }}$ | 10830 | 0.789 | 0.809 | 0.24 |
|  |  | \#2 GFP KD | 9006 | 187191.5 | 214236.6 | 103824.3 |
|  |  | \#2 GFP KD ${ }^{\text {norm }}$ | 9006 | 1 | 1.144 | 0.55 |
|  |  | \#2 CTCF KD - 24 h | 1984 | 114575 | 120246.6 | 39725.25 |
|  |  | \#2 CTCF KD - 24 h norm. | 1984 | 0.612 | 0.642 | 0.21 |
|  |  | \# 2 CTCF KD-48 h | 5325 | 114618 | 120878.1 | 44490.31 |
|  |  | \#2 CTCF KD - 48 h norm. | 5325 | 0.612 | 0.646 | 0.24 |
|  |  | \# 2 CTCF KD-72 h | 5539 | 122086 | 125749.2 | 40343.11 |
|  |  | \#2 CTCF KD-72 ${ }^{\text {norm. }}$ | 5539 | 0.652 | 0.672 | 0.22 |
|  |  | \#3 GFP KD | 25852 | 186725 | 197557.8 | 78690.65 |
|  |  | \#3 GFP KD ${ }^{\text {norm. }}$ | 25852 | 1 | 1.058 | 0.42 |
|  |  | \#3 CTCF KD - 24 h | 4714 | 118828 | 123747 | 39584.56 |
|  |  | \#3 CTCF KD - 24 h norm. | 4714 | 0.636 | 0.663 | 0.21 |
|  |  | \#3 CTCF KD - 48 h | 4934 | 107419 | 112492.3 | 38473.35 |
|  |  | \#3 CTCF KD - 48 h norm. | 4934 | 0.575 | 0.602 | 0.21 |
|  |  | \# 3 CTCF KD-72 h | 8750 | 114225 | 118252.1 | 37748.7 |
|  |  | \#3 CTCF KD - 72 h norm. | 8750 | 0.612 | 0.633 | 0.20 |
|  |  | GFP KD ${ }^{\text {merged }}$ | 51229 | 1 | 1.072 | 0.44 |
|  |  | CTCF KD-24 h merged | 31699 | 0.625 | 0.668 | 0.27 |
|  |  | CTCF KD - 48 h merged | 15515 | 0.665 | 0.735 | 0.33 |
|  |  | CTCF KD - 72 h merged | 25119 | 0.693 | 0.718 | 0.24 |


| 3.1.2. C | U20S | $\begin{gathered} \text { \#1 GFP KD } \\ \text { \#1 GFP KD norm. } \end{gathered}$ | $\begin{aligned} & 2648 \\ & 2648 \end{aligned}$ | 584249.5 1 | $\begin{gathered} 678319.04 \\ 1.161 \end{gathered}$ | $\begin{gathered} 351112.56 \\ 0.60 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | \#1 CTCF KD - 24 h | 1640 | 298600 | 313054.54 | 87753.73 |
|  |  | \#1 CTCF KD - 24 h norm. | 1640 | 0.511 | 0.536 | 0.15 |
|  |  | \#1 CTCF KD - 48 h | 2424 | 288488 | 301797.55 | 89412.46 |
|  |  | \#1 CTCF KD - 48 h norm. | 2424 | 0.494 | 0.517 | 0.15 |
|  |  | \#1 CTCF KD-72 h | 1174 | 608136.5 | 638074.45 | 260539.93 |
|  |  | \#1 CTCF KD - 72 h norm. | 1174 | 1.041 | 1.092 | 0.45 |
|  |  | \#2 GFP KD | 1315 | 954110 | 1024028 | 362094.9 |
|  |  | \#2 GFP KD ${ }^{\text {norm. }}$ | 1315 | 1 | 1.073 | 0.38 |
|  |  | \#2 CTCF KD - 24 h | 1040 | 480750 | 536206.3 | 249541.6 |
|  |  | \#2 CTCF - 24 h norm. | 1040 | 0.504 | 0.562 | 0.26 |
|  |  | \#2 CTCF KD - 48 h | 602 | 534528 | 601806 | 251735.9 |
|  |  | \#2 CTCF KD - 48 h norm. | 602 | 0.560 | 0.631 | 0.26 |
|  |  | \#2 CTCF KD - 72 h | 471 | 462839 | 478718.1 | 186801.3 |
|  |  | \#2 CTCF KD - 72 h norm. | 471 | 0.485 | 0.502 | 0.20 |
|  |  | \#3 GFP KD | 317 | 1812784 | 1864035 | 626358.7 |
|  |  | \#3 GFP KD ${ }^{\text {norm. }}$ | 317 | 1 | 1.028 | 0.35 |
|  |  | \#3 CTCF KD - 24 h | 324 | 937947.5 | 985970 | 314408.3 |
|  |  | \#3 CTCF KD - 24 h norm. | 324 | 0.517 | 0.544 | 0.17 |
|  |  | \#3 CTCF KD - 48 h | 259 | 1155118 | 1220088 | 467461.1 |
|  |  | \#3 CTCF KD - 48 h norm. | 259 | 0.637 | 0.673 | 0.26 |
|  |  | \#3 CTCF KD - 72 h | 288 | 1128024 | 1205586 | 470095.8 |
|  |  | \# CTCF KD - 72 h norm. | 288 | 0.622 | 0.665 | 0.26 |
|  |  | GFP KD ${ }^{\text {merged }}$ | 4280 | 1 | 1.124 | 0.53 |
|  |  | CTCF KD - 24 h merged | 3004 | 0.510 | 0.546 | 0.20 |
|  |  | CTCF KD - 48 h merged | 3285 | 0.514 | 0.550 | 0.20 |
|  |  | CTCF KD - 72 hmerged | 1933 | 0.789 | 0.885 | 0.46 |
| 3.1.5. B | AID | \#1-0 $\mu \mathrm{M}$ Aux | 2154 | 57.56 | 58.89 | 12.67 |
|  |  | \#2-0 $\mu \mathrm{M}$ Aux | 4292 | 59.69 | 60.00 | 10.85 |
|  |  | \#3-0 $\mu \mathrm{M}$ Aux | 1952 | 57.77 | 58.05 | 11.54 |
|  |  | \# $4-0 \mu \mathrm{M}$ Aux | 3680 | 58.72 | 58.82 | 11.16 |
|  |  | $0 \mu \mathrm{M}$ AUX merged | 12078 | 58.81 | 59.13 | 11.42 |
|  |  | $0 \mu \mathrm{M}$ AUX subtr. | 12078 | 41.86 | 42.18 | 11.42 |
|  |  | $0 \mu \mathrm{M}$ AUX norm. | 12078 | 1 | 1.007 | 0.27 |
|  | AID | \#1-25 $\mu \mathrm{M}$ AUX | 3605 | 18.24 | 21.28 | 10.06 |
|  |  | \#2-25 $\mu \mathrm{M}$ AUX | 2284 | 18.16 | 20.27 | 7.55 |
|  |  | \#3-25 $\mu \mathrm{M}$ AUX | 5540 | 19.02 | 20.77 | 6.91 |





|  | $500 \mu \mathrm{M}-1 \mathrm{~h}$ AUX norm. <br> $500 \mu \mathrm{M}-2 \mathrm{~h}$ AUX norm. <br> $500 \mu \mathrm{M}-3 \mathrm{~h}$ AUX norm. <br> $500 \mu \mathrm{M}-4 \mathrm{~h}$ AUX norm. <br> $500 \mu \mathrm{M}-0.5 \mathrm{~h}$ WA norm. <br> $500 \mu \mathrm{M}-1 \mathrm{~h}$ WA norm. <br> $500 \mu \mathrm{M}-2$ h WA norm. <br> $500 \mu \mathrm{M}-4 \mathrm{~h}^{\mathrm{WA}}$ norm. <br> $500 \mu \mathrm{M}-6 \mathrm{~h}$ WA norm. <br> $500 \mu \mathrm{M}-8 \mathrm{~h}$ WA norm. <br> $500 \mu \mathrm{M}-18 \mathrm{~h}$ WA norm. <br> $500 \mu \mathrm{M}-24 \mathrm{~h}$ WA norm. | $\begin{gathered} 9503 \\ 9941 \\ 10728 \\ 11344 \\ 10951 \\ 6709 \\ 9001 \\ 8705 \\ 9099 \\ 12454 \\ 16812 \\ 21417 \end{gathered}$ | $\begin{aligned} & 0.82 \\ & 0.23 \\ & 0.17 \\ & 0.04 \\ & 0.09 \\ & 0.16 \\ & 0.08 \\ & 0.23 \\ & 0.33 \\ & 0.44 \\ & 1.04 \\ & 1.16 \end{aligned}$ | $\begin{aligned} & 0.82 \\ & 0.32 \\ & 0.29 \\ & 0.12 \\ & 0.17 \\ & 0.22 \\ & 0.15 \\ & 0.30 \\ & 0.39 \\ & 0.47 \\ & 1.10 \\ & 1.21 \end{aligned}$ | $\begin{aligned} & 0.31 \\ & 0.37 \\ & 0.34 \\ & 0.25 \\ & 0.26 \\ & 0.25 \\ & 0.21 \\ & 0.27 \\ & 0.29 \\ & 0.24 \\ & 0.44 \\ & 0.41 \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| AID | \#1-1000 $\mu \mathrm{M}-0 \mathrm{~h}^{\text {AUX }}$ \#1 $-1000 \mu \mathrm{M}-0.5 \mathrm{~h}$ AUX \#1 $-1000 \mu \mathrm{M}-1 \mathrm{~h}$ AUX \#1-1000 $\mu \mathrm{M}-2 \mathrm{~h}^{\text {AUX }}$ \#1 $-1000 \mu \mathrm{M}-3 \mathrm{~h}^{\text {AUX }}$ \#1-1000 $\mu \mathrm{M}-4 \mathrm{~h}^{\text {Aux }}$ \#1 $-1000 \mu \mathrm{M}-0.5 \mathrm{~h}^{\mathrm{WA}}$ \#1-1000 $\mu \mathrm{M}-1 \mathrm{~h}$ WA \#1-1000 $\mu \mathrm{M}-2 \mathrm{~h}$ WA \#1-1000 $\mu \mathrm{M}-4 \mathrm{~h}$ WA \#1-1000 $\mu \mathrm{M}-6 \mathrm{~h}$ WA \#1 $-1000 \mu \mathrm{M}-8 \mathrm{~h}$ WA \#1-1000 $\mu \mathrm{M}-18 \mathrm{~h}$ WA \#1-1000 $\mu \mathrm{M}-24 \mathrm{~h}$ WA <br> \#2 - $1000 \mu \mathrm{M}-0 \mathrm{~h}$ AUX \#2 - $1000 \mu \mathrm{M}-0.5 \mathrm{~h}$ AUX \#2 - $1000 \mu \mathrm{M}-1 \mathrm{~h}$ AUX \#2 - $1000 \mu \mathrm{M}-2$ haux \#2 - $1000 \mu \mathrm{M}-3 \mathrm{~h}$ AUX \#2 - $1000 \mu \mathrm{M}-4 \mathrm{~h}$ AUX \#2 $-1000 \mu \mathrm{M}-0.5 \mathrm{~h}$ WA \#2-1000 $\mu \mathrm{M}-1$ h WA \#2-1000 $\mu \mathrm{M}-2 \mathrm{~h}$ WA \#2-1000 $\mu \mathrm{M}-4 \mathrm{~h}^{\mathrm{WA}}$ \#2-1000 $\mu \mathrm{M}-6 \mathrm{~h}$ WA \#2-1000 $\mu \mathrm{M}-8 \mathrm{~h}$ WA \#2-1000 $\mu \mathrm{M}-18 \mathrm{~h}$ WA \#2-1000 $\mu \mathrm{M}-24 \mathrm{~h}$ WA <br> \#3 - $1000 \mu \mathrm{M}-0 \mathrm{~h}$ AUX \#3 $-1000 \mu \mathrm{M}-0.5 \mathrm{~h}$ AUX \#3 - $1000 \mu \mathrm{M}-1$ h Aux \#3 - $1000 \mu \mathrm{M}-2 \mathrm{~h}$ AUX \#3-1000 $\mu \mathrm{M}-3$ h Aux \#3 - $1000 \mu \mathrm{M}-4 \mathrm{~h}$ AUX \#3 - $1000 \mu \mathrm{M}-0.5 \mathrm{~h}^{\mathrm{WA}}$ \#3-1000 $\mu \mathrm{M}-1 \mathrm{~h}$ WA \#3-1000 $\mu \mathrm{M}-2$ h WA \#3-1000 $\mu \mathrm{M}-4 \mathrm{~h}$ WA | 2026 <br> 1805 <br> 4211 <br> 2863 <br> 4205 <br> 5232 <br> 4139 <br> 4184 <br> 1070 <br> 2975 <br> 5131 <br> 3891 <br> 6405 <br> 10508 <br> 5519 <br> 3005 <br> 1321 <br> 2386 <br> 352 <br> 892 <br> 961 <br> 2264 <br> 881 <br> 997 <br> 185 <br> 1634 <br> 1963 <br> 6638 <br> 2779 <br> 3030 <br> 2254 <br> 4731 <br> 2707 <br> 10032 <br> 3368 <br> 2743 <br> 1687 <br> 3324 <br>  | 59.79 71.94 52.24 20.56 22.00 20.93 18.17 19.38 22.05 27.55 29.31 42.12 47.03 55.15 50.28 61.79 61.29 39.20 19.54 24.22 23.92 30.39 21.46 31.56 34.24 36.32 44.33 60.73 40.53 43.38 34.64 20.44 18.41 17.69 19.33 22.21 20.64 20.76 | 60.26 71.74 53.49 25.09 24.76 23.18 20.32 21.27 23.68 29.65 31.88 43.90 48.06 55.73 50.88 61.94 61.88 42.63 25.09 27.21 27.77 33.54 24.19 34.49 36.72 39.25 44.71 61.65 40.96 43.44 34.82 24.50 23.83 21.42 21.43 24.35 21.66 21.86 | 10.73 <br> 14.92 <br> 18.07 <br> 12.04 <br> 10.83 <br> 8.11 <br> 6.33 <br> 6.56 <br> 6.99 <br> 8.91 <br> 9.66 <br> 11.39 <br> 11.13 <br> 11.31 <br>  <br> 7.95 <br> 14.52 <br> 17.06 <br> 16.36 <br> 12.24 <br> 10.69 <br> 11.74 <br> 12.72 <br> 8.31 <br> 11.75 <br> 10.91 <br> 14.13 <br> 8.41 <br> 14.68 <br>  <br> 6.60 <br> 7.38 <br> 8.78 <br> 11.02 <br> 12.28 <br> 9.40 <br> 6.31 <br> 6.96 <br> 5.15 <br> 4.48 <br>  |



|  |  | ROIs | 27 | 20.66 | 20.73 | 4.06 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | J1 | Replicating Y chromosome Not replicating Y chrom. ROIs | $\begin{gathered} 6 \\ 6 \\ 12 \end{gathered}$ | $\begin{aligned} & 26.09 \\ & 20.22 \\ & 24.54 \end{aligned}$ | $\begin{aligned} & 24.44 \\ & 20.56 \\ & 22.81 \end{aligned}$ | $\begin{aligned} & 6.85 \\ & 5.08 \\ & 4.90 \end{aligned}$ |
|  | AID | Replicating Y chromosome Not replicating Y chrom. ROIs | $\begin{gathered} 12 \\ 7 \\ 19 \end{gathered}$ | $\begin{aligned} & 20.82 \\ & 17.88 \\ & 17.14 \end{aligned}$ | $\begin{aligned} & 20.68 \\ & 18.50 \\ & 16.91 \end{aligned}$ | $\begin{aligned} & 3.32 \\ & 1.67 \\ & 2.41 \end{aligned}$ |
| 3.2.3. E | AID | Control - $0 \mu \mathrm{M}^{\text {AUX }}$ | 12 | 96.25 | 106.83 | 42.47 |
|  |  | CTCF-depleted - $500 \mu \mathrm{M}$ AUX | 37 | 23.59 | 32.93 | 26.02 |
| 3.2.3. G | AID | Control - $0 \mu \mathrm{M}^{\text {Aux }}$ | 12 | 43042.50 | 46687.92 | 15747.20 |
|  |  | $500 \mu \mathrm{M}$ AUX - synchr. Y | 12 | 16814.00 | 17548.23 | 8878.54 |
|  |  | $500 \mu \mathrm{M}$ AUX - asynchr. Y | 25 | 7987.00 | 9396.76 | 4851.17 |
| 3.2.3. I | AID | Control - $0 \mu \mathrm{M}$ AUX | 24 | 7.90 | 8.07 | 3.12 |
|  |  | CTCF-depleted - $500 \mu \mathrm{M}$ AUX | 54 | 6.32 | 7.15 | 3.32 |
| 3.2.3. J | AID | Control - $0 \mu \mathrm{M}$ AUX | 24 | 0.39 | 0.37 | 0.08 |
|  |  | CTCF-depleted - $500 \mu \mathrm{M}$ AUX | 54 | 0.34 | 0.34 | 0.07 |
| 3.2.3. K | AID | Control - $0 \mu \mathrm{M}$ AUX | 24 | 49.26 | 54.04 | 19.11 |
|  |  | CTCF-depleted - $500 \mu \mathrm{M}$ AUX | 54 | 48.5 | 54.20 | 20.77 |
| SF7 | AID | $\begin{gathered} 0 \mu \mathrm{M}^{\text {AUX }} \\ 0 \mu \mathrm{M}^{\text {AUX subtr. }} \end{gathered}$ | $\begin{aligned} & 512 \\ & 512 \end{aligned}$ | $\begin{gathered} 128.37 \\ 89.57 \end{gathered}$ | $\begin{gathered} 134.86 \\ 96.06 \end{gathered}$ | $\begin{aligned} & 29.45 \\ & 29.45 \end{aligned}$ |
|  |  | $500 \mu \mathrm{M}$ AUX $500 \mu \mathrm{M}$ AUX subtr. | $\begin{aligned} & 505 \\ & 505 \end{aligned}$ | $\begin{gathered} 44.33 \\ 5.53 \end{gathered}$ | $\begin{aligned} & 49.49 \\ & 10.69 \end{aligned}$ | $\begin{aligned} & 17.90 \\ & 17.90 \end{aligned}$ |
|  | ES14 | WT untagged | 1100 | 38.79 | 39.75 | 5.25 |
| 4.2.1. D | RAD21mAC | \#1 $-0 \mu \mathrm{M}$ AUX \#2 $-0 \mu \mathrm{M}$ AUX \#3-0 $\mu \mathrm{M}$ AUX $0 \mu \mathrm{M}$ AUX merged $0 \mu \mathrm{M}$ AUX subtr. | $\begin{gathered} 9594 \\ 9280 \\ 8645 \\ 27519 \\ 27467 \end{gathered}$ | $\begin{aligned} & 36.41 \\ & 38.08 \\ & 37.59 \\ & 37.34 \\ & 27.33 \end{aligned}$ | $\begin{aligned} & 37.15 \\ & 39.37 \\ & 38.44 \\ & 38.30 \\ & 28.22 \end{aligned}$ | $\begin{aligned} & 7.45 \\ & 9.18 \\ & 8.46 \\ & 8.43 \\ & 8.19 \end{aligned}$ |
|  |  | \#1 $-500 \mu \mathrm{M}^{\text {AUX }}$ \#2 - $500 \mu \mathrm{M}$ Aux \#3-500 $\mu \mathrm{M}$ AUX $500 \mu \mathrm{M}$ AUX merged $500 \mu \mathrm{M}$ AUX subtr. | $\begin{gathered} 2255 \\ 8241 \\ 11008 \\ 21504 \\ 21496 \end{gathered}$ | $\begin{gathered} 13.45 \\ 12.12 \\ 12.80 \\ 12.63 \\ 2.62 \end{gathered}$ | $\begin{gathered} 16.57 \\ 15.60 \\ 16.61 \\ 16.22 \\ 6.18 \end{gathered}$ | $\begin{aligned} & 8.30 \\ & 7.90 \\ & 8.43 \\ & 8.23 \\ & 8.05 \end{aligned}$ |
|  | RAD21- <br> WT | $\begin{gathered} 0 \mu \mathrm{M} \text { AUX merged } \\ 500 \mu \mathrm{M} \text { AUX merged } \\ 0 \mu \mathrm{M}+500 \mu \mathrm{M} \text { AUX merged } \end{gathered}$ | $\begin{aligned} & 27653 \\ & 34097 \\ & 61750 \end{aligned}$ | $\begin{aligned} & 10.23 \\ & 10.56 \\ & 10.40 \end{aligned}$ | $\begin{aligned} & 10.48 \\ & 10.69 \\ & 10.60 \end{aligned}$ | $\begin{aligned} & 1.96 \\ & 1.55 \\ & 1.74 \end{aligned}$ |


| 4.2.2. D | RAD21- mAC | $\begin{aligned} & \# 1-0 \mu \mathrm{M}-6 \mathrm{~h} \text { AUX } \\ & \# 2-0 \mu \mathrm{M}-6 \mathrm{~h} \text { AUX } \\ & \# 3-0 \mu \mathrm{M}-6 \mathrm{~h} \text { AUX } \\ & \# 4-0 \mu \mathrm{M}-6 \mathrm{~h} \text { AUX } \\ & 0 \mu \mathrm{M}-6 \mathrm{~h} \text { AUX merged } \end{aligned}$ | $\begin{gathered} 16 \\ 7 \\ 6 \\ 27 \\ 56 \end{gathered}$ | $\begin{aligned} & 80.95 \\ & 75.47 \\ & 52.64 \\ & 47.82 \\ & 66.45 \end{aligned}$ | $\begin{aligned} & 89.28 \\ & 64.02 \\ & 68.61 \\ & 63.60 \\ & 71.52 \end{aligned}$ | $\begin{aligned} & 27.95 \\ & 22.92 \\ & 49.49 \\ & 43.63 \\ & 39.04 \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | \#1-500 $\mu \mathrm{M}-6 \mathrm{~h}$ AUX <br> \#2 $-500 \mu \mathrm{M}-6 \mathrm{~h}$ AUX <br> \#3 $-500 \mu \mathrm{M}-6 \mathrm{~h}$ AUX <br> \#4-500 $\mu \mathrm{M}-6 \mathrm{~h}$ AUX <br> $500 \mu \mathrm{M}-6 \mathrm{~h}$ AUX merged | $\begin{aligned} & 12 \\ & 12 \\ & 28 \\ & 28 \\ & 80 \end{aligned}$ | $\begin{aligned} & 136.37 \\ & 123.47 \\ & 136.78 \\ & 145.52 \\ & 136.78 \end{aligned}$ | $\begin{aligned} & 221.01 \\ & 275.62 \\ & 164.62 \\ & 258.55 \\ & 222.60 \end{aligned}$ | $\begin{aligned} & 182.78 \\ & 317.83 \\ & 130.96 \\ & 235.71 \\ & 213.65 \end{aligned}$ |
| 4.2.3. C | $\begin{aligned} & \text { SA1 } \\ & \text { WT } \end{aligned}$ | $\begin{gathered} \# 1 \\ \# 2 \\ \# 3 \\ \text { merged } \end{gathered}$ | $\begin{gathered} 611 \\ 713 \\ 822 \\ 2146 \end{gathered}$ | $\begin{aligned} & 97.06 \\ & 85.38 \\ & 79.48 \\ & 85.47 \end{aligned}$ | $\begin{gathered} 101.43 \\ 87.01 \\ 82.32 \\ 89.32 \end{gathered}$ | $\begin{aligned} & 29.32 \\ & 19.84 \\ & 19.28 \\ & 24.08 \end{aligned}$ |
|  | SA1 K0 | $\begin{gathered} \# 1 \\ \# 2 \\ \# 3 \\ \text { merged } \end{gathered}$ | $\begin{aligned} & 1759 \\ & 1013 \\ & 1564 \\ & 4336 \end{aligned}$ | $\begin{aligned} & 31.41 \\ & 37.55 \\ & 31.31 \\ & 32.38 \end{aligned}$ | $\begin{aligned} & 34.23 \\ & 40.76 \\ & 33.84 \\ & 35.62 \end{aligned}$ | $\begin{gathered} 9.20 \\ 11.56 \\ 9.17 \\ 10.20 \end{gathered}$ |
| 4.2.4. B | SA1 <br> WT | $\begin{gathered} 0 \mathrm{~Gy} \\ 2 \mathrm{~Gy} \\ 5 \mathrm{~Gy} \\ 10 \mathrm{~Gy} \end{gathered}$ | $\begin{gathered} 167 \\ 80 \\ 206 \\ 106 \end{gathered}$ | $\begin{gathered} 17.10 \\ 72.15 \\ 164.65 \\ 220.07 \end{gathered}$ | $\begin{gathered} 22.75 \\ 81.11 \\ 166.09 \\ 214.38 \end{gathered}$ | $\begin{aligned} & 16.11 \\ & 33.37 \\ & 50.34 \\ & 78.94 \end{aligned}$ |
|  | SA1 K0 | $\begin{gathered} 0 \mathrm{~Gy} \\ 2 \mathrm{~Gy} \\ 5 \mathrm{~Gy} \\ 10 \mathrm{~Gy} \end{gathered}$ | $\begin{aligned} & 261 \\ & 188 \\ & 213 \\ & 267 \end{aligned}$ | $\begin{gathered} 13.48 \\ 62.63 \\ 95.86 \\ 188.02 \end{gathered}$ | $\begin{gathered} 17.64 \\ 68.39 \\ 98.82 \\ 196.17 \end{gathered}$ | $\begin{aligned} & 13.61 \\ & 27.81 \\ & 44.29 \\ & 59.60 \end{aligned}$ |
| 4.2.4. D | $\begin{aligned} & \text { SA1 } \\ & \text { WT } \end{aligned}$ | 2 Gy | 7 | 579 | 591.71 | 218.82 |
|  | SA1 K0 | 2 Gy | 10 | 257.50 | 292.40 | 96.72 |
| 4.2.4. E | $\begin{aligned} & \text { SA1 } \\ & \text { WT } \end{aligned}$ | 2 Gy | 4142 | 0.035 | 0.069 | 0.089 |
|  | SA1 K0 | 2 Gy | 1369 | 0.003 | 0.035 | 0.080 |
| 4.2.4. F | SA1 WT | 2 Gy | 4142 | 1040.50 | 2441.60 | 3789.07 |
|  | SA1 K0 | 2 Gy | 1369 | 79 | 1208.53 | 3049.76 |

*n: number of cells (except n: number of foci in 3.2.1. E, 4.2.4. E, 4.2.4. F; n: number of $X / Y$ chromosomes or ROIs in 3.2.3. B); **StDev: standard deviation;
cell line name abbreviations: HK = HeLa Kyoto, AID = mESC-AID-CTCF, ES14 = ES-E14TG2a; RAD21-mAC = HCT116-RAD21-mAC, RAD21-WT = HCT116 wild type, SA1 WT = iMEF SA1 WT, SA1 K0 = iMEF SA1 K0.
sample names: \# = biological replicate number, norm. = normalized, merged = pooled replicates,
subtr. = background-subtracted, AUX = auxin, WA = auxin wash-off.

## Supplementary Table ST5: esiRNA characteristics.

\begin{tabular}{|c|c|c|c|c|c|}
\hline Name \& esiRNA cDNA target Sequence \& Accession no. \& Application \& Reference \& Thesis chapter \\
\hline \begin{tabular}{l}
EHU130111 \\
SigmaAldrich \\
MISSION \({ }^{\circledR}\) esiRNA \\
targeting \\
human CTCF
\end{tabular} \& AACAGCAGGAGGGTCTGCTATCAGAGGTTA ATGCAGAGAAAGTGGTTGGTAATATGAAGC CTCCAAAGCCAACAAAAATTAAAAAGAAAG GTGTAAAGAAGACATTCCAGTGTGAGCTTT GCAGTTACACGTGTCCACGGCGTTCAAATTT GGATCGTCACATGAAAAGCCACACTGATGAG AGACCACACAAGTGCCATCTCTGTGGCAGGG CATTCAGAACAGTCACCCTCCTGAGGAATCA CCTTAACACACACACAGGTACTCGTCCTCAC AAGTGCCCAGACTGCGACATGGCCTTTGTGA CCAGTGGAGAATTGGTTCGGCATCGTCGTTA CAAACACACCCACGAGAAGCCATTCAAGTGT TCCATGTGCGATTACGCCAGTGTAGAAGTCA GCAAATTAAAACGTCACATTCGCTCTCATAC TGGAGAGCGTCCGTTTCAGTGCAGTTTGTGC AGTTATGCCAGCAGGGACACATACAAGCTGA AAAGGCACATGA \& Ensembl:
ENSG000001
02974

NCBI:
NM_006565.3 \& CTCF mRNA silencing \& https://ww w.sigmaaldr ich.com/cat alog/produc t/sigma/ehu 130111?lan g=de\&regio $\mathrm{n}=\mathrm{DE}$ \& 3.1. <br>

\hline | EHUEGFP |
| :--- |
| SigmaAldrich |
| MISSION ${ }^{\circledR}$ esiRNA |
| targeting |
| EGFP | \& GTGAGCAAGGGCGAGGAGCTGTTCACCGGGG TGGTGCCCATCCTGGTCGAGCTGGACGGCGA CGTAAACGGCCACAAGTTCAGCGTGTCCGGC GAGGGCGAGGGCGATGCCACCTACGGCAAGC TGACCCTGAAGTTCATCTGCACCACCGGCAA GCTGCCCGTGCCCTGGCCCACCCTCGTGACC ACCCTGACCTACGGCGTGCAGTGCTTCAGCC GCTACCCCGACCACATGAAGCAGCACGACTT CTTCAAGTCCGCCATGCCCGAAGGCTACGTC CAGGAGCGCACCATCTTCTTCAAGGACGACG GCAACTACAAGACCCGCGCCGAGGTGAAGTT CGAGGGCGACACCCTGGTGAACCGCATCGAG CTGAAGGGCATCGACTTCAAGGAGGACGGCA ACATCCTGGGGCACAAGCTGGAGTACAACTA CAACAGCCACAACGTCTATATCATGGCCGAC AAGCAGAAGAACGGCATCAAGGTGAACTTC AAGATCCGCCACAACATCGAGGACGGCAGCG TGCAGCTCGCCGACCACTACCAGCAGAACAC CCCCATCGGCGACGGCCCCGTGCTGCTGCCC GACAACCACTACCTGAGCACCCAGTCCGCCC TGAGCAAAGACCCCAACGAGAAGCGCGATCA CATGGTCCTGCTGGAGTTCGTGACCGCCGCC GGGATCACTCTCGGCATGGACGAGCTGTA \& | UniProtKB: C5MKY7 |
| :--- |
| GenBank: MK387175.1 | \& mock control for knockdown \& https://ww w.sigmaaldr ich.com/cat alog/produc t/sigma/ehu egfp?lang=d e\&region=D E \& 3.1. <br>

\hline
\end{tabular}



Supplementary Table ST6: Survival data.

| Figure | $\begin{aligned} & \text { Cell } \\ & \text { line } \end{aligned}$ | \# biological replicate / Sample | X-rays dose (Gy) |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 3.1.3. B | HK | \#1 GFP KD raw* | $\begin{aligned} & 551 \\ & 591 \\ & 475 \end{aligned}$ | $\begin{aligned} & 349 \\ & 342 \end{aligned}$ | $\begin{aligned} & 304 \\ & 287 \end{aligned}$ | $\begin{aligned} & 270 \\ & 281 \end{aligned}$ | $\begin{aligned} & 251 \\ & 222 \end{aligned}$ | $\begin{aligned} & 210 \\ & 196 \\ & 200 \end{aligned}$ | $\begin{aligned} & 181 \\ & 178 \\ & 160 \end{aligned}$ | $\begin{aligned} & 124 \\ & 133 \\ & 106 \end{aligned}$ | $\begin{aligned} & 80 \\ & 73 \\ & 74 \end{aligned}$ | $\begin{aligned} & 50 \\ & 49 \\ & 53 \end{aligned}$ | $\begin{aligned} & 18 \\ & 19 \\ & 27 \end{aligned}$ |
|  |  | \#1 GFP KD norm.** | $\begin{aligned} & 1.02 \\ & 1.10 \\ & 0.88 \end{aligned}$ | $\begin{aligned} & 0.65 \\ & 0.63 \end{aligned}$ | $\begin{aligned} & 0.56 \\ & 0.53 \end{aligned}$ | $\begin{aligned} & 0.50 \\ & 0.52 \end{aligned}$ | $\begin{aligned} & 0.47 \\ & 0.41 \end{aligned}$ | $\begin{aligned} & 0.39 \\ & 0.36 \\ & 0.37 \end{aligned}$ | $\begin{aligned} & 0.34 \\ & 0.33 \\ & 0.30 \end{aligned}$ | $\begin{aligned} & 0.23 \\ & 0.25 \\ & 0.20 \end{aligned}$ | $\begin{aligned} & 0.15 \\ & 0.14 \\ & 0.14 \end{aligned}$ | $\begin{aligned} & 0.09 \\ & 0.09 \\ & 0.10 \end{aligned}$ | $\begin{aligned} & 0.03 \\ & 0.04 \\ & 0.05 \end{aligned}$ |
|  |  | \#1 GFP KD mean <br> \#1 GFP KD error*** | $\begin{aligned} & 1.00 \\ & 0.04 \end{aligned}$ | $\begin{aligned} & 0.64 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.55 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.51 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.44 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.37 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.32 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.22 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.14 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.09 \\ & 0.01 \end{aligned}$ | $\begin{aligned} & 0.04 \\ & 0.01 \end{aligned}$ |
|  |  | \#1 CTCF ${ }^{\text {KD raw }}$ | $\begin{aligned} & 493 \\ & 500 \\ & 478 \end{aligned}$ | $\begin{aligned} & 382 \\ & 386 \end{aligned}$ | $\begin{aligned} & 263 \\ & 268 \end{aligned}$ | $\begin{aligned} & 250 \\ & 253 \end{aligned}$ | $\begin{aligned} & 171 \\ & 167 \end{aligned}$ | $\begin{aligned} & 144 \\ & 152 \\ & 130 \end{aligned}$ | $\begin{gathered} 97 \\ 100 \\ 101 \end{gathered}$ | $\begin{aligned} & 82 \\ & 80 \\ & 84 \end{aligned}$ | $\begin{aligned} & 64 \\ & 70 \\ & 70 \end{aligned}$ | $\begin{aligned} & 31 \\ & 37 \\ & 35 \end{aligned}$ | $\begin{aligned} & 14 \\ & 10 \\ & 16 \end{aligned}$ |
|  |  | \#1 CTCF KD norm. | $\begin{aligned} & 1.01 \\ & 1.02 \\ & 0.97 \end{aligned}$ | $\begin{aligned} & 0.78 \\ & 0.79 \end{aligned}$ | $\begin{aligned} & 0.54 \\ & 0.55 \end{aligned}$ | $\begin{aligned} & 0.51 \\ & 0.52 \end{aligned}$ | $\begin{aligned} & 0.35 \\ & 0.34 \end{aligned}$ | $\begin{aligned} & 0.29 \\ & 0.31 \\ & 0.27 \end{aligned}$ | $\begin{aligned} & 0.20 \\ & 0.20 \\ & 0.21 \end{aligned}$ | $\begin{aligned} & 0.17 \\ & 0.16 \\ & 0.17 \end{aligned}$ | $\begin{aligned} & 0.13 \\ & 0.14 \\ & 0.14 \end{aligned}$ | $\begin{aligned} & 0.06 \\ & 0.08 \\ & 0.07 \end{aligned}$ | $\begin{aligned} & 0.03 \\ & 0.02 \\ & 0.03 \end{aligned}$ |
|  |  | \#1 CTCF ${ }^{\text {KD mean }}$ \#1 CTCF KD error | $\begin{aligned} & 1.00 \\ & 0.05 \end{aligned}$ | $\begin{aligned} & 0.78 \\ & 0.04 \end{aligned}$ | $\begin{aligned} & 0.54 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.51 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.34 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.29 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.20 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.17 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.14 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.07 \\ & 0.01 \end{aligned}$ | $\begin{aligned} & 0.03 \\ & 0.01 \end{aligned}$ |
|  |  | \#2 GFP KD raw | $\begin{aligned} & 633 \\ & 662 \\ & 637 \end{aligned}$ | $\begin{aligned} & 469 \\ & 473 \\ & 480 \end{aligned}$ | $\begin{aligned} & 440 \\ & 407 \\ & 432 \end{aligned}$ | $\begin{aligned} & 386 \\ & 350 \\ & 313 \end{aligned}$ | $\begin{aligned} & 265 \\ & 252 \\ & 240 \end{aligned}$ | $\begin{aligned} & 235 \\ & 219 \\ & 208 \end{aligned}$ | $\begin{aligned} & 183 \\ & 171 \\ & 174 \end{aligned}$ | $\begin{aligned} & 135 \\ & 122 \\ & 129 \end{aligned}$ | $\begin{gathered} 103 \\ 115 \\ 97 \end{gathered}$ | $\begin{aligned} & 52 \\ & 48 \\ & 58 \end{aligned}$ | $\begin{aligned} & 29 \\ & 23 \\ & 21 \end{aligned}$ |
|  |  | \#2 GFP KD norm. | $\begin{aligned} & 0.98 \\ & 1.03 \\ & 0.99 \end{aligned}$ | $\begin{aligned} & 0.73 \\ & 0.73 \\ & 0.75 \end{aligned}$ | $\begin{aligned} & 0.68 \\ & 0.63 \\ & 0.67 \end{aligned}$ | $\begin{aligned} & 0.60 \\ & 0.54 \\ & 0.49 \end{aligned}$ | $\begin{aligned} & 0.41 \\ & 0.39 \\ & 0.37 \end{aligned}$ | $\begin{aligned} & 0.36 \\ & 0.34 \\ & 0.32 \end{aligned}$ | $\begin{aligned} & 0.28 \\ & 0.27 \\ & 0.27 \end{aligned}$ | $\begin{aligned} & 0.21 \\ & 0.19 \\ & 0.20 \end{aligned}$ | $\begin{aligned} & 0.16 \\ & 0.18 \\ & 0.15 \end{aligned}$ | $\begin{aligned} & 0.08 \\ & 0.07 \\ & 0.09 \end{aligned}$ | $\begin{aligned} & 0.05 \\ & 0.04 \\ & 0.03 \end{aligned}$ |
|  |  | \#2 GFP KD mean \#2 GFP KD error | $\begin{aligned} & 1.00 \\ & 0.04 \end{aligned}$ | $\begin{aligned} & 0.74 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.66 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.54 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.39 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.34 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.27 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.20 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.16 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.08 \\ & 0.01 \end{aligned}$ | $\begin{aligned} & 0.04 \\ & 0.01 \end{aligned}$ |
|  |  | \#2 CTCF ${ }^{\text {Kd raw }}$ | $\begin{aligned} & 594 \\ & 604 \\ & 607 \end{aligned}$ | $\begin{aligned} & 393 \\ & 367 \\ & 398 \end{aligned}$ | $\begin{aligned} & 341 \\ & 312 \\ & 332 \end{aligned}$ | $\begin{aligned} & 280 \\ & 248 \\ & 261 \end{aligned}$ | $\begin{aligned} & 178 \\ & 180 \\ & 140 \end{aligned}$ | $\begin{aligned} & 168 \\ & 162 \\ & 150 \end{aligned}$ | $\begin{aligned} & 114 \\ & 120 \\ & 108 \end{aligned}$ | $\begin{gathered} 102 \\ 90 \\ 96 \end{gathered}$ | $\begin{aligned} & 60 \\ & 54 \\ & 48 \end{aligned}$ | $\begin{aligned} & 24 \\ & 30 \\ & 33 \end{aligned}$ | $\begin{aligned} & 6 \\ & 9 \\ & 7 \end{aligned}$ |
|  |  | \#2 CTCF KD norm. | $\begin{aligned} & 0.99 \\ & 1.00 \\ & 1.01 \end{aligned}$ | $\begin{aligned} & 0.65 \\ & 0.61 \\ & 0.66 \end{aligned}$ | $\begin{aligned} & 0.57 \\ & 0.52 \\ & 0.55 \end{aligned}$ | $\begin{aligned} & 0.47 \\ & 0.41 \\ & 0.43 \end{aligned}$ | $\begin{aligned} & 0.30 \\ & 0.30 \\ & 0.23 \end{aligned}$ | $\begin{aligned} & 0.28 \\ & 0.27 \\ & 0.25 \end{aligned}$ | $\begin{aligned} & 0.19 \\ & 0.20 \\ & 0.18 \end{aligned}$ | $\begin{aligned} & 0.17 \\ & 0.15 \\ & 0.16 \end{aligned}$ | $\begin{aligned} & 0.10 \\ & 0.09 \\ & 0.08 \end{aligned}$ | $\begin{aligned} & 0.04 \\ & 0.05 \\ & 0.05 \end{aligned}$ | $\begin{aligned} & 0.01 \\ & 0.01 \\ & 0.01 \end{aligned}$ |
|  |  | \#2 CTCF KD mean \#2 CTCF KD error | $\begin{aligned} & 1.00 \\ & 0.04 \end{aligned}$ | $\begin{aligned} & 0.64 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.55 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.44 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.28 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.27 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.19 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.16 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.09 \\ & 0.01 \end{aligned}$ | $\begin{aligned} & 0.05 \\ & 0.01 \end{aligned}$ | $\begin{aligned} & 0.01 \\ & 0.00 \end{aligned}$ |
|  |  | \#3 GFP KD raw | $\begin{aligned} & 525 \\ & 532 \\ & 511 \end{aligned}$ | $\begin{aligned} & 392 \\ & 400 \\ & 414 \end{aligned}$ | $\begin{aligned} & 293 \\ & 297 \\ & 316 \end{aligned}$ | $\begin{aligned} & 251 \\ & 259 \\ & 273 \end{aligned}$ | $\begin{aligned} & 221 \\ & 207 \\ & 196 \end{aligned}$ | $\begin{aligned} & 189 \\ & 186 \\ & 182 \end{aligned}$ | $\begin{aligned} & 143 \\ & 137 \\ & 156 \end{aligned}$ | $\begin{gathered} 103 \\ 90 \\ 97 \end{gathered}$ | $\begin{aligned} & 62 \\ & 74 \\ & 78 \end{aligned}$ | $\begin{aligned} & 32 \\ & 40 \\ & 36 \end{aligned}$ | $\begin{aligned} & 21 \\ & 18 \\ & 15 \end{aligned}$ |
|  |  | \#3 GFP KD norm. | $\begin{aligned} & 1.00 \\ & 1.02 \\ & 0.98 \end{aligned}$ | $\begin{aligned} & 0.75 \\ & 0.77 \\ & 0.79 \end{aligned}$ | $\begin{aligned} & 0.56 \\ & 0.57 \\ & 0.60 \end{aligned}$ | $\begin{aligned} & 0.48 \\ & 0.50 \\ & 0.52 \end{aligned}$ | $\begin{aligned} & 0.42 \\ & 0.40 \\ & 0.38 \end{aligned}$ | $\begin{aligned} & 0.36 \\ & 0.36 \\ & 0.35 \end{aligned}$ | $\begin{aligned} & 0.27 \\ & 0.26 \\ & 0.30 \end{aligned}$ | $\begin{aligned} & 0.20 \\ & 0.17 \\ & 0.19 \end{aligned}$ | $\begin{aligned} & 0.12 \\ & 0.14 \\ & 0.15 \end{aligned}$ | $\begin{aligned} & 0.06 \\ & 0.08 \\ & 0.07 \end{aligned}$ | $\begin{aligned} & 0.04 \\ & 0.03 \\ & 0.03 \end{aligned}$ |


|  |  | \#3 GFP KD mean \#3 GFP KD error | $\begin{aligned} & 1.00 \\ & 0.04 \end{aligned}$ | $\begin{aligned} & 0.77 \\ & 0.04 \end{aligned}$ | $\begin{aligned} & 0.58 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.50 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.40 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.36 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.28 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.18 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.14 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.07 \\ & 0.01 \end{aligned}$ | $\begin{aligned} & 0.03 \\ & 0.01 \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | \#3 CTCF KD raw | $\begin{aligned} & 470 \\ & 457 \\ & 465 \end{aligned}$ | $\begin{aligned} & 320 \\ & 335 \\ & 325 \end{aligned}$ | $\begin{aligned} & 231 \\ & 213 \\ & 218 \end{aligned}$ | $\begin{aligned} & 193 \\ & 187 \\ & 184 \end{aligned}$ | $\begin{aligned} & 142 \\ & 146 \\ & 157 \end{aligned}$ | $\begin{gathered} 110 \\ 98 \\ 102 \end{gathered}$ | $\begin{aligned} & 87 \\ & 72 \\ & 82 \end{aligned}$ | $\begin{aligned} & 55 \\ & 68 \\ & 61 \end{aligned}$ | $\begin{aligned} & 39 \\ & 48 \\ & 41 \end{aligned}$ | $\begin{aligned} & 26 \\ & 24 \\ & 22 \end{aligned}$ | $\begin{aligned} & 7 \\ & 5 \\ & 6 \end{aligned}$ |
|  |  | \#3 CTCF KD norm. | $\begin{aligned} & 1.01 \\ & 0.98 \\ & 1.00 \end{aligned}$ | $\begin{aligned} & 0.69 \\ & 0.72 \\ & 0.70 \end{aligned}$ | $\begin{aligned} & 0.50 \\ & 0.46 \\ & 0.47 \end{aligned}$ | $\begin{aligned} & 0.42 \\ & 0.40 \\ & 0.40 \end{aligned}$ | $\begin{aligned} & 0.31 \\ & 0.31 \\ & 0.34 \end{aligned}$ | $\begin{aligned} & 0.24 \\ & 0.21 \\ & 0.22 \end{aligned}$ | $\begin{aligned} & 0.19 \\ & 0.16 \\ & 0.18 \end{aligned}$ | $\begin{aligned} & 0.12 \\ & 0.15 \\ & 0.13 \end{aligned}$ | $\begin{aligned} & 0.08 \\ & 0.10 \\ & 0.09 \end{aligned}$ | $\begin{aligned} & 0.06 \\ & 0.05 \\ & 0.05 \end{aligned}$ | $\begin{aligned} & 0.02 \\ & 0.01 \\ & 0.01 \end{aligned}$ |
|  |  | \#3 CTCF KD mean \#3 CTCF KD error | $\begin{aligned} & 1.00 \\ & 0.05 \end{aligned}$ | $\begin{aligned} & 0.70 \\ & 0.04 \end{aligned}$ | $\begin{aligned} & 0.48 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.41 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.32 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.22 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.17 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.13 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.09 \\ & 0.01 \end{aligned}$ | $\begin{aligned} & 0.05 \\ & 0.01 \end{aligned}$ | $\begin{aligned} & 0.01 \\ & 0.01 \end{aligned}$ |
| 3.1.3. C | $\begin{aligned} & \text { U2 } \\ & \text { OS } \end{aligned}$ | \#1 GFP KD raw | $\begin{aligned} & 284 \\ & 251 \\ & 104 \\ & 186 \end{aligned}$ | $\begin{gathered} 204 \\ 213 \\ 62 \end{gathered}$ | $\begin{gathered} 119 \\ 112 \\ 55 \end{gathered}$ | $\begin{gathered} 85 \\ 93 \\ 36 \\ - \end{gathered}$ | $\begin{aligned} & 29 \\ & 22 \\ & 25 \end{aligned}$ | $\begin{aligned} & 17 \\ & 13 \\ & 11 \\ & 18 \end{aligned}$ | $\begin{gathered} 10 \\ 7 \\ 6 \\ 9 \end{gathered}$ | $\begin{aligned} & 3 \\ & 4 \\ & 2 \\ & 4 \end{aligned}$ | $\begin{aligned} & 1 \\ & 3 \\ & 2 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 1 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |
|  |  | \#1 GFP KD norm. | $\begin{aligned} & 1.38 \\ & 1.22 \\ & 0.50 \\ & 0.90 \end{aligned}$ | $\begin{aligned} & 0.99 \\ & 1.03 \\ & 0.30 \end{aligned}$ | $\begin{aligned} & 0.58 \\ & 0.54 \\ & 0.27 \end{aligned}$ | $\begin{aligned} & 0.41 \\ & 0.45 \\ & 0.17 \end{aligned}$ | $\begin{aligned} & 0.14 \\ & 0.11 \\ & 0.12 \end{aligned}$ | $\begin{aligned} & 0.08 \\ & 0.06 \\ & 0.05 \\ & 0.09 \end{aligned}$ | $\begin{aligned} & 0.05 \\ & 0.03 \\ & 0.03 \\ & 0.04 \end{aligned}$ | $\begin{aligned} & 0.01 \\ & 0.02 \\ & 0.01 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.00 \\ & 0.01 \\ & 0.01 \\ & 0.00 \end{aligned}$ | $\begin{aligned} & 0.00 \\ & 0.00 \\ & 0.00 \\ & 0.00 \end{aligned}$ | $\begin{aligned} & 0.00 \\ & 0.00 \\ & 0.00 \\ & 0.00 \end{aligned}$ |
|  |  | \#1 GFP KD mean \#1 GFP KD error | $\begin{aligned} & 1.00 \\ & 0.07 \end{aligned}$ | $\begin{aligned} & 0.77 \\ & 0.06 \end{aligned}$ | $\begin{aligned} & 0.46 \\ & 0.05 \end{aligned}$ | $\begin{aligned} & 0.35 \\ & 0.04 \end{aligned}$ | $\begin{aligned} & 0.12 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.07 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.04 \\ & 0.01 \end{aligned}$ | $\begin{aligned} & 0.02 \\ & 0.01 \end{aligned}$ | $\begin{aligned} & 0.01 \\ & 0.01 \end{aligned}$ | $\begin{aligned} & 0.00 \\ & 0.00 \end{aligned}$ | $0.00$ |
|  |  | \#1 CTCF ${ }^{\text {KD raw }}$ | $\begin{aligned} & 230 \\ & 280 \\ & 128 \\ & 279 \end{aligned}$ | $\begin{gathered} 163 \\ 178 \\ 66 \end{gathered}$ | $\begin{gathered} 114 \\ 110 \\ 86 \end{gathered}$ | $\begin{aligned} & 74 \\ & 67 \\ & 64 \end{aligned}$ | $\begin{aligned} & 33 \\ & 22 \\ & 26 \end{aligned}$ | $\begin{gathered} 10 \\ 9 \\ 12 \\ 9 \end{gathered}$ | $\begin{aligned} & 3 \\ & 8 \\ & 6 \\ & 7 \end{aligned}$ | $\begin{aligned} & 2 \\ & 1 \\ & 2 \\ & 0 \end{aligned}$ | 1 0 2 0 | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 1 \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |
|  |  | \#1 CTCF KD norm. | $\begin{aligned} & 1.00 \\ & 1.22 \\ & 0.56 \\ & 1.22 \end{aligned}$ | $\begin{aligned} & 0.71 \\ & 0.78 \\ & 0.29 \end{aligned}$ | $\begin{aligned} & 0.50 \\ & 0.48 \\ & 0.38 \end{aligned}$ | $\begin{aligned} & 0.32 \\ & 0.29 \\ & 0.28 \end{aligned}$ | $\begin{aligned} & 0.14 \\ & 0.10 \\ & 0.11 \end{aligned}$ | $\begin{aligned} & 0.04 \\ & 0.04 \\ & 0.05 \\ & 0.04 \end{aligned}$ | $\begin{aligned} & 0.01 \\ & 0.03 \\ & 0.03 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.01 \\ & 0.00 \\ & 0.01 \\ & 0.00 \end{aligned}$ | $\begin{aligned} & 0.00 \\ & 0.00 \\ & 0.01 \\ & 0.00 \end{aligned}$ | $\begin{aligned} & 0.00 \\ & 0.00 \\ & 0.00 \\ & 0.00 \end{aligned}$ | $\begin{aligned} & 0.00 \\ & 0.00 \\ & 0.00 \\ & 0.00 \end{aligned}$ |
|  |  | \#1 CTCF KD mean <br> \#1 CTCF ${ }^{\text {KD error }}$ | $\begin{aligned} & 1.00 \\ & 0.07 \end{aligned}$ | $\begin{aligned} & 0.59 \\ & 0.05 \end{aligned}$ | $\begin{aligned} & 0.45 \\ & 0.04 \end{aligned}$ | $\begin{aligned} & 0.30 \\ & 0.04 \end{aligned}$ | $\begin{aligned} & 0.12 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.04 \\ & 0.01 \end{aligned}$ | $\begin{aligned} & 0.03 \\ & 0.01 \end{aligned}$ | $\begin{aligned} & 0.01 \\ & 0.00 \end{aligned}$ | $\begin{aligned} & 0.00 \\ & 0.00 \end{aligned}$ | $\begin{aligned} & 0.00 \\ & 0.00 \end{aligned}$ | $0.00$ |
|  |  | \#2 GFP KD raw | $\begin{aligned} & 345 \\ & 350 \\ & 362 \end{aligned}$ | $\begin{aligned} & 293 \\ & 301 \\ & 304 \end{aligned}$ | $\begin{aligned} & 170 \\ & 187 \\ & 190 \end{aligned}$ | $\begin{aligned} & 139 \\ & 141 \\ & 145 \end{aligned}$ | $\begin{aligned} & 46 \\ & 40 \\ & 49 \end{aligned}$ | $\begin{aligned} & 19 \\ & 21 \\ & 26 \end{aligned}$ | $\begin{gathered} 7 \\ 9 \\ 11 \end{gathered}$ | 5 3 5 | 3 1 2 | $\begin{aligned} & 1 \\ & 1 \\ & 0 \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \end{aligned}$ |
|  |  | \#2 GFP KD norm. | $\begin{aligned} & 0.98 \\ & 0.99 \\ & 1.03 \end{aligned}$ | $\begin{aligned} & 0.83 \\ & 0.85 \\ & 0.86 \end{aligned}$ | $\begin{aligned} & 0.48 \\ & 0.53 \\ & 0.54 \end{aligned}$ | $\begin{aligned} & 0.39 \\ & 0.40 \\ & 0.41 \end{aligned}$ | $\begin{aligned} & 0.13 \\ & 0.11 \\ & 0.14 \end{aligned}$ | $\begin{aligned} & 0.05 \\ & 0.06 \\ & 0.07 \end{aligned}$ | $\begin{aligned} & 0.02 \\ & 0.03 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.01 \\ & 0.01 \\ & 0.01 \end{aligned}$ | $\begin{aligned} & 0.01 \\ & 0.00 \\ & 0.01 \end{aligned}$ | $\begin{aligned} & 0.00 \\ & 0.00 \\ & 0.00 \end{aligned}$ | $\begin{aligned} & 0.00 \\ & 0.00 \\ & 0.00 \end{aligned}$ |
|  |  | \#2 GFP KD mean \#2 GFP KD error | $\begin{aligned} & 1.00 \\ & 0.05 \end{aligned}$ | $\begin{aligned} & 0.85 \\ & 0.05 \end{aligned}$ | $\begin{aligned} & 0.52 \\ & 0.04 \end{aligned}$ | $\begin{aligned} & 0.40 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.13 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.06 \\ & 0.01 \end{aligned}$ | $\begin{aligned} & 0.03 \\ & 0.01 \end{aligned}$ | $\begin{aligned} & 0.01 \\ & 0.01 \end{aligned}$ | $\begin{aligned} & 0.01 \\ & 0.00 \end{aligned}$ | $\begin{aligned} & 0.00 \\ & 0.00 \end{aligned}$ | $0.00$ |
|  |  | \#2 CTCF ${ }^{\text {KD raw }}$ | $\begin{aligned} & 300 \\ & 297 \\ & 333 \end{aligned}$ | $\begin{aligned} & 214 \\ & 210 \\ & 206 \end{aligned}$ | $\begin{aligned} & 133 \\ & 114 \\ & 125 \end{aligned}$ | $\begin{aligned} & 88 \\ & 93 \\ & 95 \end{aligned}$ | $\begin{aligned} & 29 \\ & 24 \\ & 31 \end{aligned}$ | $\begin{gathered} 13 \\ 8 \\ 9 \end{gathered}$ | $\begin{aligned} & 4 \\ & 3 \\ & 5 \end{aligned}$ | $\begin{aligned} & 0 \\ & 1 \\ & 2 \end{aligned}$ | 1 1 0 | $\begin{aligned} & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \end{aligned}$ |
|  |  | \#2 CTCF KD norm. | $\begin{aligned} & 0.97 \\ & 0.96 \\ & 1.07 \end{aligned}$ | $\begin{aligned} & 0.69 \\ & 0.68 \\ & 0.66 \end{aligned}$ | $\begin{aligned} & 0.43 \\ & 0.37 \\ & 0.40 \end{aligned}$ | $\begin{aligned} & 0.28 \\ & 0.30 \\ & 0.31 \end{aligned}$ | $\begin{aligned} & 0.09 \\ & 0.08 \\ & 0.10 \end{aligned}$ | $\begin{aligned} & 0.04 \\ & 0.03 \\ & 0.03 \end{aligned}$ | $\begin{aligned} & 0.01 \\ & 0.01 \\ & 0.02 \end{aligned}$ | $\begin{aligned} & 0.00 \\ & 0.00 \\ & 0.01 \end{aligned}$ | $\begin{aligned} & 0.00 \\ & 0.00 \\ & 0.00 \end{aligned}$ | $\begin{aligned} & 0.00 \\ & 0.00 \\ & 0.00 \end{aligned}$ | $\begin{aligned} & 0.00 \\ & 0.00 \\ & 0.00 \end{aligned}$ |



*raw = raw number of colonies counted; ** norm. = normalized to the average of the respective unirradiated samples; ${ }^{* * *}$ mean \& error $=$ mean of normalized values and calculated relative error values (see calculation below), respectively shown as dots and error bars in the survival curves;
cell line name abbreviations: HK = HeLa Kyoto, AID = mESC-AID-CTCF;
sample names: \# = biological replicate number, $A U X=$ auxin.

Relative error $=$ mean normalized number of colonies $x \frac{1}{\sqrt{(\text { mean raw number of colonies })}}$

Supplementary Table ST7: Oligonucleotide characteristics.

| Name | Sequence [5' - 3'] | Application | Reference | Thesis chapter |
| :---: | :---: | :---: | :---: | :---: |
| 6MW primer | CCG ACT CGA GNN <br> NNN NAT GTG G | X chromosome FISH <br> probe generation | (Telenius et al., <br> 1992) | 3.2. |
| 6AI primer | CCG ACT CGA GNN <br> NNN TAC ACC | Y chromosome FISH <br> probe generation | (Jentsch et al., <br> 2001) | 3.2. |

## Supplementary Table ST8: Nucleotide characteristics.

| Name | Application | Detection | Cat \# | Company | Thesis chapter |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Biotin-16-dUTP | Labeling of <br> FISH probes | Streptavidin | - | Home made (Weber et al., <br> 2018) | 3.2. |
| dATP, dTTP, dCTP <br> \& dGTP | Generation of <br> FISH <br> probes/PCR | - | 10297018 | Thermo Fisher Scientific, <br> Waltham, MA, USA | 3.2. |
| 5-Ethynyl-2'- <br> deoxyuridine <br> (EdU) | Pulse labeling <br> of nascent <br> DNA | ClickIT <br> chemistry | E10415 | Thermo Fisher Scientific, <br> Waltham, MA, USA | 3.2. |
| 5-Chloro-2'- <br> deoxyuridine <br> (CldU) | Pulse labeling <br> of nascent <br> DNA | Antibody <br> detection | C6891 | Sigma-Aldrich, St Louis, MO, <br> USA | 5.1. |

## 9. Annex

### 9.1. List of abbreviations

| AAVS1 | $\underline{\text { adeno-associated virus integration site } 1}$ |
| :---: | :---: |
| ABC | $\underline{\text { ATP }} \underline{\text { binding cassette }}$ |
| AID | auxin-inducible degron |
| AKB | Aurora kinase $\underline{B}$ |
| APC/C | anaphase promoting complex/cyclosome |
| ATM | ataxia telangiectasia mutated |
| ATR | ATM and RAD3-related |
| 53BP1 |  |
| BRCA1 | $\underline{\text { breast cancer gene } \underline{1}}$ |
| BSA | $\underline{\text { bovine serum albumin }}$ |
| Bub1 | $\underline{\text { budding }} \underline{\text { uninhibited by }}$ benzimidazole $\underline{1}$ |
| CBS | CTCF binding site |
| 3C | chromosome conformation capture |
| CDC5 | cell division control $\underline{5}$ |
| CDCA5 | cell division cycle-associated protein $\underline{5}$ |
| CdLS | Cornelia de Lange syndrome |
| cDSB | clustered DSBs |
| ChIP-Seq | chromatin immunoprecipitation-sequencing |
| CoAT | Cohesin $N$-acetyl transferase |
| CoDAC | Cohesin deacetylase |
| CTCF | CCCTC-binding factor |
| Ctf7 |  |
| DAPI | 4',6-diamidino-2-phenylindole |
| DDR | DNA damage response |
| DMEM | Dulbecco's modified Eagle's medium |
| DNA-PKcs | DNA-dependent protein kinase, catalytic subunit |
| DSB | Double strand break |
| Eco1 | establishment of sister cohesion 1 |
| EdU | 5-ethynyl-2'-deoxyuridine |
| EM | electron microscopy |
| ESPL1 | extra spindle poles-like 1 |


| FCS | fetal calf serum |
| :---: | :---: |
| FISH | fluorescent in s situ hybridization |
| FRAP | fluorescence recovery after photobleaching |
| FSG | fish skin gelatin |
| GLOBLE | Giant-L_LOop-Binary-LEsion |
| Hawk | $\underline{H E A T}$ proteins associated with kleisins |
| HDAC8 | $\underline{\text { histone deacetylase } 8}$ |
| HEAT | Huntingtin, EF3, PP2 , , TOR1 |
| Hi-C | $\underline{\text { high-throughput chromosome conformation capture }}$ |
| HiP-HoP | highly predictive heteromorphic polymer |
| HR | homologous recombination |
| IAA | 3-indoleacetic acid |
| ICM | inner cell mass |
| iDSB | isolated DSBs |
| iMEF | immortalized mouse embryonic fibroblast |
| IOD | inter-origin distance |
| Irr1 | irregular cell behavior 1 |
| Kite |  |
| Ku70-Ku86 | Ku , first two letters of the Japanese patient's surname |
| lncRNA | long noncoding RNA |
| MAU2 | $\underline{\text { maternal-effect } \underline{\text { uncoordinated }} \underline{2} \text { }}$ |
| Mcd1 | $\underline{\text { mitotic chromosome determinant } \underline{1}}$ |
| MeCP2 | $\underline{\text { methyl-CpG-binding protein } \underline{2}}$ |
| mESC | $\underline{\text { mouse embryonic stem cell }}$ |
| MRN | MRE11-르AD50-n ${ }^{\text {BS }} 1$ |
| MSY | $\underline{\text { male-specific } \underline{Y}}$ |
| NBD | nucleotide-binding "head" domain |
| NHEJ | non-homologous end-joining |
| NIPBL | nipped-B-like protein |
| PAR | pseudoautosomal region |
| PARP-1 | poly[ADP-ribose] polymerase 1 |
| PARylation | poly[EADP-ribosyl]ation |
| PBS | phosphate-buffered saline |


| Pds1/5 | precocious dissociation of sisters $\underline{1}$ or $\underline{5}$ |
| :---: | :---: |
| Plk1 | polo-like kinase $\underline{1}$ |
| PP1/2A |  |
| PRC1/2 |  |
| PSF | point spread function |
| PTTG1 | pituitary tumor-transforming gene 1 protein |
| RAD | RIF1-associated domain |
| RAD21/51 |  |
| RD | replication domain |
| RFi | $\underline{\text { replication units or nano-foci }}$ |
| RIF1 | Rap1-interacting-factor-1 |
| ROI | $\underline{\text { region of interest }}$ |
| ROS | reactive oxygen species |
| RPA-ATRIP |  |
| RSC | $\underline{\text { remodels the structure of chromatin complex }}$ |
| RT | replication timing |
| RTD | $\underline{\text { replication timing decision point }}$ |
| SAC | spindle assembly checkpoint |
| 3D-SIM | 3D-structured illumination microscopy |
| SBS | strings and binders switch model |
| Scc1/3 | $\underline{\text { sister chromatid cohesion } \underline{1} \text { or } \underline{3}}$ |
| SCF | Skp1, Cullin and F-box |
| Sgo1 | $\underline{\text { Shugoshin } 1}$ |
| Smc |  |
| SRY | sex region $\underline{Y}$ |
| SSB | $\underline{\text { single strand }}$ break |
| SSC | saline-sodium citrate |
| STAG1/2 | stromal antigen (SA1/2) |
| STED | stimulated emission depletion |
| STORM | stochastic optical reconstruction microscopy |
| SUMO | small ubiquitin-like modifier |
| SWI/SNF | switch/sucrose non-fermentable |
| TAD | topologically associated domain |


| TSPY | testis-specific protein $\underline{Y}$ |
| :---: | :---: |
| WAPL | wings apart-like |
| WHD | winged-helix domain |
| Xa | $\underline{\text { active } \underline{X} \text { chromosome }}$ |
| XCI | $\underline{\mathrm{X}}$ chromosome inactivation |
| Xi | inactive $\underline{X}$ chromosome |
| Xic | $\underline{\text { X }}$-inactivation center locus |
| Xist | $\underline{X}$-inactive specific transcript |
| Xite | $\underline{X}$-inactivation $\underline{\text { intergenic }}$ transcription elements |
| Xp | paternally-inherited $\underline{X}$ chromosome |
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