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Abstract. Recent years have witnessed an increasing amount of dia-
logue/conversation on the web especially on social media. That inspires
the development of dialogue-based retrieval, in which retrieving videos
based on dialogue is of increasing interest for recommendation systems.
Different from other video retrieval tasks, dialogue-to-video retrieval uses
structured queries in the form of user-generated dialogue as the search
descriptor. We present a novel dialogue-to-video retrieval system, incor-
porating structured conversational information. Experiments conducted
on the AVSD dataset show that our proposed approach using plain-text
queries improves over the previous counterpart model by 15.8% on R@1.
Furthermore, our approach using dialogue as a query, improves retrieval
performance by 4.2%, 6.2%, 8.6% on R@1, R@5 and R@10 and outper-
forms the state-of-the-art model by 0.7%, 3.6% and 6.0% on R@1, R@5
and R@10 respectively.

Keywords: Dialog-based retrieval · Dialogue search query ·
Conversational information

1 Introduction

The aim of a video retrieval system is to find the best matching videos according
to the queries provided by the users [5,8,20,25,26]. Video retrieval has signifi-
cant practical value as the vast volume of videos on the web has triggered the
need for efficient and effective video search systems. In this paper, we focus on
improving the performance of video retrieval systems by combining both tex-
tual descriptions of the target video with interactive dialogues between users
discussing the content of the target video.

Previous work on video retrieval applied a CNN-based architecture [12,16,18]
combined with an RNN network [3] to handle visual features and their time-
series information [2,30,32]. Meanwhile, another RNN model was employed to
embed a textual description into the same vector space as the video, so that
their similarity could be computed in order to perform the retrieval [2,26,32].
Due to the huge impact of the transformer architecture [29] in both text and
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image modalities, this network has also been widely applied in the video retrieval
research field, obtaining improvements over previous approaches [4,9,13,17,22].

Current video retrieval research, however, mainly focuses on plain text queries
such as video captions or descriptions. The need to search videos using queries
with complex structures becomes more important when the initial simple text
query is ambiguous or not sufficiently well described to find the correct rele-
vant video. Nevertheless, there are only a few studies that focus on this prob-
lem [23,24]. Madusa et al. [23] used a dialogue, a sequence of questions and
answers about a video, as a query to perform the retrieval because this sequen-
tial structure contains rich and detailed information. Specifically, starting with
a simple initial description, a video retrieval model would return a list of match-
ing videos from which a question and its answer were generated to create an
extended dialogue. This iterative process continued until the correct video was
found. Unlike the model of Maeoki et al. [24] which applied a CNN-based encoder
and an LSTM [14] to embed data from each modality and to generate questions
and answers, Madusa et al’s system, ViReD [23], applied Video2Sum [28] to
convert a video into a textual summary which can be used with the initial query
to get the generated dialogue with the help of a BART model [19].

In this paper, we focus on a less-studied aspect of video retrieval: dialogue-
to-video retrieval where the search query is a user-generated dialogue that
contains structured information from each turn of the dialogue. The need for
dialogue-to-video retrieval derives from the increasing amount of online conver-
sations on social media, which inspires the development of effective dialogue-
to-video retrieval systems for many purposes, especially recommendation sys-
tems [1,11,33]. Different from general text-to-video retrieval, dialogue-to-video
uses user-generated dialogues as the search query to retrieve videos. The dialogue
contains user discussion about a certain video, which provides dramatically dif-
ferent information than a plain-text query. This is because during the interaction
between users in the dialogue, a discussion similar to the following could happen
“A: The main character of that movie was involved in a horrible car accident
when he was 13. B: No, I think you mean another character.”. Such discus-
sion contains subtle information about the video of interest and thus cannot be
treated as a plain-text query.

Therefore, to incorporate the conversational information from dialogues, we
propose a novel dialogue-to-video retrieval approach. In our proposed model, we
sequentially encode each turn of the dialogue to obtain a dialogue-aware query
representation with the purpose of retaining the dialogue information. Then we
calculate the similarity between this dialogue-aware query representation and
individual frames in the video in order to obtain a weighted video representation.
Finally, we use the video representation to compute an overall similarity score
with the dialogue-aware query. To validate the effectiveness of our approach,
we conduct dialogue-to-video experiments on a benchmark dataset AVSD [1].
Experimental results show that our approach achieves significant improvements
over previous state-of-the-art models including FiT and ViReD [4,23,24].
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Fig. 1. The architecture of our proposed approach.

2 Methodology

In this section, we describe how our dialogue-to-video retrieval system works.
Our retrieval system consists of two major components: 1) a temporal-aware
video encoder responsible for encoding the image frames in video with tem-
poral information. 2) a dialogue-query encoder responsible for encoding the
dialogue query with conversational information. As shown in Fig. 1, our model
receives video-query pairs and produces similarity scores. Each video consists of
n frames: V = {f1, f2, ......, fn} and each dialogue query is composed of m turns
of conversation: D = {d1, d2, ......, dm}.

In the video encoder, we encode each frame fi to its visual representation
fh

i . Then we incorporate temporal information to the corresponding frame rep-
resentation and feed them into a stacked Multi-Head-Attention module,
yielding temporal frame representation fh

′

i . In the dialogue-query encoder, we
sequentially encode D by letting dh

i = Text-Encoder(dh
i−1, di) in order to pro-

duce a dialogue-history-aware dialogue representation. We then obtain the final
dialogue-query representation by fusing all dh

i : Dh = g(dh
1 , ......, dh

m) where g rep-
resents our fusion function. After obtaining Dh, we use it to calculate similarities
with each frame fh

′

i , which are then used to obtain a video representation V h

based on the weighted summation of all fh
′

i . Finally, we obtain the dialogue-to-
video similarity score using the dot-product between Dh and V h.

2.1 Temporal-Aware Video Encoder

Our temporal-aware video encoder, which is built on Vision Transformer [7] firstly
encodes each frame fi to its visual representation:
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fh
i = Image-Encoder(fi) (1)

Then we inject the positional information of the corresponding frame in the
video to the frame representation and feed it to the Multi-Head-Attention

module:

fh′
i = Multi-Head-Attention([fp

1 , ......, fp
n]) (2)

where fp
i is the frame representation with positional information fp

i = ψ(fh
i , pi)

and pi is the corresponding positional embedding. Practically, we add abso-
lute positional embedding vectors to frame representation as in BERT [6]:
fp

i = fh
i + pi. Finally, we obtain the temporal-aware video representation

V h′
= {fh′

1 , ......, fh′
n }.

2.2 Dialogue-Query Encoder

The dialogue-query encoder is responsible for encoding the dialogue-query D =
{d1, d2, ......, dm}:

dh
i = Text-Encoder(dh

i−1, di) (3)

where Text-Encoder is a Transformer-based encoder model [6,27,29] in our
experiments. Then we fuse all dh

i to obtain a dialogue-level representation Dh

for the dialogue-query:

Dh = g(dh
1 , ......, dh

m) (4)

2.3 Interaction Between Video and Dialogue-Query

To calculate the similarity score between each V and D, we firstly compute the
similarity scores between dialogue-query Dh and each frame fh′

i . Then we obtain
a weighted summation of all frames fh′

i as the video representation V h:

V h =
n∑

i=1

cif
h
i (5)

ci =
eφ(Dh,fh

i )

n∑
j=1

eφ(Dh,fh
j )

(6)

The final similarity score is obtained by dot-product between Dh and V h:
s = Dh(V h)T
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2.4 Training Objective

We perform in-batch contrastive learning [10,15]. For a batch of N video-
dialogue pairs {(V1,D1), ......, (VN ,DN )}, the dialogue-to-video and video-to-
dialogue match loss are:

Ld2v = − 1
N

N∑

i=1

eDh
i (V

h
i )T

N∑
j=1

eDh
i (V

h
j )T

(7)

Lv2d = − 1
N

N∑

i=1

eDh
i (V

h
i )T

N∑
j=1

eDh
j (V

h
i )T

(8)

The overall loss to be minimized during the training process is L = (Ld2v +
Lv2d)/2.

3 Experiments

3.1 Dataset

We conduct our experiments on the popular video-dialogue dataset: AVSD [1].1

In AVSD, each video is associated with a 10-round dialogue discussing the
content of the corresponding video. We follow the standard dataset split of
AVSD [1,24], 7,985 videos for training, 863 videos for validation and 1,000 videos
for testing.

3.2 Training Setup

Our implementation is based on CLIP [27] from Huggingface [31]. CLIP is used
to initialize our Image-Encoder and Text-Encoder. For performance and
efficiency consideration, we employ ViT-B/16 [27] as our image encoder.2 We
train our system with a learning rate of 1 × 10−5 for 10 epochs, with a batch
size of 16. We use a maximum gradient norm of 1. The optimizer we used is
AdamW [21], for which the ε is set to 1×10−8. We perform early stopping when
the performance on validation set degrades. We employ R@K, Median Rank and
Mean Rank as evaluation metrics [1].

3.3 Results

We present our experimental results on the test set of AVSD [1] in Table 1, where
we also show the results of recent baseline models including: 1) LSTM [24], an
LSTM-based interactive video retrieval model; 2) FiT [4], a Transformer-based

1 https://video-dialog.com.
2 https://openai.com/blog/clip/.

https://video-dialog.com
https://openai.com/blog/clip/
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Table 1. Experimental results on AVSD dataset

Use dialogue R@1 R@5 R@10 MedRank MeanRank

LSTM [24] ✓ 4.2 13.5 22.1 N/A 119

FiT [4] ✗ 5.6 18.4 27.5 25 95.4

FiT + Dialogue [4] ✓ 10.8 28.9 40 18 58.7

ViReD [23] ✓ 24.9 49.0 60.8 6.0 30.3

D2V + Script ✗ 21.4 45.9 57.5 9.0 39.8

D2V + Summary ✗ 23.4 48.5 59.1 6.0 33.5

D2V + Dialogue ✓ 25.6 52.1 65.1 5.0 28.9

Fig. 2. Effect of dialogue rounds

text-to-video retrieval model using the video summary as the search query; 3)
FiT [4] + Dialogue, the FiT model with dialogue in AVSD [1] as the search
query3; 4) ViReD [23], a video retrieval system based on FiT and CLIP [27]
using the dialogue summary as the initial query and model-generated dialogue as
an additional query. In Table 1, our model is named D2V (Dialogue-to-Video).
We also include the results of our system using the video caption (script in
AVSD dataset) – D2V+Script – and the dialogue summary (summary in AVSD
dataset) as the search query – D2V+Summary.

The results in Table 1 show that our proposed approach, D2V, achieves
superior performance compared to previous models. First, D2V+Script with
plain-text video caption input outperforms its counterpart FiT by a large mar-
gin (15.8 R@1 improvement) and even obtains significant improvements (by
10.6 R@1) over FiT using dialogue as input. That shows the effectiveness of
our proposed model architecture. Second, D2V+Dialogue significantly outper-
forms D2V+Script and D2V+Summary by 3.2 R@1 and 2.2 R@1 respectively,
which demonstrates the benefit of incorporating dialogue as a search query. The
results in Table 1 show that the dialogue does indeed contain important informa-
tion about the video content and demonstrates the plausibility of using dialogue
as a search query.

3 We concatenate all the rounds of dialogue as plain text to serve as the search query.
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Effect of Dialogue Rounds. We investigate the effect of dialogue rounds on
the retrieval performance. The results on the validation set of AVSD are shown
in Fig. 2, where we use a varying number of dialogue rounds (from 1 to 10) when
retrieving videos. We observe a consistent improvement with an increasing num-
ber of dialogue rounds. The results show that with more rounds of dialogue, we
can obtain better retrieval performance. The improvement brought by increasing
the dialogue rounds is more significant especially in the early stage (when using
1 round of dialogue versus 3 rounds).

4 Conclusion

In this paper, we proposed a novel dialogue-to-video retrieval model which incor-
porates conversational information from dialogue-based queries. Experimental
results on the AVSD benchmark dataset show that our approach with a plain-
text query outperforms previous state-of-the-art models. Moreover, our model
using dialogue as a search query yields further improvements in retrieval perfor-
mance, demonstrating the importance of utilising dialogue information.
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