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Abstract
Van-Tu Ninh

Stress Detection in Lifelog Data

for Improved Personalized Lifelog Retrieval System

Stress can be categorized into acute and chronic types, with acute stress having
short-term positive effects in managing hazardous situations, while chronic stress
can adversely impact mental health. In a biological context, stress elicits a
physiological response indicative of the fight-or-flight mechanism, accompanied by
measurable changes in physiological signals such as blood volume pulse (BVP),
galvanic skin response (GSR), and skin temperature (TEMP). While clinical-grade
devices have traditionally been used to measure these signals, recent advancements
in sensor technology enable their capture using consumer-grade wearable devices,
providing opportunities for research in acute stress detection. Despite these
advancements, there has been limited focus on utilizing low-resolution data
obtained from sensor technology for early stress detection and evaluating stress
detection models under real-world conditions. Moreover, the potential of
physiological signals to infer mental stress information remains largely unexplored
in lifelog retrieval systems. This thesis addresses these gaps through empirical
investigations and explores the potential of utilizing physiological signals for stress
detection and their integration within the state-of-the-art (SOTA) lifelog retrieval
system. The main contributions of this thesis are as follows. Firstly, statistical
analyses are conducted to investigate the feasibility of using low-resolution data for
stress detection and emphasize the superiority of subject-dependent models over
subject-independent models, thereby proposing the optimal approach to training
stress detection models with low-resolution data. Secondly, longitudinal stress
lifelog data is collected to evaluate stress detection models in real-world settings. It
is proposed that training lifelog models on physiological signals in real-world
settings is crucial to avoid detection inaccuracies caused by differences between
laboratory and free-living conditions. Finally, a state-of-the-art lifelog interactive
retrieval system called LifeSeeker is developed, incorporating the stress-moment
filter function. Experimental results demonstrate that integrating this function
improves the overall performance of the system in both interactive and
non-interactive modes. In summary, this thesis contributes to the understanding of
stress detection applied in real-world settings and showcases the potential of
integrating stress information for enhancing personalized lifelog retrieval system
performance.



Chapter 1

Introduction

1.1 Lifelogging: Continuous Self-Tracking

The idea of creating an archive of a personal life experience and knowledge storage

for later usage and sharing originates from “The Memex Concept” of Vannevar

Bush in 1945 [13], which is later well-known as lifelogging. The idea of lifelogging

has been popularized gradually in everyday discussion, and the acceptance of using

technology as an augmented memory started to grow [14]. However, it was not

until the release of an improved version of the MyLifeBits developed by Gemmell et

al. in 2006 [15] that lifelogging began to become an active research topic.

MyLifeBits was a research project of Microsoft Research Lab which was proposed

and led by Gordon Bell in 2001 with the target of implementing ”The Memex

Concept“ described in the essay ”As We May Think“ written by Bush in 1979. In

particular, ”The Memex Concept“ proposed a new device in which individual stores

all his books, records, and communications, and which is mechanized so that it

may be consulted with exceeding speed and flexibility” [13]. The first version of the

MyLifeBits system was released in 2002 in an attempt to digitize all possible data

from the daily life of Gordon Bell, including web pages, telephone, radio, television,

chat sessions, and a combination of media files in his personal computers [16].

However, due to the limitations of sensor and computing technologies at that time,

only media content and activities could be digitized, which was not enough to

capture all aspects of an individual’s life. Nowadays, with the rapid development of

wearable sensors and ubiquitous computing, more types of data can be recorded to

1



Chapter 1. Introduction

capture different aspects of an individual in daily life continuously and digitize

them for storage instantaneously. This development facilitates researchers to

conduct more research on the application in the lifelogging field owing to the

availability of massive multi-modal data captured from multiple wearable sensor

sources. Research in lifelogging applications can be expanded into other domains

that result in the creation of many open interdisciplinary research directions. For

instance, lifelogging devices can capture human activities during the day,

facilitating epidemiological studies such as potential risks to children’s health via

the high frequency of non-core food advertisements that expose them over a period

of time [17], health-related behavior analyses (e.g. obesity, diet, daily activities)

[18, 19], exploring solutions for societal issues like privacy-related concerns [20], etc.

As lifelogging research is emergent at the same speed as the development of

wearable-device technology and ubiquitous computing, some new terminologies

have also developed as follows:

• Lifelogging: According to Dodge and Kitchin [21], lifelogging is referred to

as “a form of pervasive computing, consisting of a unified digital record of the

totality of an individual’s experiences, captured multi-modally through digital

sensors and stored permanently as a personal multimedia archive” [22]. In

short, it is a form of self-capturing common and social activities of an individual

digitally during the day that results in the form of a lifelog data archive.

• Lifelogger: is the people who log as many moments, activities, and

experiences in their life as possible. Gordon Bell is one of the typical

lifeloggers who is commonly known as the first lifelogger pioneering in

recording his life in digital form for decades [23].

• Lifelog: is the result of data gathering from the lifelogging activity. The

lifelog data is actually multi-modal data that spans different types (e.g.

vision, speech, bio-signals), formats (e.g. structured, semi-structured, or

unstructured), and contexts (e.g. different environments, activities, people, or

2



Chapter 1. Introduction

locations).

• Quantified-Self 1: is defined as the practice of self-tracking, measuring, and

quantifying all aspects of an individual in daily life using technology such as

smartphones, wearable sensors, wearable health monitoring devices, activity

trackers, etc. The quantified-self can be considered as a subset of lifelog which

tries to digitize self-experience. However, it focuses more on providing analyses

and insights of an individual based on the input data to either answer self-

questions or explore new self-aspects through self-experience.

Though lifelog data is multimodal data that spans different types, formats, and

contexts; it can be divided into six typical types of data, which are: Vision, Hearing,

Speech, Biometrics, Location, and Activities. These six types of data are detailedly

described as follows:

1. Vision: The visual data in conventional lifelog data archives are egocentric

images or videos captured automatically by the wearable cameras mounted

on either the head or neck of the user that show the user’s view at a certain

moment. Visual data is an important type of data in most lifelog data

archives as it provides insights about an individual’s life intuitively, such as

the place/environment, the daytime, the people/objects that the user

interacts with, the social interactions, etc.

2. Hearing: This type of data can be either soundtrack data that records what

the user hears during the day or tabular data that summarises the

music/sounds that the user listens to at a certain time as in the lifelog data

provided in the Lifelog Search Challenge 2019 2 and 2022 3.

3. Conversation: The conversation data can be in either speech or text formats.

The conversation in daily life can be the content of the messages, emails, texts,
1https://quantifiedself.com/
2http://lsc.dcu.ie/2019/data/index.html
3http://lsc.dcu.ie/

3



Chapter 1. Introduction

and the talks between the lifelogger and others during the day. It can be

recorded in the video from the wearable cameras or can be logged the computer

usage (e.g. keystroke log, on-screen text).

4. Biometrics: The biometrics data are usually recorded automatically from

smart bands or smartwatches. Typical biometrics data includes heart rate,

respiration rate, galvanic skin response (section 2.2.1.1), skin temperature

(section 2.2.1.3), blood oxygen levels, and blood volume pulse (section

2.2.1.2) [24].

5. Location: The location data can be the coordinate (latitude and longitude) of

the lifelogger acquired from the Global Positioning System (GPS) on his/her

smartphones or from the smartwatches (e.g. Garmin watches). The coordinate

data can be used to infer the address and the semantic name of the location,

which is an important cue for most lifelog application research.

6. Activities: The activities data consists of the semantic activity labels such

as sitting, standing, running, or lying, etc., estimated by the smart watches

or smart bands from the data obtained from the accelerometer and gyroscope

sensors integrated inside the devices themselves.

Apart from these data types that can be recorded from an individual by wearable

sensors, other data such as browsing histories, read documents, and media files that

the lifelogger interacts with on the computer in daily life can also be recorded in

the lifelog data archive. However, due to privacy issues, only a few types of data

have been released for research. Those six typical data types have been released in

publicly available lifelog datasets with strict data anonymisation methods applied in

order to ensure the private identity of the lifelogger. Among the aforementioned data

types, visual data are mostly exploited in research with many potential applications.

For instance, the lifelog images can be used to summarise a day of an individual in

the ImageCLEF 2017 Lifelog Challenge [25], understand and identify the Activity

of Daily Living (ADLs) in the ImageCLEF 2018 [26] and NTCIR-14 [27] Lifelog

4



Chapter 1. Introduction

Challenges. Apart from these examples, visual data in combination with other types

of data, including hearing, conversation, biometrics, location, and activities, are

utilized to develop lifelog retrieval system in the Lifelog Moment Retrieval Task

(LMRT) in ImageCLEF Lifelog [25, 26, 28, 29] and the benchmarking Lifelog Search

Challenge [30]. The research in the development of lifelog retrieval system is crucial

to other interdisciplinary research due to the capability of the system to explore

an individual’s life through the first-person view (FPV) and its related data. One

example is to find the number of moments that children are exposed to non-core

food marketing, thereby, helping researchers to have an insight into the frequency

of unsuitable advertisements exposed to children that can lead to a potential health

problem for children if they consume those kinds of food [17]. Another application

of the lifelog retrieval system is that it can be used as a prosthetic memory acting

as a smart assistant for the human in the future [31]. Therefore, despite its recent

emergence in lifelogging research, the research in the development of lifelog retrieval

systems gain much interest from the research community all over the world.

During the process of joining the lifelog research domain and developing

competitive state-of-the-art lifelog retrieval systems in the benchmarking Lifelog

Search Challenge, I notice that most of the lifelog retrieval systems do not exploit

all the available lifelog data. In detail, though six types of data are available in the

lifelog dataset, only the visual data in combination with spatial-temporal data

(location and time) and activities of the lifelogger are commonly used for retrieval.

The hearing, conversation, and biometrics data are rarely exploited in these

systems. Apart from the privacy concerns of releasing the conversation data, the

hearing and biometrics data are not utilised effectively in these systems. Among

these two data types, the biometrics data can be used to provide subjective stress

indicators via the physiological signals (e.g. skin temperature, blood volume pulse,

and galvanic skin response) [32]. The subjective stress indicators or any

emotional-related information is a key factor in the memory-recalling process [33].

This implies that by exploiting this kind of data, the retrieval system can actually

5
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be improved to deal with the queries involving mental status or emotional-related

information such as “Find the moments that I was watching a video on Youtube to

understand the underlying theory to complete my assignment. I was stressed as the

content was hard to understand and the deadline was coming very soon.” This

application can help improve the lifelog retrieval system to understand the stress

indicators of the query, thereby equipping the existing systems with an empathetic

ability to upgrade the retrieval power of the systems. This potential application is

also the motivation for us to carry out this research.

1.2 A Brief Introduction to Stress & Stress Detection

Challenges

The Yerkes-Dodson law, which is also known as the inverted-U model of arousal,

is a model illustrating the relationship between stress and task performance. The

theory has been proposed by two psychologists Robert Yerkes and John Dillingham

Dodson from their experiment on mice, showing that everyone has a peak level of

performance with an intermediate level of stress or arousal [34]. Too little or too

much arousal or stress can lead to poor task performance. As can be seen from

Fig. 1.1, the Yerkes-Dodson law can be illustrated as an inverted-U shaped curve

whose left side of the curve demonstrates low arousal or stress while the right side

represents high arousal indicating a poor task performance. The optimal state of

arousal is in the middle section of the curve which implies the optimal performance

an individual can achieve. However, from Fig. 1.1, we can recognize that although

low arousal also results in poor task performance, we are more concerned about the

high arousal section causing strong stress and anxiety that can damage both mental

and physical health as well as leading to impaired performance.

Stress, in general, is defined as a “non-specific response of the body to any

demand upon it” [9, 35]. In medical or biological contexts, stress is simply defined

as the physical, mental, or emotional factors that cause bodily or mental tension
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Figure 1.1: Illustration of the Yerkes-Dodson Laws [1].

[36]. Causes of stress also originate from many different sources such as a chemical

or biological agent, environmental condition, external stimulus or any event that

forces an organism to adapt to new conditions [37]. Stress can be categorized into

three main types ordered ascending based on its damaging level: acute stress,

episodic acute stress, and chronic stress [38]. Acute stress is the most common and

least damaging type, which is experienced as an immediate perceived threat, either

physical, emotional, or psychological. While acute stress can be perceived

throughout the day, it can evolve into episodic acute stress if the bouts of acute

stress occur frequently. Stress is beneficial for human beings as it helps them to

recognize and prepare for upcoming potential dangers, thereby, increasing the

concentration of an individual to accomplish a task or deal with the danger for a

certain period of time. However, at a certain level, when the human nervous

system cannot differentiate between emotional and physical danger, it begins to

harm both the mental health and physical health of the human. This is the case of

chronic stress, which traps a person in a negative situation filled with negative

thoughts and worries and occurs repeatedly over a long period of time.

Identifying stress automatically is not a simple task. Although the power of

using Machine Learning models in helping predict the chance of having cancer [39]

and other diseases such as common flu, heart disease, kidney disease, etc. [40] has
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been certified; the application of these learning models in mental stress detection

faces multiple challenges. The very first challenge when building a stress detection

model is to choose appropriate data types to record and measure stress levels

effectively. Two main approaches are traditionally used to quantify the effects of

stress: questionnaires or surveys (mostly used in the field of psychology) and

psychological sensors (commonly used by medical approaches and psychological

research) [41]. The second challenge when building a stress detection model is the

ability to record high-quality data without hindering individual daily activities [37].

For instance, Heart Rate Variability (HRV) has the highest quality when it is

recorded by a chest-worn device. However, it is uncommon for a person to wear a

chest-worn device for a long time during a typical day, but using a wrist-worn

device might yield low-quality and unreliable data [37]. The third challenge is that

the stress monitoring system should be personalized for each individual since

different people have different physiological responses to stress according to the

conclusion of Philip Schmidt et al. [42]. However, most stress detection models

from the research focus much on the improvement of the subject-independent

model as it is not a good approach to ask the user to gather enough stress data

before using the stress detection models in real-life scenarios. Even so, it is

important to evaluate and compare the performance of the personalized stress

detection model (subject-dependent) with the general one (subject-independent) to

determine a good approach to building the stress detection model, especially for

low-resolution physiological signals from consumer-grade wearable data. These

challenges are the motivation for us to pursue this research.

1.3 Research Challenges

Researching and developing an optimal stress detection model faces multiple

challenges that mostly are related to the experiment design to gather stress data

from participants and the stress data annotation process. Resolving these
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challenges can help researchers gather a reliable stress dataset to conduct

experiments to evaluate the models’ capability of detecting stress in practice either

in the laboratory (constrained environment) or in the wild (unconstrained

environment).

1.3.1 Stress Data Gathering Challenge

The main challenge when gathering stress data lies in the experiment design so

that participants’ stress responses can be triggered during the experiment. Indeed,

designing the stress task is challenging since the task could be stressful for some

participants but it is not that stressful for others. For instance, in the driving

experiment conducted by Neska El Haouij et al. [10], the authors try to capture

physiological stress responses from participants when driving through busy roads

with high-load traffic or highways. However, it is not always the case, especially for

experienced drivers or those whose main job relates to driving. Therefore,

appropriate stress tasks should be used for suitable participants in the experiment.

According to Sonia J. Lupien [43], a task should be designed to have at least one of

four conditions to induce stress responses:

1. Novel: The task should be new to the participant, which requires confirmation

from the participant that he/she has not ever done this task before.

2. Unpredictable: The participants should not be informed about the details

of the task until the moment that they join the experiment. Thereby, the

participants could not have enough time to prepare for the upcoming threat.

3. Uncontrollable: The task should put the participants under pressure (e.g.

time pressure) so that the participants can not control their performance and

behaviors in their normal state.

4. Social Evaluation Threat: The participants should have the feeling that

their performance could be judged by others (either positively or negatively).

9



Chapter 1. Introduction

The fear of being judged negatively can cause pronounced responses in the

different stress systems [44].

The Trier Social Stress Test (TSST) [45] used in the benchmarking stress dataset

named WESAD [9] in the laboratory environment is considered a typical example

of a good stress task design as the task is social evaluative [46]. The version of the

Trier Social Stress Test (TSST) in their experiment consists of public speaking and

a mental arithmetic task. Indeed, during public speaking, the participants are told

to deliver a five-minute speech in front of a three-person panel. The participants

are told to impress the panel as the participants are convinced in the experiment

that the three-person panel comes from the human resource department of their

research faculty. This task design approach contains the social evaluation threat and

the unpredictable factor (the three-person panel coming from the human resource

department was not informed before the task) that forces the participant to focus

on delivering the best performance on the task. In the experiment, I also focus on

the uncontrollable factor and the social evaluation threat design of stress tasks for

stress data gathering by asking the participant to try their best in a heavy-workload

task under time pressure to achieve the best rank on a public scoreboard. However,

the challenge still remains as some participants provide feedback that some tasks

in the pilot experiment are not stressful enough for them. This requires us to use

multiple self-evaluation methods to correctly choose the appropriate stress tasks for

all participants.

1.3.2 Stress Data Annotation Challenge

Annotation of stress data is a real challenge due to the high subjectivity of the

label and the continuous nature of the stress event. Indeed, though stress

symptoms are defined clearly on most web pages and documents, the perception of

stress between each individual is different and vague. The stress scales that I

obtain from questionnaires and forms in the experiment might record the

subjective evaluation of the participants, which is sometimes not reliable owing to
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two reasons. The first reason is that the participant might not have a clear

perception of their stress status despite the existence of physiological stress

responses, as they are not usually aware of the change in their mental status. The

second reason is that the participant hide their mental status intentionally,

resulting in wrong labels obtained after the stress data-gathering process. These

two reasons frequently happen in both data gathering in the laboratory and in the

wild. In addition to the vague perception of stress, the continuous nature of stress

makes it hard for an individual to actually mark the beginning, the duration, and

the end of stress events; especially when collecting stress lifelog data. It is hard to

define what moments are stressful and what moments are not. For the annotation

of stress data recorded in the constrained environment, two conventional

approaches to provide a ground-truth of stress data are either using the study

protocol label as the ground-truth (e.g. all the data in the stress session are

assigned stress labels and vice versa [9]) or using the self-evaluation forms (e.g.

State-Trait Anxiety Inventory, Positive and Negative Affect Schedule,

Self-Assessment Manikins) and subjective stress scales [2, 10]. The main difference

between these two approaches is that the study protocol labels provide an objective

ground truth while the ones obtained from the self-evaluation forms are subjective.

Though there are controversies about which approach is correct, in this research,

both ways of annotating laboratory stress data are accepted so that all available

stress datasets employing either one of the two methods of annotation can be used

in the experiment. For the annotation of stress lifelog data, I try to overcome the

challenge by using the event marking button on the wearable device in combination

with the lifelog images as evidence of the stress events to support participants in

their stress-moment annotation process. We insist that this annotation method

should be considered approximately acceptable in order to conduct research and

examine the true performance of stress detection applied in real life.
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1.4 Hypothesis and Research Questions

From the observation that the biometrics data are not exploited in lifelog retrieval

systems, I realize that valuable information can be gained from this type of data,

such as emotion, mental status, etc. Indeed, from the literature review, the

biometrics data in lifelog data archive contain physiological signals recorded from

wearable devices, including galvanic skin response, heart rate, blood oxygen level,

blood volume pulse, and skin temperature can be used to detect the current mental

stress status of an individual precisely in constrained environments. Though

evaluating mental stress detection models in unconstrained environments has not

yet been validated, potential benefits can be gained by just having a stress

detection model detect stressful moments precisely in real life. For instance, by

integrating stress information into the lifelog retrieval system, early stress

symptoms, and causes can be recognized from the analyses obtained from the

personal lifelog retrieval system so that the user could intervene to prevent it from

evolving into detrimental chronic stress and anxiety. In addition, I believe that the

stress information could also improve the performance of the state-of-the-art lifelog

retrieval system when dealing with stress-related/emotion-related queries such as

“Find the moments that I could not focus on my work as I argued with my friends

that made me stress and angry at the same time”. My conjecture is that the stress

information can be used as a condition for filtering purposes which helps remove

irrelevant results in the ranked list, thereby reducing the time that the user needs

to navigate to the correct moment in the interactive lifelog retrieve system and

increasing the number of relevant moments retrieved in the automatic mode. To

validate my conjecture, I define the following hypothesis for this Ph.D. research as

follows:

Hypothesis

It is possible to identify stress moments in lifelog data using the physiological signals

captured from readily available lifelog sensors and enhance the performance of the
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state-of-the-art lifelog retrieval system with the stress-indexed information to address

stress-related queries.

In order to either prove or disprove this hypothesis, a number of related research

questions have been developed as follows:

• Research Question 1 (RQ1). Evaluation of Stress Detection Models

using Physiological Signals from Consumer-grade Wearable Devices.

How successfully can low-resolution physiological signals recorded from

consumer-grade wearable devices, unlike traditional clinical devices with

high-resolution ones, be used to detect the acute stress of an individual

automatically by utilizing learning models?

From both benchmarking and collected data, I evaluate the performance of

the stress detection model trained on low-resolution physiological signals

recorded from consumer-grade wearable devices compared to the one trained

on high-resolution data captured from traditional clinical-grade devices.

Then, I conduct experiments to propose an optimal approach to building a

good stress detection model with low-resolution physiological data. To

address research question 1, I propose to split it into two sub-research

questions. Research question 1 can be addressed by providing answers to

these two sub-research questions:

Research Question 1.1: Can physiological signals recorded from consumer-grade

wearable devices be used to develop a stress detection model for an individual?

Research Question 1.2: Does the subject-dependent stress detection model

achieve higher evaluation scores in detecting stress moments than the

subject-independent stress detection model as used by the current generation

consumer-grade wearable devices?

• Research Question 2 (RQ2). Evaluation of Stress Detection Models

Applied to Lifelog Data
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How successfully can stress detection models using low-resolution physiological

signals from consumer-grade wearable devices be applied for lifelog data to detect

moments of stress?

I conduct a proof-of-concept study to evaluate the performance of the stress

detection model applied in real life. I collect stress lifelog data of three

participants who joined the previous experiment in the laboratory

environment. I capture all of their activities in daily life with multiple data

privacy methods applied to ensure the private identity of the participants.

From the collected dataset, I examine the performance of the lab-based stress

detection model applied to lifelog data and explain the detection results of

the model to understand how the lab-based model works in lifelog data. I

then propose solutions to enhance the performance of the stress detection

model applied in lifelog scenarios and discuss the limitation of my current

approach based on the participants’ feedback.

• Research Question 3 (RQ3). Stress as a Facet of Lifelog Interactive

Retrieval System.

How can biometric and visual data be used in a lifelog interactive retrieval

system to retrieve stress-related moments?

To either prove or disprove the hypothesis that stress information can

actually enhance the performance of the state-of-the-art lifelog retrieval

system, my team and I develop a state-of-the-art lifelog interactive retrieval

system based on the knowledge about the core features of other systems

acquired from the literature review. Finally, using the stress moments

detected by the stress detection model, I evaluate and compare the

performance of my lifelog interactive retrieval systems with and without the

integration of the stress-moment filter function. I propose to split this

research question into two sub-research questions. Research question 3 can be

addressed by providing answers to these two sub-research questions:
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Research Question 3.1: How can the state-of-the-art lifelog interactive retrieval

system be designed and developed?

Research Question 3.2: How much benefit can be derived from adding the

biometric stress filters to an interactive lifelog retrieval system in a

conventional retrieval task?

1.5 Research Contributions

In this section, the key contributions made in this thesis are outlined as follows:

• Chapter 4 – RQ1:

– Contribution 1: Based on the experimental results in Section 4.3, I

proved that the stress detection model using low-resolution physiological

signals recorded from wearable devices used as training data performs as

well as the one trained with high-resolution data recorded from traditional

clinical devices.

– Contribution 2: Based on the experimental results conducted in

Section 4.4, I proved that the subject-dependent model is more accurate

in stress detection than the subject-independent one when trained on

low-resolution physiological signals’ features, which implies that the

subject-dependent model is the most optimal approach to training stress

detection model.

• Chapter 5 – RQ2:

– Contribution 3: I collected longitudinal stress lifelog data (described

in Section 5.2.1) and conducted a proof-of-concept study to evaluate the

performance of the stress detection model applied to lifelog data.

– Contribution 4: According to the experimental results and the

insights gained from feature analyses and model explanation in Section
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5.3.1 and Section 5.3.2, I showed that applying the laboratory stress

detection model to predict stressful moments in daily life would lead to

inaccurate detection results.

– Contribution 5: From the experimental results in Section 5.3.3, I

proposed that the lifelog stress detection model should be trained on

physiological signals recorded in unconstrained conditions instead of in

the constrained one.

• Chapter 6 – RQ3:

– Contribution 6: I developed (with colleagues) a lifelog interactive

retrieval system named LifeSeeker (Section 6.2.1) and evaluated its

performance through multiple annual benchmarking Lifelog Search

Challenges. The results from the challenges proved that LifeSeeker is

one of the state-of-the-art lifelog retrieval systems.

– Contribution 7: Based on the experimental results in Section 6.3, I

proved that when integrating a stressful-moment filter into the state-of-

the-art lifelog retrieval system, the overall performance of the system

increases in both interactive and non-interactive mode.

1.6 Thesis Outline

This thesis is mainly focused on developing a stress detection model in both

constrained and unconstrained environments as well as proving that much benefit

can be gained by using stress indicators in lifelog retrieval systems. The structure

of this thesis is demonstrated in Fig. 1.2. In this chapter, I introduced the

motivations, challenges, and contributions of this research. Additionally, I formed

the hypothesis based on the literature review, proposed the research questions, and

summarised the research contributions. The remainder of this thesis is organized as

follows:
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Figure 1.2: The structure of the thesis.

• Chapter 2 presents the underlying background of stress detection using

physiological signals based on the anatomy knowledge of the human brain

and the nervous system. I also discuss the outlines of currently existing work

that relates to lifelog moment retrieval tasks. I discuss the conventional

information retrieval methodology, review the lifelog benchmarking and the

retrieval system from participants, and explain the difference with my system.

• Chapter 3 presents the research methodology and evaluation methods to

address three research questions in my research.
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• Chapter 4 presents my evaluation of the statistical difference between the

performance of various learning models trained on the data recorded from

either a clinical device or a consumer-grade wearable device. In this chapter,

I compare two conventional approaches to training human-related learning

models, which are the subject-dependent and the subject-independent, to

select the best approach to building a stress detection model with

consumer-grade device data.

• Chapter 5 presents my proof-of-concept study to develop a lifelog stress

detection model with physiological data captured by consumer-grade

wearable devices in the lifelog data archive. Further analyses and discussions

are also presented to provide insights into how the stress detection model

works in real life and potential approaches are proposed to enhance the

performance of lifelog stress detection model in future work.

• Chapter 6 presents my work in developing the state-of-the-art lifelog retrieval

system and the assessment of the performance of the state-of-the-art lifelog

retrieval system with the integration of the stress-moment filter function in a

conventional retrieval task.

• Chapter 7 presents a summarization of my work in the thesis. Limitations of

my research and future work are also presented in this chapter.
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Related Work and Background

2.1 Introduction

This chapter serves as the foundation for our contributions to the fields explored in

this thesis. It begins by presenting the background theory concerning the

physiological responses of the body to stressors. Subsequently, the detection of

stress using these physiological signals is introduced in Section 2.2. Additionally,

Section 2.3 provides the background on SHAP value (SHapley Additive

exPlanations), which is utilized to explain the detection decisions made by the

lifelog stress detection model in Chapter 5. Furthermore, a literature review is

conducted on the most recent advancements in stress detection using three

benchmarking datasets: AffectiveROAD [10], WESAD [9], and CognitiveLOAD

[47]. The selection of stress detection models for our experiments in Chapter 4 and

Chapter 5 is based on the insights gained from these literature studies, as presented

in Section 2.4.1 and Section 2.4.2. Lastly, Section 2.4.3 presents a comprehensive

review of the significant and innovative features identified in the top-3

state-of-the-art interactive lifelog retrieval systems from previous benchmarking

Lifelog Search Challenges (LSC).

2.2 Stress Detection using Physiological Signals

To establish the foundation for stress detection using physiological signals, I begin

by explaining the mechanism of how the human body responds to stressors and the
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physiological signals that are triggered by these stressors in Section 2.2.1. These

physiological signals comprise; galvanic skin response (GSR), blood volume pulse

(BVP), and skin temperature (TEMP). A detailed explanation of how each

physiological signal responds to stressors can be found in Section 2.2.1.1, 2.2.1.2,

and 2.2.1.3.

2.2.1 The Theory of Physiological Responses Elicited by Stressors

Figure 2.1: An Overview of the Stress Process [2]

As defined by Gillian H. Ice in his book [48], stress is the process of eliciting

emotional, behavioral, and/or physiological responses caused by a stimulus

conditioned by an individual’s personal, biological, and cultural context. Martin

Gjoreski illustrated this stress process in his research that is similar to Fig. 2.1 [2].

As depicted in Fig. 2.1, when an individual is stimulated by the stressor, his/her

body responds to the stimuli instinctively by his/her personal moderators through

an autonomic system that results in a combination of three responses: affective

response, behavioral response, and physiological response. These responses affect

both individuals’ mental and physical health mutually.

In the general biological context of the human nervous system, it is divided into

two main parts: the Central Nervous System (CNS) and the Peripheral Nervous

System (PNS). While the central nervous system is made up of the brain and spinal

cords, the PNS consists of nerves branching off from the spinal cord of the CNS that

extend to all parts of the body as illustrated in Fig. 2.2 [49]. These two nervous
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systems communicate with each other via nerve impulses to execute the commands

from the brain to control the body’s response to the external environment either

voluntarily or involuntarily. Especially, the PNS is considered the most important

part of this structure due to its main functions of moderating both conscious and

unconscious bodily behaviors [49].

Figure 2.2: An Overview Structure of the Human Nervous System [3].

The PNS is divided into two components including the Autonomic Nervous

System (ANS) and the Somatic Nervous System (SNS), which plays the role of

regulating the unconscious and conscious bodily behaviors respectively. In terms of

consciousness, the unconscious/involuntary responses of the body are the natural

reaction of the body to the stimuli without the perception of an individual to

control it while the conscious/voluntary ones can be controlled via either the

inhibition of skeletal muscles or the encouragement of the behaviors response

through the awareness of the individual to the situation. The conscious response of

the body (e.g. skeletal movements, reflexes to situations, and external stimuli from
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the environment) is responsible by the SNS while the involuntary response is

moderated by the ANS.

The ANS, which is divided into sympathetic and parasympathetic divisions,

plays an active part in regulating the body’s immediate reaction to stress exposure

[50] without the person’s conscious effort. In “fight-or-flight” situations, these two

divisions contribute significantly to two different processes, which are known as

arousal and recovery, to prepare the body to react with the corresponding stimuli

of the situation [49]. Specifically, in the arousal state, the sympathetic nervous

system is activated to optimize body function to prepare for the upcoming

threat/pressure while the parasympathetic nervous system alters the body

functions to help it recover [49]. During the arousal state, the sympathetic nervous

system prepares the body for an upcoming threat by increasing heart rate, blood

pressure [50, 51], pupil size [52], the level of cortisol [53], stimulating sweat gland

secretion [50, 51, 54], expanding the respiratory rate [51], etc. In addition,

digestion and urinary activities are inhibited during this time. In contrast to the

arousal state (stress state), the parasympathetic nervous system in the ANS would

regulate the body functions to their normal states by slowing the heart activity,

lowering cortisol levels, inhibiting the sweat gland activity, and increasing the

digestive and urinary activity.

All the aforementioned physiological responses can be recorded using

clinical-grade devices. However, some of them can only be measured by invasive

techniques such as cortisol levels, glucose rate, adrenal amount, etc.; which is not

ideal for collecting the data of a normal user in non-clinical experiments.

Physiological signals, including heart activity, sweat gland activity, skin

temperature, and respiratory rate, can be recorded using non-invasive techniques.

Therefore, these signals are widely recorded on non-patient participants in a

laboratory experiment to provide data for constructing an automatic stress

detection method. These signals can be easily captured in a laboratory

environment using clinical-grade devices (e.g. RespiBAN, BioHarness 3 Zephyr)
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that are tools/sensors with wires and electrodes attached to a part of the body

recording high-resolution data. However, thanks to the development of sensors and

wearable devices, these physiological signals are now able to be captured in daily

life under free-living conditions using consumer-grade wearable devices (e.g.

Garmin, Fitbit, Empatica E4), thereby facilitating more research on stress

detection in different conditions and environments using more advanced techniques

like learning models.

2.2.1.1 Electrodemal Activity (Galvanic Skin Response)

Electrodermal Activity (EDA), to which can be historically referred as Galvanic Skin

Response (GSR), Skin Conductance (SC), or Skin Response (SR), is the variation

of the electrical characteristics of the skin in response to sweat secretion [55]. Under

emotional arousal and stress in response to the context of the environment and

events, the eccrine sweat gland activity increases in corresponding with the change

in the emotional and stress response [56, 57]. It is worth noting that this activity

change is involuntarily elicited by the Autonomic Nervous System (ANS), which

means that one could not control this response intentionally. In terms of the method

of the EDA signal recording, the variation in the sweat gland activity can be detected

by measuring the resistance of the electrical signal between two electrodes applied to

the skin (fingers, palms of hands or feet) [56, 58, 59]. Some emblematic devices that

can be used to record the EDA signal are ProComp Infiniti, Biopac MP150, Shimmer

3 GSR+, and Empatica E4 wristband [60], which are ranked in the ascending order

of portability of the instruments themselves as well as the capability of employing

them to record data in daily life.

The EDA signal is the additive result from its two main components: the Skin

Conductance Level (SCL) and the Skin Conductance Response (SCR) [57]. For a

certain period of time, the Skin Conductance Level (SCL) or the tonic component

of the EDA fluctuates slowly while the Skin Conductance Response (SCR) or the

phasic component fluctuates faster. The tonic component (SCL) can be considered
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as the movement baseline of the signal since it does not contain peaks, while the

phasic component (SCR) varies in response to the events or stimulus, which is

named as Event-Related Skin Conductance Response (ER-SCR). Therefore, the

phasic component is usually employed to detect arousal events [56]. However, the

phasic component (SCR) sometimes varies without any events, which is known as

Non-Specific Skin Conductance Response (NS-SCR). Some statistical features can

be possibly extracted to detect stress of an individual, such as the number of SCR

peaks, the mean amplitude, the total SCR rise time (sum of duration between the

peaks and their corresponding onsets), recovery time, etc. These features were

shown to be effective in the stress detection problem in the literature [61].

2.2.1.2 Blood Volume Pulse and Electrocardiogram

Electrocardiogram (ECG) is the measure of the heart’s electrical activity via the

electrodes placed on the skin at different parts of the body such as arms, legs, and

chest [56]. ECG is usually recorded using clinical-grade devices used in laboratory

environments, such as the Biopacs MP150, MP35, and Shimmer Sensing 3 [60].

Theoretically, heart activity is considered one of the most important signals for

stress detection as it is affected directly by the Autonomic Nervous System [56].

Indeed, one can experience the feeling of fast-beating, fluttering or pounding heart

under stressful events. The reason for this feeling is that the body automatically

increases the concentration of the individual via the increase of oxygen and energy

to the heart, blood flow, and the dilation of the coronary blood vessels to prepare

for a fight or flight [62]. In terms of the structure of the ECG, a typical heartbeat

is composed of four main components: the baseline, the P wave, the QRS complex,

and the T wave [60]

From these components, many statistical features can be extracted to detect

stress, such as the mean and standard deviation of the heart rate, Heart Rate

Variability (HRV), etc. Heart Rate Variability analysis is the most prominent

process that contributes many seminal features for stress detection [63], which
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extracts features from the NN-intervals. Specifically, the NN-interval refers to the

time distance between normal R-peaks (IBI – Inter-beat Interval) in ECG signal

since artifacts may arise due to faulty sensors or arrhythmic events [64]. For

instance, the value of the RR-interval (IBI) lying outside the range of 300

milliseconds and 2000 milliseconds is considered abnormal since its conversion to

heart rate estimation would be either more than 200 beats per minute or less than

30 beats per minute, which is not a valid value for the human heart rate. From the

HRV analysis, four types of features are extracted, including time-domain features,

frequency-domain features, geometrical-domain features, and non-linear-domain

features. The list of the features in each domain can be found in

https://github.com/Aura-healthcare/hrv-analysis. Each feature in the list

has a specific meaning in a stressful context. For instance, in a stressful event in a

window size of 60 seconds, it is expected that there would not be many

NN-intervals that are longer than 50 milliseconds compared to when the body is at

rest or relaxed cause the ANS is expected to increase the heart activity.

Thanks to the development of sensors attached to the wearable device, heart

activity can now be captured not only via the ECG signal in a laboratory

environment but also can be recorded using Photoplethysmography (PPG) from

smart watches and consumer-grade wearable devices. Photoplethysmography

(PPG) is a low-cost optical non-invasive technique using a near-infrared light

source to measure blood volume pulse [65], which is the variations of skin hue

associated with concurrent changes in blood volume in subcutaneous blood vessels

during the cardiac cycle [4]. Some popular consumer-grade wearable devices

employing this technique are Fitbit, Garmin, Empatica E3 and E4 wristbands.

As depicted in Fig. 2.3, the PPG signal is composed of two phases: the systolic

and diastolic phases. The systolic phase (or “rise time”) starts with a valley and

ends with the pulse wave systolic peak [65] while the diastolic phase is marked at

the place where the pulse wave end after following another valley [66]. The RR

intervals (Inter-beat intervals – IBI) can be approximated by the Systolic Peak-to-
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Figure 2.3: The structure of the PPG signal and its relationship to the Inter-beat
Interval in the ECG signal [4].

Peak intervals (PP intervals). Therefore, the same method of Heart Rate Variability

analysis and feature extraction process employed for the ECG signal can be used for

the PPG signal.

2.2.1.3 Skin Temperature

Skin temperature can be measured non-evasively using infrared thermography

(IRT) [67]. One well-known consumer-grade wearable device that implements this

technology to keep track of personal affective states is the Empatica E4 wristband.

Apart from skin response and heart activity, skin temperature also changes

during stress, which can be considered as one of the seminal cues for detecting

moments of stress [56]. The skin temperature values can vary between 33 to 35

degrees Celsius [68]. However, under stressful or emotional conditions, the skin

temperature can vary either lower or higher than the normal range of each personal

baseline skin temperature. In detail, the research from Cornelia Kappeler-Setz

showed that in the arousal state, the skin temperature can change from 0.1 to 0.2

Celsius degree [69]. Theoretically, under stress conditions, the activation of the
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sympathetic nervous system leads to the reduction of the peripheral circulation

that results in the reduction in skin temperature [70]. However, the skin

temperature does not always decrease under stressful events, which causes an

ambiguity concern on the impact of using skin temperature in stress detection

problems [71]. For example, Arturas Kaklauskas et al. confirmed that skin

temperature rose in the presence of stress [72] while other studies from other

research showed that the skin temperature decreased in stressful events

[73, 74, 75, 76]. Palanisamy Karthikeyan et al. also observed that the mean skin

temperature gradually increased in most subjects during stress state and provided

a clue that the variation of the skin temperature under different affective states

could depend on the skin property of the race [77]. Despite the uncertainty in

stress pattern recognition when using skin temperature, Palanisamy Karthikeyan et

al. supported the idea that combining the statistical features of skin temperature

like mean skin temperature might enhance the power of stress detection system

[77].

2.3 Model Interpretation Technique

Feature contribution is a crucial factor to understand which features are most

important to the detection. As the decisions of the models rely on the input

features of the data, the contribution of the features would provide insights into the

model’s decisions. From the interpretation of the model, the underlying rules of the

features that the model learns to perform detection can be inferred. The relative

feature importance of different features can also be inferred. Utilizing feature

importance allows us to obtain insights into the reasons behind the model’s

performance, whether it is successful or unsuccessful, on any given input data.

Thereby, analyses of the distribution of the features can be made to compare the

difference between the training and testing data so that further model

improvement, data transformation, and data pre-processing can be proposed to
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enhance the performance of the model. In this section, I present a widely used

technique to interpret learning models, which is called SHAP (SHapley Additive

exPlanations). The foundation knowledge of the SHAP techniques, which is the

Shapley Value, is also presented in this section.

2.3.0.1 Shapley Value

Sharply value is a local explanation technique originating from the cooperative

game theory [78] that aims to explain individual detection of the black-box model.

Though it is a local explanation technique, the global explanation can be gained by

aggregating all of the these individual detection. In general, the main idea of the

Shapley value is to compute the contribution of the features that the model uses to

detect the results. This is done by considering each feature’s marginal contribution

in all of its coalitions (subsets of feature combinations containing the targeted

feature) that are used to train the model and yield detections. In detail, the

marginal contribution of a feature to the detection of the model could be computed

by the weighted sum over all possible feature value coalition using the following

Shapley value formula:

ϕj(v) =
∑

S⊆{1...p}\{j}

|S|!(p− |S| − 1)!

p!
(v(S ∪ {j})− v(S)) (2.1)

In the equation 2.1, S is the subset of features used in the model that does not

contain the j-th feature, p is the number of features, v(S) is the detection for feature

values in set S that are marginalized over features not included in set S. The v(S),

in a straightforward representation, could be illustrated as the following formula:

v(S) = f̂(x1, . . . , xp)dPx/∈S (2.2)

The Shapley value satisfies four properties that can be considered a definition of a

fair payout. These four properties are as follows:
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1. Efficiency: The feature contributions must add up to the difference of

detection for x and the average.

p∑
j=1

ϕj = f̂(x)− EX(f̂(X)) (2.3)

2. Symmetry: If two feature values j and k contribute equally to all possible

subsets of features, the feature contribution of these two feature values must

be the same.

v(S ∪ {j}) = v(S ∪ {k}) ∀S ⊆ {1, . . . , p}\{j, k} ⇒ ϕj = ϕk (2.4)

3. Dummy: If the feature j does not change the detection results regardless of

the feature combinations, its feature contribution — Shapley value must be

equal to 0.

v(S ∪ {j}) = v(S) ∀S ⊆ {1, . . . , p} ⇒ ϕj = 0 (2.5)

4. Additivity: The respective Shapley value of the additive of two features values

val + val+ is ϕj + ϕ+
j

While the main advantage of the Shapley value is that the difference between the

detection and the average detection, based on the Efficiency property, is distributed

fairly among the feature values; the main disadvantage of this explainable model

approach is the high computational cost as all possible coalitions of a feature needs

to be taken into account. To consider all the number of subsets containing the

feature, the marginal contribution needs to be computed for 2n−1 coalitions for n is

the number of features in S. An exact Shapley value is computationally expensive

to obtain. Therefore, in my work, I only use the approximation solution to compute

Shapley values to explain my model’s detection, which is discussed in section 2.3.0.3

and section 2.3.0.4.
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2.3.0.2 SHAP (SHapley Additive exPlanations)

SHAP was introduced by Lundberg and Lee [79], which represents the Shapley value

as an additive feature attribution method that focuses on the local method to explain

a detection of a model f based on the locally approximating explanation model g:

g(z′) = ϕ0 +
M∑
j=1

ϕjz
′
j (2.6)

where z′ ∈ {0, 1}M is the coalition vector, M is the maximum coalition size, and

ϕj ∈ R is the Shapley values of feature j.

In addition to fulfilling the four properties inherited from the Shapley values,

SHAP also possesses three distinct properties that are advantageous for additive

feature attribution methods, which are as follows:

1. Local Accuracy: The output of the explanation model g should match the

one of the original model f̂ when x = hx(x
′) where hx is the mapping function

from the simplified input feature x′ to the original input.

f̂(x) = g(x′) = ϕ0 +

M∑
j=1

ϕjx
′
j (2.7)

2. Missingness: A feature value x′j missing from the coalition vector has the

value of 0 and has an arbitrary Shapley value theoretically. However, as it

does not hurt the local accuracy property, SHAP enforces its Shapley value to

be 0: x′j = 0 ⇒ ϕj = 0.

3. Consistency: If the marginal contribution of a feature value varies (increases

or stays the same) due to the change of the model, the Shapley values also vary

(increase or stay the same) in corresponding with the marginal contribution.

f̂ ′
x(z

′)− f̂ ′
x(z

′
/j) ≥ f̂x(z

′)− f̂x(z
′
/j) ∀z

′ ∈ {0, 1}M ⇒ ϕj(f̂
′, x) ≥ ϕj(f̂ , x)

(2.8)
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where f̂x(z
′) = f̂(hx(z

′)) and hx is the mapping function from the coalition

vector to the original feature vector.

With a detailed explanation of the variables in SHAP, I can re-define v(S) specific

for SHAP as follows:

v(S) = f̂x(z
′) = f̂(hx(z

′)) (2.9)

The f̂(hx(z
′)) is the conditional expectation function of the original model. This

conditional expectation function is designed to develop different strategies to deal

with the missing field in the variable z′ (the field where z′i = 0). Depending on the

type of the model, the corresponding type of f̂(hx(z
′)) is used. As in my

experiments and analyses in Section 5.3.2, I use an ensemble tree-based model and

logistic regression, I focus on using TreeSHAP and LinearSHAP to analyze why the

models can work or cannot work on the real-life dataset.

2.3.0.3 LinearSHAP

To interpret the feature contribution and detection explanation of the Logistic

Regression model in my experiment, I propose to use LinearSHAP. Linear

explanation is valid to use for Logistic Regression as target probability is positively

correlated with the features. This implies that by increasing a feature by one point,

the target probability is also increased by a certain amount assuming all other

features remain the same. In the linear model detection, each individual effect can

be computed easily. Considering a linear model for one data instance where xj is

the feature value with j = 1 . . . p and βj is the its corresponding weight:

f̂(x) = β0 + β1x1 + · · ·+ βpxp (2.10)

The contribution ϕj of the j-th feature on the detection f̂(x) is:

ϕj(f̂) = βjxj − E(βjXj) = βjxj − βjE(Xj) = βj(xj − E(Xj)) (2.11)
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where E(βjXj) is the mean effect estimate for feature j. The contribution is the

difference between the feature effect and the average effect.

2.3.0.4 TreeSHAP

TreeSHAP is a variant of SHAP for tree-based machine learning models proposed by

Lundberg et al. [80]. The difference between TreeSHAP and conventional SHAP is

the approximation of the value function using the conditional expectation f̂x(z
′) =

EzS̄ |zS (f̂(z
′)) instead of the marginal expectation, where EzS̄ |zS (f̂(z

′)) is computed

as in the Algorithm 1 in [80] according to Lundberg et al.

As Lundberg et al. proposed a fast approach to compute the Shapley values in

the tree-based model in [80], I use their implementation in my experiment to explain

the tree-based model. However, as I use the ensemble tree-based model, a further

aggregation step is required to compute the final Shapley value computation for each

feature as illustrated in equation 2.12

ϕj =
1

T

T∑
i=1

ϕ
(i)
j (2.12)

2.3.0.5 SHAP Feature Imporance

In a simple explanation, features with large absolute Shapley values are important

Therefore, the SHAP feature importance that I use in my experiment to analyze the

impact of each feature on the detection results based on the Shapley values is the

average absolute Shapley values per feature across the data. Its computation follows

the below equation:

Ij =
1

n

n∑
i=1

|ϕ(i)
j | (2.13)

2.4 Related Work

This section presents the relevant work on stress detection in both constrained and

unconstrained environments. Section 2.4.1 focuses on related work of stress
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detection in constrained environments that concentrates on the three benchmarking

stress datasets used in many publications in the same research field, while Section

2.4.2 discusses all recent relevant publications of stress detection in unconstrained

environments. These discussions provide support for the main research objective of

developing an optimal stress detection model applied to lifelog data, as presented

in Chapter 4 and Chapter 5. Furthermore, the development of core features in the

top-3 state-of-the-art interactive lifelog retrieval systems in previous benchmarking

Lifelog Search Challenges that propose significantly novel features is explored to

support the research in developing a state-of-the-art lifelog retrieval system. This

system will be used in experiments to evaluate the benefits of utilizing detected

stress-moment information during the retrieval process, as discussed in Chapter 6.

2.4.1 Stress Detection in Constrained Environment

The context of stress detection in a constrained environment is broad. From my

point of view, stress detection in a constrained environment is the one that requires

the participants to do a number of pre-defined tasks in a specific environment over

a period of time. Therefore, some data collection protocols in previous related work

that are claimed to be real-life scenarios are considered experiments in constrained

environments in my work.

2.4.1.1 AffectiveROAD Dataset

Neska El Haouij et al. created a dataset named AffectiveROAD [10] using the same

experimental setup as of Healy and Picard [81]. However, the AffectiveROAD

dataset consisted of low-resolution physiological signals recorded from

consumer-grade wearable devices instead of high-resolution data, which was also

the focus of their research on the application of using consumer-grade wearable

devices’ data in constrained real-life scenarios. Daniel Lopez-Martinez et al.

proposed a novel personalized machine learning which employed a multi-view

multi-task machine learning framework in stress detection [82]. They evaluated the
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performance of their proposed approach on the AffectiveROAD dataset and

achieved the mean accuracy of 83% for binary stress classification. In detail, the

best model using a multi-view, multi-task machine learning framework in their

work comprised two views and three tasks, which were the number of signals used

for learning (Electrodermal Activity and Heart Rate) and the number of

normalized spectral clusters, respectively. For the training step, the mean feature

vector of each drive in the whole training set (including driving sessions of multiple

participants) was computed and clustered into T profiles. The result of this process

was that the drives were clustered into T different profiles that shared similar

physiological responses to driving-induced affective states. The instances of the

drives in each cluster were used to train the personalized stress classifier for that

targeted cluster only. They claimed that their proposed approach could “account

for inter-subject inter-drive variability in affective responses to the driving

experience” [82]. Their proposed multi-view multi-task learning model framework

is novel, however, depends much on the hyper-parameters T and could not be

extended easily when a new drive is added to the stress corpus due to the need to

re-construct the profile.

2.4.1.2 WESAD Dataset

Philip Schmidt et al. [9] created a benchmarking stress dataset in the laboratory,

named WESAD dataset, by inducing stress responses from participants in a

simulated interview-like situation named Trier Social Stress Test (TSST) [45]. In

detail, the participants were exposed to a three-person panel while wearing both a

chest-worn clinical-grade device (RespiBan) and a wrist-worn consumer-grade

wearable device (Empatica E4 wristband) at the same time to record the

physiological responses. Based on the dataset that Philip Schmidt et al. collected,

they tried to build and evaluate multiple subject-independent stress detection

machine learning models in an instantaneous manner as the step of the window

shift that the authors chose was 0.25 seconds. They extracted statistical features
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from physiological signals, including Electrodermal Activity (EDA), Blood Volume

Pulse (BVP), and Skin Temperature (TEMP) with a window size of 60 seconds.

Five conventional machine learning models, including Decision Tree, Random

Forest, AdaBoost, Linear Discriminant Analysis, and k-Nearest Neighbours were

trained in a subject-independent approach, which employed the data of other

participants for training and testing on the remaining participant data that was

not in the training set. The best subject-independent stress detection model that

the authors managed to achieve the mean accuracy of 88.33% (±0.25) [9] was the

Random Forest trained on all wrist-worn physio data. Using the same dataset,

Kizito Nkurikiyeyezu el al. investigated the difference between the performance of

subject-independent and subject-dependent stress detection models trained on

chest-worn device’s data (high-resolution physio signals) [41]. The results from

their experiment indicated that the subject-dependent model outperformed the

subject-independent ones in discriminating the stress and non-stress moments,

which implied that the inter-subject variability of physiological responses affected

the performance of the model. The authors proposed a hybrid calibrated model

which incorporated a few personal physiological samples (approximately 50% of

personal data) in the generic pool of physiological samples collected from a large

group in the training process to mitigate the performance gap between the

subject-dependent and subject-independent models. Though the hybrid calibrated

model could improve the performance of the subject-independent model, the

training approach was not much different from the subject-dependent training

approach since 50% of personal physiological samples were used. For the evaluation

of the performance of stress detection models using wrist-worn device’s data

(low-resolution signal), Pekka Siirtola proposed to evaluate the performance of

subject-independent stress detection models using the same features as in the

preliminary work of Philip Schmidt et al. but employing another evaluation metric

– balanced accuracy – to evaluate the performance of the model on imbalanced

datasets. Additionally, the author also investigated the effect of the window size on
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the performance of the subject-independent stress detection model [83]. From their

experiment, the author observed that longer window sizes used for feature

extraction could lead to a slight increase in the balance accuracy score of the stress

detection model. The best model using Linear Discriminant Analysis (LDA)

trained on three signals which include Skin Temperature (TEMP), Blood Volume

Pulse, and Heart Rate, with a window size of 120 seconds achieved the highest

average balanced accuracy score of 87.4% (±10.4). This result is high for a

subject-independent stress detection model. However, they suggested that the

significant variation in recognition accuracy between study subjects can be

alleviated by building subject-dependent stress detection instead. In 2021, Lam

Huynh et al. proposed a novel subject-independent stress detection model using

Neural Architecture Search (NAS) and evaluated the model on the benchmarking

WESAD dataset [5]. The inputs fed into the deep neural network that the authors

employed were the filter bank of each physiological signal from a wrist-worn device

(EDA, BVP, and TEMP), which was “a quadratic form of signal in the joint

time-frequency domain” [5], and mixed features. Instead of constructing the deep

neural network (DNN) manually, the authors generated a set of DNNs candidates

for each input modality from the search space using the procedure proposed by

Xuanyi Dong et al. [84]. The authors randomly searched from 10000 architectures

and only used the best ten architectures that had the highest covariance matrices

of the gradient for training. An overview of the proposed network is illustrated in

Fig. 2.4. By using such a complex architectural design, the authors improved the

accuracy of the stress detection model significantly. Their best model using all

physio data from wrist-worn devices achieved an accuracy of 92.87%, which was

higher than the baseline Random Forest model up by 4.54%. The only drawback of

such a complex deep network was the training time, which was approximately 50

hours of training time using Tesla-V100 [5].
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Figure 2.4: The architecture of the Stress Neural Architecture Search [5]

2.4.1.3 CognitiveLOAD Dataset

Another stress dataset capturing low-resolution physiological signals was collected

from 21 participants by Martin Gjoreski et al. in the laboratory environment [47].

The participants were exposed to stressors that comprise performing different mental

arithmetic tasks at different difficulty levels under time pressure with high rewards.

In detail, the stress data were collected following a stress protocol proposed by

Dedovic et al [85], which was designed to have three arithmetic tasks with increasing

levels of difficulty: easy, medium, and hard. After each task, a false ranking score was

shown to the participant to create a competitive stimulus to the participant. The

baseline (non-stress) data were recorded on a different day when the participants

were relaxed to ensure the consistency of the data. Martin Gjoreski et al. conducted

two experiments on this dataset which includes evaluating the effect of window size

and the effect of different feature combinations on the performance of the subject-

independent stress detection model [47]. The evaluation was performed on nine

machine learning models, including Support Vector Machine (SVM), Random Forest

(RF), Boosting, Bagging, k-Nearest Neighbors (kNN), Naive Bayes, Decision Tree,

Ensemble Selection, and Majority classifier. For the first experiment, the authors

employed the window size starting from 30 seconds increasing up to 360 seconds (6

minutes) with the window shift depending on the size of the sliding window (window

size - 25 seconds). The authors also drew the same conclusion as Pekka Siirtola

[83] that the longer the window size is, the higher accuracy the model can achieve.
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Among the classifiers, the SVM model performs well for all window-size, therefore,

it was chosen for the second experiment. For the second experiment, the authors

compared the performance of the SVM model using a subset of features selected on

a sensor-specific base. The proposed feature selection process consisted of two main

steps, which were removing correlated and non-informative features. Specifically,

non-informative features are the ones that have low information gain as they do

not carry many characteristics of the class [86]. In addition, correlated features can

deteriorate the model’s performance as they contribute less to the decision process

and can contain noises. The result from their experiment suggested that using the

feature combination from all sensor sources can increase the accuracy of the stress

detection model significantly compared to using one sensor modality. The authors

achieved an accuracy of approximately 73% for a 3-class problem (“No Stress” v.s

“Low Stress” v.s “High Stress”) and confirmed that the model can be easily confused

“Low stress” with “No stress” and “High stress” as it was difficult to define a strict

border between these kinds of events [47].

2.4.2 Stress Detection in Unconstrained Environment

2.4.2.1 Machine Learning Approaches

Martin Gjoreski et al. also collected real-life stress data using a wrist-worn wearable

device (Empatica E4) and kept track of their stress status via a combination of a

stress log and Ecological Momentary Assessment (EMA) prompting on a smartphone

[47]. In case of a stress event, the participants needed to log their stress level on

a scale from 1 to 5 (1 to 2 – no stress, 3 to 5 – stress) as well as logged the start

and the duration of the stressful situation. The stress level was used to label the

logged stressful moments in real-life data to consider if it was actually a stressful

event or not. As the stress label was subjectively annotated due to the time lag in

the perception of stress, the authors proposed two remedies corresponding to two

ways of stress-event annotation scenarios. For the first scenario, at time X, the

participant responded to the EMA prompts and confirmed that he/she was suffering

38



Chapter 2. Related Work and Background

from stress, the period of stress label was then extended by 10 minutes before and

after the time X since the physiological arousal might start before that certain point

of time. For the second scenario, the participant labeled a stress event interval from

time Y to time Z. The authors also extended 10 minutes before time Y and after

time Z to mitigate the stress perception bias. The rest of the data was considered

no-stress and was split into events with a duration of 10 minutes. Using this real-life

stress dataset, Martin Gjoreski et al. conducted two experiments to find the optimal

approach to building stress detection for in-the-wild data. The first experiment was

the aggregation experiment which evaluates the effect of the size of the sliding window

used for feature extraction of physiological signals in real-life on the performance

of the stress detection model in the wild. From the aggregation experiment, the

authors can draw the conclusion that the smaller the aggregation window is, the

better performance the model can achieve. Specifically, the decrease of the window

size from 17.5 to 10 minutes increased the mean F1-score of the subject-independent

stress detection model (Decision Tree) from 84% to 90%. For the second experiment,

the authors utilized the best configuration of the stress detection model from the first

experiment (Decision Tree with a 10-minute window size of feature extraction) to

compare the context-based and a no-context approach applied to stress detection

in the wild. The context defined by the authors indicated the consideration of

embedding physical activities (lying/sitting/standing/walking/running/cycling) of

the participant at a certain time into the training feature while no context implied

the direct use of the lab-based stress detection model into the real-life data. The

context was an important feature for in-the-wild stress detection problems since

physical activity also elicited similar physiological arousal to the one in psychological

stress events [47]. To do so, the authors gathered raw acceleration data from 10

healthy volunteers during a 120-minute experiment with a medical expert [87]. The

labels of the data included five activities: lying, sitting, standing, walking, and

running/cycling. The average activity level was inferred from the activity recognition

model trained on their collected datasets and was passed as a feature to the context-
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based stress classifier [47]. Indeed, from their context-versus-no-context experiment

of 10-minute event segments, the context-based classifier provided more accurate

stress-event detection than lab-based stress detection one applied to the wild directly.

In detail, the context-based classifier achieved a mean F1-score of 90% while the

no-context one only provided an F1-score of 47%. The precision and recall of the

context-based classifier were 95% and 70% respectively, which indicated that 70% of

stress events were detected at a precision of 95%.

2.4.2.2 Deep Learning Approaches

Han Yu et al. investigated the performance of using the Deep Learning model with

modality-fusion self-attention mechanism (MFN) [88] applied to stress data in the

wild. The real-life stress data collected by the authors contains multimodal

physiological data (ECG and GSR sampled at 256 Hz) from consumer-grade

wearable devices (IMEC and Belgium) recorded from 41 participants over eight

days. In detail, the authors employed the self-attention mechanism in the

Transformer model [89] to extract feature representation for the sequential

physiological data of the 60-minute window size. The main idea of their approach

was to input each physiological signal sequentially into a self-attention network

independently to extract the embedding vector of the signal and concatenate these

embeddings for training. Thereby, both the learning models can learn not only the

information from each sensor source separately but also learn the correlation of

both modalities through the fusion embedding. In addition, to mitigate the

individual differences in stress dataset caused by differences in human behaviors in

real life, the authors proposed to add personalized attention to combine the

generalized information of different users with the individual patterns of the

targeted subject, which was the main idea of their proposed Modality Fusion

Network (MFN). The performance of the MFN network was then compared

statistically with the original Transformer merely applied to the stress data. Three

different possible scenarios of employing physiological signals (ECG, GSR, and
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ECG & GSR) were also considered. According to their experiment, the F1-score of

the MFN model was statistically higher than the one that merely applies the

Self-Attention Network in all three scenarios at the significance level of 0.01 [88].

Among the three different scenarios, the MFN model utilizing the fusion of both

ECG and GSR signals into the training process achieved the highest mean F1-score

of 69.3% (±0.6%) The F1-score of the MFN model can also be improved to 77.4%

(±0.7%) if the personalized attention layers were added to the model structure.

Han Yu et al. continued to investigate the performance of deep learning models

applied to momentary stress detection in the wild by proposing a novel

semi-supervised learning method to augment data for training [90]. The idea of

their approach was to solve the problem of lacking labels for the training model as

real-life labeled data in the wild only occupies a small amount of the stress data

due to the conventional stress status response via feedback at a certain point of

time [90]. Indeed, based on the analysis of three datasets (SMILE [91] – n = 45 for

390 days, TILES [92] – n = 212 for 10 weeks, and CrossCheck [93] – n = 75 for a

year) on which the authors work, the ratio of labeled sequences versus unlabeled

sequences of 5-minute window-size is smaller than 0.8%. To utilize most of the

unlabeled data, the authors proposed to use the Long Short Term Memory

(LSTM) model as an Auto Encoder (AE) to encode each sequence data into a

single feature vector in the latent space. The main idea of their proposal was to

first pre-train the LSTM-AE model on labeled data, then clustered the labeled

samples in latent space using the Gaussian Mixture Model (GMM) into K

components based on the Akaike and Bayesian information criterion analysis.

Finally, the latent representations of all the unlabeled samples were inferred using

the pre-trained model and assigned to the most similar distribution of labeled

samples based on the negative log-likelihood values. The selected unlabeled

samples were assigned labels based on the most similar samples in the cluster and

were used to continue to train the LSTM-AE model. Moreover, the authors also

applied the consistency regularization training methods in order to reduce the noise
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created by the augmented data when the model makes a detection. Using the

default configuration of the sequence length of 30 and window shift of 20 minutes

for feature extraction based on the logging rate of the stress-logged application,

their LSTM-AE model with data augmentation and consistency regularization

training achieved the mean F1-score of 66% (±1%), 70% (±1%), and 64% (±2%)

on SMILE, TILES, and CrossCheck dataset respectively; which was higher than

their baseline LSTM model up to 0.8%.

2.4.3 Lifelog Retrieval System

Since the emergence of the lifelog task challenge at NTCIR-12 [94] with the release

of large datasets of lifelog data, many lifelog problems have been introduced to

research teams with international participation. This has led to lifelogging

becoming a thriving research field. In NTCIR-12 [94], two problems were proposed

to explore personal lifelog data which are Lifelog Semantic Access Task (LSAT)

and Lifelog Insight Task (LIT). Among the two tasks, the LSAT, which was later

known as the Lifelog Moment Retrieval task (LMRT), aimed to develop a

methodology and search engine to retrieve the lifelog moments based on the

description of the lifelogger (e.g. Find the time when I was looking at an old clock,

with flowers visible.). This task has been the core task in many lifelogging research

workshops including NTCIR-13 [95], NTCIR-14 [27], four editions of

ImageCLEFlifelog from 2017 to 2020 [25, 26, 28, 29], and Lifelog Search Challenge

from 2018 to 2020 [30] and attracted many researchers to develop novel remedies to

develop state-of-the-art interactive lifelog retrieval system and optimize its

functions. Through these lifelogging challenges, many interactive lifelog explorers

were proposed with many enhancements. Among these challenges, the Lifelog

Search Challenge (LSC) is the benchmarking competitive challenge that requires

participants to develop novel features in their interactive lifelog retrieval systems to

win. These novel features can be divided into three general categories:

• Data Indexing: As the speed of the retrieval algorithm/retrieval engine
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depends on the way the data is indexed in the database, this section of the

lifelog retrieval system needs to be implemented carefully. Any enhancement

of this section can lead to the improvement of the retrieval speed of the

system.

• Retrieval Algorithm: Retrieval algorithm/retrieval engine is the soul of the

lifelog retrieval system which reflects 80% of the retrieval power of the system.

The improvement of the retrieval algorithm/retrieval engine can boost the

precision of the lifelog retrieval system significantly.

• User-Interface & User-Interaction: Well-designed interfaces and novel

system interactions between the user and the retrieval system can increase

the browsing experience of the user, thereby facilitating the user to utilize all

the functions of the system and navigating to the desired moments efficiently.

It is also more important when the interactive lifelog retrieval system is

developed to be used in different kinds of devices (e.g. mobile phones, web

applications, and virtual reality environments).

2.4.3.1 Lifelog Search Challenge 2018 (LSC’18)

lifeXplore System [6]

Figure 2.5: The general architecture of lifeXplore interactive retrieval system [6].

• Data Indexing: The authors proposed a solution to convert a video retrieval

system into an interactive lifelog retrieval system by encoding the sequence
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of lifelog images of a day into a video with a constant frame rate (5 frames

per second). The video was then inputted through a custom shot detection

algorithm to group relevant semantic scenes as sub-videos before extracting

representative keyframes, thereby reducing the number of items needed to show

in the user interface as well as boosting the speed of the retrieval engine. Other

metadata such as day of the week, time range, location, etc. were indexed in

the database for filter purposes.

• Retrieval Algorithm: For retrieval methods, the authors proposed four

different methods to search including sketch search, similarity search, concept

search, and metadata filtering [6].Both sketch search and similarity search

utilized k-nearest neighbor to search for image descriptors that are similar to

the query one. Depending on what the user wants to search, different kinds

of descriptors are used for different purposes such as HistMap descriptors for

searching scenes with similar color distribution, GoogLeNet features for

searching scenes with similar semantic content, etc.

• User-Interface & User-Interaction: For the design of the user interface, the

authors followed the idea of Barthel et al. [96, 97] that utilized a feature map

to show the retrieval results efficiently. The feature map displayed the selected

keyframes of the generated lifelog videos arranged based on a given similarity

criterion such as visual similarity, feature similarity, semantic similarities, etc.

An illustration of the feature map interface with their data processing pipeline

is shown in Fig. 2.5.

VRLE System [7]

• Retrieval Algorithm: For retrieval algorithms of the system, the authors

only used the concepts/tags provided by the organizers including the day, time,

day of the week, and visual objects for filtering and keywork searching.

• Data Indexing: All the metadata such as day of the week, time range,
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Figure 2.6: The contact-based use-interaction with the retrieval user interface of
VRLE lifelog retrieval system in LSC’18 [7].

location, etc. were indexed in a structured database for filtering purpose and

keyword searching.

• User-Interface & User-Interaction: Duane et al. develop the very-first

novel lifelog interactive retrieval system in a virtual reality environment with

the proposal of an efficient design of the user interface and multiple user

interaction methods [7]. The user interface for the retrieval process is also

simple with two menus for tags selection and time selection as can be seen

from Fig. 2.6. In total, the authors propose two new user interaction

mechanisms in their system: distance-based user interaction and

contact-based user interaction. The distance-based approach was functionally

similar to using a television remote, which interacted with the retrieval user

interface via an interactive beam originating at the top of the user’s wireless

controller in the virtual environment. The user then only needed to press a

button on the controller to select tags and time ranges based on the query

description. The same design was used for contact-based user interaction,

however, in a much more direct form of interaction like physically touching
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the interface components instead of remote control interaction simulation. As

illustrated in Fig. 2.6, the controllers were designed as drumsticks protruding

from the head of each controller [7] in the virtual environment. These

drumstick-like controllers imitated the conventional style of browsing on

computers or smartphones by interacting with a keyboard or a touchscreen

by fingers. Users can use both hands to generate queries in parallel, thereby

facilitating dexterous users to use the retrieval system in the virtual

environment as fast and precisely as using conventional web-based or mobile

interactive retrieval systems.

2.4.3.2 Lifelog Search Challenge (LSC’19)

VIRET [98] & vitrivr [99] Systems

The conversion of interactive video retrieval systems from the Video Browser

Showdown (VBS) challenge into interactive lifelog retrieval systems was still

effective in the LSC’19. Indeed, two of the best lifelog retrieval systems in the

LSC’19, VIRET [98] and vitrivr [99], inherited most features from their precedent

video search systems. In LSC’19, most of the state-of-the-art lifelog retrieval

systems focused on introducing new query methods and enriching metadata.

Specifically, for the VIRET lifelog retrieval system, Jakub Lokoc et al. introduced

three different types of query methods in their system including query by color,

query by text, and query by images with a filter function in the system to re-select

the best-matched images [98]. The vitrivr system also introduced similar query

methods with the extension of the query-by-sketch for semantically visual search

[99]. For query-by-text methods, all of the systems still formed multiple boolean

queries with multiple combinations of AND/OR operators between the tags and

visual concepts of lifelog images parsed from the query description manually. For

example, the vitrivr system structured its boolean query by splitting it into two

different parts: query terms and query containers [99]. The query container

composed of multiple query terms which were visual concepts or textual tags
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connected by a logical AND operator in the late fusion process. Finally, multiple

query containers were connected by the logical OR operator. Other metadata such

as location, time, and biometrics were used for filtering purpose and boolean query

by most of the state-of-the-art systems.

Smart Lifelog Retrieval System with Habit-based Concepts and Moment

Visualization [100]

To increase the efficiency of forming a boolean query based on the visual concepts

and tags extracted from lifelog images, Nguyen-Khang Le et al. proposed to enrich

the metadata by training more concept detectors based on the daily habits of the

lifelogger [100]. In detail, the authors extracted a subset from the Open Images V4

[101], which was a large-scale dataset with “unified annotations for object detection

and visual relationship detection”, to train multiple object detectors that belong to

four groups of concepts that appear frequently in the daily life of the lifelogger based

on their analysis: Main food, Dessert, Musical Instrument, and Devices. With this

approach of metadata enrichment for efficient boolean query formulation, the system

was competitively in third place in the LSC’19.

2.4.3.3 Lifelog Search Challenge 2020 & 2021 (LSC’20 & LSC’21)

Myscéal System [8]

• Data Indexing: In the Myscéal system, the authors defined the events in

their system were sequences of images that are visually identical. Any change

of action or shift in the lifelogger’s viewpoint was considered an indication of

the event change. To group each single lifelog image into events, visual features

of each image including SIFT feature [102], embedding feature from VGG16

model [103], and visual concepts were extracted and compared with the image’s

immediately preceding ones using cosine similarity to determine if they were

in the same event. For free-text search implementation, all the metadata,

including the location in raw GPS format and time, were all converted into

text for free-text retrieval, such as the exact name of the location, the time
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Figure 2.7: The user interface of Myscéal system in LSC’20 [8].

range, the day of the week, etc. The authors also enriched the visual concepts

by using an additional pixel-wise object detector called DeepLabv3+ [104]

retrained on the ADE20k dataset [105]. Based on the pixel-wise segmentation

object detector results, the authors proposed a new TF-IDF weighting named

area TF-IDF (aTFIDF) that took the pixel-wise area of the object into account

by putting a constant threshold for the area to determine if an object is a visual

noise or if it is visually important in the image.

• Retrieval Algorithm: Myscéal provided free-text search and filter with re-

defined Term Frequency - Inverse Document Frequency (TFIDF) weighting in

ElasticSearch database as well as providing a new temporal retrieval function.

The free-text search function was done by defining a rule-based part-of-speech

tagging from the natural language toolkit [106] with query expansion using

Word2Vec [107] and WordNet [108] models to extract keywords for boolean

query formulation. In addition, their retrieval engine also supported temporal

search, which searched for the exact event based on the description of the event

that happened either before or after it.

• User Interface & User Interaction: For the user interface, as can be seen
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from Fig. 2.7, the authors displayed the search results in a straightforward way

that showed the retrieved event photo in the middle with the events before and

after on both sides of it. The authors also introduced a new method of filter-

by-location-area user interaction to search faster in case of the area of the

searched event was provided by drawing a rectangle on a geographic map.

These novel features in retrieval engine functions, well-designed user interface, and

user interaction resulted in a huge gap in the score of the Myscéal system with other

lifelog retrieval systems in both LSC’20 [8] and LSC’21 [109].

2.4.3.4 Lifelog Search Challenge 2022 (LSC’22)

The Contrastive Language-Image Pre-Training model [110] (CLIP model) enabled

the mapping of text-based queries and images into the same vector space for

embeddings. As a result, the disparity between text-based embedding and

image-based embedding was minimized, allowing the contextual information of

text-based queries to be utilized for image retrieval. This means that there is no

longer a requirement to enhance the metadata of visual concepts from the images

in order to perform free-text searches, while still maintaining a high-performing

retrieval system. The existence of the CLIP model is indeed a game changer

leading to substantial improvement in the performance of lifelog retrieval systems.

This was proven in the LSC’22 that the top five best retrieval system uses the

CLIP model as the core retrieval engine for the free-text search function.

2.5 Discussion

Based on the aforementioned literature studies, three key issues have been identified,

which have subsequently formed the basis of the research conducted in this thesis.

These issues can be summarized as follows:

1. The lack of research on the evaluation of the performance of stress

detection models trained on data from consumer-grade wearable
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devices:

Based on the literature review conducted in Section 2.4.1, previous studies

utilizing clinical-grade devices and high-resolution physiological signals

consistently indicated that subject-dependent stress detection models

outperformed subject-independent models. These studies also proposed

various solutions to enhance the performance of subject-independent models.

However, the evaluation of stress detection models trained on data collected

from consumer-grade wearable devices has been lacking. Additionally, there

has been no comparison made between the performance of subject-dependent

stress detection models and subject-independent models trained on

low-resolution data from consumer-grade wearables. Consequently, further

research is required to statistically validate the performance of stress

detection models trained on low-resolution physiological signals using all

three benchmarking stress datasets. This research will facilitate the

determination of the optimal approach for constructing stress detection

models with low-resolution data.

2. The lack of research on stress detection models applied to lifelog

data/in-the-wild data:

The performance evaluation of stress detection models primarily takes place

in controlled lab environments, leaving a significant gap in understanding

their effectiveness in real-world scenarios. The challenge of effectively training

stress detection models with low-resolution physiological signals from

consumer-grade wearable devices remains an open problem. Section 2.4.2

highlights that most recent works on in-the-wild stress detection proposed the

use of both Machine Learning and Deep Learning techniques to develop

subject-independent models capable of detecting stress levels for all

individuals in real-life situations. However, these approaches overlooked the

variations in physiological responses among individuals and the analysis of
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results.

While initial research efforts show promising results regarding the performance

of stress detection models in real-world settings, most of these models are

unable to operate in real time due to the low sampling rate of the devices (1

to 5 minutes per sample). Furthermore, the availability of stress labels for

all data points is limited, as they are obtained through questionnaires and

self-evaluation forms at specific times of the day [91, 92, 93].

To address these challenges, my research proposes a novel approach to

streamline the stress annotation process and conducts experiments to assess

the performance of my proposed stress detection model in real-world settings

in real time, achieving a detection rate of 20 seconds per detection. In my

opinion, resolving this issue necessitates a case study-based solution that

accounts for the unique characteristics and requirements of each individual,

ultimately leading to the identification of an optimal approach for in-the-wild

stress detection.

3. The lack of exploiting physiological data in lifelog retrieval systems:

Despite the extensive research conducted on analyzing lifelog data to gain

insights into personal habits [100] and developing lifelog retrieval systems as

memory prosthetics [22], the exploration of physiological data for

understanding personal physical and mental states remains largely untapped.

Through my literature review, I have observed that the physiological data

present in lifelog data, such as heart rate, blood volume pulse, and galvanic

skin response, can be leveraged to accurately detect stress moments.

Based on this realization, I hypothesize that mental stress information plays a

pivotal role in memory prosthetics, aiding memory retrieval in a faster and more

efficient manner. Consequently, I propose that enhancing the current state-of-

the-art lifelog retrieval systems by incorporating stress status as a searchable

facet can improve their performance. To validate this hypothesis, it is necessary
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to develop a state-of-the-art lifelog retrieval system and conduct experiments

accordingly.

Drawing from the literature studies in Section 2.4.3, I have identified several

important functions that would be valuable for my research in developing the

aforementioned lifelog retrieval system. These functions include:

(a) Free-text Search: A robust free-text search capability is essential for

the system to understand the content and context of given queries in

order to locate relevant images. This can be achieved through techniques

such as the Bag-of-Words model as seen in the initial version of Myscéal

[8], or by employing models like CLIP as utilized by Memento [111] or

E-Myscéal [112].

(b) Filter by Text: Considering the extensive metadata inferred from lifelog

data, I am inspired by the query-by-text function of the vitrivr system

[99] to define a syntax for forming boolean queries to facilitate filtering,

instead of relying on a multi-faceted filter function displayed on the user

interface.

(c) Visual Similarity Search: Users often desire the ability to search for

visually similar images during the browsing process, as these images may

contain visual cues associated with specific memories. Furthermore, visual

similarity search facilitates the discovery of related or similar images, as

well as the identification of patterns or trends within users’ life.

(d) Straightforward User Interface and User Interaction: The

interface should be intuitive and user-friendly, enabling users to easily

search and browse their lifelog data. Images should be displayed in a

clear and organized manner, accompanied by relevant metadata such as

date and location. The interface should support temporal moment

(image) browsing, as commonly seen in state-of-the-art systems, to

verify the accuracy of the identified moments (images). Interactions
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should be minimal and straightforward, requiring only a few clicks, taps,

or inputs to accomplish tasks such as searching, browsing, and filtering.

The system should be designed to be accessible and user-friendly,

allowing even novice users to quickly learn and utilize the lifelog

retrieval system.

By integrating these critical functionalities, the proposed state-of-the-art

lifelog retrieval system can be developed, serving as a foundation for

subsequent experiments and evaluations.

2.6 Chapter Summary

This chapter serves as an introduction to the background research and literature

review conducted for the research presented in this thesis. The focus of the

background theory is on the identification of mental stress through the analysis of

physiological signals generated by the body’s automatic response system. The

theoretical framework encompasses the understanding of the Autonomous Nervous

System’s behavior within the human neural system, particularly in fight-or-flight

situations, by exploring the anatomical aspects of the brain, nerves, and spinal

cords throughout the body. Additionally, this chapter provides a comprehensive

review of important and innovative features found in state-of-the-art interactive

lifelog retrieval systems. These systems have been examined to gain insights into

the current advancements and trends in the field. Building upon the background

knowledge and literature review, three main problems have been identified as the

driving force behind the research conducted in this thesis. These problems include

the lack of research in evaluating stress detection models trained on data from

consumer-grade wearable devices, the scarcity of studies on stress detection models

applied to lifelog data or in-the-wild scenarios, and the underutilization of

physiological data in lifelog retrieval systems. These key issues form the central

focus of the research conducted in this thesis.
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Research Methodology and

Evaluation Methods

3.1 Research Methodology

According to S. Rajasekar et al., research is “a structured inquiry that utilizes

acceptable scientific methodology to solve problems and create new knowledge that

is generally applicable” [113]. J. Creswell also proposed a definition of research as a

logical and systematic process that collects and analyses data to discover new

knowledge, find solutions to scientific and social problems, and improve the

understanding of a particular topic [114]. Moreover, there are many different

approaches and methods to plan, orientate, and conduct the research [114].

Figure 3.1: Research methodology schema.
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Based on this literature knowledge, I choose an appropriate research

methodology to address each research question to either prove or disprove the

proposed hypothesis mentioned in Section 1.4. As described in Section 1.4, there

are three research questions in total. As illustrated in Fig. 3.1, quantitative

research is employed to address research question 1 while exploratory research is

used to address research question 2 and research question 3. In summary, there are

four steps in each research methodology to conduct experiments and research that

have similar first two steps of designing and data collecting, as demonstrated in

Fig. 3.1. For both research methodologies, the design step would require the

literature studies and background research to determine how to approach the

problem stated in the research. Then, appropriate data are gathered based on

previous studies for experiments and analyses. For research question 1, the

quantitative research methodology aims to generalize results from a sample of a

targeted population that provides objective analyses using statistical means [115].

Therefore, multiple stress datasets recorded in diverse environments are used in the

experiment to augment the sample size, thereby bolstering confidence in the

findings and conclusions derived from the analyses conducted to address this

research question. For research question 2 and research question 3, the exploratory

research methodology is chosen to conduct case-study experiments to gather

information from preliminary results to gain a deeper understanding of the research

topic and guide further research [116]. The workflow of the research methodology

for each research question, as illustrated in Fig. 3.2 is as follows:

• RQ1: I divide this research question into two parts. The first part – (RQ1.1)

– is to validate the performance of the stress detection model using data from

consumer-grade wearable devices compared to the one trained on traditional

clinical-grade devices. The second part – (RQ1.2) – is to determine an

appropriate approach to training the stress detection model by comparing if a

personalized stress detection model is better at detecting stress accurately

than a general one. For RQ1.1, the WESAD dataset described in Section
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Figure 3.2: The workflow of the research methodology for each research question.

4.2.1.1 is used in the experiment as it records the same subject’s

high-resolution and low-resolution physiological signals contemporaneously is

used in the experiment. For RQ1.2, all of the stress datasets described in

Section 4.2.1 are used in the experiment as the same consumer-grade

wearable device (Empatica E4) is employed during data collection. Based on

a sample of data, inferential statistics analysis is applied to estimate the

performance of the stress detection model built on different conditions

statistically. These conditions including different physiological signal

resolutions (RQ1.1 – Section 4.3) and different model training approaches

(RQ1.2 – Section 4.4) are analyzed in different experiments. Thereby, an

overall statistical conclusion can be drawn to determine the optimal approach

to train a stress detection model with a consumer-grade wearable device.

• RQ2: I conduct a case study on three randomly selected participants from the

list of candidates joining the lab-based stress data collection protocol described

in Section 4.2.1.4 to collect lifelog data for the experiment of stress detection

in the wild, which is described in Section 5.2.1. As the optimal approach

to building the stress detection model with readily available consumer-grade
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wearable devices has been determined, I examine the capability of detecting

stress moments in lifelog using the stress detection model trained on laboratory-

based data, which is described in Section 5.3.1. Feature analyses are done

in Section 5.3.2 to explain the features’ impact on the decisions of the stress

detection model. Thereby, further suggestions and improvements on the lifelog

stress detection model are proposed in Section 5.3.3 with discussions on the

avenues for future research in this field.

• RQ3: I conduct experiments and user studies on selected participants joining

the lifelog data collection in Section 5.2.1 to determine if using subjective

stress indicators as a filter option can actually improve the performance of

the state-of-the-art lifelog retrieval system. To do that, I divide this research

question into two parts. The first part – (RQ3.1) – is to analyze the system

architecture and supported features in the state-of-the-art lifelog retrieval

system, which is described in Section 6.2. I develop the lifelog retrieval

system named LifeSeeker and have the system evaluated through multiple

benchmarking Lifelog Search Challenges (LSC) in 2020, 2021, and 2022. The

results from the challenges mentioned in Section 6.2.3 show that LifeSeeker is

one of the state-of-the-art lifelog retrieval systems. The second part –

(RQ3.2) – is to evaluate the performance of the state-of-the-art lifelog

retrieval system without subjective stress indicators through three

experiments described in Section 6.3. Preliminary results shown in Section

6.3.2 indicate that the integration of the stress-moment filter enhances the

performance of the lifelog retrieval system in both when dealing with

stress-related/emotional-related queries. Thereby, further suggestions on the

improvement of how this feature can be integrated into lifelog retrieval

system effectively in terms of user interaction and user interface are

discussed.
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3.2 Operating Constraints

For any new research topic, I should define the operating constraints of the research

to design and conduct the experiment properly. In this Ph.D. research, I identify

these constraints as follows:

• While the labels of the stress-related psycho-physiological signals are subjective

as they are recorded based on their emotions and feelings at that moment, they

are assumed to be reliable.

• The labels of stress moments used as the ground-truth for the stress detection

model applied in real life should be annotated manually by the participants

after they were explained the definition of stress. The researcher is not allowed

to intervene in the annotation process or influence the participants by any

means to achieve the expected results.

• The data collection process must respect the privacy of the participants and

comply with the data governance laws. Ethical approvals should be agreed

upon by the Ethical Research Committee from the research institution. In

this Ph.D. research, I ensure that ethical approvals have been secured for all

the conducted experiments from the Dublin City University Ethical Research

Committee.

• The data collected at the research institution should be structured into a

reusable dataset and support further research in the same research domain

while maintaining the private property of personal traits and identities of the

participants.

• The targeted participants joining the data collection process for RQ2 and RQ3

should be the lifeloggers or the researchers in lifelogging fields as they have a

good understanding of the lifelog sensors to ensure the integrity of the data.

Therefore, the number of participants in this dataset is small. It is a trade-off
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between the reliability of the dataset and the sample size. In this research, I

are more concerned about the reliability of the data, which would affect the

reliability of my conclusion drawn from experiments conducted on this data.

• The interactive lifelog retrieval system developed for RQ3 after doing

background research and further analyses should have a competitive

performance compared to the current state-of-the-art interactive lifelog

retrieval systems.

These constraints are maintained for this Ph.D. research and act as limiting factors

to focus the research effort.

3.3 Evaluation Methods

My proposed evaluation metrics for each research question are as follows:

RQ1: Evaluation of Stress Detection Model trained on Physiological

Signals from Consumer-grade Wearable Device.

Due to the imbalanced nature of the stress datasets, the conventional accuracy

metrics could not reflect the actual performance of the detection model. In previous

works, five evaluation metrics are often used to evaluate the performance of the

stress detection model: accuracy, balanced accuracy, precision, recall, and f1-score.

Among those evaluation metrics, balance accuracy is the most intuitive evaluation

metric to assess the overall performance of the learning models on an imbalanced

dataset [117]. Therefore, balance accuracy is employed as the main evaluation metric

for stress detection models and inferential statistical analyses are done using this

evaluation metric also.

The formula for the balanced accuracy score is:

Balanced Accuracy =
TPR+ TNR

2
= 0.5×

(
TP

TP + FN
+

TN

TN + FP

)
(3.1)

where TPR is the True Positive Rate, TNR is the True Negative Rate, and the
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Table 3.1: The Template for Binary Confusion Matrix.

Actually Positive (1) Actually Negative (0)
Predicted Positive (1) True Positives (TP) False Positives (FP)
Predicted Negative (0) False Negatives (FN) True Negatives (TN)

relation between true positive (TP), true negative (TN), false positive (FP), and

false negative (FN) are presented in the confusion matrix in Table 3.1.

RQ2: Stress Detection Model Applied in Lifelog Data: Analyses and

Proof of Concept.

In this research question, I still use the balance accuracy score to evaluate the

performance of stress detection models applied in lifelog data to assess the general

performance of the stress detection models in the wild. However, I also consider

precision and recall scores to measure how many stress moments the model retrieves

and how many moments are correctly detected as stress. The formula of the precision

and recall score based on the confusion matrix in Table 3.1 is as follows:

Precision =
TP

TP + FP
; (3.2)

Recall =
TP

TP + FN
(3.3)

RQ3: Subjective Stress Indicators as a Facet of Lifelog Interactive

Retrieval System.

In this research question, I evaluate the interactive lifelog retrieval systems

when conducting a user study by employing the same evaluation metrics used in

the benchmarking Lifelog Search Challenge (LSC). In detail, for each query/task,

the organizers of the Lifelog Search Challenge rank the system by considering both

retrieval speed and the correctness of the submissions into a score as follows:

St
q = max

(
0, Aq ·

(
Tq · 0.9ωq − 0.5 · τq

Tq

))
(3.4)
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According to the equation 3.4, let Aq be the maximum score of the task, Tq be the

maximum provided search time, ωq be the number of incorrect submissions, and

τq be the search time that the user required to solve the task; the score linearly

decreases from the maximum to half of the points over the allowed search time (and

will be zero in the worst case when the user submits too many incorrect submissions)

[118]. The final score used for evaluation is the sum of all task scores in the user

study session: S =
∑

St
q.

In addition, I evaluate the average precision (AP) and the mean average precision

(mAP) of the system by using the ranked list from the log of the system generated

when the user submits correctly. In the equation 3.5, the P@k is the precision of

the item k (Ik) in the ranked list and the rel@k is 1 if Ik is relevant or 0 otherwise.

The |Irel| is the total number of relevant items in the ranked list of a query/task.

The average precision is the mean of all precision values at different levels in the

retrieved ranked list of a task while the mean average precision is the mean of all

average precision values over all tasks.

AP =
1

|Irel|
·

n∑
k=1

P@k ∗ rel@k (3.5)

rel@k =


1 if Ik is relevant

0 if Ik is not relevant
(3.6)

mAP(Q) =
1

Q
·

Q∑
q

AP (q) (3.7)
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Chapter 4

Evaluation of Consumer-grade

Wearable Device Applied to Stress

Detection Problem

4.1 Introduction

In this chapter, we address research question 1, which is how successfully can low-

resolution physiological signals recorded from consumer-grade wearable

devices unlike traditional clinical devices with high-resolution ones be

used to detect acute stress of an individual automatically by utilizing

learning models?

To answer this research question, I evaluate the statistical difference between

the performance of various learning models trained on the data recorded from both

a clinical device and a consumer-grade wearable device. I then compare two

conventional approaches to training human-related learning models, which are the

subject-dependent and the subject-independent, to apply to the training process

stress detection models using consumer-wearable device data. Finally, I compare

the performance of each learning model to select the best approach to build a stress

detection model with consumer-grade device data. In short, research question 1

can be addressed by providing answers to these two sub-research questions:

• Research Question 1.1: Can physiological signals recorded from consumer-
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grade wearable devices be used to develop a stress detection model for an

individual?

• Research Question 1.2: Does the subject-dependent stress detection model

achieve higher evaluation scores in detecting stress moments than the

subject-independent stress detection model as used by the current generation

consumer-grade wearable devices?

As mental stress can be detected via physiological responses, much research has

been conducted to experiment with the capability of building stress detection

models using the physiological signals recorded from either clinical-grade devices or

consumer-grade wearable devices as well as evaluating the performance of these

models. The difference between the two kinds of devices lies in the sampling rate of

the devices themselves. Conventional clinical-grade devices can provide

high-resolution signals due to the high-capacity battery that allows them to

capture data at a high sampling rate. However, these kinds of a device are not

mobile and convenient enough to capture physiological signals in the wild as they

can easily hinder individual daily activities. Though consumer-grade wearable

devices manage to record these kinds of signals outside the laboratory environment,

the battery issue does not allow them to capture high-resolution signals. However,

the low resolution is also good enough to capture minor changes in physiological

signals that result in acute stress according to [2, 9, 119, 120]. However, no

research has been conducted to measure how useful it is to use low-resolution

physiological signals for stress detection compared to the usage of high-resolution

signals, except for my previous analyses in [121] with different experiment settings.

Additionally, the optimal approach between the two conventional methods of

building stress detection with low-resolution physiological data, which is either the

subject-dependent method or the subject-independent one, is not determined

clearly in any research. These are the core problems that I focus to solve by

addressing research question 1 in this chapter.
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4.2 Experiment Configuration

4.2.1 Stress Datasets

In this section, I describe the stress datasets that I used in my experiment to evaluate

the performance of the stress detection model with low-resolution data captured

from consumer-grade wearable devices. I employ four stress datasets recorded in

the constrained environment, which are WESAD [9], AffectiveROAD [10], Cognitive

Load [2], and my collected dataset at Dublin City University named DCU-NVT-

EXP2.

4.2.1.1 Wearable Stress and Affective Detection (WESAD) Dataset

The benchmarking dataset named WESAD [9] consists of four different types of

low-resolution physiological data collected from 15 participants (ages of 27.5 ± 2.4

years) under two different study protocols in a laboratory environment by Philip

Schmidt et al. The low-resolution physiological signals including accelerometer

(ACC), skin temperature (TEMP), Blood Volume Pulse (BVP), and Electrodermal

Activity (EDA) were recorded using the Empatica E4 medical-grade wearable

sensor while the high-resolution physiological signals of the same types were

captured simultaneously using the RespiBAN device with a sampling rate of 700

Hz. The sampling rate of the consumer-grade wearable device for low-resolution

signals recording is 64 Hz for Blood Volume Pulse (BVP), 32 Hz for the

accelerometer (ACC), and 4 Hz for both Electrodermal Activity (EDA) and skin

temperature (TEMP). As illustrated in Fig. 4.1, there are two versions of the study

protocols with the same stress and rest conditions but in different orders of

execution. The gaps between conditions, which are shown as red boxes in Fig. 4.1,

refer to the times when participants filled in self-reports. Each study protocol in

the dataset comprises amusement, stress, meditation, and baseline conditions

arranged in different orders for each participant. Details of these four affective

conditions are as follows:
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1. Baseline Condition: This condition lasts for 20 minutes and aims to capture

the neutral state of the participant. The participant was asked to sit or stand

at a table with neutral reading material.

2. Amusement Condition: The participant watched a set of eleven funny video

clips. A short neutral time period of five seconds was presented between the

video clips. The total length for this condition was 392 seconds.

3. Stress Condition: The participant was exposed to the Trier Social Stress

Test (TSST), where they were required to provide a five-minute speech on

their strengths and weaknesses in front of a panel of three human resource

specialists. Finally, the participant counted down from 2023 in decrements of

17 and was requested to start over if they made a mistake. The total length

of this condition was about 10 minutes.

4. Meditation Condition: The amusement and stress conditions were followed

by a guided meditation period to “de-excite” the participant back to a neutral

affective state.

However, only the amusement, stress, and baseline conditions were used to build and

evaluate stress detection models [9].

Figure 4.1: The study protocols in the data recording process of the WESAD dataset
[9].

The total duration of the study protocol was about two hours. Philip Schmidt

et al. collected four subjective self-evaluation reports from each of the participants;
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which include the Positive and Negative Affect Schedule (PANAS), State-Trait

Anxiety Inventory (STAI), Self-Assessment Manikins (SAM), and Short Stress

State Questionnaire (SSSQ); to capture the feelings of the participant after each

affective condition. Since previous works on this dataset employed study protocol

as the ground truth of both train and test data [9, 41, 83, 121], I also used the

same ground-truth construction method as in previous works for consistent

comparison of the results. In detail, the baseline and amusement conditions were

classified as non-stress while the stress condition is labeled as stress.

4.2.1.2 Cognitive Load Dataset [2]

The dataset was collected by Martin Gjoreski et al. to monitor the physiological

signals under the cognitive-load inducing task [2] using both commercial

Electroencephalography (EEG) headset and Empatica E4 wristband. The

cognitive-load tasks used in their experiment were designed based on the

stress-inducing method proposed by Dedovic et al. [85] that required an individual

to solve a mental arithmetic task under a certain amount of time and evaluation

pressure. The experiment started with a baseline session of 15 minutes on a

separate day when the participant was relaxed. They then invited the participant

to the laboratory room where the participant joined the arithmetic tasks including

easy level (addition and subtraction of two integers), medium level (addition and

subtraction of three integers), and hard level (addition, subtraction with

multiplication of three integers). The tasks were organized following the four

conditions proposed by Sonia J. Lupien [43] to induce a stress response. The

authors also announced that there would be monetary prizes for the top three

participants to increase the competitiveness of the tasks to stimulate their stress

status during the experiment. Each level lasted for five minutes. Therefore, the

total duration of the experiment was around 30 to 40 minutes.

For stress level evaluation, the authors employed the Four short State-Trait

Anxiety questionnaires (STAI-Y) [122] that required the participant to fill in before
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the experiment and after each stress session. The answers to the STAI-Y

questionnaires were used as the self-evaluated stress level of the data. In detail, the

session with the lowest STAI score was labeled as low stress. For each +3 STAI

point, the stress label increased by one. In total, there were four stress levels

obtained from the stress self-evaluation form including no stress (baseline data),

low stress (lowest STAI score), medium stress (lowest STAI score + 3), and high

stress (lowest STAI score + 6).

4.2.1.3 AffectiveROAD Dataset [10]

The dataset was collected by Neska El Haouij et al. to identify and validate drivers’

state indicators such as stress and arousal. The authors gathered low-resolution

BVP and EDA data from two Empatica E4 wrist bands on both arms as well as

high-resolution Heart Rate and Respiration data using a chest-worn device named

Zephyr BioHarness 3.0. Ten participants, except for one participant having the age

of 59 years old, with ages varied between 24 and 34 years old (29.9±3.7) were invited

to join in 14 different driving tasks whose driving experience ranges from 5 to 37

years (11± 8.37).

Figure 4.2: The study protocol in the data recording process of the AffectiveROAD
dataset [10]

The road path of the study protocol in the data recording process of the

AffectiveROAD dataset is depicted in Fig. 4.2. It can be seen from Fig. 4.2 that

the driving protocol began and ended with 15 minutes of rest in the institution
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parking area where the driver sat still in the car, and closed their eyes while the car

engine was running. After the rest period at the beginning of the experiment, the

participant left the parking and drove through a pre-defined set of routes in daily

normal traffic. The Z in Fig. 4.2, was the exiting route of the parking area, which

is a part of the Technopole. Then, the driver needed to drive along the streets of

the city (City 1), which was presumed to induce high stress due to narrow streets,

traffic lights, and high-load traffic. The driver then exited the avenue of the city

and continued to drive on a smooth route for around 8 minutes. The driver finally

arrived at a roundabout before entering the city driving session again (City 2) for

around 10 minutes. However, this city route did not have traffic lights and had

many parking lots and restaurants. Finally, the driver arrived at a big roundabout

and drove back to the starting point of the experiment following the same routes.

The total duration of this study protocol was around one 1 hour and 26 minutes

with 30 minutes of rest periods.

The stress level of the participant was rated on a continuous ”stress” metric

ranging from 0 (no stressful) to 1 (extremely stressful) by the experimenter using a

slider while the experimenter sat in the rear of the car during each driving task.

Due to the subject evaluation of stress level, the annotation of each drive was

validated again by the participants, which was smoothed using the Hanning filter

with a window size of 100s duration, by looking at the synchronized recording

video of the drive [10]. In my experiment, the ground truth of the data for stress

level based on these continuous metrics was divided into three labels including

relaxed, low stress, and high stress by splitting these continuous values into three

intervals: [0, 0.33) – relaxed, [0.33, 0.67) – low stress, and [0.67, 1] – high stress.

4.2.1.4 DCU-NVT-EXP2 Dataset

The dataset was collected at Dublin City University with the purpose of

investigating the potential of applying a laboratory-based subject-dependent stress

detection model in an unconstrained environment. I used the wrist-worn Empatica
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E4 device to record stress-related physiological signals from participants. In total,

there were 11 participants in my dataset with ages ranging from 20 to 47

(27.8 ± 7.0). The DCU-NVT-EXP2 dataset is the constrained version where

participants join the study protocol in a laboratory environment with the

requirements to complete a set of pre-defined tasks.

Figure 4.3: The study protocol in the data recording process of the DCU-NVT-EXP2
dataset

As illustrated in Fig. 4.3, the study protocol consists of seven sessions including

one baseline task which aims to capture the normal state of the participant. After

the baseline session, the participant started to do three reading sessions. The

reading tasks were designed by following the International English Language

Testing System’s reading test format with a time constraint of 15 minutes, which is

less than the actual time constraint required to complete an IELTS reading task

successfully. After the reading sessions, the participant joined three cognitive-load

tasks following the study protocol by Martin Gjoreski et al. in [2]. The ticking

clock with time progress was visible to the participant during the sessions

(excluding the baseline) to urge the participant to complete the tasks in the

specified time constraint. The scoreboard was visible to all the participants to

increase the competitiveness for rewards of AC100 for the one with the highest score

and AC20 vouchers for the second-ranked and third-ranked participants. These

features in this stress-induced protocol were designed based on four conditions

proposed by Sonia J. Lupien [43] to induce a stress response, just as in [2].

The red boxes in Fig. 4.3 between the sessions are the resting stage of 5 minutes

which provides a break time for the participant to get back to their normal state. In

addition, the participants were asked to evaluate their affective state of themselves

before and after each session (excluding the baseline) using the six short State-Trait

Anxiety questionnaires (STAI-Y) as in [2] illustrated in Table 4.1. The subjective
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Question Answer
Not At All Somewhat Moderately Very Much

I feel calm 1 2 3 4
I am tense 1 2 3 4
I feel upset 1 2 3 4
I am relaxed 1 2 3 4
I am content 1 2 3 4
I am worried 1 2 3 4

Table 4.1: Six short State-Trait Anxiety Questionnaires (STAI-Y) and the score for
each question used in DCU-NVT-EXP2 experiment

self-evaluation STAI-Y results were assessed as follows:

• The answers from six questions were converted into scores, which were summed

up to provide the self-evaluation score of the current stress state of an individual

at that moment.

• The self-evaluation scores obtained from 11 participants was then tested to

measure if there were any significant changes in the stress state before and

after doing the tasks in the session. The significance test was selected based on

the normality of the data, which was tested using the Shapiro-Wilk test [123]

in advance. Shapiro-Wilk normality test is chosen as it is the conventional

approach to test the normality of the data distribution to choose a proper test

for hypothesis testing. All the significance levels in these significance tests were

0.05.

• The session was then labeled as stress/non-stress based on the results from the

significance test. It is worth noting that the baseline was considered non-stress

by default due to the nature of the baseline session in a laboratory stress-

induced environment.

It can be seen from 4.2 that distributions of the self-evaluation score differences

follow the normal distribution according to the Shapiro-Wilk normality test at the

significance level of 0.05. Therefore, I applied the paired t-test to measure the

significance difference before and after doing the tasks to validate if the task was
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Normality test Paired t-test
Session p-value Confirmed p-value Significant Label

Reading 1 0.12 Yes 0.00038 Yes Stress
Reading 2 0.62 Yes 0.048 Yes Stress
Reading 3 0.71 Yes 0.011 Yes Stress
STest Easy 0.35 Yes 0.065 No Non-Stress

STest Medium 0.052 Yes 0.198 No Non-Stress
STest Hard 0.26 Yes 0.0016 Yes Stress

Table 4.2: Labels of sessions in DCU-NVT-EXP2 study protocol based on the
statistically significant difference before and after each session

stressful enough to cause a significant change in the self-evaluation of their current

affective state. From table 4.2, the statistical test confirmed that the reading sessions

actually induce stress in the participants. It could be owing to the time pressure of

finishing the task while gaining high scores to achieve the result. However, based

on the self-evaluation score, the easy and medium levels of the cognitive-load stress

tests were not stressful enough compared to the hard ones. The label of the session

was used as the ground truth of all data points during the session time interval.

4.2.2 Bio-signal Statistical Feature Extraction

According to previous work in [9, 41], the statistical features extracted from

physiological signals are useful for recognizing stress responses in individuals. The

feature extraction method described in [9] and [41] has been shown to be effective

when applied to high-resolution signals to detect stress patterns [41, 81]. However,

only a few researches have been carried out to verify the efficiency of this feature

extraction method when applied to low-resolution signals [9, 82, 120, 124]. In my

previous work described in [11], I show that with minor changes and additions to

the feature extraction method (e.g. high-pass/low-pass filter parameters,

normalization), I can reuse the feature extraction method for low-resolution signals

to extract high-quality statistical features that result in accurate stress detection

models using data from consumer-grade wearable devices. Therefore, I reuse the

statistical feature extraction method that I proposed in [11].
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For both EDA and BVP, I extract statistical features using NeuroKit2 package1

[125] and HRV-analysis library2 for each 60-second segment. The window shift used

in my experiment is 0.25 seconds. The values of the window size and window shift

are the same as in the original paper of the WESAD dataset for consistency when

comparing the detection results of the models [9]. As the physiological signals vary

from person to person, I employ the feature normalization method to reduce the

difference in people’s physiological responses. In addition, since the signals recorded

using consumer-grade wearable devices such as EDA, BVP, etc. contain many types

of noise, I utilize different signal processing techniques to remove noises, baseline

drifts, and outliers in the raw signal. These steps are combined together to clean the

raw signal before extracting statistical features, which is considered to be a bio-signal

processing pipeline to improve the quality of the extracted feature.

For the EDA, the raw signal in each 60-second segment is firstly pre-processed

to remove motion artifacts using the wavelet-based adaptive denoising procedure as

described in [126]. The signal is then filtered by a fourth-order Butterworth

low-pass filter with a cut-off frequency of 0.5 Hz to remove line noise. The

min-max normalization is then applied to the cleaned signal to remove the

inter-individual difference before it is inputted into the NeuroKit2 package for Skin

Conductance Response (SCR) and Skin Conductance Level (SCL) decomposition

using the cvxEDA method [127]. Other characteristics of SCR including SCR

Peaks, SCR Onsets, and SCR Amplitude are also extracted. Finally, the statistical

EDA features from three related works [9, 41, 128] are computed, which results in a

36-dimensional vector.

For the BVP, I first clean the raw signal in each window segment by removing

the outlier values over the 98th and below the 2th percentile using the winsorization

method as in [87] and removing the baseline drift using Butterworth high-pass filter

with a cut-off frequency of 0.5 Hz as in [129]. I then apply min-max normalization to

the cleaned signal to minimize the physiological signal difference between individuals
1https://github.com/neuropsychology/NeuroKit
2https://github.com/Aura-healthcare/hrv-analysis
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before following the previous research [121] to employ the Elgandi processing pipeline

[130] for the photoplethysmogram (PPG) signal cleaning [131] and the systolic peaks

detection. The systolic peaks are used to compute a list of RR intervals, which are

then pre-processed using the hrv-analysis package to remove outliers and ectopic

beats [132] as well as interpolating missing values. The cleaned RR intervals are used

to compute the NN-intervals, which are the main items to compute time-domain,

frequency-domain, geometrical, and Poincare-plot features. For frequency-domain

HRV features, I employ the same parameters of low (LF: 0.04-0.15 Hz) and high

(HF: 0.15-0.4 Hz) frequency bands as in [9]. The range of the very-low-frequency

band used in my work is the same as in the HRV-analysis package (0.003-0.04 Hz).

In summary, I inherit most of the HRV features from [9, 41] and combine them into

a 30-dimensional vector.

For the TEMP, the statistical features are extracted on the raw 60-second

segment signal as in [9]. The fusion of statistical features from three signal sources

is a 72-dimensional vector. The detail of extracted features is shown in Table 4.3.

Table 4.3: List of extracted features. Abbreviations: # = number of,
∑

= sum of,
STD = standard deviation, RMS = Root Mean Square.

Signal Feature Description

EDA µEDA, σEDA, minEDA, maxEDA Mean, STD, min, max of EDA

∂EDA Slope of the EDA

rangeEDA, rangeSCR Dynamic range of EDA & SCR

µSCL, σSCL Mean, STD of the SCL

corr(SCL, t) Correlation btw SCL & time

#Peak # identified SCR peaks∑Amp
SCR,

∑t
SCR

∑
SCR startle magnitudes

and response durations∫
SCR Area under the identified SCRs

Continued on next page
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Table 4.3 – continued from previous page

Signal Feature Description

µSCR, σSCR, maxSCR, minSCR Mean, STD, min, max of SCR

µ∇SCR
, σ∇SCR

, µ∇(∇SCR), σ∇(∇SCR) Mean and STD of the 1st and

second derivative of the SCR

µPeak, σPeak, maxPeak, minPeak Mean, STD, min, max of

SCR Peaks

kurtosis(SCR), skewness(SCR) Kurtosis and skewness of SCR

µOnset, σOnset, maxOnset, minOnset Mean, STD, min, max

of SCR Onsets

ALSC =
N∑

n=2

√
1 + (r[n]− r[n− 1])2 Arc length of the SCR

INSC =
N∑

n=1
|r[n]| Integral of the SCR

APSC =
1

N

N∑
n=1

r[n]2 Normalized average power

of the SCR

RMSC =

√
1

N

N∑
n=1

r[n]2 Normalized RMS of the SCR

BVP µHR, σHR, µHRV , σHRV Mean & STD of Heart Rate

and HRV

kurtosis(HRV ), skewness(HRV ) Kurtosis & Skewness of HRV

fV LF
HRV , fLF

HRV , fHF
HRV Very low (VLF), Low (LF),

High (HF) frequency band

in the HRV power spectrum.

fLFNorm
HRV , fHFNorm

HRV Normalized LF & HF

band power.

f
LF/HF
HRV Ratio of HRV LF and HRV HF.

f∑
x∈{VLF, LF, HF}

∑
of the freq. components

in VLF-HF

Continued on next page
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Table 4.3 – continued from previous page

Signal Feature Description

NN50, pNN50, NN20 pNN20 # and percentage of HRV

intervals differing more than

50 ms and 20 ms.

HTI HRV Triangular index

rmsHRV RMS of the HRV

SD1, SD2 Short and long-term poincare

plot descriptor of HRV

RMSSD, SDSD RMS & STD of all interval of

differences between adjacent

RR intervals.

SDSD_RMSSD Ratio of SDSD over RMSSD.

RELATIVE_RR (µ, median, σ, Mean, median, STD, RMSSD,

kurtosis, RMSSD, kurtosis, skewness) and skewness of the relative RR.

TEMP µST , σST , minST , maxST Mean, STD, min, max of ST

rangeST , ∂ST Range and slope of ST

4.2.3 Train/Test Data Split for Subject-Dependent and Subject-

Independent Models Training

For human-related learning models, there are two conventional training approaches

which are subject-dependent and subject-independent methods. The description of

each training method is described as follows:

• Subject-independent model: This method employs the Leave One Group

Out (LOGO) strategy when splitting the train and test set. This is commonly

used in consumer-grade applications by default when the customers use a model

to detect their behavior patterns for the first time due to its practicality and
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Figure 4.4: Train/test data split for subject-dependent and subject-independent
stress detection models in my experiment.

cost-efficiency. In detail, assuming that the dataset contains the data from 15

users, a train/test split of the LOGO method is to use the data of 14 users for

training and one of the remaining participants for testing.

• Subject-dependent model: In contrast to the subject-independent model,

the subject-dependent one employs only the data of a targeted participant for

both training and testing. The data of the targeted participant is split into

train/test with the percentage of 80%/20% or 70%/30%.

In my experiment, the subject-dependent model splits the train/test data of a

targeted participant (e.g. user A) with the percentage of 80%/20%. Specifically, for

each stress/non-stress session, the first 80% of the session is used for training and

the last 20% of the session for testing. This way of data splitting is to mimic

real-life scenarios where testing physiological signals are unseen until the user

records and uploads the data for analysis. For a fair comparison between the

performance of subject-dependent and subject-independent stress detection

models, the test set for subject-independent models evaluation is the same as the
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one used for subject-dependent models, which is 20% of the test data of a targeted

user in the subject-dependent model evaluation (e.g. user A). Details of the data

splitting in my experiment are depicted in Fig. 4.4.

4.2.4 Learning Models

In this experiment, I use four conventional Machine Learning models, which are

different from each other in terms of the complexity of the model, to build stress

detection models. Additionally, I also apply a deep fusion model that I propose in

[11], which is described in section 4.2.4.2. The evaluation scores of these models

are employed to validate the performance of stress detection models in different

contexts including different model training methods and different signal resolutions

due to different recording devices.

4.2.4.1 Machine Learning Models

For Machine Learning models, four conventional Machine Learning models

including Extremely Randomized Trees (ET), k-Nearest Neighbors (kNN), Linear

Discriminant Analysis (LDA), and Logistic Regression (LR) are trained using

either high-resolution physiological signals from the chest-worn devices or

low-resolution ones from the wrist-worn devices. The reason for selecting these

Machine Learning models is that they are commonly used to evaluate the

performance of stress detection models in previous related works [9, 41, 120]. In my

experiment, I tune the parameters of these models to achieve the best performance

on the datasets in general as well as prevent the over-fitting situation and boost

the training speed of the model. The final adjusted parameters of each model are

displayed in table 4.4 except for the Linear Discriminant Analysis model as all the

parameters are set to default values as in the scikit-learn library3. Other

parameters of each model that are not mentioned in table 4.4 are also set to default

values as in the scikit-learn library. It is worth noting that the weight parameter of
3https://scikit-learn.org
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Logistic Regression and Extremely Randomized Trees are all set to ‘balance’ mode

due to the imbalanced nature of stress datasets, which is inversely proportional to

class frequencies in the input data.

Model Parameters Values

Logistic Regression solver saga
max_iter 5000

Extremely
Randomized Trees

n_estimators 500
max_depth 8

min_sample_leaf 8
oob_score True
bootstrap True

k-Nearest Neighbors weights distance

Table 4.4: Fine-tuned parameters of Machine Learning models in my experiment.

4.2.4.2 Deep Fusion Model

Figure 4.5: The structure of my proposed Deep Fusion model [11]. The numbers in
the figure indicate the dimension of the input feature.

In my work reported in [11], I introduce a Deep Fusion model for the

improvement of the subject-independent stress detection model. The difference

between my proposed Deep Fusion model and conventional Machine Learning

models is that it captures not only the local information of each physiological
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signal separately (EDA, BVP, and TEMP) but also the fusion of these signals. As

depicted in Fig. 4.5, the Deep Fusion model contains three distinct embedding

modules for each signal and a concatenating layer to learn the jointly encoded

features. Each branch for each signal in the model contains three fully-connected

layers, which aim to optimize the performance of embedding stages of EDA, BVP,

and ST signals prior to the concatenating step. The overall loss used is the sum of

losses of all branches and the fusion branch. I also integrate batch normalization

and dropout techniques to make the model converge faster as well as address

over-fitting concerns. The Deep Fusion model is trained with an Adam optimizer

[133] with a learning rate of 0.003 while the dropout level and the batch size are set

at 10% and 2048 accordingly.

4.2.5 Evaluation Metrics

To evaluate the performance of stress detection models, five evaluation metrics for

stress detection problems including accuracy, balanced accuracy, precision, recall,

and f1-score could be reported. However, in the context of conducting statistical

analyses in this experiment, I focus on reporting the balance accuracy in this

experiment as it is an intuitive metric to evaluate detection results of a binary

classification problem when an imbalanced dataset is used for testing based on the

analysis of Straube et al. [117]. Indeed, if the balance accuracy score of a model is

less than or equal 50%, it means that the model does not perform better than a

dummy classifier with random guesses.

4.3 The Influence of Different Recording Devices on the

Performance of the Stress Detection Model

In this section, I analyse and compare the performance of stress detection models

trained on either chest-worn or wrist-worn devices to address Research Question 1.1,

which is can physiological signals recorded from consumer-grade wearable
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devices be used to develop a stress detection model for an individual?

I choose the WESAD dataset to address this research question as it is the only

benchmarking dataset that records both high-resolution and low-resolution

physiological signals simultaneously using both clinical-grade devices and

consumer-grade wearable one [9]. As mentioned in the section 4.2.4, five stress

detection models are employed for each subject in the WESAD dataset, which

includes Extra Trees classifier, K-Nearest Neighbours, Logistic Regression, Linear

Discriminant Analysis, and my proposed Deep Fusion model. This results in

15× 5 = 75 samples of the stress detection model’s performance for each recording

device. Additionally, in this experiment, as advised by the analysis of Sirko

Straube et al. [117], I use the balanced accuracy (BA) to assess the performance of

the models instead of using both evaluation metrics as mentioned in section 4.2.5

due to the imbalance nature of the dataset. Since the analysis focuses on

comparing the statistical difference between the models trained on signals from two

sources of device captured from the same subject simultaneously, the paired

statistic test is used. Therefore, the difference between the BA scores is computed

to analyze and compare the influence of different recording devices.

Since there are two conventional approaches to training stress detection models, I

assess the statistical difference in the performance of the chest-worn and wrist-worn

stress detection models using each training approach independently.

As can be seen from Fig. 4.6 and Fig. 4.7, the difference between the chest-

worn and wrist-worn ranges from around -0.2 to 0.5 for subject-dependent models

while it is approximately −0.45 to 0.6 for subject-independent models. For subject-

dependent models, I can infer from the QQ-plot in Fig. 4.6 (left) that the data does

not follow the normal distribution but is right-skewed instead as many data points

lie outside the zone of the theoretical line and scatter on the upper plane of the line.

This can be intuitively recognized from the corresponding estimated normal curve

in Fig. 4.7. In contrast, the QQ-plot, as well as the estimated normal curve in both

Fig. 4.6 and 4.7, implies that the distribution of the data might be normal.
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Figure 4.6: The QQ-Plot of the BA score differences between chest-worn and wrist-
worn subject-dependent stress detection models (left) and subject-independent ones
(right).

Indeed, the normality of the data distribution can be tested using the Shapiro-

Wilk test (SW), which is shown to be the most powerful test for data normality

[134]. Moreover, the Anderson-Darling test is also utilized to support the conclusion

of the normality of this data. In these tests, the distribution of the data is compared

with the normal distribution where null hypothesis H0 assumes that the data comes

from the normal distribution.

For the difference of BA scores between chest-worn and wrist-worn

subject-dependent models, the p-value of the Shapiro-Wilk is 2.99× 10−9 while the

p-value of the Shapiro-Wilk for the subject-independent ones is 0.17. Additionally,

the test statistics of the Anderson-Darling test are 6.11 and 0.59 for the

subject-dependent models and the subject-independent ones corresponding. At the

significance level of 0.05, the critical value of the Anderson-Darling test is 0.72.

From these inferential statistics values, I can conclude that the difference in BA

scores between chest-worn and wrist-worn subject-dependent models are

non-normal while the ones of the subject-independent case follow the normal

distribution with the confidence of 95%. Therefore, an appropriate hypothesis test

should be applied for corresponding data distribution. In this case, the Wilcoxon

signed rank test is employed to measure the statistical significance of the difference
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between the performance of chest-worn and wrist-worn subject-dependent models,

and paired t-test is applied for the remaining case. The null and alternative

hypotheses of the tests are established as follows:

• H0: M = 0 (The capability of stress and non-stress pattern discrimination of

both chest-worn and wrist-worn models is the same.)

• Ha: M ̸= 0 (The difference between the performance of chest-worn and wrist-

worn stress detection models is statistically significant.)

The term “statistically significant” that I use in the statement implies the

magnitude of the difference in the estimated population of the data based on

observed samples. The magnitude can be either large or small based on the

confidence interval and the estimated median of the population from the sample

data. In the above hypotheses, the variable M indicates the median of the BA

score difference between the performance of chest-worn and wrist-worn

subject-dependent models while the variable implies the mean of the difference in

the subject-independent cases.

Applying the Wilcoxon signed rank test to the subject-dependent data, the

p-value obtained from the test with a computed test statistic of 1105 is around

0.03, which is smaller than the significance level of 0.05. This implies that the null

hypothesis could be rejected at the confidence level of 95%, which means that the

difference between the performance of chest-worn and wrist-worn models is

statistically significant. However, the 95% confidence interval obtained from the

test is around [0.0016, 0.0437] with an estimated median of 0.0111. This indicates

that it is 95% confident that the estimated population of the median of the

difference balance accuracy scores ranges around 0.16% to 4.37%. For the

subject-independent case, the p-value obtained from the paired t-test with a

computed test statistic of 0.98 is around 0.33, which is higher than the significance

level of 0.05. This implies that the difference in balance accuracy scores of

subject-independent models using different signal resolutions is not statistically
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significant as there is not enough evidence to reject the null hypothesis. Indeed, the

95% confidence intervals obtained from the test is around [−0.021, 0.063] with the

estimated mean from the observed samples of 0.021. This indicates that it is 95%

confident that the estimated population’s mean of the difference in balance

accuracy for subject-independent models using different signal’s resolution is

around −2.1% to 6.3, which is small. From these inferential analyses, I can

conclude that the magnitude of this statistical significance is small, which ranges

around 0.16% to 4.37% difference in terms of performance for subject-dependent

models while it is around −2.1% to 6.3% for the subject-independent case. It could

be considered as the trade-off between the low error due to the granularity level of

the recorded signals and the convenience of using the device for mental health

monitoring in daily life. However, this trade-off is small enough that could be

considered acceptable to apply for stress detection of individuals in daily life.

Figure 4.7: The Distribution of the BA score differences between chest-worn stress
detection models and wrist-worn ones for subject-dependent (left) and subject-
independent (right) training methods.

Indeed, from both histograms in Fig. 4.7, I can recognize that the mode of

the difference score distribution is 0 while most of the other different scores lie in

the range from [−0.05, 0.05] for subject-dependent models and [−0.45, 0.5] for the

subject-independent case. The mean and median of this distribution data also gather

around the mode, which is also small. Only a few points lie in the extreme region for
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both cases. This also indicates that some models do not fit well for some individuals.

However, this can be addressed by using ensemble models such as Voting Classifier or

Stacking Classifier. In summary, through the statistical analyses that I conducted,

I can confirm that low-resolution physiological signals captured by consumer-grade

wearable devices can be successfully used to build a high-performance stress detection

model.

4.4 A Comparison between Subject-Dependent and

Subject-Independent Stress Detection Model

In this section, I analyze and compare the performance of two conventional types of

stress detection models training methods using wrist-worn devices’ signals to address

Research Question 1.2, which is Does the subject-dependent stress detection

model achieve higher evaluation scores in detecting stress moments than

the subject-independent stress detection model as used by the current

generation consumer-grade wearable devices?. Therefore, in this section, Only

the data captured from consumer-grade wearable devices, which includes WESAD,

AffectiveROAD, DCU_NVT_EXP2, and CognitiveDS dataset, are used.

As described in section 4.2.3, the subject-independent models use the data from

a pool of users’ data to train and then provide the detection of the stress status of a

targeted individual. For a fair comparison between subject-dependent and subject-

independent models’ performance evaluation, I use the same test set for both models

as described in section 4.2.3. The same strategy for model performance comparison

as in section 4.3. In detail, the difference in balanced accuracy scores (BA scores)

between subject-dependent and subject-independent models is computed to compare

the difference between the performance of these models.

As can be seen from the QQ-plot on the left side of Fig. 4.8, the distribution of

the difference BA scores does not follow the normal distribution as most of the

points are not attached to the theoretical line, especially the ones with values
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Figure 4.8: Left: The QQ-plot of the difference BA scores between subject-
dependent and subject-independent models. Right: The histogram chart with a
normal curve shows the distribution of differences in BA scores.

smaller than 0. Applying the Shapiro-Wilk and Anderson-Darling normality tests

on the data, I obtain a p-value of 0.00026 (< 0.05) and a statistical test of 2.21

(> 0.72 at a significance level of 0.05) correspondingly, which indicates the

rejection of the null hypothesis of normality of the data. Indeed, the histogram plot

with an estimated normal curve on the right side of Fig. 4.8 implies that the

distribution of the difference BA scores right-skew, which supports the hypothesis

that the subject-dependent models provide more accurate detections that

subject-independent ones regardless of the learning models. To measure the

statistically significant difference between the performance of subject-dependent

and subject-independent models, the non-parametric statistical test for paired

samples is employed, which is the one-sided Wilcoxon signed rank test as believes

that the subject-dependent is statistically more accurate in stress detection than

subject-independent one. The null and alternative hypotheses of the test are stated

as follows:

• H0: M = 0 (The capability of stress and non-stress pattern discrimination of

both subject-dependent and subject-independent models is the same.)
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• Ha: M > 0 (The subject-dependent model manages to distinguish stress/non-

stress patterns statistically more accurately than the subject-independent one)

In the above hypothesis statements, the variable M indicates the median of the data,

where most of the data in the distribution of the population are scattered around this

value in the non-normal distribution. Conducting the Wilcoxon signed-rank test on

the data, the p-value obtained from the statistic test is 2.2× 10−16, which is smaller

than the significance level of 0.05. This implies that the null hypothesis could be

rejected at the confidence level of 95%, meaning that the subject-dependent models

are more statistically accurate in distinguishing stress/non-stress patterns compared

to the subject-independent ones. The 95% confidence interval is larger than 0.1733,

indicating the median of the population inferred from the observed samples is larger

than 17.33%. This value shows that the magnitude of the statistical performance

between the subject-dependent and subject-independent models is huge. Therefore,

it is reasonable for us to conclude that the subject-dependent models could achieve

higher evaluation scores in detecting stress moments than the subject-independent

stress detection model as used by the current generation of consumer-grade wearable

devices.

4.5 Conclusion

Dataset Extra-Trees LR Deep-Fusion
WESAD 95.78± 13.04 96.57± 7.71 95.41± 6.49

AffectiveROAD 80.69± 11.64 75.90± 12.66 79.47± 8.96

Cognitive-Load 94.42± 9.47 92.09± 9.08 91.93± 8.86

DCU-NVT-EXP2 91.04± 8.84 83.48± 10.20 83.20± 9.98

Table 4.5: Balanced Accuracy Score of the Subject-dependent Stress Detection
Model trained on Wrist-worn Data.

Through the experiments conducted to address research 1, I gain insights that

only the difference between the performance (balanced accuracy) of the subject-

dependent stress detection model using wrist-worn data and the one using chest-
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worn data is statistically significant. However, the magnitude of the performance

difference ranges around 0.16% to 4.37%, which is not huge. It can be considered

as the trade-off between the low error caused by the low granularity level of the

recorded signals and the potential application of using consumer-grade wearable

devices for health monitoring in daily life. In addition, through inferential analyses

from my experiments, I manage to prove that the optimal approach to building

a stress detection model using low-resolution physiological signals is to employ the

subject-dependent training method. Indeed, as can be seen from Table 4.5, the mean

balance accuracy score of the subject-dependent stress detection models in the four

datasets that I use in my experiment ranges from 75.90%±12.66% to 96.57%±7.71%.

The model that achieves the best evaluation score in most cases is the Extra-Trees

model with the mean balanced accuracy score varying from 80.69% ± 11.64% to

95.78% ± 13.04%. This shows that it is possible to detect mental stress status

with high accuracy by using the low-resolution physiological signals captured from

consumer-grade wearable devices. Owing to the high accuracy of detecting stress in

the laboratory experiment, it can be concluded that the most optimal approach to

training a stress detection model using low-resolution physiological data is to employ

the subject-dependent method.

4.6 Chapter Summary

In this chapter, I addressed Research Question 1 which evaluates how successfully

low-resolution physiological signals recorded from consumer-grade wearable devices

can be applied to the stress detection problem compared to the use of the same

kinds of signals captured from clinical-grade devices. According to the

experimental results, the stress detection model using low-resolution physiological

signals was proven to perform as well as the one using high-resolution, and the

subject-dependent stress detection model was more accurate than the

subject-independent one. These findings, which are the two main contributions of
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my research in this chapter, are crucial to providing the conclusion that

low-resolution signals from consumer-grade wearable devices are good enough to

build a stress detection model and the most optimal training approach is the

subject-dependent method. This conclusion is important as it facilitates further

research in the same field to be conducted to provide more useful applications and

meaningful insights into an individual’s life.
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Chapter 5

Stress Detection Model in

Unconstrained Environment using

Consumer-grade Wearable Device

Data

5.1 Introduction

In this chapter, we address research question 2, which is how successfully can

stress detection models using low-resolution physiological signals from

consumer-grade wearable devices be applied for lifelog data to detect

moments of stress?

I define the term “moment” mentioned in this research question to be the point

of time captured by the lifelog camera each 30 seconds (by default in Narrative

Clip 2 device), which is also referred to as a single lifelog image. According to the

literature review in chapter 2 and the lab-based experimental stress detection results

from chapter 4, I know that mental stress can be detected using physiological signals

of consumer-grade wearable devices with high accuracy. However, the performance

of stress detection applied to real-life scenarios is still vague. One of the reasons is

that in most laboratory experiments to collect stress datasets, the researcher would

try to restrict the tasks and the activities that the participants can do during the
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experiment session. For instance, in the data collection protocol of the WESAD [9],

AffectiveROAD [10] and Cognitive Load [2] dataset, the stress tasks are designed

to avoid high-load physical activities by restricting the participants to do the tasks

while standing and sitting at one place. The main reason for this design is to prevent

the appearance of physiological responses elicited by physical stress which is the

same as the ones elicited by mental stress. However, this is not the case in real life

when a user is exposed to different environments under different conditions. Though

previous works in real-life stress detection with consumer-grade wearable provides

initial results of the performance of the stress detection model in real life, more

analyses should be done to understand how the model uses the features to detect

stress that results in either low or high evaluation score. Additionally, multiple

experiments should be conducted to determine an optimal approach to building

personal stress detection in the wild as well as examine the possibility of applying

the lab-based model to in-the-wild data to verify if additional data from users are

required to enhance the performance of the model.

Therefore, to answer research question 2, I conduct a longitudinal study and

collect more stress data in unconstrained environments in daily life using lifelog

sensors and consumer-grade wearable devices. As it is a longitudinal study, potential

candidates are the ones who join in my laboratory experiment described in section

4.2.1.4. Based on the collected dataset, I conduct the following experiments:

• Evaluate the performance of the lab-based subject-dependent stress detection

model of each participant applied directly to real-life scenarios.

• Conduct feature analyses to understand how the models manage to detect

stress from the statistical features extracted from the physiological signals by

using multiple learning model interpretability techniques. Thereby, I can gain

insights into what factors impact the success of detecting moments of stress in

daily life.

• Re-train the personal stress detection model on lifelog stress data, compare its
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performance to the lab-based model applied to lifelog data (real-life data) and

analyze the difference between the results.

5.2 Experiment Configuration

In this section, I would describe the configurations for the experiment of assessing

the performance of stress detection models in an unconstrained environment using

low-resolution signals recorded from wearable devices. These include the description

of data collection for the experiment, the learning models used in building stress

detection models in the unconstrained environment, and the evaluation metrics used

for the models’ performance assessment.

5.2.1 Dataset

From the dataset that I collected in the laboratory environment presented in section

4.2.1.4, I conducted a longitudinal study on a subset of participants in the previous

experiment based on the following conditions:

• The participants should join the experiment willingly with the insurance of

the data privacy and data governance from the researcher and principal

investigators.

• As lifelog sensors need to be worn properly to provide good-quality data, the

participants are required to have prior experience with lifelog data to mitigate

the risk of data failure during the longitudinal study.

• As physical stress and mental stress can elicit the same physiological signals

[47], the participants are expected to work in an office environment without

many physical tasks or relax without moving around much during the day.

• The daily working task loads of the participants should be stressful at a certain

level to capture enough stressful moments.
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One of the challenges which is the main difference between laboratory data and

in-the-wild data is that I cannot control the behaviors and stress moments of the

participants by limiting the task that they have to do. I could only estimate the

number of stressful moments that I can capture from the participants via the

description of their job on a normal working day. Therefore, an interview with the

participant was carried out to understand the participant’s daily working tasks so

that participants satisfying all those conditions could be selected properly. The

fourth and third conditions are crucial to ensure that there are enough stress

moments to conduct experiments and evaluate the model.

In total, three participants who satisfied my proposed conditions were invited

to join the lifelog stress data collection. The mean age of these three participants

was 28.00(±2.83). These selected participants were either postgraduate students or

staff at Dublin City University (DCU) who either had prior background knowledge

of lifelog data or research in lifelogging topics. After securing the consent from

participants, the participants were provided with a description of the longitudinal

study protocol of the data collection. In detail, the participants were required to

record the lifelog data for six days while maintaining their daily life routine as

normal. At first, the participants were introduced to the definition of mental stress,

its common signs and symptoms following the information provided by the

mind.org.uk organization. This source is good for participants to refer to when

doing annotation as it does not only provide the causes of stress but also specifies

the signs and symptoms of stress clearly. Particularly, some emblematic signs and

symptoms of mental stress that were delivered to the participants were:

• Irritable, angry, or impatient.

• Overburdened or overwhelmed.

• Anxious, nervous, or afraid of past events or upcoming events.

• Like your thoughts are racing and unable to switch them off.
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• Unable to enjoy yourself.

• Depressed.

• Neglected or lonely.

Then, two lifelog sensors which were the Narrative Clip 21 and the Empatica E4

wristband2 were provided to the participants to capture lifelog images every 20

seconds and record fine-grained physiological signals continuously. The participants

were required to wear these sensors for at least six hours per day. At the end of each

day, the participants were required to self-evaluate their stress level during the day

subjectively and determine the stress moments by looking at the lifelog images of

that day. I believe that the participants can precisely distinguish the ranges of stress

events during the day by reminding the location, time, and visual cues shown in the

lifelog images on the same day. My assumption is that the annotation of stressful

moments on a day should be completed on the same day as the participants might be

confused or overwhelmed by new stressful events on the next day, which might lead

to unreliable annotation. To facilitate the annotation process, I utilised the event

marking function of the Empatica E4 wristband. Whenever the participants started

to feel stressed, they needed to press the button on the Empatica E4 wristband once

to mark the beginning of the stressful event and then pressed that button again

to mark the end of the event. Thereby, the participants could be reminded of the

estimated time range of the stress event during the annotation process at the end of

the day to increase the reliability of the annotations.

For the annotation process, as I only focus on detecting mental stress, I asked the

participants to remove the moments that they do physical exercising, walk, run, or

do physical activities. Additionally, all the moments containing private information

were removed by the participants when annotating. Details of the number of stress

and non-stress moments of each participant on each day are shown in Table 5.1. It
1http://getnarrative.com/
2https://www.empatica.com/research/e4/
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can be seen from Table 5.1 that the gap between the percentage of stress and non-

stress moments of User 1 is small (8.84%) while it is extremely large for User 2 and

User 3 (90.86% and 59.10%). The difference might be due to the daily activities of

User 1, which was more stressful as User 1 is a staff working in the university following

a strict schedule while User 2 and User 3 are Ph.D. students, whose working time

can be flexible. The nature of the job of User 1 increases the participant’s privacy

concern when recording lifelog data. Therefore, many images considered private

were removed by User 1. These reasons lead to a small gap between the percentage

of stress and non-stress moments. In total, I recorded 3557 stress moments (lifelog

images) from three participants, which account for 24.83% of the moments captured

in the dataset. The number of non-stress moments was 10769, which accounts for

75.17% of the moments in the dataset.

User 1 User 2 User 3
Normal Stress Normal Stress Normal Stress

Day 1 611 80 615 110 725 56
Day 2 145 493 714 57 480 325
Day 3 199 780 741 21 1127 274
Day 4 390 241 1027 49 819 0
Day 5 501 563 967 0 450 246
Day 6 100 166 881 0 277 96
Total 1946 2323 4945 237 3878 997

Perc (%) 45.58 54.42 95.43 4.57 79.55 20.45

Table 5.1: Details of the number of stress and non-stress moments of each participant
on each day.

5.2.2 Learning Models

Despite the evaluation of five different conventional Machine Learning models on

stress detection tasks, in this experiment, I only use two main conventional

Machine Learning models among these five to facilitate the application of model

interpretation techniques to explain the results, which are the Extra-Trees classifier

and Logistic Regression. In theory, though the model interpretation technique that

I employ can be applied to most of the learning models, its disadvantage is the
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expensive computational cost that results in the consideration of applying it to all

the models that I use in Chapter 4. The two conventional models that I choose are

both efficient in stress detection as experimented with laboratory-based data and

have low computational cost to apply model interpretation techniques as optimal

solutions are specifically developed for these models [79, 80]. The importance of

the features can also be inferred from these models so that important data

distribution analysis can be performed. Apart from these two core models that are

used for the model’s performance explanation, I also employ my proposed Deep

Fusion model to evaluate my proposed state-of-the-art stress detection model [11]

applied in the unconstrained scenarios.

5.2.3 Evaluation Metrics

5.2.3.1 Balanced Accuracy

As the number of the binary classes in the real-life stress dataset is also imbalance

as can be inferred from Table 5.1, I still employ the balance accuracy metric to

evaluate the performance of the in-the-wild stress detection model. The balance

accuracy metric is the average of the accuracy of the model for each class in the

entire dataset, which is one of the effective metrics to evaluate the performance

of the model based on the research conducted by Straube et al. [117]. Balanced

accuracy is the main evaluation metric that I use to assess the performance of stress

detection models in my experiment.

5.2.3.2 Precision and Recall

Though the main goal is to evaluate the model based on the objective metrics –

balance accuracy, I also evaluate the percentage of stress moments that the model

manages to detect and how precise the stress moments are detected by the model by

employing the precision and recall metrics. For instance, suppose that the precision

and recall scores of my in-the-wild stress detection model are x% and y%, these

numbers indicate that the model manages to detect x% of moments precisely and
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this x% of the stress moments accounts for y% of the actual stress moments of the

targeted user in the dataset. From these evaluation scores, I can have an intuition

of how successfully the model can detect stressful moments in real-life.

5.3 Experiment Results

This section reports the experimental results of using multiple approaches to building

in-the-wild stress detection models as well as doing feature analyses to determine a

potential approach to building stress detection models for lifelog data/data in the

unconstrained environment.

5.3.1 Laboratory Stress Detection Model Applied to Lifelog Data

Deep Fusion Extra-Trees Logistic Regression
BA P R BA P R BA P R

User 1 98.47 99.52 97.80 96.91 96.71 100 99.33 99.27 100
User 2 84.49 85.42 100 100 100 100 90.09 90.64 98.73
User 3 64.75 73.42 86.73 88.58 92.24 91.13 69.83 76.26 91.67

Table 5.2: The performance of stress detection model with laboratory dataset (DCU-
NVT-EXP2).

As mentioned in the introduction of this chapter, at first, I evaluate the

performance of the laboratory stress detection model applied directly to lifelog

data. To do so, I report the performance of the targeted user’s personal stress

detection model in the constrained environment (laboratory) to understand how

good the model is. As can be seen in Table 5.2, the best stress detection model for

User 2 and User 3 employs the Extra-Trees classifier while the one for User 1

utilizes Logistic Regression. In detail, for User 1, the personal stress detection

model using Logistic Regression achieves the balance accuracy of 99.33% while it is

only 96.91% and 98.47% for the Extra-Trees and Deep Fusion models respectively.

The gap between the performance of these models is not large compared to the

ones of User 2 and User 3. For User 2 and User 3, the highest balance accuracy

scores can be achieved by using the Extra-Trees model, which is 100% and 88.58%
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respectively. The gaps of the balance accuracy scores between the best models and

other ones of User 2 and User 3 are approximately 12.71% (±2.80%) and

21.38%(±2.63%). Based on the results from Table 5.2, I can conclude that stress

detection models can identify stress moments in a real-time manner with high

accuracy (varies from 88.58% to 100%) in the laboratory environment.

However, when laboratory stress detection models are applied to lifelog data,

the evaluation scores decrease significantly. It can be seen from Table 5.3 that

using laboratory stress detection to detect stress moments in daily life results in

poor performance. The balance accuracy scores of all the models decrease

approximately 64.01% (±1.04%), 45.23% (±7.03%), and 20.03% (±8.96%) for User

1, User 2, and User 3 respectively in average. The laboratory best-performed

personal stress detection model for each user decline 65.38%, 54.38%, and 32.43%

for User 1, User 2, and User 3. To understand the reason why this significant drop

in the performance of the stress detection model applied to lifelog data exists, I

need to interpret the models to gain insights of which features affect the decision of

the model when making detections.

Deep Fusion Extra-Trees Logistic Regression
BA P R BA P R BA P R

User 1 34.69 40.93 42.36 34.05 40.52 42.40 33.95 38.77 36.25
User 2 47.21 3.73 23.63 45.62 2.82 13.50 46.06 2.67 10.55
User 3 53.19 22.72 50.75 56.15 23.84 68.81 53.71 23.05 52.26

Table 5.3: The performance of laboratory stress detection model applied to the whole
lifelog data to detect stress moments.

5.3.2 Analysis on Feature Impacts to the Model Inference

To analyze the difference between the performance of stress detection models in the

laboratory and the ones applied to the daily-life scenario, I apply Shapley Additive

Explanation (SHAP) to compute the contributions of the features used by the

model for inference, which is Shapley values. The Shapley values are computed

from the laboratory train data as I would need to have an insight into how the
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model learns to use the feature to detect stress. In my analysis, I only analyze the

laboratory personal stress detection model that has a high balance accuracy score

on the laboratory dataset (DCU-NVT-EXP2). In this case, it is the Logistic

Regression model for User 1 and the Extra-Trees classifier for User 2 and User 3. I

employ LinearSHAP to explain the Logistic Regression model while TreeSHAP is

used to explain the ensemble Extra-Trees classifier. One problem when interpreting

the Logistic Regression model is the multicollinearity. Though this problem does

not affect the performance of the model, it can mislead the analyses of model

interpretation. Therefore, I recursively remove the multicollinear features used to

train the model by employing the Variance Inflation Factor (VIF) with the VIF’s

threshold value of 5. The average features’ impacts (top-10) on the personal

laboratory stress detection model for each user is illustrated in Fig. 5.1 with

feature names shown in Table 5.4.

In overall, it can be inferred from Fig. 5.1 that the features computed from skin

temperature (max, min, mean, slope) and heart activity (time-domain, frequency

domain, and non-linear domain) are most important in distinguishing between stress

and non-stress states, while the galvanic skin response’s feature impacts weakly to

the detection of the models. The feature impact in Fig. 5.1 is important since it

provides a list of core features among 72 ones on which the stress detection model

relies on to detect stress moments. Based on this information, I plot multiple box

plots to visualize the distribution of the core features in laboratory train data and

the ones in lifelog data for intuitive comparison. For an intuitive comparison between

the data distribution in the laboratory and in daily life, I focus on comparing the

median and the interquartile range (IQR). The IQR is the spread of the data, which

is a measure of statistical dispersion where most of the data points scatter around

[135]. By comparing the IQR, I can have an intuitive insight into the difference in

the distribution of the core features in the two datasets.
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User 1

User 2

User 3

Figure 5.1: Average features’ impacts (top-10) on personal laboratory stress detection
model for each user computed by aggregating Shapley values (feature contributions).
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Signal Feature Name Description
EDA eda_slope Slope of the EDA

corr Correlation btw SCL and time
eda_dynamic_range Dynamic range of EDA

mean_first_grad Mean of the first derivative of the SCR
area_of_response_curve Area under the identified SCRs

num_scr_peaks # identified SCR peaks
skewness_scr Skewness of SCR

mean_scl Mean of the SCL
std_scl STD of the SCL

max_eda Max of the EDA
mean_eda Mean of the EDA
std_eda STD of the EDA
APSC Normalized average power of the SCR

BVP nn20 # HRV intervals differing more than 20ms.
HRV_pNN20 % HRV intervals differing more than 20ms.
HRV_pNN50 % HRV intervals differing more than 50ms.

kurtosis_relativeRRI Kurtosis of the relative RR intervals
RMSSD_relativeRRI RMSSD of all interval of differences

between adjacent RR intervals.
skewness_HRV Skewness of the HRV
HRV_RMSSD RMS of all interval of differences

between adjacent RR intervals.
total_power Total power of the freq. components

from VLF to HF
mean_HR Mean Heart Rate
std_HR Standard Deviation of Heart Rate

rms Root Mean Square of the HRV
HRV_HTI HRV Triangular index
HRV_SD2 Long-term poincare plot descriptor of HRV
std_HRV STD of HRV

TEMP max_temp Max of the skin temperature
min_temp Min of the skin temperature

mean_temp Mean of the skin temperature
temp_slope Slope of the skin temperature
range_temp Range of the skin temperature
std_temp STD of the skin temperature

Table 5.4: The description of the features shown in Fig. 5.1. Abbreviation: RMS
= Root Mean Square, VLF = Very Low Frequency, HF = High Frequency. # =
Number of, % = Percentage of.
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User 1

User 2

User 3


Figure 5.2: Distribution of important features that the lab-based model uses to make
detections. The lab-based data’s distribution is prefixed by “Train” while the lifelog
one is prefixed by “ITW”. “S” stands for stress while “R” stands for “Relaxed”
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As can be seen in Fig. 5.2, the distribution of the stress and non-stress patterns

in lifelog data are different from the ones in the laboratory environment. For

instance, for User 1, the decrease in the skin temperature (mean) is the indication

of a physiological response to the stressors in the laboratory while it is the opposite

in lifelog data. The heart activity features such as nn20, HRV_HTI, and

kurtosis_relativeRRI are not distinguishable for stress and non-stress patterns

anymore in the lifelog data of User 1 due to different data distribution between

different types of environments. In addition, the range of values of the features in

lifelog data is wider than the one in the laboratory environment (e.g. nn20,

kurtosis_relativeRRI), which implies that the data in the constrained environment

is not enough to capture the stress patterns in real-life. The same situation as in

User 1 happens to the data of both User 2 and User 3. Indeed, for User 2 and User

3, the drop in skin temperature (max, min, and mean) also indicates stress

patterns in the laboratory, however, the distribution of these features is so vague

between stress and non-stress class that it is hard to identify the difference from

intuitions via box plots. In short, from the visualization of core feature

distributions and analyses, I could draw three main conclusions about the

difference in the performance of directly applying the laboratory stress detection

model to lifelog data as follows:

1. The core features’ distributions of the data in the constrained environment are

opposite to the ones in lifelog data or do not cover the range of the data in the

lifelog data. For instance, for User 1, the decline in the skin temperature is the

indication of stress responses in real-world settings while the increase of this

signal in the laboratory environment is the relaxed status of an individual.

2. The range of values of the core features is wider than the one in the laboratory

stress data indicating that the data in a constrained environment is too strict

that it is not enough to capture all the stress patterns in real life.

3. The core features’ distributions learned by the laboratory stress detection
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model in lifelog data is vague, which indicates that the model might use other

sets of features to detect the stressful moments in daily life. Especially, the

skin temperature depends much on the environment/room temperature

which requires to train the model again with new data in real life under

different environmental constraints.

5.3.3 Lifelog Stress Detection Model

Due to my analyses of the difference in the performance of the laboratory stress

detection model in lifelog data, I re-train the stress detection model using the same

configuration for the laboratory one to learn the new distribution of the physiological

signals in the lifelog data. The training set of each user composes of the stress and

non-stress moments of the first three days while the test set consists of the data

of the last three days. This data splitting results in 1353 stress moments and 955

non-stress moments in the training set for User 1, 188 stress moments and 2070

non-stress moments in the training set for User 2, and 655 stress moments and

2332 non-stress moments for User 3. For the test set, it is 970 stress moments 991

non-stress moments for User 1, 49 stress moments and 2875 non-stress moments

for User 2, and 342 stress moments and 1546 non-stress moments for User 3. For

Figure 5.3: Proposed augmentation method to increase the number of data to train
lifelog stress detection model.

each stress/non-stress moment, I extract the corresponding statistical feature for the

60-second window size as in Section 4.2.2. As the size of the training set is small,

I augment the training set by extending the stress/non-stress event duration by 5

seconds. As can be seen from Fig. 5.3, for each stress/non-stress moment X, I assign

the moments from X − 5 seconds to X + 5 seconds with window shift of 1 second
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Deep Fusion Extra-Trees Logistic Regression
BA P R BA P R BA P R

User 1 42.05 42.54 49.83 43.91 44.77 58.66 43.64 43.50 46.91
User 2 39.83 0.28 4.08 42.40 4.87 6.12 40.90 0 0
User 3 59.15 27.92 42.69 59.61 24.97 57.31 61.69 30.15 47.95

Table 5.5: The performance of the laboratory stress detection model applied to the
test set of the lifelog data to detect stress moments.

Deep Fusion Extra-Trees Logistic Regression
BA P R BA P R BA P R

User 1 56.19 53.68 79.79 52.10 50.62 93.40 56.27 53.86 77.63
User 2 47.14 1.31 20.41 62.80 2.85 61.22 48.23 1.47 24.50
User 3 54.10 21.67 40.94 62.51 25.05 73.98 54.38 21.69 43.57

Table 5.6: The performance of the re-trained stress detection model applied to the
test set of the lifelog data to detect stress moments.

the same annotation as the targeted moment X.

As can be seen from Table 5.5 and Table 5.6, I improve the balance accuracy

score by 11.19% (±8.04%) on average considering the difference between the best

model in the laboratory applied directly into lifelog data and the model re-trained

with real-life data. The best lifelog stress detection model for User 1 is the Logistic

Regression model with a balance accuracy score of 56.27% while the best lifelog stress

detection model for User 2 and User 3 is the Extra-Trees classifier with an evaluation

score of 62.80% and 62.51% correspondingly. The difference in the model type of

each user is reasonable as the model is built personally for each user, therefore, the

best model among a list of models should be chosen to detect stress accurately. The

improvement shows that the stress detection model in daily life should be trained

with data recording from unconstrained environments as the one recorded in the

laboratory environments does not capture all the conditions in real-life scenarios

due to the strict requirements in the lab-based experiment design (e.g. the user is

required to perform stress task in the room).

Apart from the balance accuracy score which reflects the capability of

distinguishing between stress and non-stress moments, the precision and recall of

the best lifelog stress detection model also improve. It can be seen from Table 5.6
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that although the recall of these models is considerably higher for all users

(approximately 70.94% ± 7.04%), the precision of the models is quite low

(approximately 27.25% ± 20.88%). The low precision score of the model indicates

that the model tends to detect false positive results. This demonstrates that using

learning models to detect stress in daily life requires more research and

experiments on other complex models to increase the precision of the models.

In addition to the investigation of the performance of the model, I also try to

interpret the model of each user to have insights into the physiological responses of

each individual to stress stimuli in real life. I apply SHAP to compute the feature

importance as well as the feature contribution in the learning models on the test

set to understand how the model makes decisions on stress moment detection so as

for us to gain insights into the features of physiological signals that result in stress

responses. In lifelog stress detection problem, the model that achieves the best

balance accuracy score is the Extra-Tree classifier for User 2 and User 3 while it is

the Deep Fusion model for User 1, which can be seen in Table 5.6. I can easily apply

TreeSHAP to the Extra-Tree classifier to interpret the ensemble tree-based model

while it is harder to apply general SHAP techniques to interpret the Deep Learning

model (e.g. KernelSHAP, DeepSHAP [79]) due to high computational cost. For User

1, I use LinearSHAP to interpret the Logistic Regression model to gain insights into

the feature interaction for stress detection of User 1. I apply the Variance Inflation

Factor (VIF) with VIF’s threshold value of 5 to remove the highly correlated features

to avoid the multicollinearity problem misleading the model interpretation. From

the violin plot in Fig. 5.4, I could draw some insights about the characteristics

of each participant corresponding with stress response in daily life learned by the

model. The y-axis in Fig. 5.4 is the top-10 features that the model uses to detect

stress and is ranked in the descending order of feature importance. Details of the

feature names shown in Fig. 5.4 are described in Table 5.4. From the summary plot

shown in Fig. 5.4, some observations and insights that I gained are as follows:

• A high feature value of skin temperature is an indication of having stress status
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User 1

User 2

User 3

Figure 5.4: SHAP summary plot shows top-10 feature contributions on lifelog stress
detection model for each user based on the feature value. Feature points to the left
of the 0 SHAP-value on the x-axis indicate relaxation detection and vice versa.
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for User 1 and User 2 while a low value of skin temperature is an indication of

non-stress status for User 3. The difference between the two groups of users is

gender. User 1 and User 2 are female while User 3 is male. This may suggest

that physiological responses to stress stimuli are different for different gender.

However, more research would be needed to verify my comment.

• For heart activity, the heart activity indicators of the chance of having stress

status are different for each user implying that building a personal stress

detection model for each individual in daily life is a good practical approach

due to the inter-difference in the physiological responses of each person. For

instance, User 1 would be detected stress when she has a high heart rate

while it is the opposite for User 3. A high value of the skewness of the heart

rate variability signals indicates stress responses in females (User 1 and User

2) but it is not for males (User 3).

• For galvanic skin response, I can only draw a simple conclusion that a high value

of the raw electrodermal activity signal (mean_eda) could lead the model to be

prone to yield stress detection. As the statistical features of Skin Conductance

Response (SCR) and Skin Conductance Level (SCL) are not intuitive to explain

as well the contribution of these features is only significant for User 3, I cannot

provide accurate insights about the effect of the SCR and SCL to the detection

of stressful moments.

5.4 Discussion and Contribution

From my experiments and analyses, I show that laboratory stress detection cannot

be applied directly to real-life scenarios due to the difference in the data

distribution of the core features used to detect stress in laboratory environments.

The data in real life is more diverse than the one in the laboratory as multiple

different contexts and stimuli are involved in the stress situation instead of a single

context caused by a single stress task as in the constrained laboratory environment.
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I realize by re-training the model on the lifelog stress data, I could achieve a better

model with higher detection accuracy than the laboratory stress detection model.

Though the balance accuracy of the model is acceptable, further research should be

conducted to improve the precision of the model. Based on the feedback from the

participants joining the experiment, through my methods of annotating stress

moments by pressing the marking button on the wearable watch and looking back

at the lifelog images, they still have difficulties when labeling stress events. In

particular, there are some events in which they forget to press the button on the

wearable watch to mark the end of the stress event. In these cases, they need to

look at the lifelog images to determine their mental status at that time. It would

be easy when the stress event with a specific scenario happens once during that

day. However, it is not the case. Stress events can be mistaken for non-stress ones

due to the same visual information, scenario, and context. For instance, for the

same person that the participant meets at different times of the day, the

participant can be either stressed or relaxed depending on the context of the

meeting. In addition, the lack of content and topic of the conversation owing to

privacy issues is the main reason that makes the participants confused when

annotating stressful moments. One participant admits that the participant stress

factor usually comes from external sources (finance, deadlines, social interactions,

etc.). It is hard to capture all of these external factors in real life as all aspects of

an individual, including private events, must be recorded in the lifelog data archive.

This violates the expectations in my research ethics approved by the Research

Ethics Committee (REC) of Dublin City University. Therefore, I have not had the

chance to investigate if the lifelog stress detection model could actually improve if

more details of the participant’s life are used to train and infer instead of

depending mainly on the biometrics data and lifelog images. Further research with

new experiments would be needed to verify this statement.

I also gain insights about the characteristics of each participant corresponding

with stress response in daily life learned by the model. However, as the sample size
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of my longitudinal lifelog stress dataset is small, I would propose further research

work on my approach and feature analyses to gain more insights into different

aspects affecting physiological responses to mental stress stimuli. In short, the

main contributions of my works are as follows:

1. I collected longitudinal stress lifelog dataset from potential candidates from

the previous experiment described in Section 5.2.1 and conducted a proof-of-

concept study to evaluate the performance of the stress detection model applied

to lifelog data.

2. I showed that applying the laboratory stress detection model to detect stressful

moments in daily life would lead to inaccurate detection results and conducted

feature analyses using model interpretation techniques to explain why it could

not work.

3. I showed that re-training the personal stress detection model on stress lifelog

data is a good approach to building a lifelog stress detection model and

analysed the characteristics of physiological responses to the mental stress

stimuli of each user by interpreting the re-trained model.

5.5 Chapter Summary

In this chapter, I addressed Research Question 2 by investigating the application of

the stress detection model in lifelog data after having determined a proper

approach to building a stress detection model in a constrained environment with

high accuracy in Research Question 1. To do so, I collected the lifelog stress data

via a longitudinal study for six days from potential candidates that join my

previous laboratory experiment. These participants were selected following strict

criteria to ensure the quality of the lifelog stress dataset. In total, I conducted

three experiments including evaluating the performance of the lab-based

subject-dependent stress detection model of each participant applied directly to
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real-life scenarios, conducting feature analyses to understand how the models

detect stress using multiple learning model interpretability techniques, and

evaluating the performance of personal stress detection model re-trained on lifelog

data. According to the experimental results, I proposed that the personal stress

detection model should be re-trained on the lifelog data instead of directly

applying the lab-based stress detection model since the strict constraint in

laboratory experiment protocol limits the variety in the individual physiological

responses to mental stress under different conditions. Though I build a personal

lifelog stress detection model for each user with high balance accuracy and recall,

further research should be done to improve the overall performance of the lifelog

stress detection model by adding more context to the train data.
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Chapter 6

Impact of the Stress-Moment

Filtering Function in the Lifelog

Retrieval System

6.1 Introduction

In this chapter, I address research question 3, which is How can biometric and

visual data be used in a lifelog interactive retrieval system to retrieve

stress-related moments?

In terms of the use of biometrics data during the retrieval process, we propose

to use the mental stress information inferred from the lifelog stress detection model

built in Chapter 5 as an indicator for filtering. My hypothesis is that the

stress-moment filtering function can be used to increase the performance of the

retrieval system when dealing with stress-related/emotional-related queries by

removing irrelevant moments and re-ranking the ranked list. To answer this

research question, I do the literature review, analyze important functions of

state-of-the-art lifelog retrieval systems, and develop a state-of-the-art lifelog

retrieval system to compare the performance of the retrieval system with and

without the integrating stress-moment filtering function. In short, research

question 3 can be addressed by providing answers to these sub-research questions:

• Research Question 3.1: How can the state-of-the-art lifelog interactive
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retrieval system be designed and developed?

• Research Question 3.2: How much benefit can be derived from adding the

biometric stress filters to an interactive lifelog retrieval system in a conventional

retrieval task?

6.2 The Development of the LifeSeeker System

Based on the literature review of state-of-the-art retrieval systems conducted in

Chapter 2, a state-of-the-art interactive lifelog retrieval system named LifeSeeker is

developed to address Research Question 3.1, which is How can the

state-of-the-art lifelog interactive retrieval systems be designed and

developed? The development of the LifeSeeker system was a collaborative effort

between my colleagues and me, with each of us making equal contributions

[12, 136, 137, 138]. Specifically, my contributions included proposing the weighted

bag-of-words technique, improving the free-text search through the vision-language

model, and supporting the design of the user interface and the implementation of

the database-indexed structure for filtering.

LifeSeeker system inherits most of the core functions from state-of-the-art

systems including:

• Textual concept-based search and filter based on the visual concepts and the

metadata extracted from the lifelog image (moment).

• Visual similarity search (Query by Image/Example) to retrieve similar

moments based on the matches of visual cues and visual features between the

input lifelog image and other lifelog images in the corpus.

• A straightforward user interface and user interaction that supports temporal

moments browsing and optimizes the browsing display panel to search for a

targeted moment efficiently.
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Figure 6.1: The System Architecture of LifeSeeker [12].

LifeSeeker was firstly designed as a concept-based interactive lifelog retrieval

system that relies on the analysis of both visual and non-visual content in LSC’21.

It is then upgraded into a free-text search in LSC’22. Section 6.2.1 describes the

system architecture of the concept-based version of the LifeSeeker– shown in 6.1

– while Section 6.2.2 introduces the enhancement of the LifeSeeker to upgrade it

into a free-text search interactive retrieval system. The concept-based version of the

LifeSeeker was in the top 3 of the best interactive lifelog retrieval system in LSC’21

while the free-text search version of the LifeSeeker system in LSC’22 was awarded

the second-best interactive lifelog retrieval system title whose achieved a competitive

overall evaluation score compared to the top-ranked system.
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6.2.1 LifeSeeker in the Lifelog Search Challenge 2021: A Concept-

based Interactive Lifelog Retrieval System

6.2.1.1 System Architecture Overview

Fig. 6.1 illustrates the architecture of LifeSeeker, which consists of three

components: a database, a retrieval engine, and an interactive search interface.

The database contains four different types of indexed metadata which are used in

three different retrieval methods. In detail, the Textual Search component relies on

three dictionaries (metadata-concepts, location, time) and an inverted-index file

that maps the moment id, which is also the lifelog image id, in the format of

YYYYmmdd_HHMMSS_000 where Y, m, d, H, M, S is the year, month, day, hour, minute,

and second of the moment respectively; with its corresponding dictionary terms.

On the other hand, the Elastic Search engine1 is used to index and retrieve both

the metadata provided by the organizers combined with other metadata extracted

from the collection. These include place categories and place attributes extracted

from PlacesCNN [139], visual object concepts extracted from YOLOv4 [140]

pre-trained on COCO dataset [141] and Bottom-up Attention Model [142]

pre-trained on Visual Genome dataset [143], and text extraction data (OCR) with

other visual concepts extracted using Google Vision API2 and Microsoft Vision

API3 respectively. For the Similarity Search component, the ranked list of visually

similar images of a specific-target photo obtained from the Visual-Similarity Search

algorithm (Section 6.2.1.6) is stored in the MongoDB database to boost the speed

of the visual similarity search. The LifeSeeker’s retrieval server is developed using

the Django framework4 which plays the role of a middleware supporting the

communication between the client-side requests (user interface and interaction) and

different retrieval modules. In general, the core retrieval engine consists of two

components: Textual Search and Similarity Search. In my system, the Similarity
1https://www.elastic.co
2https://cloud.google.com/vision/docs/ocr
3https://azure.microsoft.com/en-us/services/cognitive-services/computer-vision
4https://www.djangoproject.com
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Search component contains only one module which is the Visual-Similarity Search.

This module takes an image as input and returns a ranked list of photos that have

similar visual patterns (e.g. objects’ edges/angles/orientations) to the input. The

Textual Search component of LifeSeeker consists of two retrieval modules:

Weighted Bag-of-Words and Elastic Search, which are also two core retrieval modes

of the system. The Weighted Bag-of-Words module is an alike free-text search that

relies on the matching between the terms automatically parsed from the

description of the life moment and the metadata concepts to rank the relevant

documents (or relevant lifelog images) based on the cosine similarity score. In

contrast, Elastic Search requires the user to input detailed query terms, which are

manually parsed from the description, following a pre-defined syntax to form a

boolean query. In short, the decision of which component and which module to use

for retrieval is determined by the retrieval server based on the input type (full

sentence, query terms in a pre-defined syntax, or images). These core retrieval

systems are selected based on the core retrieval components of the state-of-the-art

lifelog retrieval systems that participated in the Lifelog Search Challenge including

the MyScéal [8], Memento [111], VRLE [7], and vitrivr [99] systems. The design of

the retrieval server aims to support the simplicity of the user interface and user

interaction. The interactive search interface of the LifeSeeker is a web-based

application developed using ReactJS framework5. The main components of the

LifeSeeker’s user interface (UI) are the free-text search box, the vertically-scrollable

panel displaying the retrieval results, and the detailed box showing related contents

of the selected image including visually similar moments, preceding moments, and

successive ones. The user provides the query to the system using the search box by

entering either query terms following a pre-defined syntax (described in Section

6.2.1.5) or a full sentence describing the desired life moment. Matched lifelog

images are then displayed on the vertically-scrollable panel for further browsing or

scanning interaction.
5https://reactjs.org
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6.2.1.2 User Interface and User Interaction

Figure 6.2: The Interactive User Interface of the LifeSeeker Retrieval System.

User Interface: The interactive user interface of LifeSeeker is composed of three

main components (Fig. 6.2), which are the free-text search box (1), the vertically-

scrollable panel displaying a ranked list of retrieved moments (2), and the moment-

detail box (3). The vertically-scrollable panel (2) shows a ranked list of retrieved

moments obtained from the query submitted in the free-text search box (1). Each

item in the panel is a square box displaying the lifelog image with minute id (an

example of the minute id is shown in the List 6.1) and captured date with format

YYYYmmdd_HHMM and YYYY-mm-dd respectively where Y, m, d, H, and M denotes the

year, month, day, hour, and minute correspondingly. The vertically-scrollable panel

displays five rows of images, where each row shows at most 12 lifelog images with date

and time information. I show the date and time of the moment as it is considered to

be one of the most important pieces of information of a lifelog moment that cannot
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be recognized visually from the image. For the moment-detail box (3), the lifelog

image of the selected moment is shown in the middle of the box.

Apart from the lifelog image of the selected moment located in the middle of

the moment-detail box (3), there are two other essential components; these are the

horizontal panel displaying visually-similar images and the temporal browsing

panel in component (4) and (5) respectively. The horizontal panel (4) displays at

most 10 images, which are visually similar to the selected moment. The temporal

browsing panel (5) consists of two horizontally-scrollable panels on both the left

and the right of the lifelog image in the middle of the moment-detail box (3)

showing a sequence of moments that happen before (left) and after (right) the

selected moment. In addition, a before-and-after time-range controller is placed

under the selected moment. This time-range controller is used to adjust the

temporal range the user would like to explore from the selected moment. By

adjusting the time delta, images before and after the target photo can be adjusted

to be temporally nearby or further apart. It is my conjecture that the target

memory is usually retrieved by connecting the previous memories, which form a

path that leads to the piece of memory during the recalling process. The query

“Eating fishcakes, bread and salad after preparing my presentation in PowerPoint"

would be a good example to clarify my conjecture. Querying for the moment when

the lifelogger had fishcakes, bread, and salad is not enough to uniquely identify the

desired moment among a thousand of the same ones without considering the

temporal-activity information. Therefore, the temporal browsing panel (5) is an

essential part of the user interface when dealing with temporal-related queries.

User Interaction: The flow of user interactions can be illustrated via four steps:

1. The user inputs the query into the search box (1). The query can be in the

form of a full sentence describing the moment or in the form of a sequence of

terms following the syntax (6.1). The search box (1) also supports the term

auto-completion to facilitate the user inputting the query.
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2. The user can either scan or browse the ranked list of relevant images displayed

on the vertical-scrollable panel (2).

3. Any moment for which the user wants to investigate if it is the answer to the

query, the user has two options to browse it further; these are left-clicking on

the image to open the moment-detailed box (3) or hovering on the image while

pressing the X key to enlarge the image.

4. In case the user opens the moment-detailed box (3) for further browsing, the

user can use the temporal browsing panel (5) to view the previous/after

moments of the selected one by horizontal scrolling the panel as well as

adjusting the time delta to view the temporal nearby or further apart

moments.

These four steps are performed repeatedly during the search process. It is worth

noting that the search box is also capable of performing a filter search by inputting

the query terms following the syntax 6.1.

6.2.1.3 Indexing

Since the lifelog dataset is constructed by gathering data from multi-modal sensors

(i.e. wearable cameras, biometric devices, GPS, phones, computers), the Indexing

module requires various sub-modules, each responsible for processing one modality

of the lifelog data. I categorize the lifelog data into the followings:

• Time: This is one of the most important pieces of information that helps

to narrow the search space greatly. For example, knowing when (morning,

afternoon, evening) the moment happened can filter out nearly two-thirds of

the original amount of images.

• Location: Location can be viewed as a summary of a lifelogger in terms of

where they were on a daily basis, which might imply the sequence of activities

that the lifelogger does throughout the day. It is also useful for adding more
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context to the query generation process to find more relevant moments (i.e.

if finding moments that the lifelogger was eating a sushi platter, the user can

add “Asian restaurant” as part of the LifeSeeker input query to obtain more

accurate results).

• Visual concepts: Images captured from the wearable camera are information-

rich, as moments are illustrated in detail (i.e. how the surroundings look like,

who appears in that moment, and which objects are seen). However, computers

cannot perceive images as humans do.

• Other metadata: Apart from the aforementioned data sources, there are

other modalities provided in the dataset (e.g. Activity, Biometrics). However,

this metadata can be indexed instantly into the search engine without further

processing.

6.2.1.4 Weighted Bag-of-Words

I implement a customized Bag-of-Words algorithm that serves both free-text search

and filtering. Firstly, three dictionaries are generated from the pre-processed

metadata that includes time, location, and visual concepts:

• Time dictionary: consists of the information of the month (from January

to December), weekday (from Monday to Sunday), and part of the day (early

morning, late morning, afternoon, etc.).

• Location dictionary: consists of semantic location names, countries, cities,

and place categories obtained from PlacesCNN.

• Visual-concept dictionary: consists of multiple object labels extracted from

deep-vision model pre-trained on MS-COCO and Visual Genomes dataset as

well as the ones obtained from Microsoft Vision API.
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Listing 6.1: A sample metadata for a lifelog moment generated by the Indexing
module
"_id": "b00000049_21i6bq_20150225_062023e",
"minute_id": "20150225_0620",
"image_path": "LSC/2015-02-25/b00000049_21i6bq_20150225_062023e.jpg",
"date": "2015-02-25",
"local_time": "06:20",
"day_of_week": "wednesday",
"month": "february",
"year": 2015,
"part_of_day": "early morning",
"gps": [53.3892, -6.15827],
"activity_type": "idle",
"lat": 53.3892,
"lon": -6.15827,
"location_name": "home",
"location_type": "home",
"city": "Dublin",
"country": "Ireland",
"location_address": ["howth junction cottage", "kilbarrack upper",

"raheny-greendale ed", "dublin 5", "dublin", "county dublin",
"leinster", "d5", "ireland"

],
"place_category": ["home theater", "television room"],
"microsoft_tag": ["indoor", "desk", "wall", "television", "floor",

"furniture", "computer monitor", "computer"],
"yolo_concept": ["tv"],
"visual_genome": ["black clock", "white door", "white knob", "black

television", "wooden floor", "cardboard box", "shelf"
],
"ocr": "stevshark mks"

The dictionaries are refined using the nltk library6 so that stop-words are removed.

In addition, I also manually filter the dictionaries to remove meaningless terms as

well as one-character terms and non-alphabetic characters. Unlike the traditional

Bag-of-Words, in my algorithm, I do not consider inverse document frequency (IDF)

weighting since occurrences of terms in the corpus are all considered to be equally

important; the dictionary weight is used instead. This is because the IDF weighting

would reduce the significance of some common terms which frequently appear in the

lifelog annotation corpora such as week-of-day, part-of-day, and semantic location

labels. The dictionary weight (w) is variable and changes to reflect the importance
6https://www.nltk.org
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of each dictionary. In this case, Let wtime, wloc, and wvc be the weights of the time,

location, and visual-concept dictionaries respectively; then I set wtime > wloc > wvc.

The time information is essential to identify a specific moment and filter the results.

In addition, the location dictionary is considered more important than the visual

concept one (vc), as it would be easier to navigate to the desired moment if the

location is given in the query. These weights are combined into a vector and then

are multiplied into the L2-norm term frequency vector of the query to amplify the

time and location when computing cosine similarity between the query vector and the

L2-norm term frequency vector of images in the archive to retrieve relevant images.

6.2.1.5 Elastic Search

A query into Elastic Search can be constructed by combining one or more query

clauses7 of various types, thus users can form very complex queries to define how

Elastic Search retrieves data. In order to reduce the query analysis time and allow

flexibility in controlling how each keyword should behave when retrieving lifelog

moments (i.e., which should be used for matching images and which should be used

for filtering purposes only), I introduced a syntax-based query mechanism as below:

<CONCEPTS> ; <LOCATION> ; <TIME> (6.1)

where each query part (<CONCEPTS>, <LOCATION> and <TIME>) corresponds to

a category outlined in Section 6.2.1.3. A syntax-based query can be formed by

specifying keywords in each part in Syntax 6.1. For instance, the following query is

a valid input to LifeSeeker:

blue paintings, wall ; conference room ; after 12pm

7https://www.elastic.co/guide/en/elasticsearch/reference/current/query-dsl.html
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The searching process in Elastic Search mode is done by employing the query string

query8 to match <CONCEPTS> and <LOCATION> keywords, while the term query9

and range query mechanisms were used to filter images using the given <TIME>

keywords.

6.2.1.6 Visual Similarity Search

For the visual-similarity search, I utilize the Bag-of-Visual-Words model to

transform visual features into a vector representation for the K-Nearest Neighbors

algorithm. In general, the algorithm of the Bag-of-Visual-Words model is similar to

the traditional Bag-of-Words one used in textual information retrieval except for

the creation of the dictionary, which is usually known as the visual codebook. Each

item in the visual codebook is called the visual word instead. In the

Bag-of-Visual-Words model, the visual codebook can be constructed using the

K-Means Clustering approach that clusters the descriptors extracted from

Scaled-Invariant-Feature-Transform (SIFT) [144], the Oriented FAST and Rotated

BRIEF (ORB) [145], and Speeded Up Robust Features (SURF) [146]. It is worth

noting that an image can have many descriptors, therefore, resulting in having

many visual words. The choice of the parameter K in the K-Means Clustering

algorithm determines the number of visual words in the visual codebook. In

LifeSeeker, I use 256-dimensional descriptors of ORB features as inputs for the

visual codebook generation process. Due to the huge number of descriptors in a

large-scale dataset, I employ the Mini-batch K-Means Clustering described in [147]

to reduce the computation cost while gaining asymptotic clustering results

compared to the conventional K-Means Clustering approach. The Mini-batch

K-Means Clustering is performed with 50 iterations. The value of K used in my

case is 4096 as I consider this number of visual words is enough for a

visual-similarity search. All the remaining steps including vector quantization and
8https://www.elastic.co/guide/en/elasticsearch/reference/current/query-dsl-query-string-

query.html
9https://www.elastic.co/guide/en/elasticsearch/reference/current/query-dsl-term-query.html
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similarity computation are performed as in the traditional Bag-of-Words model.

For computing similarities between images, the cosine distance function is

employed instead of the Euclidean distance function.

6.2.2 LifeSeeker in the Lifelog Search Challenge 2022: Interactive

Lifelog Retrieval System with Enhanced Free-Text Search

The textual search in the version of LifeSeeker that I used to compete in the

Lifelog Search Challenge 2021 uses Weighted Bag-of-Words, which is still a

concept-based search since it parses the input sentence into terms to match with

the ones in provided dictionaries. In the latest version of LifeSeeker, the Weighted

Bag-of-Words function is replaced by the CLIP (Contrastive Language–Image

Pre-training) model [148], which encodes lifelog images and queries into the same

latent space to compute similarity [138]. As the CLIP model uses pre-trained

weights to encode the images into a latent space, the Visual Similarity Search using

the Visual-Bag-of-Words model with ORB features is also replaced by the CLIP

model. Cosine similarity is used to compute the distance between the embedding

vectors of the lifelog images and the embedding vectors of either input queries or

input images. These are significant enhancements from the previous version of

LifeSeeker that result in the performance improvement of the LifeSeeker in Lifelog

Search Challenge 2022, which are chosen following the similar function in the

state-of-the-art retrieval systems including MyScéal [112] and Memento [149].

6.2.3 Experiment Result

LifeSeeker was benchmarked in the fourth and the fifth annual Lifelog Search

Challenge (LSC’21 and LSC’22). The ultimate goal of the challenge is to retrieve

relevant lifelog images that match a given query as fast as possible with penalties

applied for wrong submissions. The challenge was conducted in an interactive

manner, which means that there is a user using the system to perform the search

and submit the image that they think best illustrated the query. For each query,
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the score [150] of one LSC participant retrieving the correct answer at a time t is

calculated as follows:

Si = max

(
0,M +

D − t

D
(100−M)−W ∗ 10

)
(6.2)

where M refers to the minimum score earned, D denotes the query’s duration and W

represents the number of wrong submissions for each query. M and D are set to 50

and 300, respectively. The score is linearly decreased until the minimum score (50)

within the 300-second period. The final score is taken by subtracting each negative

submission by 10 points. A participant gets a zero score when the time for the query

is over but a positive answer is not found.

Table 6.1: The official scores of the top-5 teams in LSC’21

Team name # queries
solved Total score Precision Recall

Myscéal [109] 19 1604.31 82.61 82.61
SomHunter [151] 19 1566.32 67.86 82.61
LifeSeeker [12] 20 1556.02 76.92 86.96
Voxento [152] 18 1466.87 85.71 78.26
Memento [111] 16 1238.49 59.26 69.57

Table 6.2: The normalized score of the top-5 teams for each task in LSC’22

Team name Ad-hoc KIS QA

Myscéal [112] 98 100 100
LifeSeeker [138] 100 88 96
Memento [149] 66 92 79
FIRST [153] 51 95 75
Voxento [154] 49 87 56

For the LSC’21, as can be seen from Table 6.1, LifeSeeker is the third best

performing system in the challenge which achieved a total score of 1556.02. Though

LifeSeeker solves 20 out of 23 queries, LifeSeeker only achieves third place due to

the penalties caused by the wrong submissions made by the user. Apart from the

official score from the LSC’21, I also evaluate the performance of my system using
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the precision and recall score. As can be inferred from Table 6.1, LifeSeeker gets the

highest recall score of 86.95% while achieving a competitive precision score of 76.92%.

This result implies that LifeSeeker is capable of retrieving the desired information

up to 87% of the time (4.35% more than that of the second-highest recall system).

The precision of the LifeSeeker system is 8.8% lower than the Voxento [152], which

achieves the highest precision score. The main cause of the lower precision was

the number of incorrect submissions that the user made during the challenge when

solving tasks under time pressure. For the LSC’22, apart from evaluating the lifelog

retrieval systems by the Known-Item-Search (KIS) search task, the performance

of these systems is also evaluated by the Ad-hoc search task and the Question-

Answering task. For the Ad-hoc search task, the user needs to find as many images

that match the general description of the query as possible under the time constraint

while the question-answering task requires the user to find an image that shows the

answer to the question with only one attempt. As can be seen from Table 6.2,

the LifeSeeker gains the highest score in the Ad-hoc search task which means that

the improvement that I apply to the system still achieves the highest recall score.

The score in the Known-Item-Search (KIS) task of the LifeSeeker is 88, which is

lower than the scores of Myscéal, Memento, and FIRST systems due to the penalties

from the wrong submissions made by the user and unsolved queries in the task.

This means that as the system manages to retrieve the correct results in the ranked

list, the user does not submit the correct image due to the time pressure of the

KIS task in the challenge, which results in a low precision score in the KIS task.

Indeed, without the time pressure, the user has more time to verify the image to

submit the correct one with only one attempt, which is proven by the second-highest

score (96/100) in the Question-Answering task in the challenge. In short, through

the two benchmarking Lifelog Search Challenges, I manage to develop one of the

best interactive lifelog retrieval systems that has a competitive performance with

other state-of-the-art systems in the same competition, which can be considered

one of the current state-of-the-art interactive lifelog retrieval systems. Through my
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research of core features to develop the state-of-the-art lifelog retrieval system, I

select important core functions from them to integrate into my system that would

help find the targeted images that best match the description of the query effectively.

Thereby, research question 3.1 is addressed.

6.3 Evaluation of Interactive Lifelog Retrieval System

Integrating Stress-Moment Filter

In this section, I conduct experiments to evaluate the impact of the lifeloggers’ mental

stress information on the performance of the state-of-the-art lifelog retrieval system

to provide the answer to Research Question 3.2, which is How much benefit can be

derived from the addition of the biometric stress filters to an interactive

lifelog retrieval system in a conventional retrieval task?. The experimental

results of these experiments could help provide the conclusion if the mental stress

information is beneficial for the conventional retrieval process task. Thereby, the

hypothesis defined in Section 1.4 that the stress-indexed information enhances the

performance of the state-of-the-art lifelog retrieval system could be proven.

6.3.1 Experiment Settings

I use the lifelog stress dataset that I collected in the longitudinal study described in

Section 5.2.1. The dataset comprises lifelog images and physiological signals captured

from consumer-grade wearable devices including blood volume pulse (BVP), galvanic

skin response (GSR), and skin temperature (TEMP) recorded by three users during

six days. The reason for the choice of the number of participants and the duration

of the study is also described in Section 5.2.1 The mental stress information of the

lifelog moment is inferred from the most accurate personalized lifelog stress detection

model for each user described in Table 5.6 in Section 5.3.3. It is worth noting that

the moment that I mention in my work is referred to as the lifelog image with its

metadata described in Section 6.2.1.3. In particular, the Logistic Regression model is
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used for mental stress inference for User 1 while the Extra-Trees classifier is employed

for User 2 and User 3.

I employ LifeSeeker in this experiment as it is one of the state-of-the-art lifelog

retrieval systems in the benchmarking Lifelog Search Challenge. Since my purpose

is to evaluate the impact of the stress-moment-filtering function using the mental

stress information inferred from the lifelog stress detection model, I only use stress-

related/emotional-related queries in my experiment. For other types of queries, my

lifelog retrieval system – LifeSeeker– was evaluated via the benchmarking Lifelog

Search Challenges described in Section 6.2.3.

The stress-related/emotional-related queries are constructed by the researcher

based on the descriptions of both stressful and relaxed moments made by the user

during the data annotation process in the longitudinal study for lifelog stress data

gathering. The stress-related/emotional-related queries consist of two parts. The

first part of the query is the description of the moment based on the visual cues,

the temporal information, the scenario, the environmental attributes and

categories, activities, and the social interaction of the user with others (e.g.

human-object interaction, social human interaction such as talking with friends,

arguing with others, etc.). The second part of the query, which is also the last

sentence in the query, is the description of the feeling or mental stress status of the

user at that moment. An example of the query is “I gave a presentation in a

competition under a strict time limit and received some tough questions from the

judges. I felt nervous since I had to perform well to secure the win for my team.”.

The list of queries that I use in my experiment for each user is described in Table

A.1.

I integrate stress information into the elastic search and employ the pre-defined

syntax described in Section 6.2.1.5. The mental stress information is considered

as the additional metadata (other metadata) of the lifelog moments, therefore, it

belongs to the field <CONCEPTS> in the pre-defined syntax in Section 6.2.1.5. An
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input example to the system to filter the results is:

relaxed ; home ; Monday

In total, I conduct two experiments to assess the impact of the stress-moment filtering

function on the performance of the lifelog retrieval system:

• Experiment 1 – Non-interactive Lifelog Retrieval System with

Stress-Moment Filter: To evaluate the performance of the non-interactive

lifelog retrieval system with the stress-moment filter, I use the first part of

the query which describes the context of the moment including the visual

cues, environmental attributes and categories, activities, and social

interaction as the input for the free-text search of the LifeSeeker system.

Then, the stressful/relaxed information is extracted from the second part of

the query to apply to filter the retrieved ranked list. I use the Recall (R@50)

and the Average Precision (AP@50) of the top 50 results in the ranked list to

evaluate the performance of the non-interactive lifelog retrieval system for

every single query. The overall evaluation of the performance of the

non-interactive lifelog retrieval system with and without the stress-moment

filter function is assessed by the mean average precision (mAP@50) and the

mean recall (mR@50) of the top-50 results in the ranked list for all the

queries. The reason that I employ the retrieval score at the top-50 results in

the ranked list for evaluation is to replicate the process of browsing a list of

results in the interactive mode.

• Experiment 2 – Interactive Lifelog Retrieval System with

Stress-Moment Filter: To evaluate the performance of the interactive

lifelog retrieval system with the stress-moment filter, I restrict functions of

the LifeSeeker system to assess the impact of using the stress-moment filter

during the retrieval process. These restrictions are as follows:
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1. The user must search the moments by using the free-text search and filter

by elastic search system only. When searching, the user is only allowed to

make a free-text search followed by a filter condition, which is considered

a valid search. If the user wants to search again, the user needs to repeat

this valid search process again. The user must use the stress-moment

filter and submit at least one correct answer during the search process in

the experiment with LifeSeeker integrated stress-moment filter function.

2. The user can view temporal images of a targeted moment to verify if

it matches the query’s temporal description. However, the user is not

allowed to submit temporal images.

3. Only 100 images are shown to the user on the vertically-scrollable panel.

In addition to the restrictions of the functions of the LifeSeeker system that

the user can use in this experiment, I also limit the search time of each query to

180 seconds (3 minutes) and change the evaluation metrics employed to assess

the performance of the interactive lifelog retrieval system. The change in the

evaluation metrics is due to two reasons. The first reason is that the user in this

experiment is also the owner of the data, meaning that the user has a prior

perception knowledge of the event in their life based on the description. In

addition, the queries and the ground-truth are constructed by having the user

describe the events. Therefore, I have to take into account the bias that the

user has about the ground-truth. Due to this bias about the ground-truth, the

evaluation metrics used in the LSC’21 and LSC’22 as well as the precision score

would not be appropriate in this experiment anymore since it is easy for the

user to have high evaluation score by finding one example that best matches

the description. Therefore, I evaluate the performance of the interactive lifelog

retrieval system in this experiment using only the mean recall score and mean

search time (in seconds). Overall evaluation of the performance of the systems

with and without the integration of the stress-moment filter function is done by
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the mean recall score of all the queries and the mean search time. Furthermore,

the full description of the query is shown to the user before the search time,

which is similar to the lifelog challenges in the NTCIR [27] and the ImageCLEF

Lifelog [26, 28]. Without these changes, conditions, and restrictions, I cannot

assess the contribution of the stress-moment filter function to the performance

of the interactive lifelog retrieval system properly. I conduct the experiment

with the same set of queries twice on two different versions of the interactive

lifelog retrieval system – with and without the stress-moment filter. As I need

time for users to forget the way they search for the results in the previous

experiment, I set the gap between each experiment session to be two weeks.

While not using new queries, such an approach of session gap has been used

before in such memory retrieval experiments [155]. In addition, supported by

the findings of Caterina Cinel et al. that a session gap of two hours could cause

the forgetting effect when joining a new memory retrieval experiment [155],

the two-week gap is good enough for the user to have the retrieval-induced

forgetting effect [156] to join the next retrieval experiment.

6.3.2 Experiment Results

6.3.2.1 Experiment 1 – Evaluation of the Non-interactive Lifelog

Retrieval System integrated Stress-Moment Filter

Table 6.3 demonstrates the evaluation scores for each query of the non-interactive

LifeSeeker retrieval system with and without stress-moment filter function. The

accuracy column in Table 6.3 shows the percentage of correctly predicted stress/non-

stress labels inferred from the lifelog stress detection model. These labels are used

as the ground-truth in this experiment despite the potential false-positive stress

detection moments made by the model. On average, the mean error rates of the

stress/non-stress labels in the ground-truth for User 1, User 2, and User 3 are 21.85%,

19.74%, and 28.96% correspondingly. It can be inferred from Table 6.4 that the

stress-moment filter actually increases all the mean recall scores at the top-50 results
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User ID Query ID Normal System With Stress-Moment Filter
AP@50 R@50 Accuracy AP@50 R@50

User 1

Q1 0 0 100 3.13 2.38
Q2 60.94 35.71 85.71 76.50 28.57
Q3 5.88 16.67 33.33 10.08 33.33
Q4 7.59 4.92 100 14.92 6.56
Q5 32.14 9.52 95.24 64.29 9.52
Q6 0 0 100 4.17 1.43
Q7 74.31 50 50 74.98 50
Q8 4.59 18.18 72.73 18.10 27.27
Q9 20.83 22.22 44.44 5.26 11.11
Q10 59.10 57.90 100 60.26 57.90

User 2

Q1 14.29 7.69 92.31 50 7.69
Q2 4.67 20 40 8.70 20
Q3 0 0 91.67 0 0
Q4 5.51 18.18 54.55 7.02 36.36
Q5 58.07 50 100 60.57 60
Q6 2.63 11.11 55.56 46.86 33.33
Q7 19.92 36.36 100 19.92 36.36
Q8 20.67 45.83 95.83 47.31 70.83
Q9 45.14 27.27 72.73 62.01 36.36
Q10 25 100 100 45 100

User 3

Q1 0 0 80 3.47 40
Q2 60 13.33 90 44.07 20
Q3 23.87 14 98 29.63 20
Q4 46.63 51.85 40.74 40.79 33.33
Q5 84.28 100 100 94.04 100
Q6 0 0 66.67 2 11.11
Q7 81.42 45.35 39.40 76.19 26.74
Q8 25.14 18.52 62.96 25.45 14.82
Q9 0 0 61.91 0 0
Q10 57.20 29.23 70.77 55.66 12.31

Table 6.3: Detailed evaluation scores for each queries of the non-interactive version
of the LifeSeeker system with and without stress-moment filter.

User ID Normal System With Stress-Moment Filter
Model Detections Manual Labels

mAP@50 mR@50 mAP@50 mR@50 mAP@50 mR@50
User 1 26.54 21.51 33.17 22.81 33.17 22.81
User 2 19.59 31.64 34.74 40.09 34.74 40.09
User 3 37.86 27.23 37.13 27.83 37.13 27.83

Table 6.4: Overall evaluation scores of the non-interactive version of the LifeSeeker
system with and without stress-moment filter.
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(mR@50) of the non-interactive lifelog retrieval system for all the cases. The increase

of the mR@50 is approximately 3.45% on average. The stress-moment filter function

also increases the mean average precision score at the top-50 results (mAP@50) of

the non-interactive lifelog retrieval system by 6.63% for User 1 and 15.15% for User

2. However, for the queries of User 3, I recognize a slight decrease (approximately

0.73%) in the performance of the non-interactive version of LifeSeeker. These results

suggest that the stress-moment filter function can reduce the performance of the

non-interactive lifelog retrieval system when the detection error of the lifelog stress

detection model increases. Indeed, the mean stress-moment detection error rate of

19.74% improves the mAP@50 by 15.15% while the detection error rate of 21.85%

results in an increase in the mAP@50 of about 6.63%. As the detection error rate

increases up to 28.96%, the mAP@50 of the non-interactive lifelog retrieval system

declines by 0.73%. To verify if the detection error rate affects the mAP@50 of the

non-interactive retrieval system, I use the ground-truth data with manually-labeled

mental stress information to do the filter. The results shown in Table 6.4 indicate

that in a perfect condition when the detection error of the lifelog stress detection

model is 0%, the mAP@50 and the mR@50 of the non-interactive system are still the

same. Therefore, it is safe for us to conclude that the deterioration of the mAP@50

score of the non-interactive system does not cause by the detection error of the stress

detection model. The slight decrease of the mAP@50 is due to the strong dependence

on the results obtained from the free-text search using the CLIP model according

to my defined search process in this experiment. The stress-moment filter does not

help the system find new moments but removes the irrelevant ones with unmatched

metadata and re-ranks the retrieval results, thereby, increasing the mean recall score

at the top 50 ranked list (mR@50) significantly and the mean precision score at the

top 50 ranked list (mAP@50) slightly. In case the results are not already in the

ranked list after the free-text search, the stress-moment filter does not help at all.

However, when comparing the significant improvement of the mAP@50 score (6.63%

and 15.15%) in the case of User 1 and User 2 with the slight deterioration of the
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mAP@50 score in the case of User 3 (0.73%), I realize that the benefit of using the

stress-moment filter in the lifelog retrieval system is considerable. Therefore, I still

can conclude that the stress-moment filter function actually enhances the overall

performance of the non-interactive lifelog retrieval system. In summary, according

to these experimental results, I can conclude that the stress-moment filter function

improves the performance of the non-interactive lifelog retrieval system in terms of

increasing the mean precision and recall of the system at top-50 retrieval results

(mAP@50 and mR@50) when dealing with stress-related/emotional-related queries.

6.3.2.2 Experiment 2 – Evaluation of the Interactive Lifelog Retrieval

System integrated Stress-Moment Filter

User ID Normal System With Stress-Moment Filter
Mean Recall ↑ Mean Time ↓ Mean Recall ↑ Mean Time ↓

User 1 57.73 97.09 63.12 90.49
User 2 43.34 67.88 65.04 64.78
User 3 59.12 97.62 59.87 106.82

Table 6.5: Overall evaluation scores of the interactive version of the LifeSeeker system
with and without the stress-moment filter.

In this experiment, I evaluate the performance of the interactive lifelog retrieval

system using recall score and the search time as I require the user to search for as

many images as possible that match the query description under a time constraint.

The reason for the choices of evaluation metrics and the experiment design is that the

user has a memory advantage when retrieving their own data. This advantage yields

a bias for the user in this experiment that makes the precision scores inappropriate

to be used as the main metrics to evaluate the performance of the interactive lifelog

retrieval system. For the choice of the evaluation metrics used in this experiment, an

increase in the recall score and a decrease in the search time indicate the existence

of an improvement in the performance of the retrieval system. From Table 6.5, I

recognize that the mean recall score of the interactive lifelog retrieval system with

stress-moment filter function increases by 9.27% in average while reducing the mean
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search time by 4.85 seconds in average. Though the mean recall score increases

for all the cases, which implies that the stress-moment filter indeed helps the user

to retrieve more relevant results during the retrieval process, the mean search time

does not always decrease for all the cases. In particular, while the mean search time

required for User 1 and User 2 to search for all possible moments reduces by 6.6

seconds and 3.1 seconds, the one of User 3 increases by 9.2 seconds. The feedback

User ID Query ID Normal System With Stress-Moment Filter
Recall ↑ Time ↓ Recall ↑ Time ↓

User 1

Q1 95.24 93.48 57.14 73.54
Q2 42.86 125.25 42.86 49.84
Q3 100 88.33 100 102.5
Q4 90.16 59.38 83.61 81.63
Q5 57.14 87.17 66.67 72.07
Q6 16.71 154.77 41.43 92.69
Q7 66.67 63.88 91.67 68.27
Q8 0 180 54.55 156.83
Q9 11.11 37 22.22 94
Q10 97.37 81.68 71.05 40.85

User 2

Q1 76.92 73 92.31 35.17
Q2 30 55.67 70 61.71
Q3 8.33 69 16.67 149.50
Q4 63.64 114 72.73 92.38
Q5 50 33.20 20 26.50
Q6 0 180 55.56 66.40
Q7 36.36 53.50 54.55 77.50
Q8 50 110.92 95.83 57.91
Q9 18.18 42 72.73 51.75
Q10 100 127.50 100 29

User 3

Q1 20 127 0 180
Q2 50 65.53 73.33 83.14
Q3 70 119.63 74 131.65
Q4 77.78 59.86 62.96 60.88
Q5 100 11.87 100 19.33
Q6 33.33 121 11.11 140
Q7 97.67 87.31 98.84 125.78
Q8 96.30 127.54 96.30 115.58
Q9 0 180 19.05 131.13
Q10 46.15 76.47 63.08 80.66

Table 6.6: Detailed evaluation scores for each query of the interactive version of the
LifeSeeker system with and without the stress-moment filter.
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that I obtain from User 3 is the user interaction design of the stress-moment filter

using pre-defined text-based syntax requires him to re-type the queries many times,

which is inefficient in terms of time spent on searching under time pressure. The same

feedback is also provided by other users, which is also the explanation for the slight

reduction in the mean search time. The suggestions from three users for improvement

is to create a separate filter button on the navigation bar of the User Interface would

help reduce the number of interactions required to filter, which would help reduce

the mean search time. Apart from the overall evaluation scores of the systems shown

in Table 6.5, detailed evaluation scores for each query are demonstrated in Table 6.6.

It can also be inferred from Table 6.6 that for most of the queries, the recall scores

of the system with stress-moment filter function are equal to or higher than the one

of the normal system. Therefore, based on the experimental results, I can conclude

that the benefit of the stress-moment filter function in the interactive lifelog retrieval

system is to help remove irrelevant results in the ranked list leading to a significant

increase in the recall score (the number of relevant results) and a slight decrease in

the mean search time in overall, thereby, addressing research question 3.

6.4 Chapter Summary

In this chapter, I addressed Research Question 3 by describing the development of

my state-of-the-art lifelog retrieval system named LifeSeeker and comparing the

performance of this state-of-the-art retrieval system with and without the

integration of the stress-moment filter function. I used different evaluation metrics

in different contexts (non-interactive and interactive scenarios) to assess the benefit

of using mental stress information during the retrieval process. The mental stress

information that I used in my experiments is inferred from the personalized lifelog

stress detection model built in Section 5.3.3. From the experimental results in both

interactive and non-interactive modes, I concluded that the integration of the

stress-moment filter function helped improve the performance of the lifelog
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retrieval system in both scenarios when dealing with

stress-related/emotional-related queries. In particular, this newly proposed

integration increased the mean recall score (mR@50) and the mean average

precision (mAP@50) of the non-interactive lifelog retrieval system while increasing

the mean recall score as well as reducing the mean search time required in the

interactive mode slightly in overall. Nevertheless, based on user feedback from the

experiment, additional research and user studies should be conducted in the future

to enhance the user interface’s stress-moment filter function and improve user

interaction during the retrieval process.
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Conclusion

In this thesis, I proposed the hypothesis that it is possible to identify stress moments

in lifelog data using the physiological signals captured from readily available lifelog

sensors and enhance the performance of the state-of-the-art lifelog retrieval system

with stress-indexed information to address stress-related queries. To validate this,

I formed three primary research questions and conduct experiments to find answers

for each research question through a series of evaluations to either prove or disprove

the hypothesis. In this final chapter, I provide a summarization of how I address

these research questions to prove the correctness of my hypothesis.

7.1 Summary

For the first research question, I asked how successfully can low-resolution

physiological signals recorded from consumer-grade wearable devices be used to

develop a stress detection model, compared to the use of the high-resolution signals

captured from traditional clinical-grade devices as the training data. This question

is formed because I recognize that, though the physiological data from

clinical-grade devices are considered to be of higher quality and resolution, the use

of consumer-grade wearable devices is more practical and convenient for everyday

use. To address research question 1, I conducted experiments on four stress

datasets recorded in the laboratory environment including WESAD [9],

AffectiveROAD [10], Cognitive Load [2], and DCU-NVT-EXP2 (Section 4.2.1.4). I

trained five stress detection models using five different Machine Learning and Deep
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Learning models and carried out statistical analyses on the balanced accuracy

scores of these models to compare the stress detection capability of stress detection

models trained on either low-resolution physiological signals or high-resolution

ones. From the experimental results in Section 4.3, I showed that the performance

of the stress detection model trained on low-resolution signals recorded from

consumer-grade wearable devices is almost the same as the one trained on

high-resolution signals recorded from traditional clinical devices. In addition, the

experimental results and statistical analyses in Section 4.4 proved that

subject-dependent stress detection models outperformed the subject-independent

stress detection ones using low-resolution signals. These analyses and results from

experiments in Chapter 4 are strong evidence to conclude that it is feasible and

effective to use the data from consumer-grade wearable devices to build a

highly-accurate personalized stress detection model, thereby, addressing research

question 1.

For the second research question, I asked how successfully stress detection

models using low-resolution physiological signals from consumer-grade wearable

devices can be applied for lifelog data to detect stressful moments. This question is

formed to investigate the possibility of applying the stress detection model to the

lifelog data to detect stressful moments in unconstrained environments. To address

this research, I conducted a longitudinal study to collect stress lifelog data from

three participants who joined my previous experiment that satisfy the experiment

requirements of the lifelogging knowledge to ensure the integrity of the collected

data (Section 5.2.1). Experimental results from Section 5.3.1 showed that the

laboratory stress detection model cannot be used directly to detect stress moments

in unconstrained environments due to the difference in the distribution of the

statistical features extracted from the signals recorded from two different conditions

and environments. In particular, the data collection process in the unconstrained

environments did not restrict the location where the participant should be, the task

that the participant should do, or the scenario that the participant should involve
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in while all of these conditions were controlled in the constrained environments.

This led to a significant difference in the environment’s temperature, humidity, and

weather which resulted in different stress responses between the constrained and

unconstrained environments. Therefore, it is not appropriate to apply the model

directly but a further model re-training step needs to be done. The experimental

results in Section 5.3.3 showed that by re-training the model on the lifelog data, the

balance accuracy score of the best re-train models – lifelog stress detection models

– increased 15.29%(±6.65%) on average compared with the best ones trained on

laboratory data. The balanced accuracy scores of the lifelog stress detection models

vary from 56.27% to 62.80% indicating that using the physiological signals solely to

detect stress moments is not enough. According to the feedback from participants

in the experiment, the social interaction, the people they were talking to, the

conversation topic, and the context that they were involved are also factors that

made participants feel stressed. This is the task that I proposed for future work to

experiment with the effect of using both physiological signals and conversation

data to train a stress detection model. In summary, through the balanced accuracy

scores, I conclude that the personalized stress detection model applied to lifelog

should be re-trained on the lifelog data to capture all the context changes in

unconstrained environments to detect stress moments more accurately (ranging

from 56.27% to 62.80%), which is also the answer to the research question 2.

For the third research question, I asked how biometric and visual data can be

used in a lifelog interactive retrieval system to retrieve stress-related moments.

This question is formed based on the hypothesis that the stress information

inferred from the biometric data by the lifelog stress detection model is useful for

the lifelog retrieval system to deal with stress-related/emotional-related queries,

however, it has not been exploited in any lifelog retrieval systems yet. I proposed

to use the stress information as an indicator to filter for relevant moments.

Therefore, I designed experiments to evaluate the impact of the stress-moment

filter function on the performance of the state-of-the-art lifelog retrieval system in
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both interactive and non-interactive modes. To do so, firstly, I did the literature

review and analyzed core features in previous state-of-the-art lifelog retrieval

systems to develop a state-of-the-art system of my own, which was described in

Section 6.2, to conduct experiments. The results from the benchmarking Lifelog

Search Challenges in 2021 and 2022 shown in Section 6.2.3 proved that my lifelog

retrieval system – named LifeSeeker– was one of the state-of-the-art lifelog retrieval

systems. I then integrated the stress-moment filter function into the LifeSeeker

system to evaluate its performance compared to the normal LifeSeeker system. For

the non-interactive mode, the overall performance of the lifelog retrieval system

was assessed by the mean average precision and the mean recall score at the top 50

results in the ranked list (mAP@50 and mR@50). For the interactive mode, the

overall performance of the lifelog retrieval system was evaluated by the mean recall

score and the mean search time required by the user to find correct images that

best illustrated the queries. Through experimental results shown in Section 6.3.2, I

concluded that the stress-moment filter function improves the performance of the

lifelog retrieval system in both modes despite the detection error rate of the lifelog

stress detection model. In particular, the stress-moment filter function improved

the mean precision and mean recall of the non-interactive lifelog retrieval system,

allowing it to more accurately retrieve stress-related moments. For the interactive

lifelog retrieval system, this newly proposed function increased the mean recall

score significantly and reduced the mean search time required to search for correct

moments slightly. These are the main benefits that I observed through my

experiment on the lifelog retrieval system integrated stress-moment filter function,

which also provides the answer to research question 3.

As I have addressed the three primary research questions, I can discuss the

validity of my hypothesis. Given the limitations of this research, which are described

in the following section, I proved that it is feasible to detect stress moments in lifelog

data using physiological signals captured from readily available lifelog sensors, and

this mental stress information could be used as in the filter function to enhance the
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performance of the state-of-the-art lifelog retrieval system. Therefore, I consider my

proposed hypothesis defined in Section 1.4 to be upheld.

7.2 Limitations

I recognize three main limitations remained in my Ph.D. research as follows:

• Annotation Process of the Stress Data Collection: As stress is a

subjective experience and different people may experience stress in different

ways, this makes it hard to obtain a benchmarking ground truth for stress

detection problems. The annotation of mental stress status often relies on

self-report methods, such as questionnaires and interviews, which can be

subject to bias and error. People may not always be aware of their own stress

levels or may not want to disclose them due to stigma or other reasons.

Furthermore, stress can manifest in different ways, such as physical

symptoms, behavioral changes, or cognitive processes, which can be difficult

to assess objectively. Therefore, the limitation in this research when

developing a personalized stress detection model is that I have to assume the

subjective evaluation and labels of stress are correct as well as try my best to

overcome the bias and error caused by subjective self-evaluation using

multiple different stress status questionnaires, forms in combination with the

supports of multiple annotation tools and devices.

• Lifelog Stress Detection Model: As in my experiment of evaluating the

performance of the stress detection model applied to lifelog data, I manage

to develop a personalized lifelog stress detection model for each individual

using physiological signals in the corresponding lifelog data archive with the

accuracy ranging from 56.27% to 62.80%. These results are not considerably

high in terms of experimental evaluations but are sufficient enough to be used

as an indicator for relevant moment filtering to enhance the performance of the

state-of-the-art lifelog retrieval systems in overall. However, the lifelog stress
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detection model would need to be able to make use of all the data it receives

from a person’s lifelog to enhance performance. The context that the user is in

including the people that the user meets, and the conversation topic that the

user discusses at that time are important factors to infer the stress status of an

individual, according to the feedback from the participants in the experiment.

This is also the limitation of my work in this research as I only investigate the

performance of lifelog stress detection model using physiological signals solely.

• Small sample size of the lifelog stress dataset: One limitation of my

research is the small sample size of the lifelog stress dataset due to the

limitation of the number of available sensor sets as well as the strict

requirements of the participant recruiting process for the longitudinal study

and the experiment. In particular, three among eleven participants from my

experiment on stress detection in a constrained environment are selected to

join the longitudinal study since they have prior background in lifelogging

and are familiar with the lifelog wearable sensors. This requirement is

necessary to ensure the integrity of the collected data. As the small sample

size in the lifelog stress dataset makes it difficult to accurately analyze the

data and draw meaningful conclusions from it, it is only possible for us to

conduct proof-of-concept research proposing the best approach to building a

personalized lifelog stress detection model. I suggest that future work should

reuse my work to further improve the performance of the lifelog stress

detection model as well as gain more insights into the stress response

characteristics between different individuals with different demographic

backgrounds.

7.3 Future Work

My research has successfully demonstrated the effectiveness of using stress

detection in lifelog retrieval systems as well as proposed an effective approach to
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building a lifelog stress detection model with physiological signals from

consumer-grade wearable devices in lifelog data archive. However, there are still

several limitations that need to be addressed in future research. These include

improving the accuracy of the lifelog stress detection models, exploring additional

applications of stress detection in lifelog retrieval systems, and evaluating the

stress-moment filter function integrated into the state-of-the-art lifelog retrieval

system via the benchmarking Lifelog Search Challenge. These improvements can

lead to several interesting potential directions in the future by further developing

the research in this thesis. In particular, the future works that I propose are as

follows:

• Enhancement of Lifelog Stress Detection Model: As discussed in my

research limitation, the accuracy of the lifelog stress detection system can

still be improved by taking into account the context of the moments such

as the people that the user meets, the discussion topic of the meeting that

the user involved, the context of the conversation that the user talks with

others, etc. apart from the physiological signals. These are the data that are

possible to capture by wearable devices and computer keyloggers. However,

the researchers need to ensure the privacy and security of the individuals being

monitored as these data can be considered private data that can be used to

trace back that individual. By enhancing the stress pattern detection capability

of the lifelog stress detection system, potential applications, and software can

be developed to gather personal stress-related data of an individual to analyze

the causes of stress, thereby, realizing mental stress monitoring in a real-time

manner for early stress disorder issue detection.

• Stress Tracking and Analysis Application: With the enhancement of

the lifelog stress detection model, stressful moments can be detected

accurately and instantly which unlocks the potential for stress-tracking and

analysis applications to be developed. This application could provide users
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with detailed insights and analytics about their stress patterns over time.

This information can help individuals identify triggers, track their progress in

stress management, and make informed lifestyle changes. In order to do so,

more research on the understanding of the context of detected stressful

moments needs to be conducted. Additionally, this application could also

leverage the development of the smart mental health assistant. One approach

that I would propose for the application of lifelog stress detection system is

that stress moments shown in lifelog images detected from the models can be

inputted into an image-to-text generator provided by Midjourney1 to

describe the stressful events/activities. These descriptions can be analysed to

provide insights into the causes that make the user stressed. Thereby,

prompts can be written to guide the large language model to act as a chatbot

to support the mental health of the user.

• Emotional Lifelog Retrieval System: Potential applications to the lifelog

retrieval system can be developed from the physiological signals in lifelog

data archive apart from the stress detection model. In particular, the

emotion recognition model can also be trained the same way as the stress

detection model using the same kinds of physiological signals [157].

Therefore, my research methodology, experiment designs, and proposed

models in my research can be re-used in the research of emotion recognition

in lifelog data. With both lifelog emotion recognition and lifelog stress

detection models, an emotional lifelog retrieval system can be developed. An

emotional lifelog retrieval system is a type of technology that uses either

stress or emotional information to identify and retrieve specific moments from

a person’s personal digital diary or lifelog. This system allows users to

quickly and easily access specific moments from their past that may have

been particularly emotional, stressful, or significant. This technology has

potential applications in a variety of fields such as mental health monitoring,
1https://www.midjourney.com/
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personal productivity tracking, life satisfaction analyses, etc.

• Evaluation of Lifelog Retrieval System integrated Stress-Moment

Filter in the Benchmarking Lifelog Search Challenge: As my work in

assessing the impact of the stress-moment filter function in lifelog retrieval

system was only completed on private lifelog data, I have not had a chance to

evaluate this newly proposed feature in the publicly available lifelog dataset

in the benchmarking Lifelog Search Challenge. Hence, my experiment

described in Chapter 6 cannot be conducted on other users who do not join

my previous longitudinal study to use the retrieval system. The conclusion

on the impact of the stress-moment filter function on the lifelog retrieval

system would be more reliable when it could be tested on a large number of

users who do not own the data. Thereby, the memory bias in my could be

ignored resulting in the possibility of evaluating the precision of the retrieval

system with a stress-moment filter. However, due to the data privacy

expectation from the participants in my experiment, I am not allowed to let

others use my lifelog retrieval system to retrieve the data of the participants.

Therefore, in future work, I am expecting that this newly proposed feature

can be used in the benchmarking Lifelog Search Challenge to evaluate the

overall performance (precision, recall, accuracy) of the lifelog retrieval system

with the stress-moment filter function in the interactive mode.

7.4 Research Contributions

The key contributions that I made in this thesis can be summarized as follows. In

Chapter 4, I addressed Research Question 1, which evaluates the performance of

the stress detection model using low-resolution physiological signals recorded from

consumer-grade wearable devices. Based on the experimental results in Section 4.3,

I showed that the stress detection model, which utilizes low-resolution physiological

signals collected from wearable devices as training data, performs equally well
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when compared to the model trained with high-resolution data gathered from

conventional clinical devices. In addition, based on the experimental results in

Section 4.3, I showed that the stress detection model, which utilizes low-resolution

physiological signals collected from wearable devices as training data, performs

equally well when compared to the model trained with high-resolution data

gathered from conventional clinical devices. I then employed the findings in

Chapter 4 to address Research Question 2 in Chapter 5, which evaluates the

performance of stress detection models using consumer-grade wearable devices’

data in unconstrained environments. I gathered longitudinal stress lifelog data (as

outlined in Section 5.2.1) and conducted a proof-of-concept study to assess the

effectiveness of the stress detection model when applied to lifelog data. With the

newly collected dataset, I demonstrated that utilizing the laboratory stress

detection model for detecting stressful moments in daily life would yield inaccurate

results, as supported by the experimental findings and insights obtained from

feature analyses and model explanation in Section 5.3.1 and Section 5.3.2. Based

on the experimental findings presented in Section 5.3.3, I suggest that the training

of the lifelog stress detection model should focus on physiological signals recorded

in unrestricted conditions rather than constrained environments. Finally, using the

stress/non-stress moments detected from the lifelog stress detection model built in

Chapter 5, I evaluated the impact of the stress-moment filtering function in the

lifelog retrieval system in Chapter 6. In Section 6.2.1, I developed (with colleagues)

an interactive retrieval system for lifelog data called LifeSeeker and assessed its

performance through annual benchmarking Lifelog Search Challenges. The

outcomes of these challenges demonstrated that LifeSeeker stands among the

top-notch lifelog retrieval systems. Based on the experimental results in Section

6.3, I proved that when integrating the stress-moment filter function into the

state-of-the-art lifelog retrieval system, whose stress-moments are detected from

the lifelog stress detection model, the overall performance of the system increases

in both interactive and non-interactive mode.
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7.5 Publication List

Within this section, I present an inventory of all the publications generated during

the course of this project. While I acknowledge the significance of each entry in

advancing the field of stress detection in lifelog data and its application in lifelog

retrieval systems, only a subset of these contributions directly pertains to the research

discussed in this thesis. Other publications are supporting findings that are indirectly

related to the research in this thesis, therefore, it is worth to also mention them in

this section.
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– Van-Tu Ninh, Sinéad Smyth, Minh-Triet Tran and Cathal Gurrin.

“Analysing the Performance of Stress Detection Models on
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– Van-Tu Ninh, Manh-Duy Nguyen, Sinéad Smyth, Minh-Triet Tran,

Graham Healy, Binh T. Nguyen, amd Cathal Gurrin. An Improved

Subject-Independent Stress Detection Model Applied to

Consumer-grade Wearable Devices. In: Fujita, H., Fournier-Viger, P.,
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Theory and Practices in Artificial Intelligence. IEA/AIE 2022. Lecture

Notes in Computer Science(), vol 13343. Springer, Cham (2022).

• Chapter 6 – RQ3:
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Appendix A

Known-Item Search Stress-related

Topics

Table A.1: List of stress-related/emotional-related queries used in the experiments
to evaluate the performance of lifelog interactive retrieval integrated stress-moment
filter.

User ID Query Description

User 1 Q1 I was writing all the business requirements on my laptop

and planning for the customer trip to prepare for the

upcoming meeting. I feel nervous because the meeting

was coming soon.

Q2 I was cleaning my car door handles because there is a

stain on it. I was angry at that time because the stain

is hard to clean up.

Q3 I was playing with my cat at my desk. I am nervous that

I can’t look after him well as he is too small and weak.

Q4 I was having a meeting with a man using my smartphone

in my office. We are discussing some work

I never did before. I feel nervous at that time as

the business work is new to me, so there are many

tasks I have to do.

Continued on next page
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Table A.1 – continued from previous page

User ID Query Description

Q5 I was asking a man in a white shirt for a suggestion in

front of the toilet. I was worried about my decision to let

an excellent student to start his PhD without the English

test.

Q6 I was watching the Thirteens Lives movies on my

computer at home. I really enjoy the movie.

Q7 I was searching and buying some cats products in Taobao

app using my smartphone. I was so relaxed by doing that

after a long day.

Q8 I was having lunch and talking with a Thailand man in

Chinese in the meeting room during break time. It was

so relaxed to speak Chinese with him.

Q9 I was watching some cat videos on my phone. It was so

relaxed to see cats.

Q10 I was building the structure of a house with my friend’s

son. It was a relaxed day.

User 2 Q1 I opened the Bank of Ireland application on the phone to

check the balance after receiving an email stating that I

had to pay rent. I messaged my boyfriend to give me back

my money, then pay the rent. It was such a stressful

moment for me.

Q2 I was in the lab for tutoring. I am kind of relaxed as not

many people turned up, so I had a chat with my colleagues.

Q3 I was working on my computer and arguing with my

boyfriend who had a day off that day. He was playing

game on the computer and ignore me. I felt stressful

Continued on next page
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Table A.1 – continued from previous page

User ID Query Description

and angry at the same time.

Q4 I was having a discussion about my paper with a colleague

(and also a friend) in the meeting room after the

biweekly meeting. I felt very relaxed at that time.

Q5 I was watching some Youtube videos with my boyfriend. I

remember it was a new Ed Sheeran song about Pokemons.

Then we watched a video about the Japanese egg mascot.

We also listened to a Korean acapella group. I felt relaxed

at that time.

Q6 I was playing a mobile game on my phone and lying on

the bed. It was a lazy day of mine and I felt very relaxed.

Q7 I was enjoying a walk in St. Anne’s Park with my

roommates. I was impressed by the tree with colorful

windows on it. It was a cold day but it was great fun there.

Q8 I was in a biweekly group meeting watching a presentation

over Zoom about his new method to improve the Retrieval

System. It was an interesting presentation. I enjoy the talk

much and felt relaxed as I do not need to do anything in

the meeting.

Q9 I was spinning my pen while coding for a project. My code

didn’t work at all. I felt really stressed.

Q10 I was watching a video on a module on Loop about

wellbeing. I felt personally attacked on why I’m not so

happy so I was so annoyed.

User 3 Q1 I was watching a Youtube video about the Neural Style

Transfer using a picture of Van Gogh as an example. I

Continued on next page
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Table A.1 – continued from previous page

User ID Query Description

was quite stressful as I spent a lot of effort to understand

the content.

Q2 I gave a presentation in a competition under a strict time

limit and received some tough questions from the judges.

I felt nervous since I had to perform well to secure the win

for my team.

Q3 I was recording data for my research. I need to do a lot of

things at the same time, such as giving task instruction,

checking data quality, observing participants’ odd behaviors.

I also needed to reduce my body movement in order to not

causing any distraction to the participant. It was really tense.

Q4 I remembered that I had a very delicious bowl of "Bun Ca"

when gathering with friends on the weekend. I remembered

that I was excited to have good food at that time.

Q5 I was practicing piano and playing a song named "Kiss the

rain" after a long break. I felt very relaxed after a long

working day as I still managed to play the song smoothly.

Q6 I was playing a board game with my friends and was splitting

cards for a new round. I was excited to play games with

others on the weekend after a long tired working streak.

Q7 I was taking a bus back to DCU after wandering around

the city center. I remembered that I was relaxed as I had

a big lunch and I felt really full.

Q8 I was listening to a presentation that introduces the

conditions to win the challenge that I joined including

the problems, the rules, and the timeline. However, there

Continued on next page
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Table A.1 – continued from previous page

User ID Query Description

was a slide that talked about how the participants

were ranked did shock me a bit since it considered not only

the performance of the solution, but also the execution time

and solution presentation.

Q9 My team and I were discussing with our mentor on what

we should try for the upcoming hours in the Huawei

university challenge. He wore the Huawei shirt as ours but

with a name card and glasses. He did give us many great

suggestions and also clarified a few concerns that we had.

I was tense at that moment as my team might have a chance

to win the challenge but it would require a lot of effort to

deliver the best solution.

Q10 I was chatting to a friend on Zoom to give him some

advice for his upcoming interview. Although his work was

mostly about content creation and management, the position

he applied for required some knowledge about AI in general.

I was kind of relaxed at this time.
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