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Addressing Privacy and Security Concerns in Online Game Account 
Sharing: Detecting Players Using Mouse Dynamics 

Yimiao Wang a and Tasmina Islam b 
Department of Informatics, King’s College London, London, U.K. 
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Abstract: As the internet has taken a huge part of people’s life, the personal information an online account can hold has 
increased as well, resulting in many concerns related to cybersecurity and privacy. Children as a vulnerable 
group could participate in risky actions unconsciously causing privacy leakage, like sharing a game account. 
This paper discusses the possible security and privacy risks caused by game account sharing and proposes a 
countermeasure based on user authentication to detect the true owner of the game account using their mouse 
dynamics. Support Vector Machine and Random Forest have been used for classification of the true owner 
and the intruder using players’ mouse dynamics data captured from “Minecraft” game. This paper also 
investigates the effect of different feature sets in detecting the players using feature ranking algorithms.

1 INTRODUCTION 

With the rapid development of the internet, online 
games have become an important part of children’s 
entertainment and social life. According to the 
gamers’ distribution data in the US released by The 
Entertainment Software Association (ESA) in 2021, 
76% of American kids are online game players, and 
among all players, the percentage of underaged 
children is 20% (ESA, 2020). However, as the variety 
and entertainment of online games increase, the risks 
related to cyber security and privacy have become a 
serious problem. Online game accounts nowadays 
store more personal information than before since 
most of them are connected to other social network 
accounts, such as Twitter and Gmail. Meanwhile, the 
in-game purchase function makes online game 
account itself more valuable as well. Willingly or 
unwillingly account sharing actions, like MMR 
(Match Making Rating) boosting, phishing and social 
engineering, has become a general phenomenon for 
all age group player. Since the age of player is getting 
younger, more and more children and adolescents 
have become the victim or participants of account 
sharing. Moreover, compared with adults, children 
and adolescents lack vigilance and knowledge of the 
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possible danger on the internet, which makes them a 
vulnerable place. Therefore, it is important to have a 
proactive way to avoid personal information leakage 
through account sharing. 

Even though account sharing is strictly prohibited 
in every game company’s policy, there lacks an 
efficient way to identify the sharing action. 
Behavioural biometrics, such as, mouse dynamics of 
the players can be used to identify account sharing 
action. To address possible security and privacy risks 
caused by this account sharing, this paper aims to 
identify whether the person (player) using the account 
is the true account holder or not, by analysing the 
mouse movement patterns of the players. 

The remainder of this paper is organised as 
follows. Section 2 gives a brief review of existing 
literature on account sharing and user authentication 
using behavioural biometrics. in related area. 
Experimental set-up is described in Section 3, which 
includes, the data acquisition and pre-processing, 
feature extraction, design of algorithms and metrices 
for evaluation. Section 4 will present the 
experimental results and analysis. Finally, Section 5 
will summarise and conclude the paper.  
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2 LITERATURE REVIEW 

The following sections will give a brief literature 
review over two aspects: the prevalence of account 
sharing and existing studies on user authentication 
using behavioural biometrics. 

2.2.1 Account Sharing 

Online account as a kind of personal asset is not 
designed to be shared in the first place. However, 
people are constantly sharing their accounts as a sign 
of trust in a family or a romantic relationship, to take 
advantage of the company or simply for convenience 
(Obada-Obieh, Huang, & Beznosov, 2020). The 
statistics show that in the US, 54% of Americans have 
taken part in the account sharing behaviour, of which 
the sharing rate of streaming applications like Netflix 
and Hulu is up to 75% (Financial country, 2022; 
Obada-Obieh, Huang, & Beznosov, 2020). With the 
rise of e-sports and live-streaming, online game 
players with excellent performance could gain fame 
and sponsorship. This trend arouses some players’ 
vanity and further gives rise to another industry called 
“MMR boosting” (Match Making Rating), which 
means hiring someone to play their account to 
improve their rank (Beserra, Camara, & Da Costa-
Abreu, 2016; League of Legends Support, 2022). 
This involves many young people who are chasing 
their careers of becoming professional e-sports 
players offering this kind of service to provide for 
themselves. Another common case is that some 
agency websites are built to make it easier for the 
clients to get customized services. The Riot games 
company published an announcement in January 
2022 banning one of its professional players from any 
match because of participating in MMR boosting 
(Riot games, 2022), and this is not a single case. The 
prevalence of the MMR boosting service had push the 
South Korean government to amend the law to punish 
this kind of action (Milella, 2022). However, 
technically there is not an effective way to identify 
the massive account sharing actions caused by MMR 
boosting. 

Another study reported in (Matthews et al, 2016), 
confirmed that passive sharing (e.g. accidental or 
unsupervised sharing) did exist, but it is not the main 
component of the sharing action, most of the sharing 
actions were intentional. In fact, people had the 
knowledge that sharing could endanger their privacy 
and security, and they did the sharing after weighing 
(Matthews et al.., 2016; Obada-Obieh et al., 2020). 

Although the start of the sharing action could be 
voluntary, the ending of account sharing might not be 

as easy as it starts. People might not realize they have 
reused the same password or similar passwords for 
multiple accounts, and it has been found that with a 
pre-known password, an attacker can successfully 
predict the variant passwords in 41% of accounts in 
under 3 seconds in an offline attack (Obada-Obieh et 
al., 2020). 

Moreover, since it is theoretically not legal for 
two people to use the same game account, the 
boundary and ownership of personal content are hard 
to identify, which could lead to unexpected privacy 
leakage and financial loss (Obada-Obieh et al., 2020).  

2.2.2 User Authentication 

Keyboard and mouse are the two essential 
components of online gaming. In respect of safety 
considerations, keystroke dynamics analysis is 
inevitable to record users’ personal information 
directly (e.g., account number, password, chat logs), 
while mouse dynamics have less problem with this. 
Moreover, the result from previous research on game 
data has shown that the mouse movement data 
contained more information gain than keystrokes 
with respect to user identification and authentication 
(Beserra et al., 2016). 

Initially, Gamboa and Fred (2004) proposed 
serials of features that could be used to define a mouse 
movement in their research. In another study of 
mouse movement curves reported in (Hinbarji, 
Albatal, & Gurrin, 2015), nine features were defined 
and extracted to characterize a single mouse action 
which achieved an EER of 5.3%. The authors also 
reported that with the increase of threshold, FRR 
increases and FAR decreases respectively (Hinbarji, 
Albatal, & Gurrin, 2015). A similar conclusion was 
proposed in the Minecraft mouse movement study 
(Siddiqui, Dave and Seliya, 2021), in which the 
authors argued that they had achieved a lower FPR 
with the cost of increased FNR, but this did not 
include the effect of threshold changing. They also 
delivered an opinion that, in practice, achieving 
minimal FAR should be one of the priority tasks of a 
user authentication system, since falsely accepting an 
imposter as a true user could be more harmful than 
falsely rejecting a true user (Siddiqui et al., 2021). 
However, excessive FRR due to the pursuit of 
minimal FAR could also cause a poor user 
experience. Therefore, finding a balance between 
these two values is important. 

Another finding reported in (Hinbarji, Albatal, & 
Gurrin, 2015), is that the authentication system can 
achieve a lower EER in a lower threshold with a 
longer session length, but a longer session length also 
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means the attackers could have more time to take their 
actions before getting detected. 

Antal and Egyed-Zsigmond (2019) proposed two 
evaluation scenarios in their study, which is using 
duplicated data to test the classifiers or not. The 
research came back with almost perfect results when 
using duplicated data, while the results tested on non-
duplicated data were more ordinary. The possible 
reasons for causing this problem were not discussed 
in this research but were brought later up in the 
Minecraft mouse movement study, that it could be 
because the classifiers have difficulty processing 
never-seen-before data (Siddiqui et al., 2021). 

A more relevant study (da Silva & Da Costa-
Abreu, 2018) was conducted using a similar 
approach, but it is more targeted to online games 
since it applied the users’ mouse usage data when 
playing League of Legends collected in a previous 
study (Beserra et al., 2016). Their results indicated 
that the MLP classifiers have the best accuracy, and it 
is possible to further improve the results with higher 
data collection frequency (da Silva & Da Costa-
Abreu, 2018). However, it has been proved that an 
algorithm cannot be judged only by accuracy and this 
research provided no further metrics. Meanwhile, 
since the game data cannot be made public and there 
was no detailed description of data processing or any 
examples, the research has no reproducibility. 

Besides, the authors (da Silva and Da Costa-
Abreu, 2018) pointed out a possible future research 
direction, which is, the effect of the users’ mouse 
dynamics variation on the classification algorithm’s 
accuracy and adaptability when playing with different 
roles and in different periods of a game. 

3 EXPERIMENTAL SETUPS 

This section introduces the dataset used in this paper, 
along with the background theories and 
implementation used on the extracted features, the 
selected algorithms, and the evaluation metrics. 

3.1 Dataset 

Minecraft Mouse Dynamics Dataset (Siddiqui, Dave, 
& Seliya, 2021), published in GitHub (Siddiqui, 
2022) is used in this paper for experiment. It was 
originally collected from 20 users while they were 
playing Minecraft on the same computer for 20 
minutes. In the raw data file (shown in Figure 1), each 
line represents a mouse event, which is defined by a 
timestamp for that event, its x-coordinate, y-
coordinate, and the ID of the user. 

According to study reported in (Antal & Egyed-
Zsigmond, 2019; Siddiqui et al., 2021), a mouse 
action is composed of several consecutive and non-
duplicated mouse events. In this study, one mouse 
action is comprised of 10 consecutive mouse events. 

 
Figure 1: An example of the raw data file. 

Before extracting the features, the raw data needs 
to be pre-processed. Firstly, the duplicated entities 
must be filtered out. Secondly, some basic features 
such as the velocity, the acceleration, the jerk, and the 
angular velocity are extracted from the raw data. An 
example of the pre-processing is shown in Figure 1 as 
well. 

Because the number of mouse actions extracted 
from each user is different, to make all the dataset 
follow the same standard, the minimal value must be 
taken into consideration. Therefore, a normalisation 
procedure is performed using the filter “resample” in 
Weka (Weka, 2022), which could produce a random 
subsample of a dataset. During the resampling, the 
option “with replacement” is turned on to make sure 
an instance will not be selected twice. 

 

Figure 2: Instances distribution for each user dataset. 

When designing the dataset for each user, each 
dataset is divided into two classes: genuine user and 
imposter user. Despite that there are 19 intruders in 
each dataset, the aim of the paper is to detect if the 
current user is the true owner of this account. The 
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identity of the intruder is not the critical point of this 
problem as long as it is not the true owner. Therefore, 
a binary classifier is used in this paper. The number 
of mouse actions from the two classes is set to equal 
to mitigate bias during classification. The actions of 
the imposters’ class are extracted from the rest 19 
users equally. The distribution of the instances in each 
dataset can be seen in Figure 2. 

To avoid the false high accuracy caused by 
repetitive using of data, and in the meantime keep 
enough data building training the classifiers, this 
paper applied user-specified dataset split offered in 
Weka (Weka, 2022), where each dataset is divided 
into two parts, 80% of the instances are used for 
training and the rest 20% of the instances are 
submitted to testing as shown in Figure 2. 

3.2 Feature Extraction 

Features extraction has been conducted following the 
procedures described in (Antal and Egyed-Zsigmond, 
2019). Each mouse event is represented by a triplet 
(xi, yi, ti), where i is the sequence of the event in a 
mouse action, ranges from 1 to 10. The angle θ, 
between the line formed by two points with the 
positive x-axis, is used for further feature calculation. 
A summary of the 33 extracted features is shown in 
Table 1. 

Table 1: A summary of the extracted features. 

Name Description Number 
vx Horizontal velocity 4 
vy Vertical velocity 4 
v Velocity 4 
a Acceleration 4 
j Jerk 4 
ω Angular velocity 4 

traj_length (s) Travelled length 1 
curve (c) Curvature time 4 

critical_points Number of critical 
points in curvature 

time 

1 

elapsed_time Duration of each 
mouse action 

1 

a_beg_time The first segment of 
each mouse action 

with positive 
acceleration 

1 

sum_of_angles Sum of angles in each 
action 

1 

Total  33 

Next, a series of features related to kinematics are 
calculated, which are velocity, acceleration, jerk and 
angular velocity. Their maximal, minimal, mean and 
standard deviation values are counted as extracted 
features that are valuable for training and testing the 
classifier. The use of these features in user 
identification with behavioural biometrics was firstly 
introduced by Gamboa and Fred (2004) in their 
research. 

Further, s is defined as the length of the trajectory 
from the starting point of the action to the ith point. 
The travelled length s can then be used to calculate 
the curvature time series c. Similarly, the maximal, 
minimal, mean and standard deviation values of the 
curvature time series c are extracted features. 

Based on the curvature time series obtained and a 
certain threshold (TH), the number of critical points 
can be counted where ci < THC. Given by the 
experience in the intrusion detection, the threshold 
THC is set to 0.0005 in this paper. 

The duration of each mouse action and the sum of 
angles in each mouse action are included in the 
extracted features. As well as the feature a_beg_time, 
which calculate the time for the first segment of an 
action with the positive acceleration. 

3.3 Classification Algorithm Design 

The paper applied two machine learning algorithms 
to test possibility of user verification through mouse 
dynamics and compare their performance. A brief 
introduction for each algorithm and the 
implementation of the classifier design are illustrated 
as follows. 

3.3.1 Random Forest 

Random forest is an ensemble learning algorithm 
which is constructed by a large number of decision 
trees (Noble, 2006). In each decision tree, features are 
used in a certain order based on some criterions (e.g. 
information gain, information gain ratio, Gini index) 
to split the data. For each input data, the final 
classification result of the random forest would be the 
class with the highest number from the results of the 
decision trees (Kulkarni & Sinha, 2012). 

This paper tested the random forest classifiers 
with 100 decision trees. Information gain and 
information gain ratio methods are used to rank the 
features. In general, after splitting based on a feature, 
the more uniform the dataset is, the higher 
information gain it has, and information gain ratio is 
the information gain divided by intrinsic information, 
which is introduced to reduce the bias of preferring to 
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select a feature with more values in the information 
gain method. Two evaluators “Gain Ratio Attribute 
Eval” and “Info Gain Attribute Eval” in Weka (Weka, 
2022) are used for this ranking. Both evaluators give 
a rank list of features based on the contribution of the 
features with respect to the class marked as R1 and 
R2 respectively, which are presented in Table 2.  

Table 2: Rank lists of the evaluators. 

Features R1 R2 Features R1 R2 

min_acc 1 2 max_v 18 23 

min_jerk 2 1 max_vx 19 18 

max_jerk 3 5 max_vy 20 14 

min_ang 4 3 std_ang 21 15 

mean_j 5 4 traj_length 22 24 

mean_curve 6 10 mean_vy 23 22 

mean_ang 7 6 max_curve 24 19 

numCritPoints 8 8 min_curve 25 26 

std_curve 9 9 std_vx 26 29 

max_acc 10 20 min_v 27 28 

max_ang 11 7 std_vy 28 25 

min_vy 12 12 mean_vx 29 27 

mean_acc 13 11 elapsed_time 30 30 

min_vx 14 13 sum_of_angles 31 31 

mean_v 15 16 std_v 32 32 
std_j 16 17 a_beg_time 33 33 

std_acc 17 21   

The attribute rank list is the key to feature 
selection. By trimming off some low-ranked features, 
it is possible to improve the performance of the 
classifier. Another scenario is to only select some of 
the top-ranked features. If the threshold is chosen 
appropriately, it is possible for the classifier to 
maintain the same level of performance while saving 
time consumption.  

3.3.2 Support Vector Machine 

Support vector machine is an algorithm that looks for 
the maximal value of a specific function with respect 
to the provided data (Noble, 2006). In spatial, support 
vector machine is about finding the hyperplane that 
separates the data points. The specialty of support 
vector machine is that it would choose the hyperplane 
with the maximal margin, which is an important 
feature that maximizes the ability of a SVM to 
classify never-be-seen data successfully (Noble, 
2006). 

In Weka, the optimization of the SVM can be 
done through choosing kernel tricks and the penalty 
parameter. The penalty parameter (C) represents the 
weight of the influences that are brought by the 
misclassified points (Misra, 2020). In general, the 
selection of penalty parameter is a trade-off between 
the size of the margin and how valuable the designer 
thinks the outlier points mean to the model (Misra, 
2020; Noble, 2006). In this paper, the penalty 
parameter is set to 1 constantly. The kernel tricks are 
another important influence factor that is designed to 
solve the problem of linear inseparability by 
projecting the data to a higher dimension (Noble, 
2006). Among all the kernel tricks, the RBF kernel 
has the strongest adaptability to unknown datasets. 
Therefore, since the characteristics of the data used in 
this paper are unclear, the RBF kernel is selected. 

Table 3: The accuracy results of the SVM with different 
gamma values. 

Gamma 0.1 1 2 3 
Accuracy 0.760 0.786 0.790 0.784 
Gamma 5 6 7 8 

Accuracy 0.787 0.788 0.790 0.788 
Gamma 9 10 100 500 

Accuracy 0.787 0.785 0.752 0.644 
 

 
Figure 3: The changing curve of the accuracy of the SVM 
over the gamma value. 

When using the RBF kernel, gamma is the critical 
parameter to the performance of an SVM. There is a 
negative proportional relation between the gamma 
and the radius of the influence of the support vector 
(Sphinx-gallery, 2022). If the gamma is too large, the 
radius of influence would become too small, which 
leads to an overfitting result. Thus, the model would 
be overly dependent on the training data and is unable 
to classify unseen data successfully. On the other 
hand, if the gamma is too small, the radius of 
influence would be too large, resulting in forming a 
hyperplane that is similar to the boundary of a linear 
model (Sphinx-gallery, 2022), which means that the 
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model would be underfitting. To find a suitable 
gamma for this research, a set of values are tested 
initially, from 0.1 to 500. 

The accuracy decreased significantly when the 
gamma reached 100 and 500 (shown in Table 3). 
Thus, 100 and 500 are obviously not the suitable 
gamma. The rest of the gamma gave feedback of 
fluctuations in the accuracy. In Figure 3, there are two 
peaks corresponding to the gamma equal to 2 and 7. 
Despite the two peaks are equal, the change rate of 
accuracy around gamma equal to 2 is larger than the 
change rate around gamma equal to 7. Therefore, 7 is 
selected as the gamma of the RBF kernel for further 
tests. 

3.4 Evaluation Metrics 

The performance of a classifier in this paper can be 
evaluated through the following criteria, which are 
accuracy, false positive rate (FPR) and false negative 
rate (FNR). 

Accuracy is the most intuitive criterion to evaluate 
a classifier’s performance, which is defined as the 
percentage of the correctly classified instances over 
all instances. Indeed, higher accuracy does mean 
better performance, but it depends on the design of 
the dataset. If a dataset is extremely unbalanced with 
a 99:1 ratio of positives to negatives, a classifier could 
reach 99% accuracy but is unable to identify the 
negative. Therefore, accuracy cannot be the only 
standard to evaluate a classifier. 

FPR and FNR are two important factors for the 
practical application of a classifier. In this paper, FPR 
is the reflection of whether a classifier can serve its 
purpose, which is successfully identifying the 
intruder log-in. A high FPR indicates that the system 
is repeatedly recognizing the intruder as the true 
owner, which would make the system pointless even 
if it could achieve high overall accuracy. As for FNR, 
high FNR would give the users a bad experience, as 
it has a large chance of rejecting the users to access 
their own accounts. 

4 RESULTS AND ANALYSIS 

The comparison of the results with different numbers 
of features for Random Forest and Support Vector 
Machine classifiers can be seen in Figure 5 and 6 
respectively.  

For the random forest algorithm, under the 
circumstance of the accuracy stabilising around 78%, 
as the number of features decreased from 33 to 21, the  

 
Figure 5: The comparison of accuracy and FPR of the RF 
classification with different numbers of features. 

FNR reduced by 0.49% as well. Even though the 
average FPR increased by 0.88%, this can still be 
considered as an acceptable trade-off. On the 
contrary, the performance of the classifiers with 17 
features was relatively poor compared with the other 
two scenarios. Not only the accuracy dropped to the 
lowest, but the average FNR did not improve further. 
Therefore, it is not suitable for real application. 

 
Figure 6: The comparison of accuracy and FPR of the SVM 
classification with different numbers of features. 

For the support vector machine algorithm, there 
was a 43% drop in the FNR, when the number of 
features was cut down from 33 to 20. However, the 
FPR experienced a 7.62% increase, which 
compromised the performance of the classifier. The 
reason for this could be the information loss was too 
severe when filtering out a large number of features. 
Thus, a classification with 31 features was tested by 
only dropping the last two valuable features. The 
results were not satisfying compared with the 33 
feature classification, the average FNR had a minor 
decrease of 0.09% with some sacrifices on the 
performance of the average accuracy and FPR. 
Overall, the SVM classifier with 33 features could be 
the most suitable one for further development. 
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Figure 7: The comparison of accuracy and FPR from 
different classifiers with 33 features.  

The comparison of the results of the two 
algorithms is shown in Figure 7. The random forest 
classifier had better results in accuracy and FPR, and 
its weakness is the FNR. On the contrary, the SVM 
classifier had an advantage on the FNR, but the FPR 
of it is also 4.45% higher than that of the random 
forest classifier, which affects the SVM classifier’s 
overall performance badly. 

A common feature of the two classifiers is that 
their average FPR were at a higher level compared 
with the results from Siddiqui, Dave and Seliya’s 
research (2021), even for random forest 
classification, which was used in both studies. The 
reasons for this gap could be the differences in the 
number of instances in the datasets and the number of 
imposters. The datasets in the previous research had 
more genuine instances, which could offer more 
information for the classifier to build the model. 
Another difference is that the past research used a 
dataset of 10 users for their classification including 1 
genuine user and 9 imposters, while this paper 
adopted a dataset of 20 users with 1 genuine user and 
19 imposters. To keep a balance between the number 
of genuine instances and the imposter instances, the 
number of mouse actions taken from each imposter 
would be fewer as the number of imposters increased. 
Therefore, the class formed by the imposters would 
be more complicated. All those factors could lead to 
an increase in the FPR. Except for the not ideal value 
of the average FPR, the two classifiers have 
advantages over the one used in the past research in 
accuracy and FNR. Therefore, it is reasonable to say 
that the potential of these two classifers for user 
authentication using mouse dynamics has been 
proven.  

However, the design of the dataset could be 
further investigated to improve the performance of 
the classifiers. In this paper, a mouse action is 
composed of 10 mouse events, the number that has 
been proven usable in past research. For now, there is 

no research on the influence of the number of mouse 
events composing a mouse action. It is possible that 
different number settings would affect the calculation 
of the features, which could further influence the 
building of the classification model. 

Moreover, to control the variables and mitigate 
bias, the datasets are designed to be in a balanced 
state, where the number of genuine actions and 
imposters’ actions are equal. In practice, the number 
of imposter actions that can be captured is much less 
than that of the owner of the account. As mentioned 
in the previous literature, a longer collection time 
could help improve the performance of the classifier, 
but also gives the intruder more time to operate on the 
account, which leads to a failure of the mission of 
preventing privacy leakage. Thus, the performance of 
those classifiers using unbalanced datasets could be 
the one of the future research targets. 

Another aspect that requires further investigation 
is the change in the mouse movement pattern of a 
person. Teenagers are in a stage where their physical 
fitness and neural responsiveness are gradually 
growing, hence there is a large chance that the mouse 
movement pattern of underaged children would 
evolve rapidly as they grow up. On the other hand, 
regardless of age, people’s mouse movement patterns 
would evolve as they become more familiar with a 
game. A person’s gaming skills would go from rookie 
to expert with the increased playing time. Thus, it is 
reasonable to deduce that the features of the mouse 
movement would change as well. However, no matter 
in this paper or the previous literature, only short-term 
observations on the participants were conducted. 
Therefore, to advance the practice application, further 
research is needed on the classfiers’ adapting ability 
to the changing user profiles. 

5 CONCLUSIONS 

In this paper, a user verification method was proposed 
to detect account sharing action, which is using 
machine learning classifiers to identify the identity of 
the user from the input mouse actions. The tests have 
shown that the random forest classifier is the most 
suitable one for this task since it has the best accuracy 
and lowest false positive rate. The SVM classifier has 
an advantage in the false negative rate, and with 
further parameter tuning, the SVM classifier could 
still have the potential to achieve the authentication 
task. 

Another finding is that feature selection is 
important for the performance of the classifiers. By 
filtering out the proper features, it is possible to 
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improve the performance of a classifier. However, 
filtering off the wrong feature could cause too much 
information loss, which makes the classifier unable to 
do the job. 

Overall, machine learning classifiers have been 
proved to be able to identify whether the current user 
is the true owner of a game account through mouse 
dynamics. Although the results showed that it is not 
suitable for real application for now, it can be a useful 
tool to stop the game account sharing behaviour in the 
future working with current countermeasures like 
two-factor authentication. 
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