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Abstract

Non-orthogonal multiple access (NOMA) is a promising candidate for future wireless
networks due to its improved spectral efficiency (SE), massive connectivity and low
latency. This thesis focuses on studying the error rate and throughput performances
of NOMA systems considering various applications including Internet of Things (IoT)
and mobile communications. Exact and asymptotic bit error rate (BER)/block error
rate (BLER) expressions are derived considering different fading channels such as
Rayleigh, Rician and Nakagami-m. Various system parameters such as the number
of users, modulation orders, number of receiving antennas, power assignments and la-
belling schemes are taken into account in these expressions. The derived expressions
are utilised to optimise the power assignments in order to achieve specific objectives
while satisfying quality of service (QoS) constraints. Moreover, the power coefficients’
bounds, which ensure users’ fairness, and solve the constellation ambiguity problem,
are derived for two and three user cases. In addition, the power assignment achieving
equally spaced constellation points is derived for an arbitrary number of users and ar-
bitrary modulation orders. The derived BER expressions are further used in the design
cognitive NOMA, adaptive modulation NOMA and automatic repeat request (ARQ)-
based non-orthogonal multiplexing (NOM) systems. While the throughput is derived
analytically for the first two systems, it is only evaluated using Monte-Carlo simula-
tions for the latter. Despite NOMA’s degraded BER performance compared to the or-
thogonal multiple access (OMA) schemes, it gains its superiority from the significant
throughput performance gains at moderate and high signal to noise ratio (SNR) val-
ues, where the throughput can be as high as the number of multiplexed users/streams
per communications resource. These results offer valuable insight into the system de-
sign, where the derived expressions can be utilised by the system scheduler to make
informed decisions in selecting appropriate system parameters.
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Chapter 1

Introduction

The emergence of revolutionary wireless applications is the driver behind the need
for wider connectivity to enable new breeds of advanced technologies, in addition to
the increasingly demanding traditional communication devices such as mobile phones
and tablets. Examples of current new technologies include holographic applications,
telemedicine, massive machine-type communication (mMTC), and autonomous sys-
tems [3,4], where the Internet of Things (IoT) is at the core of these advancements [4].
These cutting-edge technologies are highly expected to become an integral part of our
daily life, particularly after the COVID-19 pandemic. They are believed to be well-
suited to address the challenges of living through a pandemic. Therefore, it is crucial
for the industry and academia to prioritize the development of these technologies in
preparation for future outbreaks and pandemics [5].

Applications illustrating the use of these technologies include conference video
calls which could evolve into a more immersive scenario with holographic calls using
extended reality (XR) [6]. Holographic calls are also applicable to online teaching
where the classroom environment could be replicated to let the students feel as if they
are in the lecture hall. In addition, the elderly vulnerable people who have regular
check-ups in hospitals could use telemedicine to avoid the risk of infection during a
pandemic. Similarly, remote sessions with a practitioner psychologist would require
monitoring the human senses, feelings and emotions as well. Nonetheless, interdis-
ciplinary work is needed to measure the effectiveness of remotely monitoring human
biological features. Furthermore, reducing human contact in retail stores is possible
by using autonomous robots. Also, intelligent autonomous vehicles could replace the
need for legacy taxis and buses offering a safer and more efficient mode of transporta-
tion. While the emergence of these technologies has the potential to revolutionize

29



Chapter 1. Introduction

our daily lives, their wide-scale adoption requires advancing wireless communications
technology and infrastructure. Consequently, proposing tailored solutions to overcome
the technical challenges associated with these data-demanding use cases is crucial.

1.1 Motivations

The demand for data access and connectivity has been growing rapidly in the past few
years, driven by the increasing number of new subscribers, high data rate systems,
and IoT applications. According to the Ericsson mobility report [7], mobile network
data traffic grew 44% between 2020 and 2021, and reached 72 Exabyte per month
generated by about 8 billion subscribers. Also, in [8], it was reported that 50% of all
IoT networked devices in 2023 will be connected to cellular networks. This indicates
that the wireless network is expected to support about 15 billion IoT devices in addition
to 8 billion mobile users. Although the advances achieved by fifth generation (5G)
wireless networks are considered substantial compared to the fourth generation (4G)
ones, the 5G networks’ capacity improvement is still way below the 1000× increase
specified by the International Mobile Telecommunications-2020 vision.

Consequently, the future wireless networks are envisioned to provide ubiquitous
and unlimited wireless coverage, which requires integrating space, air, ground, and
underwater networks into one large multidimensional network architecture [6]. How-
ever, spectrum scarcity is one of the main challenges for realizing such ultra-wide
wireless networks that support:

• Enhanced mobile broadband (eMBB) for data-demanding applications such as
XR and video streaming.

• Ultra-reliable low latency communication (uRLLC) for delay-sensitive applica-
tions such as intelligent transportation.

• mMTC for massive IoT devices deployments, for instance, in smart cities.

The responsibility to satisfy such requirements lies mostly within the multiple access
functionality of the communication system. Therefore, studying the access part of the
communication system is crucial to align the system design with the foreseen require-
ments [9]. In light of such expectations, non-orthogonal multiple access (NOMA) has
attracted tremendous attention as a promising candidate for future mobile networks
because of its inherent ability to provide high spectral efficiency and support massive
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connectivity as well as low latency. Much research in this area was focused on the
integration of NOMA in various applications, such as IoT, satellite communications,
unmanned areal vehicle (UAV) communications, visible light communication (VLC)
and underwater communications [10–13]. Furthermore, error rate and throughput anal-
ysis of NOMA has recently attracted much attention and motivated a massive number
of researchers to evaluate the error rate of various NOMA configurations and designs.
Nonetheless, the exact bit error rate (BER) analysis of NOMA for future networks
with arbitrary modulation orders and number of users is an open research direction
that needs investigation. Such analysis is needed to enhance the throughput perfor-
mance of NOMA techniques via optimal power assignment (PA), adaptive modulation
and transmission mode (TM) selection to satisfy certain quality of service (QoS) re-
quirements.

1.2 Aims and Objectives

The first aim of the thesis is to comprehensively study the error rate performance of
NOMA in dense wireless networks. To achieve this aim, the following objectives are
listed:

1. Study the various error rate metrics considered in the literature to evaluate the
performance of NOMA.

2. Highlight the research gaps by systematically listing the main contributions of
the literature.

3. Analyse the BER performance of NOMA by providing closed-form expressions
for various cellular configurations, constellation labeling schemes, PA schemes,
and channel models.

4. Use Monte-Carlo simulation to corroborate the derived analytical expressions
for the BER.

5. Quantify the performance gains of the proposed PA and labeling schemes in
different signal to noise ratio (SNR) regions.

6. Optimise the PA to minimise the system’s average BER while satisfying the BER
QoS constraints for individual users.
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The second aim of the thesis is to study the throughput of advanced NOMA systems
while considering the BER/block error rate (BLER) QoS constraints. To achieve this
aim, the following objectives are listed:

1. Review the state-of-the-art literature on cognitive radio (CR)-NOMA and adap-
tive modulation NOMA systems.

2. Analyse the throughput performance of NOMA by providing closed-form ex-
pressions for various TM configurations and packet lengths.

3. Use Monte-Carlo simulation to corroborate the derived analytical expressions
for the throughput.

4. Optimise the PA, modulation orders and other tuning parameters to maximise the
system’s average throughput while satisfying the BER/BLER QoS constraints
for individual users.

1.3 Key Contributions

From the previously mentioned aims and objectives, the following lists the contribu-
tions per chapter.

• The key contributions of Chapter 3 can be summarised as follows:

− Derive closed-form exact and asymptotic BER expressions for downlink
(DL) NOMA with receiver diversity and an arbitrary number of users,
where each user may use binary phase-shift keying (BPSK), or quadrature
amplitude modulation (QAM) with square and rectangular constellations.

− Evaluate the BER for different PAs and provide insights into the error per-
formance of a large number of users and high modulation orders.

− Derive closed-form expressions for the power coefficient bounds (PCBs) to
solve the constellation points ambiguity problem for two and three users.

− Evaluate the impact of changing the modulation order of certain users on
the BER of other NOMA users, which is necessary for adaptive modulation
and resource allocation operations.

− Compute the optimal PA that minimize the system’s average BER for two
and three users while considering the PCBs as linear and non-linear con-
straints.
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• The key contributions of Chapter 4 can be summarised as follows:

− Propose a data-aware PA for power-domain NOMA systems, to improve
the system robustness to imperfect PAs.

− Evaluate the impact of non-optimal PA on the NOMA and power adaptive
non-orthogonal multiple access (PANOMA) systems.

− Determine the BER performance gain of the proposed system.

− Derive and evaluate the overall lower bound capacity and quantify the per-
formance gain of the proposed system.

− Find the optimal PA that minimizes the system’s average BER and maxi-
mizes the system’s constrained capacity.

• The key contributions of Chapter 5 can be summarised as follows:

− Design a novel joint- multiuser Gray-mapper/ demapper for NOMA with
an arbitrary rectangular QAM and arbitrary number of users.

− Derive exact instantaneous and average BER expressions over Rician fad-
ing channels considering imperfect successive interference cancellation (SIC).

− Quantify the performance gain of the joint-multiuser Gray-mapping over
the disjoint-multiuser Gray-mapping.

− Evaluate the impact of varying the Rician factor, number layers, and mod-
ulation orders on the BER.

− Generate feasibility maps to highlight the flexibility of joint-multiuser Gray-
mapping in terms of QoS satisfaction for various layers.

• The key contributions of Chapter 6 can be summarised as follows:

− Propose an uncoordinated downlink cognitive-radio inspired NOMA (CR-
NOMA) network with hybrid underlay-interweave CR and users’ BER
constraints.

− Derive closed-form expressions of the average and instantaneous local false
alarm and local miss-detection probabilities for the proposed multiple ac-
cess classifier at the blind cognitive receiver.

− Derive closed-form expressions of the average and instantaneous global
false alarm and global miss-detection for various counting rules to fuse the
symbol-based local observations and find the global decision on a packet.
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− Derive closed-form expressions of the NOMA and orthogonal multiple ac-
cess (OMA) average and instantaneous packet error rates (PERs).

− Derive closed-form expressions of the system’s throughput while consider-
ing imperfect detection at the primary user (PU) and imperfect classifica-
tion and detection at the secondary user (SU).

• The key contributions of Chapter 7 can be summarised as follows:

− Design of a NOMA system with adaptive power and QAM modulation
orders.

− Propose an efficient low-complexity algorithm to realize the modulation
and power adaptation process.

− Propose an efficient min-max optimisation to realize the modulation adap-
tation process with the least number of TMs.

− Derive exact closed-form expressions for the instantaneous throughput and
closed-form approximation for the average throughput.

− Develop a novel approach to correlate the selected modulation orders and
power, and thus, no side information about the power is required at the
receiver side.

• The key contributions of Chapter 8 can be summarised as follows:

− Propose a generalized non-orthogonal multiplexing (GNOM) for automatic
repeat request (ARQ)-based wireless systems to improve their power and
spectral efficiencies as well as the throughput.

− Develop a greedy algorithm that computes the optimal PA to allow stacking
the maximum possible number of packets in a single transmission while
satisfying a predetermined PER constraint.

− Study the impact of changing the maximum number of multiplexed packets
on the system’s spectral efficiency and computational complexity.

− Evaluate the GNOM system complexity and compare it to a non-orthogonal
multiplexing (NOM) based system.
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1.4 Thesis Outline

The thesis is outlined as follows:

• Chapter 1 is the introduction which provides an overview of the spectrum scarcity
problem and highlights the motivations, aims and objectives of the research.
Also, it summarises the key contributions per chapter and provides an outline of
the thesis. Finally, it lists the publications resulting from this research.

• Chapter 2 is the background chapter that highlights the contemporary challenges
in wireless communications and presents a historical view of the evolution of
mobile technologies. It provides an overview of digital modulations and wire-
less channels. It explains the fundamentals and provides a literature review of
NOMA in DL and uplink (UL).

• Chapter 3 is a work chapter that derives the exact closed-form BER expressions
of the conventional power-domain NOMA in Rayleigh fading channels for an
arbitrary number of users with receiver diversity and square/rectangular QAM.
In addition, the PCBs are presented to allow reliable detection

• Chapter 4 is a work chapter that proposes a robust data-aware PA for NOMA to
ensure reliable system’s BER when the access to reliable channel state informa-
tion (CSI) at the base station (BS) is limited.

• Chapter 5 is a work chapter that proposes a general joint- multiuser Gray-mapper/
demapper for an arbitrary number of users and QAM orders. Also, it derives
closed-form BER expressions of NOMA with joint-multiuser Gray-mapping and
quantifies its gain over the disjoint-multilayer Gray-mapping.

• Chapter 6 is a work chapter that proposes an opportunistic CR-NOMA with
blind TM identification and BER constraints. It derives closed-form throughput
expressions considering the imperfections of the blind cognitive receiver.

• Chapter 7 is a work chapter that derives closed-form throughput expressions of
NOMA with adaptive power and modulation orders under BLER constraints. It
presents integer and mixed-integer programming to solve the optimisation prob-
lem where the computational complexity is analysed.
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• Chapter 8 is a work chapter that proposes a GNOM design to improve the
throughput of wireless ARQ systems. It presents a greedy PA algorithm to max-
imise the number of multiplexed packets during transmissions/re-transmissions.

• Chapter 9 is a conclusions chapter that summarises the main findings, outlines
the future plans and mentions possible potential areas of research.

1.5 List of Publications

The publications resulting from the research are listed below where “P” stands for
publication.

[P1] H. Yahya, A. Ahmed, E. Alsusa, A. Al-Dweik and Z. Ding, “Error Rate Analy-
sis of NOMA: Principles, Survey and Future Directions,” submitted for possible
publication in IEEE Open Journal of the Communications Society, May 2023.

[P2] H. Yahya, E. Alsusa and A. Al-Dweik, “Exact BER Analysis of NOMA With
Arbitrary Number of Users and Modulation Orders,” in IEEE Transactions on

Communications, vol. 69, no. 9, pp. 6330-6344, September 2021 (Chapter 3).

[P3] H. Yahya, E. Alsusa and A. Al-Dweik, “NOMA BER and BLER Performance
Evaluation Under the Received Eb/N0,” in International Symposium on Net-

works, Computers and Communications (ISNCC), Doha, Qatar, November 2023,
pp. 1-6 (Chapter 3).

[P4] H. Yahya, A. Al-Dweik and E. Alsusa, “Power-Tolerant NOMA Using Data-
Aware Adaptive Power Assignment for IoT Systems,” in IEEE Internet of Things

Journal, vol. 8, no. 19, pp. 14896-14907, October 2021 (Chapter 4).

[P5] H. Yahya, E. Alsusa and A. Al-Dweik, “Enhanced Non-orthogonal Multiple Ac-
cess Using Data-aware Power Assignment,” in proceedings International Sym-

posium on Networks, Computers and Communications (ISNCC), Dubai, UAE,
November 2021, pp. 1-6 (Chapter 4).

[P6] H. Yahya, E. Alsusa and A. Al-Dweik, “Joint Gray-Mapping for Multilayer
NOMA based Multicasting with Arbitrary Modulation Orders,” submitted for
possible publication in IEEE Transactions on Green Communications and Net-

working, July 2023 (Chapter 5).
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[P7] H. Yahya, E. Alsusa, A. Al-Dweik and M. Debbah, “Cognitive NOMA With
Blind Transmission-Mode Identification,” in IEEE Transactions on Communi-

cations, vol. 71, no. 4, pp. 2042-2058, April 2023 (Chapter 6).
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IoT-Downlink Communications with Blind Transmission-Mode Recognition,”
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2022 (Chapter 6).

[P9] H. Yahya, E. Alsusa and A. Al-Dweik, “Blind Receiver Design for Downlink
Cognitive-Radio NOMA Networks,” in proceedings IEEE International Confer-

ence on Communications Workshops (ICC Workshops), Montreal, QC, Canada,
June 2021, pp. 1-6 (Chapter 6).

[P10] H. Yahya, E. Alsusa and A. Al-Dweik, “Design and Analysis of NOMA With
Adaptive Modulation and Power Under BLER Constraints,” in IEEE Transac-

tions on Vehicular Technology, vol. 71, no. 10, pp. 11228-11233, October 2022
(Chapter 7).

[P11] H. Yahya, E. Alsusa and A. Al-Dweik, “Min-Max Design and Analysis of NOMA
with Adaptive Modulation Under BLER Constraints,” in proceedings IEEE Ve-

hicular Technology Conference (VTC-Fall), London, UK, September 2023, pp.
1-6 (Chapter 7).
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Spectrum Efficient Uplink Transmission Scheme for QoS-Constrained IoT Net-
works,” in IEEE Internet of Things Journal, vol. 9, no. 18, pp. 17425-17439,
September 2022 (Chapter 8).
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Background

2.1 Chapter Summary

This chapter presents a historical view of the mobile network generations’ evolution
from the analog first generation (1G) to the recently launched fifth generation (5G),
where the services provided to end users are highlighted. Furthermore, the contempo-
rary challenges associated with the future wireless networks, especially sixth genera-
tion (6G) are discussed, where non-orthogonal multiple access (NOMA) is presented
as a promising candidate. Moreover, the chapter presents a theoretical background of
digital modulation schemes and wireless channel models. In addition, it explains the
fundamentals of NOMA in downlink (DL) and uplink (UL).

2.2 Mobile Communications Evolution

Mobile communications networks have been developing rapidly since the 1990s with
exponential growth in the achieved peak data rates [14]. This remarkable progress is
due to the consistent advancement in multiple access techniques and digital modulation
schemes. These advancements lead to an elevation in the services provided roughly
every decade, and hence mobile networks are categorized into different generations.
In the following, a historical development view of the mobile network generations is
presented and the provided services capabilities are highlighted.
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2.2.1 FDMA and TDMA

The deployment of 1G took place in the 1980s. Characterized by its analog nature and
based on frequency division multiple access (FDMA), the radio spectrum is divided
into narrowband channels [15]. Although 1G provided the essential voice services,
it lacked worldwide compatibility and encryption. The commercialisation of second
generation (2G) in the 1990s represented a leap forward in all aspects. For instance,
introducing digital systems led to a significant reduction in the headset size compared
to 1G. Even though there were few attempts to unify the standard worldwide, 2G ended
up having different regional standards. In Europe for example, 2G is known as Global
System for Mobile Communications (GSM), which combines time division multiple
access (TDMA) and FDMA to allow multiple users’ access to the same frequency
channel but in different time slots. This allowed 2G to have fewer radio-frequency
(RF) chains at the base station (BS) compared to 1G. Besides improved voice services,
short messages service (SMS) and multimedia message service (MMS), 2G provided
a peak data rate of 384 kbps [15].

2.2.2 CDMA

The release of third generation (3G) in the early 2000s gave users limited access to the
internet thanks to Internet Protocol (IP) support. Known as Universal Mobile Telecom-
munication Service (UMTS) in Europe, the 3G’s adoption of code division multiple
access (CDMA) allowed users to access wide frequency bands at any time by using a
unique spreading sequence. Such signatures allow the users to distinguish their signals
in a pool of interfering signals. New service paradigms were supported by 3G includ-
ing email services, video streaming, and Internet surfing with an achieved peak data
rate of 20 Mbps.

2.2.3 OFDM

The deployment of fourth generation (4G) in 2010 revolutionized mobile networks by
introducing the first standardized mobile network globally known as Long Term Evo-
lution (LTE). This technology is based on orthogonal frequency division multiplexing
(OFDM) which divides the frequency band into orthogonal subcarriers improving the
spectral efficiency compared to older technologies, where the latter uses guard-bands
to avoid adjacent channel interference [15]. The connection in 4G is IP oriented and
packet-switched with an achieved data rate reaching 1 Gbps and a latency of 10 ms [6].
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Figure 2.1: Illustration of different multiple access techniques: (a) FDMA. (b) TDMA. (c) CDMA. (d) OFDM.

In 2020, 5G was commercialised for the first time in Europe. Similar to 4G, 5G in-
herited OFDM technology, but it achieves 10 Gbps peak bit rate and 1 ms latency due
to the larger bandwidth allocation compared to 4G. Furthermore, 5G supports differ-
ent subcarrier spacing numerologies allowing flexibility to support various application
scenarios. For instance, the massive machine-type communication (mMTC) is ex-
pected to provide connectivity to one million devices per square kilometre. Figure 2.1
presents the communication resources sharing strategy for the various multiple access
techniques highlighted previously.

2.3 Future Wireless Systems

2.3.1 Wireless Systems Challenges

The design of future wireless systems is constrained by the challenges introduced by
the increasing data demands, spectrum scarcity, and evolving technologies. In addition,
the transmitted power is limited and governed by compliance regulations to ensure pub-
lic safety against health complications related to using high power levels. Furthermore,
mobile systems are battery-powered, and consequently, effective energy-efficient com-
munication systems that are spectrally efficient need to be designed. Besides relying
on the battery as a power primary source, energy harvesting (EH) from RF, vibration
power, or solar power could be used as a secondary source. Furthermore, to overcome
the spectrum scarcity and achieve high spectral efficiency, millimeter wave (mmWave)
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frequency bands are used, however, the encountered losses are huge at such bands [3].
Thus, network densification is mandatory to have coverage in such cases [14]. In ad-
dition, the frequency bands safety compliance for implantable sensors and devices for
instance must be ensured. Such devices are very tiny, and hence the computational
complexity must be taken into consideration as the use of a fully complex communi-
cation system might not be applicable. Another solution for the coverage is having an
integrated space-air-ground-underwater network that dynamically allocates the com-
munication resources to achieve the service level agreement [4]. It is suggested that
acoustic and optical communications shall be used for underwater networks [4], while
unmanned areal vehicles (UAVs) could be used for air networks due to its ability to
relocate [16].

2.3.2 NOMA for 6G

The 6G is envisioned to support unconventional technologies such as holographic
calls which require ultra-reliability, very low latency, and enhanced mobile broadband
(eMBB). Hence, it is believed that 6G should support a peak data rate of 1 Tbps, a la-
tency of 10–100 µsec and should provide connections to ten million devices per square
kilometre [6, 17]. To push 5G toward 6G, it is believed that technologies including
terahertz (THz) communications, visible light communication (VLC) and blockchain,
and artificial intelligence (AI) should be adopted [6]. The main limitation of 5G and
the previous generations is the use orthogonal multiple access (OMA) techniques such
as FDMA, TDMA, CDMA and OFDM. However, using such techniques can lead to
spectrum scarcity problem when connecting a massive number of devices [18]. There-
fore, NOMA is proposed as a solution to allow users to share the communication re-
sources simultaneously, where distinct power coefficients are allocated to the users to
allow interference cancellation at the receiver ends. The principle of NOMA is that
the user with the highest power coefficient considers all the other users’ signals to be
in the noise floor. Nonetheless, the lower power coefficient users need to cancel the
interference from the higher power signals and then detect their own signal [19].

2.4 Digital Modulation Schemes

sn = an +1 jbn (2.1)
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Figure 2.2: Constellation diagrams for different modulation schemes where the x-axis is the in-phase axis while the y-axis is the
quadrature-phase axis.

where 1 j =
√
−1 and for a Gray mapped 4-quadrature amplitude modulation (QAM)

or quadrature phase-shift keying (QPSK), a = [1,−1,1,−1], b = [1,1,−1,−1] and
n ∈ {1,2,3,4}. The 4-QAM constellation points need to have an average power of
1. Hence, the normalized symbol is denoted as x such that E[|x|2] = 1, where E[·]
is the statistical expectation. Figure 2.2 shows the constellation diagram for different
modulation schemes and different modulation orders. It can be seen that the higher the
modulation order, the closer the constellation points get because of the unity average
power. The demodulation process at the receiver side is said to be coherent if the
receiver has knowledge about the phase of the arriving waveform such that

r = hexp(− jθ)x+w (2.2)

where θ represents the estimated phase, h is the channel complex coefficient, x trans-
mitted symbol and w is the additive white Gaussian noise (AWGN). When the phase
is estimated accurately, the received signal can be written as

ř = |h|x+ w̌ (2.3)

where w̌ still has the same properties as AWGN because it is circularly symmetric. To
detect the symbols with minimum possible errors, optimal detectors must be designed.
The correlator which compares the received waveform with all possible waveforms
is considered an optimum detector [20]. In the same context, the Euclidean distance
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Figure 2.3: Received signal strength in a multipath fading channel.

(ED)-based detector is a maximum likelihood detector (MLD) and it is optimum as
well. Studying the error rate performance is a fundamental reliability indicator of
wireless communication systems is critically important, therefore, there has been a
recent surge in interest in the error rate analysis of broad topics. Empirically, the bit
error rate (BER) can be calculated by finding the number of detected bits in error as a
fraction of the total transmitted bits. Theoretically, the BER can be derived following
the probability theory and using mathematical tools such as integrals.

2.5 Wireless Channel Models

In general, the transmitted signal faces various types of impairments due to different
physical phenomena. These impairments are mainly from the wireless channel and the
thermal noise at the receiver. In academia, these impairments are usually modeled with
statistical models but in certain scenarios measurements and empirical means are used
for modeling. For instance, thermal noise is usually modeled as an AWGN. On the
other hand, the wireless channel is categorized as line-of-sight (LOS) channel when
a direct path between the transmitter and the receiver exists, whereas the non-line-of-
sight (NLOS) channel represents the case of no direct path between the transmitter
and the receiver. Hence, the received signal is a reflected or scattered version of the
original signal. Furthermore, the impairments caused by the wireless channel are from:
1) Long-term shadowing. 2) Large-scale fading. 3) Small-scale fading.
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Table 2.1: Multipath fading channels summary.

Bs < Bc Bs > Bc

Ts > Tc
Flat Fading Frequency Selective fading
Fast Fading Fast Fading

Ts < Tc
Flat Fading Frequency Selective fading
Slow Fading Slow Fading

2.5.1 Shadowing

Shadowing is defined as the deviation from the mean transmitted power. It occurs
because of moving objects that might block the signal or because of environmental
changes. In addition, shadowing is long-term because the environmental changes are
not frequently changing. An accurate model for shadowing is log-normal shadowing
which follows the log-normal distribution [21]. Moreover, shadowing is usually con-
sidered for the link budget calculation and site planning.

2.5.2 Large-Scale Fading

Large-scale fading represents the pathloss that attenuates the transmitted signal, and
it is always related to the distance traveled by the signal. Some simplified models
consider only the distance and the pathloss exponent. Other models consider the height
of the transmitter and receiver, the gains of the antennas, and the carrier frequency. In
general, the pathloss can be calculated as the ratio between the received signal and the
transmitted signal, where the pathloss in the free space model is given as [21]

β =
Pr

Pt
=

(
λ

4πd

)2

(2.4)

where Pr is the received signal power, Pt is the transmitted signal power, λ is the
wavelength, d is the distance between the transmitter and the receiver, and pathloss
exponent in the free space is 2. A possible simplified pathloss model is expressed as
β = d−m, where m is the pathloss exponent. Similarly, the large-scale fading is mainly
a concern for link budget calculations and site planning.
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Figure 2.4: Observing DL SC at nth user.

2.5.3 Small-Scale Fading

The small-scale fading causes very rapid fluctuations in the received signal power. The
source of the fluctuations is the multipath arrivals at the receiver which add construc-
tively or destructively based on the headset’s slight movements. Even though the slight
movements might seem negligible in the human sense, they are not in the wavelength
perspective. Furthermore, the small-scale fading is categorized as fast fading and slow
fading based on the coherence time, Tc, which is known as the time duration in which
the channel conditions remain unchanged [22]. The coherence time is directly related
to the Doppler shift which is caused by mobility and related to the carrier frequency.
In addition, the small-scale fading is categorized as flat fading and frequency selective
fading based on the coherence bandwidth, Bc, which is related to the delay spread of
the channel [22]. In general, frequency selectivity exists in ultra-wideband commu-
nication systems, whereas flat fading characterizes narrowband-like communication
systems. Table 2.1 summarizes the small-scale fading channels categories where Bs is
the signal bandwidth and Ts is the signal duration. It is worth noting that the flat fading
LOS is modeled by Rician distribution, whereas the NLOS flat fading is modeled by
Rayleigh distribution. After all, the wireless fading channel can be seen as a filter with
certain coefficients where the effect of the channel can be conceived by a linear con-
volution of the signal with the filter coefficients. Hence, the amplitudes and the phases
of the transmitted signal are altered by the channel. Figure 2.3 demonstrates how the
received signal strength could vary in a multipath fading channel [21].
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2.6 NOMA Principles

2.6.1 Downlink NOMA

Unlike OMA, NOMA allows the users to share the same resource block in a non-
orthogonal manner. For example, the transmitter in DL-NOMA multiplexes the data
of N users in the power-domain by allocating each user a distinct power coefficient,
αn,n ∈ {1, . . . ,N}. This process is commonly known as superposition coding (SC)
which can be mathematically described as xsc = ∑

N
n=1
√

αnxn, where ∑
N
n=1 αn = 1 to

normalize the transmitted power, xn is the nth user information symbol, which has a
unity average power, i.e. E[|xn|2]. The information symbols for each user are selected
from a symbol alphabet χn that corresponds to a certain constellation set, such as M-
ary phase shift keying (M-PSK) or M-ary quadrature amplitude modulation (M-QAM).
The process of allocating the power coefficients and modulation orders is performed by
the scheduler at the BS, which is typically configured to ensure fairness and efficient
use of resources. Figure 2.4 shows the SC process at the BS for the case of N users
where α1 < α2 · · ·< αN . The received signal at the nth user is yn = hnxsc +wn, where
hn is the channel coefficient between the BS and nth user, and wn ∼ CN (0,N0) is the
AWGN. The received signal at the nth user can be written as

yn = hn

n−1

∑
i=1

√
αixi︸ ︷︷ ︸

weak IUI

+ hn
√

αnxn︸ ︷︷ ︸
desired signal

+hn

N

∑
i=n+1

√
αixi︸ ︷︷ ︸

strong IUI

+wn. (2.5)

As can be noted from (2.5), the users experience two types of interference, weak inter-
user interference (IUI) and strong IUI, except for the first and Nth users whose received
signals suffer only from one interference type.

The IUI is classified as strong or weak based on its power as compared to the
desired signal power as shown in Figure 2.4, where the signals of users 1 to n−1, i.e.
si =
√

αixi, are considered as weak IUIs to user n, while the signals of users n+ 1 to
N are considered as strong IUIs to user n. Hence, s1 to sn−1 are treated as unknown
additive noise when detecting sn. Moreover, the user with the maximum power, i.e.,
user N is the interference-limited user, and its symbols can be detected directly by all
users using a single-user MLD such that

x̂N = arg min
xN∈χN

∣∣yN− ĥN
√

αNxN
∣∣2 (2.6)
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Figure 2.5: SC and SIC schematic for N = 2 case.

where ĥn is the estimated channel coefficient, which can be written as ĥn = hn + εn,
εn is the channel estimation error. The MLD selects x̂N as the trial value of xN that
minimizes the ED.

Furthermore, successive interference cancellation (SIC) can be used to cancel the
strong IUIs where residual interference is caused when erroneous estimates of strong
IUIs are used. The detection of the nth user signal can be written as

x̂n = arg min
xn∈χn

∣∣∣∣yn− ĥn

N

∑
i=n+1

√
αix̂i︸ ︷︷ ︸

residual interference

−ĥn
√

αnxn

∣∣∣∣2 (2.7)

Figure 2.5 shows a schematic of the SC process at the BS for N = 2 and the detection
process at the users as explained in (2.6)–(3.6). It is worth mentioning that the SIC
chain will get longer for N > 2, and hence complexity and delay will increase [23].
Alternatively, a joint-multiuser maximum likelihood detector (JMLD) can be applied
to detect the signals jointly [24, Eq. (5)]. While Figure 2.5 refers to the baseband
processes at the NOMA BS and receivers, interested readers can refer to [25, Figure 1]
for the baseband-passband chain of processes of NOMA which is critical to conduct
experimental studies.

2.6.2 Uplink NOMA

On the other hand, NOMA in the UL uses the channel gains to multiplex the different
users’ signals as seen in Figure 2.6. Assuming that |h1|2 α1 < .. . < |hN |2 αN , the re-
ceived signal at the BS for the synchronized UL-NOMA with respect to the nth user is
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Figure 2.6: Observing UL SC at the BS.

given as

y =
n−1

∑
i=1

hi
√

αixi︸ ︷︷ ︸
weak IUI

+ hn
√

αnxn︸ ︷︷ ︸
desired signal

+
N

∑
i=n+1

hi
√

αixi︸ ︷︷ ︸
strong IUI

+w. (2.8)

Hence, the nth user received signal power at the BS depends on the |hn|2 αn. Therefore,
the SIC decoding order depends on the received signal power. Therefore, detecting
user N signal can be performed as follows,

x̂N = arg min
xN∈χN

∣∣y− ĥN
√

αNxN
∣∣2 (2.9)

while the detection of the nth user signal can be performed using SIC such that

x̂n = arg min
xn∈χn

∣∣∣∣y− N

∑
i=n+1

ĥi
√

αix̂i︸ ︷︷ ︸
residual interference

− ĥn
√

αnxn

∣∣∣∣2. (2.10)

2.6.3 Power Assignment

The power assignment (PA) scheme affects the error rate performance, and hence, it is
a crucial aspect to discuss. Generally speaking, there are two main PA schemes, which
are fixed PA and adaptive PA. The former ensures minimum signaling overhead and
low complexity owing to its non-optimality, whereas the latter can ensure optimality
or sub-optimality but with higher signaling overhead and complexity [24]. A number
of issues should be considered when designing both schemes. First, ambiguity at the
receivers. For example, ambiguity can be caused at the receivers for two NOMA users
with binary phase-shift keying (BPSK) if equal power coefficients are given when
x1 =−x2. Hence, two NOMA symbols will coincide on the same constellation point.

48



Chapter 2. Background

Moreover, enabling reliable detection using SIC requires abiding by certain power
coefficient bounds (PCBs) [24,26–29]. Considering the previous example, when α1 <

α2 the order of the NOMA symbols is as follows from the negative in-phase axis: 11,
01, 10, 00. In such a scenario, MLD can detect b2 reliably because b2 = 0 is always
in the positive side. Hence, SIC can cancel the interference caused by b2 and detect
b1 reliably. In contrast, when α1 > α2, the two middle symbols swap order causing
b2 = 0 to fall in two different regions. Therefore, MLD will not be able to detect b2

correctly, and hence the SIC performance will be unreliable. It is worth noting that this
problem is not encountered when JMLD is used.

2.6.4 User Pairing

User pairing is the scheduler’s process of selecting a set of users to share the same com-
munication resource. In a DL/UL coordinated scenario, the BS acts as a centralized
unit to coordinate the user pairing process to achieve a certain objective. For example,
the objective could be the sum rate maximization while satisfying certain quality of
service (QoS) constraints such as minimum rate per user or maximum BER per user.
Also, user pairing can aim to ensure fairness among users. Furthermore, the satisfac-
tion of such objectives and constraints depends on the network knowledge available at
the scheduler. For instance, user pairing can satisfy certain criteria instantaneously if
the channel state information (CSI) knowledge of all links is available instantaneously.
Alternatively, such criteria can be satisfied on average if statistical CSI knowledge is
available. For instance, it is reported that pairing users with the most distinct channel
gains would maximize the sum rate in NOMA systems. The concept of prioritizing
users with different priorities is known as cognitive radio (CR)-NOMA in which the
primary user is given the highest priority while the secondary user is served opportunis-
tically. Moreover, CR-NOMA tends to pair the best channel user with the second best
channel user [30]. On the other hand, the UL decentralized scenario usually refers to
the grant free access (GFA) in which the users are allowed random access to the chan-
nel without resource allocation. Hence, collisions might occur where the BS needs to
detect collisions and resolve them in order to detect the messages.
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2.7 NOMA Literature Review

The error rate performance of conventional NOMA has been widely studied in the liter-
ature, focusing mainly on DL with less attention to UL. Additionally, power allocation
and modulation order optimisation based on error performance metrics has attracted
the interest of many researchers. This section reviews the work that considered the DL
and UL conventional NOMA, as well as its optimisation.

2.7.1 Downlink

The main work that considers DL-NOMA with a various number of users and modu-
lation orders is given in [23, 24, 26, 29–60].

2.7.1.1 Various number of users

The error rate performance of two-user NOMA is extensively considered in the liter-
ature [26, 30–42], unlike the three-user [43–48, 58] and an arbitrary number of users
cases [24, 29, 49–51]. All the aforementioned references consider single-input-single-
output (SISO) channels except [24] which considers the case of multiple receiving
antennas. Table 2.2 provides a comprehensive summary of the work that considered
DL-NOMA. For each of the listed references, the table shows the error metric, antenna
setup, channel model, modulation scheme and order M, number of users N, receiver
model and CSI availability if applicable when considering fading channels. It is worth
mentioning that this table structure will be adopted throughout the chapter. Further-
more, a certain superscript is adopted to distinguish the modulation schemes. For
example, ⋆ is for on-off keying (OOK), • is for M-ary pulse amplitude modulation (M-
PAM), ∗ is for M-PSK, ⋄ is for M-ary pulse position modulation (Mn-PPM), † is for
multiple pulse position modulation (MPPM), and finally no superscript corresponds to
M-QAM.

Two-user: Starting off with the two-user scenario, the closed-form symbol error
rate (SER) expressions are derived for the imperfect SIC case in [26, 31–33]. The
authors of [26, 31] consider rectangular M-QAM, whereas [33] considers hexagonal
M-QAM. Meanwhile M-PAM is considered in [32]. It is worth noting that the average
SER is derived for Rayleigh fading channel in [26] and Nakagami-m fading channel
in [33], while the instantaneous SER is derived in [31, 32]. For the BER, Assaf et

al. [34] derive the exact closed-form BER expressions for imperfect SIC considering
rectangular M-QAM. Kara and Kaya [35] derive the BER of the near and far-users
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Table 2.2: Summary of DL-NOMA work.

[#] Metric Antennas Channel M N Receiver CSI
[26] SER SISO Rayleigh ∀M 2 Imperf. SIC Perf.
[31] SER SISO AWGN ∀M 2 Imperf. SIC -
[32] SER SISO AWGN ∀M• 2 Imperf. SIC -
[33] SER SISO Nakagami-m ∀M 2 Imperf. SIC Perf.
[34] BER SISO Rayleigh ∀M 2 Impref. SIC Perf.
[35] BER SISO Rayleigh 4 + 2 2 Imperf. SIC Perf.
[36] BER SISO Rayleigh ≤ 4 2 Imperf. SIC Perf.
[37] BER SISO AWGN 4 2 Imperf. SIC Perf.
[38] BER SISO Rayleigh 2 2 Perf. SIC Imperf.

[39, 40] BER SISO Rayleigh 2 2 Perf. SIC Perf.
[41] BER SISO,MISO Double Nakagami-m ∀M•, M∗ 2 Imperf. SIC Perf.
[42] PEP 2×1 Rayleigh 2, 4 2 Imperf. SIC Perf.
[30] PER SISO Nakagami-m 2 2 Imperf. SIC Perf.
[43] PEP SISO Nakagami-m ∀M 2, 3 Imperf. SIC Perf.
[44] PEP SISO Rayleigh ∀M 2, 3 Imperf. SIC Perf.
[45] PEP SISO Rayleigh ≤ 4 2, 3 Imperf. SIC Perf.
[46] PEP SISO Rician 2 2, 3 Imperf. SIC Imperf.
[47] SER SISO Nakagami-m ∀M•, ∀M 2, 3 Imperf. SIC Perf.
[48] BER SISO Nakagami-m 4 2, 3 Imperf. SIC Perf.
[24] BER SIMO Rayleigh ∀M ∀N MRC–JMLD Perf.
[49] BER SISO AWGN 4 ∀N Imperf. SIC -
[50] BER SISO Rayleigh 2 ∀N Perf. SIC Perf.
[51] PEP SISO Nakagami-m ∀M ∀N JMLD, Imperf. SIC, Perf.
[29] PEP SISO Nakagami-m ∀M∗ (Identical) ∀N JMLD Perf.

which use QPSK and BPSK, respectively. Furthermore, the authors of [36] extend the
work in [35] to consider the identical BPSK and QPSK cases. The authors of [37]
study the high-power amplifier non-linear distortions in a DL OFDM-NOMA system,
where the distortions are modeled with memory polynomial model. The exact closed-
form BER expressions are derived for the two-user case with QPSK considering per-
fect and imperfect SIC. Chung [38–40] studies the BER performance assuming BPSK
for both users and perfect SIC. For example, [38] quantifies the impact of imperfect
CSI, while [39, 40] consider users with correlated information symbols, where [40]
focuses on the negative correlation mapping performance. On the other hand, Jaiswal
et al. [41] investigates a two-user vehicle-to-vehicle (V2V) communications system
with NOMA. The proposed model considers SISO and multiple-input single-output
(MISO) scenarios. Due to the vehicular nature of the nodes, this work considers an in-
dependent and non-identical double Nakagami-m fading channels. The source broad-
casts the NOMA signal through an opportunistically selected antenna. The proposed
system performance is assessed in terms of the average BER in the SISO and MISO
cases. Exact expressions for both users under SISO are derived in which the infinite
summation is presumed to be convergent to allow tractable analysis. Finally, the av-
erage BER is calculated by utilizing the average BER expressions of both users. A
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further in-depth analysis is carried out of the system’s average BER performance for
the two proposed transmitting antenna selection procedures, which were verified us-
ing numerical and simulation results. Reference [42] explores the error performance
of orthogonal space-time block code (OSTBC) in a DL-NOMA system. The system
consists of a transmitter with two antennas and two NOMA users, each equipped with
a single receiving antenna. The study evaluates the SER performance using pairwise
error probability (PEP) considering imperfect SIC for QPSK-BPSK and BPSK-BPSK
modulations at the near-user and far-user over Rayleigh fading channels. The authors
of [30] study a two-user cognitive NOMA system, where opportunistic transmissions
are considered based on the users’ priorities. While assuming imperfect detection at
the users’ ends, closed-form packet error rate (PER) expressions are derived for BPSK
case over Nakagami-m fading channels.

Two and three-user: References [43, 48] consider ordered Nakagami-m fading
channels, while references [44, 45, 47] consider Rayleigh fading channels. Meanwhile
reference [46] studied Rician fading channels. The authors of [43–46] derive upper
bound BER expressions using the union bound of the PEPs assuming imperfect SIC.
Assaf et al. [48] derive exact closed-form BER expressions considering QPSK for all
users. The authors of [45, 46] propose integrating physical layer security with NOMA
to degrade the performance of internal unknown eavesdroppers without affecting the
legitimate users’ performance. The scheme is based on utilizing the random phase of
the channel between the users and the base station, which is known to both ends but
not to illegitimate users. Hence, the scheme introduces phase shifts of multiples of
2π/M to the users’ transmitted symbols based on their instantaneous channel phases
before SC. Therefore, the eavesdroppers will not be able to detect the symbols, as each
user symbol will appear as a different symbol in the constellation diagram. Further-
more, privacy is ensured between legitimate users. In [45], the exact closed-form union
bound of the PEPs in insecure conventional NOMA is derived for the unknown eaves-
droppers considering arbitrary location. Furthermore, the worst-case scenario union
bound of the PEPs is derived for the proposed scheme. Reference [46] derives the
exact closed-form union bound on the PEPs for the proposed scheme considering the
unknown eavesdroppers to the intended users, while the impact of imperfect channel
phase estimation is evaluated at one of the users. Reference [47] considers the SER
analysis under equally-spaced constellations condition because only the outer constel-
lation points are considered in the analysis. Nonetheless, the equal PA for such condi-
tion is only found for M-PAM with M1 = M2 = 2. Exact and approximate expressions
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Table 2.3: Summary of the work considering various channel models for DL SISO NOMA.
[#] Metric Channel M N Receiver CSI

[52] BER Double Rayleigh ∀M•, ∀M∗ 2 Perf. SIC Perf.
[53] BER κ-µ fading 4 + 2 2 Imperf. SIC Perf.
[54] BER α-η-µ fading 2 2 JMLD Perf.
[55] BER κ-µ shadowed fading ∀M 2 Perf. SIC Perf.
[56] SER Shadowed Rician ∀M∗ 2 Perf. SIC Perf.
[57] BER α-µ fading ∀M 2, 3 Imperf. SIC Perf.
[23] BER Rician 4 2, 3 JMLD Perf.
[58] BER Two-wave with diffused power 2 2, 3 Imperf. SIC Perf.
[59] PEP GGN with Rayleigh 2 3 Imperf. SIC Perf.
[60] SER Generalized K 2 ∀N Imperf. SIC Perf.

of the SER are presented for the two-user case considering M-PAM with Mn ∈ {2,4}
and M-QAM with Mn ∈ {4,16}, while for the three-user case the expressions are pre-
sented for M-PAM with M1 = 2, M2 = 4 and M3 = 8 only.

Arbitrary number of users: References [24,49,50] derive exact closed-form BER
expressions of an arbitrary number of users, whereas references [29, 51] considers an
upper bound using PEPs. The authors of [24] consider users with rectangular M-QAM.
Reference [51] derives PEP assuming M-QAM while [29] assumes users with identi-
cal M-PSK orders. Garnier et al. [49] consider users with QPSK. The BER is derived
considering the real part only, as the in-phase and quadrature-phase components are
independent in QPSK and have identical analyses. Additionally, an iterative algorithm
using gradient descent is developed to find optimal power coefficients to minimize the
overall system BER for two and three-user cases. The theoretical results are verified
by Monte-Carlo simulations and over-the-air experimental results through a software-
defined-radio (SDR) testbed. Aldababsa et al. [50] consider users employing BPSK
and perfect SIC in Rayleigh fading channels. SDR experiments are conducted to vali-
date the derived analytical expressions. Besides [49, 50], several articles have consid-
ered the implementation and testing of NOMA over-the-air. Interested readers can refer
to Qi et al. [25] which provides a comprehensive review of experimental works related
to NOMA. It is noted from the literature that while the analysis is generally tractable
and results in closed-form solutions for the DL scenario, it becomes cumbersome and
tedious for a higher number of users and higher modulation orders. Therefore, deriving
a closed-form expression that is applicable to all cases is challenging.

2.7.1.2 Various channel models

Furthermore, various channel models are considered in the literature. For example, the
BER of the two-user case is derived for the κ-µ fading [53], α-η-µ fading [54] and κ-µ
shadowed fading [55]. In addition, the two-user SER for shadowed Rician fading is

53



Chapter 2. Background

Table 2.4: Summary of UL-NOMA work.
[#] Metric Antennas Channel M N Receiver CSI

[61] BER SISO AWGN 4 2 Imperf. SIC -
[62] BER SISO AWGN 4 2 Imperf. SIC -
[63] BER SISO AWGN 4 + 2 2 Imperf. SIC -
[64] BER SISO Rician 2 2 JMLD Perf.
[65] BER SIMO Rayleigh 4 2 JMLD Perf.
[66] PEP, SER SISO AWGN 4 2 Imperf. SIC -
[67] BER SISO Rayleigh 4 2 Perf. SIC Perf.
[68] PEP SIMO Rayleigh ∀M∗ ∀N JMLD Perf.
[69] PEP SIMO Rayleigh ∀M ∀N JMLD Perf.

derived in [56]. The BER of two and three-user scenarios is considered for α-µ fading
channels in [57], for Rician fading channels in [23], and for two-wave with diffused
power channel model in [58]. Bariah et al. [59] derived upper bound BER expressions
using the union bound of PEPs while considering generalized Gaussian noise (GGN)
with Rayleigh fading.

Aslan and Gucluoglu [60] derive approximate and asymptotic SER expressions
over the generalized K fading channel by replacing the signal to noise ratio (SNR)
of the single-user instantaneous SER with the signal-to-interference-plus-noise ratio
(SINR) of multiuser NOMA. The probability density function (PDF) of the SINR is
derived, but it is limited by a boundary condition. The SER analysis is validated using
Monte-Carlo simulation for BPSK with an arbitrary number of users, and the results
show a close match to the exact solution. However, this approach is not valid for
higher modulation orders. Similarly, the authors of [52] derive the BER of two-user
NOMA over double Rayleigh fading channels by integrating the BER expression over
the PDF of the SINR. Table 2.3 provides a summary of various channel models used
for DL-NOMA with SISO configuration.

2.7.2 Uplink

Table 2.4 provides a comprehensive summary of the conventional NOMA work in the
UL direction. Synchronous UL-NOMA is studied while considering the two-user sce-
nario [61–67] and arbitrary number of users [68, 69]. In [61–63], closed-form BER
expressions are derived for SISO setup over AWGN channels, where imperfect SIC is
assumed. For example, both users use QPSK in [61,62], whereas QPSK and BPSK are
assigned to the near and far-users to account for channel asymmetry in [63]. Further-
more, accurate BER expressions over fading channels are derived for JMLD in [64,65],
where [64] considers SISO Rician channel and BPSK, while [65] considers single-
input-multiple-output (SIMO) Rayleigh fading channel and QPSK.
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Table 2.5: Summary of the conventional NOMA optimisation work.
[#] Objective Metric Direction Channel M N Receiver CSI

[70] Max. Throughput BER DL Rayleigh ∀M 2 Imperf. SIC Perf.
[71] Max. Throughput BER DL Rayleigh ∀M 2 Imperf. SIC Perf.

[1, 72] Max. Throughput BLER DL Rayleigh ∀M 2 Imperf. SIC Perf.
[73] Max. Throughput BER DL Rayleigh ∀M 2 Imperf. SIC Perf.
[74] Max. Throughput BER UL AWGN, Rayleigh ≤ 4 2 Imperf. SIC Perf.
[75] Min. SER SER DL AWGN ∀M•, ∀M 2 Imperf. SIC -
[76] Min. BER SER, BER DL AWGN 4 2 Imperf. SIC -
[77] Min. BER SER DL AWGN ∀M 2 Imperf. SIC -
[78] Min. SER SER DL Rayleigh ∀M ∀N Perf. SIC Imperf.
[79] Min. ED BER UL Rayleigh ∀M 2 JMLD Perf.
[80] SINR balancing BER DL Rayleigh - 2 JMLD Imperf.

Liu and Beaulieu [66] derive closed-form union bounds on the SER and BER of
the two-user NOMA with QPSK for arbitrary relative phase offset in AWGN channel.
These expressions are valid for both UL and DL, where intentional phase rotation can
be applied for the former, and the channel can add phase rotation in the UL. Addi-
tionally, exact single-integral-from of the SER and BER expressions are derived for
a specific power ratio. The authors of [67] study a multicarrier underlay CR-NOMA
system in the UL. By employing perfect SIC at the receiver, analytical expressions are
derived over Rayleigh fading channels for the SER per sub-carrier of both the primary
and secondary users with QPSK. Furthermore, closed-form approximations for these
expressions are provided.

An upper bound of the BER for an arbitrary number of UL users with M-PSK in
Rayleigh fading channels is derived in [68] considering JMLD and multiple antennas
at the base station. It is found that JMLD overcomes the error floor problem of the
SIC. Comprehensive performance analysis of an UL-NOMA with adaptive M-QAM
in the presence of Rayleigh fading channels is proposed in [69]. The system consists of
N users, each equipped with a single antenna, transmitting data to a BS with multiple
receiving antennas. The BS employs maximum ratio combining (MRC) to combine
the received signals from all antennas and JMLD for jointly estimating the symbols of
each user. The system’s performance is evaluated in terms of PEP. The utilization of
MRC-JMLD effectively eliminates the error floor.

2.7.3 Optimisation

To improve the performance of NOMA systems, finding the optimal transmission pa-
rameters such as the power coefficients and modulation orders is considered for differ-
ent objectives and reliability constraints in [1, 70–80]. A comprehensive summary of
the conventional NOMA optimisation work is shown in Table 2.5.
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2.7.3.1 Maximum throughput design

For example, references [1, 70–73] study resource allocation of two-user DL-NOMA
system to maximize the sum-rate using practical modulation schemes such as M-QAM
while satisfying the BER/block error rate (BLER) constraints. Unlike single carrier
systems [73], maximizing the sum-rate in multicarrier systems is a non-deterministic
polynomial-time hard problem that requires highly complex exhaustive search [70,71].
Therefore, it is important to design efficient algorithms. Cejudo et al. [70] design an
efficient resource allocation algorithm to maximize the sum-rate while satisfying the
BER constraints. Accurate instantaneous BER expressions are presented for square
M-QAM considering imperfect SIC. These expressions are used to derive the exact
optimal channel gain ratios between a pair of NOMA users, maximizing the achievable
sum-rate for a given BER constraint. To ensure reliable SIC detection, the power coef-
ficient for equally-spaced constellation points or highly separable constellation points
groups is presented in closed-form. The exact optimal channel gain ratios and the ap-
proximated BER expressions over Rayleigh flat fading channel are used to design an
efficient iterative resource allocation algorithm which involves user pairing algorithm
and continuous power and rate allocation. It is worth mentioning that when NOMA is
infeasible, the subcarrier is not used. Moreover, the control channel is used to inform
the users about the rate, power and subcarrier assignment.

Assaf et al. [71] design an efficient iterative greedy algorithm to maximize the
system throughput while satisfying the users’ BER constraints. Adaptive modula-
tion, fixed power allocation and hybrid OMA/NOMA are utilized by the design. It
is noteworthy to mention that relying on exact rather than approximate NOMA BER
expressions induce high computational complexity. The authors of [1] design an adap-
tive modulation and PA scheme for packet-based NOMA to maximize the throughput.
The design considers optimising the transmission mode (TM) by the BS which tunes
the modulation orders and power coefficients while satisfying the BLER requirement
for each user. Two PA schemes are considered: 1) Fixed PA based on linear map-
ping. 2) Adaptive PA. The former optimisation is solved using integer programming
while the latter is solved using mixed-integer programming. In addition, the compu-
tational complexity is reduced using an efficient terminating criterion, segment-line
search, and quantized signal to noise ratios SNRs. Approximated closed-form BLER
expressions are derived over Rayleigh fading channels. The authors extend their work
in [72] by proposing the min-max method to solve the fixed PA optimisation. Such a
method reduces the complexity and the number of TMs significantly while improving
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the throughput of the system.
The authors of [73] propose a joint adaptive power and modulation order to max-

imize the SER without sacrificing the BER performance, where the BER expressions
of NOMA over Rayleigh fading are approximated as OMA counterpart. This is appli-
cable only when assuming perfect SIC. Two adaptive power schemes are proposed to
guarantee the minimum target rate for one user while maximizing the rate of the other
user. Continuous and discrete adaptive rate modulation are considered to adapt to the
channel fade level. Adaptive modulation is studied for UL-NOMA in [74], where an
asymmetric adaptive modulation algorithm is designed for a two-user UL-NOMA sys-
tem to maximize the system throughput for a given average SNRs and BER thresholds.
The BER expressions are derived in closed-form for AWGN channels considering im-
perfect SIC and M-PSK with Mn ∈ {2,4}. Lower bound BER expressions are derived
for Rayleigh fading channels while ignoring the channel phase effect. The boundary
value effect is studied, where to have reliable SIC performance, the modulation orders
are selected based on ratio of the users SNRs and the boundary value.

2.7.3.2 Minimum BER design

References [75–78] formulate several optimisation problems to minimize the error per-
formance of DL-NOMA systems. For example, the objective function in [75] is to
minimize the instantaneous SER of the strong user while satisfying the SER require-
ment for the weak user. The instantaneous SER is derived in closed-form for both
users considering M-QAM and M-PAM. Nonetheless, a closed-form suboptimal PA
is derived. The authors of [76] propose a line search algorithm for a two-user sys-
tem to find the optimal power coefficients that minimize the un/coded NOMA system
overall error performance in AWGN channels. BER is considered and derived for the
uncoded QPSK, while the short packet communication (SPC) BER approximation is
considered for the coded system. The work is extended in [77] to consider square M-
QAM, where the BER is approximated using the SER expressions derived for AWGN
channels. These expressions are used to find the optimal power coefficients that mini-
mize the instantaneous overall system BER. The optimisation problem is simplified by
obtaining upper and lower bounds of the overall BER.

Dutta [78] approximates the closed-form BER expressions using the SER expres-
sions that are derived for an arbitrary number of DL-NOMA users, considering arbi-
trary QAM and perfect SIC. These expressions have been used for power allocation
optimisation such that the average BER among all users is minimized while satisfying
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certain minimum rate requirements per user. Since the problem is non-convex, an up-
per bound approximation is used for the objective function to make it convex, while
the concave rate is transformed to be convex. As the probability of error considers
all the possible realizations of the input vector, it is computationally difficult to han-
dle the objective function. Hence, a faster approach is developed to find the optimal
power coefficients, which is based on splitting the data sets into subsets and running
the optimisation for all subsets in parallel. Optimising the error rate performance of
the UL-NOMA system is studied in [79] which derives closed-form optimal power
coefficients and phases to maximize the minimum ED of the sum of the constella-
tions of two-user NOMA with square M-QAM, while JMLD is used at the receiver.
The resulting sum constellation is found to be a uniform M-QAM constellation of a
larger size. Mixed-integer optimisation is used to formulate the problem, where the
complex Rayleigh fading channel is decomposed into symmetrical real and imaginary
parts. Only one part is analysed due to symmetry. In a different category, optimal
closed-form SINR-balancing is derived in [80] for two-user case assuming imperfect
CSI. This scheme can provide fairness between the users, however, the performance is
not guaranteed.
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Exact BER Analysis of NOMA

3.1 Chapter Introduction

Non-orthogonal multiple access (NOMA) is a promising candidate for future mobile
networks as it enables improved spectral efficiency, massive connectivity, and low la-
tency. In this chapter, the exact and asymptotic bit error rate (BER) expressions are
derived under Rayleigh fading channels for NOMA systems with an arbitrary number
of users and an arbitrary number of receiving antennas and modulation orders, includ-
ing binary phase-shift keying and rectangular/square quadrature amplitude modulation
(QAM). Furthermore, the power coefficient bounds (PCBs), which ensure users’ fair-
ness, and solve the constellation ambiguity problem, are derived for N = 2 and 3 users
cases with any modulation orders. In addition, this work determines the optimal power
assignment that minimizes the system’s average BER. These results provide valuable
insight into the system’s BER performance and power assignment granularity. For
instance, it is shown that the feasible power coefficients range becomes significantly
small as the modulation order, or N, increases, where the BER performance degrades
due to the increased inter-user interference (IUI). Hence, the derived expressions can
be crucial for the system scheduler in allowing it to make accurate decisions of se-
lecting appropriate N, modulation orders, and power coefficients to satisfy the users’
requirements. The presented expressions are corroborated via Monte Carlo simula-
tions.
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3.1.1 Chapter Organisation

The rest of the chapter is organised as follows. In Section 3.2, related work is pre-
sented. In Section 3.3, the system and the channel models are introduced. In Section
3.4, the BER expression is derived for successive interference cancellation (SIC) and
joint-multiuser maximum likelihood detector (JMLD) detectors as well as the BER for
two and three users considering binary phase-shift keying (BPSK). Then in Section 3.5
the generalized BER expressions are derived for N NOMA users using arbitrary modu-
lation orders considering single-input-single-output (SISO) and single-input-multiple-
output (SIMO) systems. Section 3.6 demonstrates the analysis of the PCBs. Section
3.7 presents the analytical and Monte Carlo simulation results as well as the optimal
power assignments results. Finally, Section 3.8 concludes the chapter with a summary
of the main findings.

3.1.2 Notations

The notations used throughout the work are as follows. Boldface uppercase and lower-
case symbols, such as X and such as x, will denote matrices and row/column vectors,
respectively. The transpose is denoted by (·)T , the Hermitian transpose is denoted by
(·)H , and the ⊙ denotes the Hadamard element-wise product. The real, complex, inte-
ger domains are denoted by R, C and Z, respectively. Moreover, B represents the set
of binary numbers. Pr(·) is the probability of an event, f (·) is the probability density
function (PDF) of a random variable, E[·] is the statistical expectation,⇔ indicates sta-
tistical equivalence, | · | and || · || are the absolute value and the Euclidean norm, Re[·]
and Im[·] denotes the real and imaginary components,

(n
k

)
denotes the binomial coeffi-

cients, and the imaginary number is 1 j =
√
−1. The identity a× a matrix is denoted

as Ia, and the complex Gaussian random variable with a zero mean and σ2 variance is
denoted as CN (0,σ2).

3.2 Related Work

NOMA has attracted tremendous attention as a promising candidate for future mobile
networks because of its ability to provide high spectral efficiency, massive connectivity,
and low latency [19, 81–85]. Hence, much research was focused on the integration of
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NOMA in various applications, such as the Internet of Things (IoT), satellite commu-
nication, unmanned areal vehicle (UAV) communications, and underwater communi-
cation [10–13,86,86]. For example, Perez et al. [86] studied NOMA for IoT networks
to provide reliable secure short packet communication for downlink (DL) and uplink
(UL). The work in [10,86] investigated the application of NOMA in the forward link of
multibeam satellite, whereas [13] studied its performance in underwater channels. Fur-
thermore, a framework for UAVs serving ground users using NOMA is studied in [11],
while the integration of NOMA with visible light communication (VLC) systems for
indoor environments is discussed in [12].

The widely considered power-domain (PD)-NOMA, denoted as NOMA for short,
is based on utilizing the power-domain to multiplex different users’ signals through
superposition coding (SC), where distinct power coefficients are allocated to the users
before combining their signals [9]. This lends itself well to scenarios where the users
require different levels of quality of service (QoS) [83]. While combining signals in
this manner can improve the network capacity, the absence of orthogonality between
users’ signals introduces IUI which causes performance degradation to all users [87].
Therefore, BER and symbol error rate (SER) analysis of NOMA has received increased
attention [12,13] [26,31] [34–36] [48,50,55,57,61] [63–65] [75,76] [88–95]. For ex-
ample, Cejudo et al. [31] attempted to approximate the BER using SER expressions for
a two-user DL NOMA, where each user may use a different modulation scheme. The
considered modulations schemes are BPSK, quadrature phase-shift keying (QPSK),
and QAM. Nonetheless, the SER analysis is limited to additive white Gaussian noise
(AWGN) channels. On the other hand, the authors of [61] derived the exact closed-
form BER expressions for UL two-user NOMA with QPSK modulation over AWGN
channels. They assumed that this model is perfectly synchronized while considering
imperfect SIC at the base station. In [96], exact BER expressions are derived for VLC-
NOMA system with an arbitrary number of users employing on-off keying (OOK).

On the other hand, the BER for a SISO Rayleigh fading wireless channel is consid-
ered in [35], where exact closed-form BER expressions are derived for the DL while
approximate expressions are derived for the UL. However, these expressions are lim-
ited to a two-user NOMA considering QPSK for the near user and BPSK for the far
user. The authors in [43] derived closed-form expressions for the union bound on the
BER of DL NOMA with imperfect SIC over Nakagami-m fading channels. The tight-
ness of the derived bounds varies based on various system parameters, and the gap
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between the bound and exact BER may exceed 3 dB. Furthermore, analytical expres-
sions of the pairwise error probability (PEP) are given in [51] for an arbitrary number
of users and modulation orders while considering imperfect SIC over Nakagami-m
fading channels. The presented analytical and simulation results show that the gap
between the exact BER and PEP can be substantial, particularly for low and moder-
ate signal to noise ratios (SNRs). Assaf et al. [48] derived exact BER closed-form
expressions for DL NOMA over SISO Nakagami-m fading channels for the two and
three-user scenarios with QPSK. In [93], closed-form BER expressions are derived for
a two-user DL NOMA-VLC system while considering a limited set of modulation or-
ders for phase-shift keying (PSK), pulse amplitude modulation (PAM), and QAM. In
addition, Alqahtani and Alsusa [57] derived exact closed-form BER expressions for
a two-user case employing BPSK in flat fading channels that are modeled by α-η-µ
fading distribution to study the significance of different fading parameters on the BER
performance.

Aldababsa et al. [50] presented closed-form BER expressions for an arbitrary num-
ber of users employing BPSK in Rayleigh flat fading, assuming perfect SIC. They also
derived the range of proper power assignment for each user to ensure reliable BER
performance. In [34], Assaf et al. extended the work in [48] for a two-user NOMA,
where each user may use square QAM with arbitrary modulation. Additionally, proper
power assignment was formulated to ensure fairness between the users and to avoid
constellation points overlap. Besides the fact that the work is limited to the two-user
scenario, modulation schemes such as BPSK and 8-QAM modulation orders are not
considered. In [13] exact closed-form BER expressions are derived for VLC-NOMA
system consisting of two users with OOK modulation in underwater environments.
Analytical SER expressions for NOMA are given in [26, 31, 75, 76, 90, 91]. The au-
thors of [26] considered the two-user case in DL NOMA using arbitrary QAM with
imperfect SIC. In addition, the condition for proper power assignment is considered
for the two users case. The approximated BER using SER is found to be inaccurate
for high modulation orders, or at low SNR values [34]. Moreover, the authors of [91]
considered a threshold detector instead of SIC. It is found that the analytical perfor-
mance of the proposed detector is very close to the SIC detector. Nonetheless, the SIC
detector outperforms the threshold detector at low SNRs. A comprehensive survey of
work that considers BER and SER of NOMA is given in Table 3.1. In this table, SIC
refers to imperfect SIC, while Approx. SIC represents perfect SIC.
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Table 3.1: Error rate performance analysis survey

Metric Year [#] Direction Antennas Channel M N Receiver

SER

2017 [31]

DL
SISO

AWGN ∀M,2∗

2

SIC

2019
[26] Rayleigh ∀M SIC
[75] AWGN ∀M• Approx. SIC
[76] AWGN 4 SIC

2020
[90] VLC ∀M SIC
[91] SIMO Rayleigh ∀M Threshold based

BER

2017 [61]

UL
SISO

AWGN 4

2

SIC

2019
[64] Rician 2∗ JMLD
[65] SIMO Rayleigh 4 JMLD

2020 [63]

SISO

AWGN 4 + 2∗

SIC

2017 [96] DL VLC 2⋆ ∀N

2018
[35] DL, UL Rayleigh 4 + 2∗ 2
[92]

DL

VLC ≤ 16∗ 2

2019
[48] Nakagami-m 4 2,3
[93] VLC ≤ 16∗, ∀M• 2
[94] SIMO Rayleigh 4 2 SIC

2020

[35]

SISO

Rician 4 2,3 JMLD
[34] Rayleigh ∀M 2 SIC
[50] Rayleigh 2∗ ∀N Approx. SIC
[57] α-η-µ 2∗

2

JMLD
[36] Rayleigh ≤ 4∗ SIC
[13] Underwater VLC 2⋆ SIC
[55] κ-µ ∀M Approx. SIC

Current SIMO Rayleigh ∀M ∀N JMLD

.................................⋆: OOK, ∗: PSK, •: PAM and QAM, No sign: QAM.

3.2.1 Motivations and Contributions

As can be noted from the surveyed literature, and to the best of the authors’ knowl-
edge, the existing work that considers BER analysis for DL NOMA has one or more
constraints in terms of the number of users, modulation order or accuracy. However,
the availability of analytical BER analysis tools is indispensable for efficient system
design and optimization. Hence, this work considers the BER performance analysis of
NOMA with an arbitrary number of users, where each user employs an arbitrary mod-
ulation order. The considered modulation schemes are BPSK and M-QAM with square
and rectangular constellations. The obtained BER analysis is crucial for various appli-
cations such as adaptive modulation, resource allocation, user pairing, optimal power
allocation and QoS requirements’ satisfaction. The main contributions of this work
can be summarized as follows:

1. Derive closed-form BER expressions for DL NOMA with an arbitrary number
of users, where each user may use BPSK, or M-QAM with square and rectan-
gular constellations. The analysis is applicable to NOMA systems with receiver
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diversity as well.

2. Derived the asymptotic BER to simplify the BER calculation at high SNRs.

3. Evaluated the BER for different power assignments and provided insights into
the error performance of a large number of users and high modulation orders.

4. Derive closed-form expressions for the PCBs to solve the constellation points
ambiguity problem for N ∈ {2,3}, where arbitrary modulation orders are also
considered.

5. Evaluated the impact of changing the modulation order of certain users on the
BER of other NOMA users, which is necessary for adaptive modulation and
resource allocation operations.

6. Compute the optimal power assignments that minimize the system’s average
BER for N = 2 and 3 cases while considering the PCBs as linear and non-linear
constraints.

3.3 System and Channel Models

In DL NOMA, the base station multiplexes the information symbols of N users using
the same radio resources by assigning each user a distinct power coefficient based on
its channel conditions. Without loss of generality, we assume that N users are ordered
in ascending order based on their average channel gain, i.e. E[|h1|2]> E[|h2|2]> · · ·>
E[|hN |2], where hn is the channel frequency response of the link between the base
station and the nth user, i.e. Un, n ∈ {1,2, . . . ,N}. Therefore, the power assignment is
performed such that a user with severe fading conditions is assigned higher power than
a user with good channel conditions [43, 48]. Consequently, the power coefficients
α = [α1,α2, . . . ,αN ] are assigned such that α1 < α2 < · · · < αN , where ∑

N
n=1 αn = 1.

Figure 3.1 shows an illustrative diagram of the system model for a single cell with
JMLD receivers. Therefore, the NOMA symbol is described by

xSC =
N

∑
n=1

√
αnxn (3.1)

where xn is the information symbol of the nth user, which is drawn uniformly from
a BPSK or M-QAM constellation χn. The nth user modulation order is Mn, Mn =

log2 Mn and m = [M1,M2, . . . ,MN ].
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Figure 3.1: Illustrative diagram of the system model.

Figure 3.2: Constellation points of: (a) All users without superposition coding. (b) U2 and the superposition coding of U1 and U2.
(c) U3 and the superposition coding of U1, U2 and U3.

For QAM signals, the information symbols typically have E[xn] = 0 and E[|xn|2] =
1 ∀n, consequently, E[|xSC|2] = 1. Without loss of generality, the real and imagi-
nary components of xSC are denoted by Aν1,ν2,...,νN , νn ∈ {0,±1,±3, . . . ,±Λn}, where
Λn = 2⌈log2

√
Mn⌉− 1 and the real and imaginary components of xSC are related to the

individual users symbols, and for notational simplicity we define ν̀n ≜ −νn. There-
fore, the real and imaginary components of xSC can be expressed as Aν1,ν2,...,νN =

∑
N
n=1 νn

√
αn
κn

and κn is a scaling factor that is used to normalize the data symbols such

that E[|xn|2] = 1. For the special case of square QAM, Λn ≜
√

Mn−1, and

κn ≜
2
3
(Mn−1) . (3.2)

Figure 3.2 shows an example for N = 3, where m = [2,2,2]. In Figure 3.2a, the
constellation diagram for each user is shown separately and the xSC real and imaginary
components are annotated accordingly. It is worth noting that the constellation for
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each user is presented after scaling with its respective power coefficient αn. Figure
3.2b shows the resultant constellation after the superposition of U1 and U2 symbols.
In Figure 3.2c, the overall NOMA constellation is presented showing the real and
imaginary components for each constellation point. There is no imaginary component
of the NOMA symbol as all users use BPSK. On the other hand, the maximum real
component is A111 =

√
α1 +

√
α2 +

√
α3. The other real and imaginary components

can be found by considering the different combinations of ν1,ν2, . . . ,νN .
The bit-to-symbol mapping considered in this work follows the widely used model,

where only the individual user bit mapping is based on Gray mapping as shown in
Figure 3.2a. Therefore, the NOMA constellation will not be Gray mapped. The con-
stellation diagrams in Figure 3.2 are labeled using binary numbers that represent the
symbol values in bits. The NOMA bit-word is denoted by b = [b1,b2, . . . ,bq], where
q = ∑

N
i=1 Mi and b1 is the most significant bit (MSB). The nth individual user bits can

be expressed as bn = [bOn,bOn+1, . . . ,bOn+Mn−1], where bOn is user’s MSB, and

On =

{
1, n = 1
1+∑

n−1
i=1 Mn−i, n > 1

. (3.3)

For the example in Figure 3.2c, b1 = [b1] belongs to U1, b2 = [b2] belongs to U2, and
b3 = [b3] belongs to U3. It is worth noting that using nonlinear mapping for the NOMA
constellation may provide some error rate performance improvement, however, the
gained improvement is generally small and increases the receiver complexity [97, 98].
The BER analysis for Gray mapped NOMA generally follows the same approach used
for linear mapping. At the receiver side, the received baseband signal in flat fading
channels is written as

yn = hnxSC +wn (3.4)

where wn ∼ CN (0,N0) is the AWGN, and Re[wn] ⇔ Im[wn] ≜ w̃n ∼ N (0,N0/2),
while the noise spectral density is given as N0

2 = σ2
wn

. In channels with small scale
Rayleigh fading and large scale pathloss, the channel gain can be decomposed as
hn =

√
βn× ℏn, where ℏn ∼ CN (0,σ2

ℏn
), βn = ϒ−λ

n , ϒn is the distance between the
base station and Un, and λ is the pathloss exponent. The coefficients ℏ1,ℏ2, . . . ,ℏN are
mutually independent and identically distributed (i.i.d) random variables.

The most common schemes for multi-user detection of NOMA signals are the SIC
and the JMLD detectors [34, 35]. The main difference between SIC and JMLD is that
the former attempts to cancel the interference of other users, while the latter detects the
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users’ signals jointly without interference cancellation. Nevertheless, Assaf et al. [23]
proved that the BER performance of SIC and JMLD is identical for the DL NOMA
under perfect knowledge of channel state information (CSI).

Considering SIC, user N symbols can be detected directly using a single-user max-
imum likelihood detector (MLD) such that

x̂N = arg min
xN∈χN

|yN−hN
√

αNxN |2 (3.5)

where xi represents the trail symbols for the ith user taken from the symbol alphabet
χi.

Furthermore, the strong IUIs will be cancelled for the nth user signal which can be
detected as

x̂n = arg min
xn∈χn

∣∣∣∣yn−hn

N

∑
i=n+1

√
αix̂i︸ ︷︷ ︸

residual interference

−hn
√

αnxn

∣∣∣∣2 (3.6)

On the other hand, JMLD can recover the information symbols of all users jointly
such that

{x̂1, x̂2, ..., x̂N}= arg min
xi∈χi

∣∣∣∣∣yn−hn

N

∑
i=1

√
αixi

∣∣∣∣∣
2

(3.7)

where {x̂1, x̂2, ..., x̂N} are the jointly detected N users’ symbols, and xi represents the
trail symbols for the ith user taken from the symbol alphabet χi. In this work, we
consider JMLD to enable a compact systematic analysis.

3.4 BER Analysis: Different Examples

The BER can be obtained by considering all the possible NOMA constellation points
transmission. For equally probable symbols, the conditional BER can be found by
considering the rightmost symbols due to symmetry. Hence the conditional BER can
be written as

PBn|γn =
1

2N−1

2q−2

∑
i=1

P(i)
Bn

(3.8)

where γn is the instantaneous which is defined as γn ≜
2|hn|2

N0
and q = ∑

N
i=1 Mi. To prove

that JMLD has identical BER performance to SIC under perfect CSI assumption, the
performance of both detectors needs to be derived [34, 48].
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Figure 3.3: NOMA constellation points for N = 2, m = [2,2] where the decision regions boundaries for U1 are shown.

3.4.1 JMLD and SIC Analysis

The case of N = 2 is considered where BPSK is used by both users. It is noted that
the number of possible NOMA constellation points is 4 which is proportional to the
number of users N where the total number of NOMA constellation points is given
as 2N . Moreover, the near user, U1 could use SIC or JMLD to detect its own signal
whereas the far user, U2, detects it signal directly using hard decision considering U1

signal to be in the noise floor. The hard decision is represented by the MLD which
can be implemented using (3.7). Hence, the analysis of U2 is not in the scope of this
subsection.

3.4.1.1 JMLD analysis

Case 1: The transmitted NOMA word is, X = 00, where the amplitude in this case
is A11. The transmitted symbol is detected erroneously if the AWGN level shifts the
transmitted symbol to one of the decision regions where the bit value is flipped. The
NOMA constellation points and the decision regions can be seen in Figure 3.3. There-
fore,

P(1)
B1

= Pr
(

w̃ <−
{

A11−
A11 +A1̀1

2

})
−Pr

(
−
{

A11 +
A11 +A1̀1

2

}
< w̃ <−A11

)
(3.9)

where the user index is dropped from w̃ for notational simplicity. Thus,

P(1)
B1

=
1√

2πσ2
w

∫ −A11+A1̀1
2

−∞

exp
(
−w̃2

2σ
2
w

)
dw̃− 1√

2πσ2
w

∫ −A11

−
3A11−A1̀1

2

exp
(
−w̃2

2σ
2
w

)
dw̃

= Q
(√

A1,1

)
+Q

(√
A2,1

)
−Q

(√
A4,1

)
(3.10)
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where Q(.) is the Gaussian function, and the definitions of Al,n for N = 2 case can be
found in Table A.1 in the Appendix.

Case 2: The transmitted NOMA word is, X = 10, where the amplitude is A1̀1 and
the error event can be computed as the sum of two events, i.e., P(2)

B1
= P(2a)

B1
+P(2b)

B1
,

where

P(2a)
B1

= Pr
(

w̃ >

{
A11 +A1̀1

2
−A1̀1

})
= Q

(√
A1,1

)
(3.11)

and

P(2b)
B1

=Pr(w̃ <−A1̀1)−Pr
(

w̃ <−
{

A1̀1 +
A11 +A1̀1

2

})
= Q

(√
A3,1

)
−Q

(√
A5,1

)
. (3.12)

Thus,

P(2)
B1

= Q
(√

A1,1

)
+Q

(√
A3,1

)
−Q

(√
A5,1

)
. (3.13)

For the remaining cases, Cases 3 and 4, the BER is equal in Cases 2 and 1, respectively.
Therefore, the conditional BER of U1 is given by

PB1|γ1 =
5

∑
i=1

ciQ
(√

Ai,1

)
(3.14)

where c = 1
2 [2,1,1,−1,−1].

3.4.1.2 SIC analysis

There are two assumptions in the literature for SIC process, one assumes that SIC is
perfect and it cancels the interference perfectly. The other assumption is the imperfect
SIC which is based on the fact the AWGN and the wireless channel could result in
wrong interference cancellation at the receiver. Here the second assumption is assumed
where to get the BER, the case of correct SIC and incorrect SIC most be considered.

Case 1: The transmitted amplitude in this case is A11. By splitting this case to two
sub-cases, correct SIC and incorrect SIC, the error occurs in two ways. First, when
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SIC is correct, the detected amplitude is A10 and the probability of error is

P(1a)
B1

= Pr(w̃ <−A10∩ w̃ >−A11)

= Pr(−A11 < w̃ <−A10)

= Q
(√

A1,1

)
−Q

(√
A4,1

)
(3.15)

whereas when SIC is incorrect, the detected amplitude is A12 and the probability of
error can be written as

P(1b)
B1

= Pr(w̃ <−A12∩ w̃ <−A11) = Pr(w̃ <−A12) = Q
(√

A2,1

)
(3.16)

Hence, the BER for this can be written as

P(1)
B1

= Q
(√

A1,1

)
+Q

(√
A2,1

)
−Q

(√
A4,1

)
(3.17)

Case 2: The transmitted amplitude in this case is A1̀1. By splitting this case to two
sub-cases, correct SIC and incorrect SIC, the error occurs in two ways. First, when
SIC is correct, the detected amplitude is A1̀0 and the probability of error is

P(2a)
B1

= Pr
(
w̃ > A10∩ w̃ >−A1̀1

)
= Pr(w̃ > A10) = Q

(√
A1,1

)
(3.18)

whereas when SIC is incorrect, the detected amplitude is A1̀2 and the probability of
error can be written as

P(2b)
B1

= Pr
(
w̃ >−A1̀2∩ w̃ <−A1̀1

)
= Pr

(
A1̀1 < w̃ < A1̀2

)
= Q

(√
A3,1

)
−Q

(√
A5,1

)
(3.19)

Hence, the BER for this can be written as

P(2)
B1

= Q
(√

A1,1

)
+Q

(√
A3,1

)
−Q

(√
A5,1

)
(3.20)

By averaging (3.17) and (3.20) the conditional BER for SIC can be found. It can be
seen that the SIC performance is identical to JMLD AWGN channel (3.14). In addition,
the performances are identical in fading channels if the CSI is perfectly known at the
receiver.
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Figure 3.4: NOMA constellation points for N = 2, m = [2,2] where the decision region boundary for U2 are shown.

3.4.2 Conditional BER Analysis: Two Users Case

In this subsection, the analysis of the conditional BER for two users case using BPSK
will be shown based on the JMLD detector. Since the analysis of U1 was shown in the
previous subsection, it is omitted here and the analysis of U2 is only shown. The only
decision region boundary for U2 is shown in Figure 3.4.

Case 1: The same transmitted amplitude as in U1. However, its decision boundary
is zero. Therefore, the conditional BER is

P(1)
B2

= Pr(w̃ <−A11) = Q
(√

A1,2

)
. (3.21)

Case 2: The transmitted amplitude is A1̀1. Thus, the conditional BER is

P(2)
B2

= Pr(w̃ <−A1̀1) = Q
(√

A2,2

)
. (3.22)

The remaining cases, Cases 3 and 4, have identical BER to their peers, Cases 2 and 1,
respectively. Therefore, it sufficient to only consider the positive side. Consequently,
the conditional BER is

PB2|γ2 =
2

∑
i=1

ciQ
(√

Ai,2

)
(3.23)

where c = 1
2 [1,1].

3.4.3 Conditional BER Analysis: Three Users Case

In this subsection, the analysis of the conditional BER for three users case using BPSK
will be demonstrated for the JMLD detector. The decision regions boundaries for the
three users are shown in Figure 3.5. Similar to the previous subsection, however, the
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Figure 3.5: NOMA constellation points for N = 3 with the decision regions boundaries of: (a) U1. (b) U2. (c) U3.

number of users is 3. Hence, the amplitude of the transmitted symbol is determined by
the three power coefficients, α1, α2 and α3. The same strategy to get the BER will be
followed here as well.

3.4.3.1 Near user analysis

Case 1: The transmitted NOMA word is, X = 000, where the amplitude in this case
is A111. The BER of this case is shown in (3.24). Note that the definitions of Al,n for
N = 3 case can be found in Table A.2 in the Appendix.

P(1)
B1

= Pr
(

w̃ <−
{

A111−
A111 +A1̀11

2

})
−Pr

(
−
{

A111−
A11̀1 +A1̀1̀1

2

}
< w̃ <−

{
A111−

A1̀11 +A11̀1
2

})
−Pr

(
−
{

A111 +
A11̀1 +A1̀1̀1

2

}
< w̃ <−A111

)
−Pr

(
−
{

A111 +
A111 +A1̀11

2

}
< w̃ <−

{
A111 +

A1̀11 +A11̀1
2

})
= Q

(√
A1,1

)
+Q

(√
A2,1

)
+Q

(√
A3,1

)
+Q

(√
A4,1

)
−Q

(√
A14,1

)
−Q

(√
A15,1

)
−Q

(√
A16,1

)
. (3.24)

Case 2: The transmitted NOMA word is, X = 100, where the amplitude in this case is
A1̀11. The error can be computed as the sum of two events, i.e., P(2)

B1
= P(2a)

B1
+P(2b)

B1
,

where

P(2a)
B1

= Pr
(

w̃ >

{
A111 +A1̀11

2
−A1̀11

})
= Q

(√
A1,1

)
(3.25)
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and

P(2b)
B1

= Pr
(

w̃ <−
{

A1̀11−
A1̀11 +A11̀1

2

})
−Pr

(
−A1̀11 < w̃ <−

{
A1̀11−

A11̀1 +A1̀1̀1
2

})
−Pr

(
−
{

A1̀11 +
A1̀11 +A11̀1

2

}
< w̃ <−

{
A1̀11 +

A11̀1 +A1̀1̀1
2

})
−Pr

(
w̃ <−

{
A1̀11 +

A111 +A1̀11
2

})
= Q

(√
A5,1

)
+Q

(√
A6,1

)
+Q

(√
A7,1

)
−Q

(√
A17,1

)
−Q

(√
A18,1

)
−Q

(√
A19,1

)
. (3.26)

Thus,

P(2)
B1

= Q
(√

A1,1

)
+Q

(√
A5,1

)
+Q

(√
A6,1

)
+Q

(√
A7,1

)
−Q

(√
A17,1

)
−Q

(√
A18,1

)
−Q

(√
A19,1

)
. (3.27)

Case 3: The transmitted NOMA word is, X = 010, where the amplitude is A11̀1. Sim-
ilarly, the error can be computed as the sum of two events, i.e., P(3)

B1
= P(3a)

B1
+P(3b)

B1
,

where

P(3a)
B1

= Pr
(

w̃ >

{
A1̀11 +A11̀1

2
−A11̀1

})
−Pr

(
w̃ >

{
A111 +A1̀11

2
−A11̀1

})
= Q

(√
A5,1

)
−Q

(√
A20,1

)
(3.28)

and

P(3b)
B1

= Pr
(

w̃ <−
{

A11̀1−
A11̀1 +A1̀1̀1

2

})
−Pr

(
−
{

A11̀1 +
A11̀1 +A1̀1̀1

2

}
< w̃ <−A11̀1

)
−Pr

(
−
{

A11̀1 +
A111 +A1̀11

2

}
< w̃ <−

{
A11̀1 +

A1̀11 +A11̀1
2

})
= Q

(√
A8,1

)
+Q

(√
A9,1

)
+Q

(√
A10,1

)
−Q

(√
A21,1

)
−Q

(√
A22,1

)
.

(3.29)
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Thus,

P(3)
B1

= Q
(√

A5,1

)
+Q

(√
A8,1

)
+Q

(√
A9,1

)
+Q

(√
A10,1

)
−Q

(√
A20,1

)
−Q

(√
A21,1

)
−Q

(√
A22,1

)
. (3.30)

Case 4: The transmitted NOMA word is, X = 110, where the amplitude is A1̀1̀1. The
BER can be computed as the sum of two events, i.e., P(4)

B1
= P(4a)

B1
+P(4b)

B1
, where

P(4a)
B1

= Pr
(

w̃ >

{
A11̀1 +A1̀1̀1

2
−A1̀1̀1

})
−Pr

({
A1̀11 +A11̀1

2
−A1̀1̀1

}
< w̃ <

{
A111 +A1̀11

2
−A1̀1̀1

})
= Q

(√
A8,1

)
+Q

(√
A11,1

)
−Q

(√
A23,1

)
(3.31)

and

P(4b)
B1

= Pr
(
w̃ <−A1̀1̀1

)
−Pr

(
−
{

A1̀1̀1 +
A1̀11 +A11̀1

2

}
< w̃ <−

{
A1̀1̀1 +

A11̀1 +A1̀1̀1
2

})
−Pr

(
w̃ <−

{
A1̀1̀1 +

A111 +A1̀11
2

})
= Q

(√
A12,1

)
+Q

(√
A13,1

)
−Q

(√
A24,1

)
−Q

(√
A25,1

)
. (3.32)

Thus,

P(4)
B1

= Q
(√

A8,1

)
+Q

(√
A11,1

)
+Q

(√
A12,1

)
+Q

(√
A13,1

)
−Q

(√
A23,1

)
−Q

(√
A24,1

)
−Q

(√
A25,1

)
. (3.33)

The cases from 5 – 8 are dropped for brevity. Note that the analysis is identical for
both sides. Therefore, the conditional BER can be expressed by

PB1|γ1 =
25

∑
i=1

ciQ
(√

Ai,1

)
(3.34)

where c = 1
4 [2,1,1,1,2,1,1,2,1,1,1,1,1,−1, . . . ,−1].
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3.4.3.2 Middle user analysis

Case 1: The BER of this case is

P(1)
B2

= Pr
(

w̃ <−
{

A111−
A1̀11 +A11̀1

2

})
−Pr

(
−
{

A111 +
A1̀11 +A11̀1

2

}
< w̃ <−A111

)
= Q

(√
A1,2

)
+Q

(√
A2,2

)
−Q

(√
A8,2

)
. (3.35)

Case 2: The BER of this case is

P(2)
B2

= Pr
(

w̃ <−
{

A1̀11−
A1̀11 +A11̀1

2

})
−Pr

(
−
{

A1̀11 +
A1̀11 +A11̀1

2

}
< w̃ <−A1̀11

)
= Q

(√
A3,2

)
+Q

(√
A4,2

)
−Q

(√
A9,2

)
. (3.36)

Case 3: The BER can be computed as the sum of two events, i.e., P(3)
B2

= P(3a)
B2

+P(3b)
B2

,
where in

P(3a)
B2

= Pr
(

w̃ >

{
A1̀11 +A11̀1

2
−A11̀1

})
= Q

(√
A3,2

)
(3.37)

and

P(3b)
B2

= Pr
(
w̃ <−A11̀1

)
−Pr

(
w̃ <−

{
A11̀1 +

A1̀11 +A11̀1
2

})
= Q

(√
A5,2

)
−Q

(√
A10,2

)
. (3.38)

Thus,

P(3)
B2

= Q
(√

A3,2

)
+Q

(√
A5,2

)
−Q

(√
A10,2

)
. (3.39)

Case 4: Similarly, the BER, can be computed as the sum of two events, i.e., P(4)
B2

=

P(4a)
B2

+P(4b)
B2

, where

P(4a)
B2

= Pr
(

w̃ >

{
A1̀11 +A11̀1

2
−A1̀1̀1

})
= Q

(√
A6,2

)
(3.40)
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and

P(4b)
B2

= Pr
(
w̃ <−A1̀1̀1

)
−Pr

(
w̃ <−

{
A1̀1̀1 +

A1̀11 +A11̀1
2

})
= Q

(√
A7,2

)
−Q

(√
A11,2

)
. (3.41)

Thus,

P(4)
B2

= Q
(√

A6,2

)
+Q

(√
A7,2

)
−Q

(√
A11,2

)
. (3.42)

Finally, the conditional BER can be written as

PB2|γ2 =
11

∑
i=1

ciQ
(√

Ai,2

)
(3.43)

where c = 1
4 [1,1,2,1,1,1,1,−1, . . . ,−1].

3.4.3.3 Far user analysis

Similarly, the bit error probability for cases 1, 2, 3 and 4 are given in (3.44-(3.47),
respectively.

P(1)
B3

= Pr(w̃ <−A111) = Q
(√

A1,3

)
(3.44)

P(2)
B3

= Pr
(
w̃ <−A1̀11

)
= Q

(√
A2,3

)
(3.45)

P(3)
B3

= Pr
(
w̃ <−A11̀1

)
= Q

(√
A3,3

)
(3.46)

P(4)
B3

= Pr
(
w̃ <−A1̀1̀1

)
= Q

(√
A4,3

)
. (3.47)

Thus, the conditional BER for the far user is

PB3|γ3 =
4

∑
i=1

ciQ
(√

Ai,3

)
(3.48)

where c = 1
4 [1,1,1,1].
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3.4.4 Unconditional BER Analysis

The conditioning can be eliminated by averaging the conditional BER over the PDF of
γn

PBn =
∫

∞

0
PBn |γn p(γn)dγn. (3.49)

By substituting the general representation of PBn in (3.49) we obtain,

PBn = ∑
i

ci

∫
∞

0
Q
(√

Ai,n

)
p(γn)dγn (3.50)

where Ai,n =
2|hn|2gi,n

N0
= gi,nγn and gi,n is a constant. By noting that hn is a Gaussian

complex random variable, then |hn| is Rayleigh distributed, γn is exponentially dis-
tributed. Therefore, the PDF of γn is exponential as well,

p(γn) =
1
γn

exp
(
−γn

γn

)
(3.51)

where γn =
2E[|hn|2]

N0
. Using the Craig representation of the Q-function

Q(x) =
1
π

∫
π/2

0
exp
(
−x2

2sin2
θ

)
dθ (3.52)

and the moment generation function (MGF) of the exponential PDF [22, Eq. (5.3)],
the BER expression can be written as,

PBn = ∑
i

1
π

ci

∫
π/2

0
Mγn

(
−A i,n

2sin2
θ

)
dθ =

1
2 ∑

i
ci ζ(Ai,n) (3.53)

where Mγn (−s) = 1/(1 + sγn) and ci is the coefficient multiplied by the Gaussian

function in the conditional BER. Also, ζ(Ai,n) = 1−
√

A i,n/(2+A i,n) and A i,n =

2E[|hn|2]gi,n
N0

.

3.5 Generalized BER Analysis

To simplify the BER analysis in this section, a simple example shown in Figure 3.6
is considered where m = [4,4,2]. The analysis for this example is generic where the
steps are based on the principles shown in Section 3.4. These steps can be applied for
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Figure 3.6: Constellation points of: (a) All users without superposition coding. (b) U2 and the superposition coding of U1 and U2.
(c) U3 and the superposition coding of U1, U2 and U3.
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Figure 3.7: Mapping NOMA constellation points to scatter matrices P̆ and B̆k for m = [4,4,2].

an arbitrary number of users and arbitrary modulation orders. In this section, the con-
ditional BER expressions will be derived and then the unconditional BER expressions
will be shown. To get the BER, all possible transmitted symbols must be considered.
Nonetheless for equally probable symbols, the BER can be calculated considering only
the first quadrant in the space diagram due to symmetry. The analysis of the condi-
tional BER is based on the probability that a transmitted NOMA symbol leads to a
erroneously received bit. Therefore, finding the decision regions for each bit is crucial.
Once these decision regions are determined, the BER calculation for each transmitted
symbol can be calculated by finding the Euclidean distance to the decision regions’
boundarys (DRBs).

3.5.1 Decision Regions’ Boundaries

To evaluate the BER, the DRBs for each bit should be specified. This can be achieved
by segmenting the NOMA constellation into q constellation diagrams each of which
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Algorithm 3.1: Generation of scatter matrix P̆.
Input: p
Output: P̆

1 u = length(unique(Re[p]))
2 v = length(unique(Im[p]))
3 pRe = sort(Re[p],“ascend”)
4 PRe = reshape(pRe, [u,v])
5 p∗Im = sort(Im[p],“descend”)
6 p∗∗Im = unique(p∗Im)
7 pIm = reshape(p∗∗Im, [u,1])
8 P̆ = PRe +1 j×pIm

corresponds to a particular bit. For example, the binary representation of the top-left
symbol in Figure 3.7 is 01011 since q = 5. Consequently, the top-left bit in each of
the 5 constellations will be 0, 1, 0, 1, 1, respectively. The remaining points in all
bit constellations can be obtained by following the same approach. To generate the
constellations more systematically, we define p ∈ C1×2q

as a vector that contains all
possible NOMA symbols. Then vector ḃ is generated by converting the symbols in
p into binary, and ḃk ∈ B1×2q

, k ∈ {1,2, . . . ,q}, is obtained by segmenting ḃ into q

vectors ḃ1, ḃ2, . . . , ḃq, where ḃ1 contains MSB of all symbols.
The next step is to generate the scatter matrix P̆ ∈ Cu×v, which can be performed

using Algorithm 3.1. The elements of matrix P̆ are the NOMA symbols arranged
exactly according to the constellation diagram. For the example in Figure 3.7, P̆1,1 =

A1̀1̀1̀+1 jA110. The values of u and v are given in Algorithm 3.1. Similarly, each kth bit
vector, ḃk, will have a scatter matrix B̆k ∈ Bu×v. The algorithms to produce the scatter
matrices P̆ and B̆k, ∀k are given in Algorithms 3.1 and 3.2, respectively. Algorithm
3.1 is based on finding the real and imaginary amplitude levels and creating the scatter
matrix P̆ by moving from left to right and top to bottom. Furthermore, Algorithm 3.2
is mainly based on the results from Algorithm 3.1, where symbol to binary mapping
is done to find the kth bit for each constellation point in P̆. Note that the functions
used in Algorithm 3.1 can be found in advanced mathematical software packages such
as Matlab, where length(·) finds the length of a vector, unique(·) returns the unique
elements of a vector, sort(·) orders the elements of a vector, and reshape(·) transforms
the array size. tbh!

Once P̆ is calculated, the real and imaginary primary DRBs, dRe ∈ R1×u−1 and
dIm ∈R1×v−1, can be found by using a sliding window averaging filter with a window
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Algorithm 3.2: Generation of scatter matrices B̆k, ∀k.
Input: ḃk, p, P̆
Output: B̆k, ∀k

1 for i = 1 : u do
2 for j = 1 : v do
3 P̆i, j

to binary−−−−−→ b
4 for k = 1 : q do
5 B̆(k)

i, j = bk

of size 2 whose output can be written as

dRe
U =

1
2

Re
[
P̆1,U + P̆1,U+1

]
(3.54)

and
dIm

V =
1
2

Im
[
P̆V,1 + P̆V+1,1

]
(3.55)

where U ∈ {1,2, . . . ,u− 1} and V ∈ {1,2, . . . ,v− 1}. The kth bit DRBs can be com-
puted using the scatter matrix B̆k, where the DRBs appear if there is a bit flip. There-
fore, exclusive-OR operator can be used over one row or one column of B̆k to find the
bit flip location. This can be expressed as follows,

t(k)ReU
= B̆(k)

1,U ⊕ B̆(k)
1,U+1 (3.56)

and
t(k)ImV

= B̆(k)
V,1⊕ B̆(k)

V+1,1 (3.57)

where tRe
k ∈ B1×u−1 and tIm

k ∈ B1×v−1. Using the constellation diagrams in Figure 3.6,
it can be noted that the kth bit flips in either tRe

k or tIm
k , but not in both at the same time.

The total number of DRBs for the kth bit is given by

ϑk =

{
ϑRe

k , ϑIm
k = 0

ϑIm
k , ϑRe

k = 0
(3.58)

where ϑRe
k = ∑

u−1
i=1 t(k)Rei

and ϑIm
k = ∑

v−1
i=1 t(k)Imi

. Therefore, the kth bit’s DRBs, ḋk ∈R1×ϑk ,
can be found by considering the indices of tRe

k or tIm
k where the entry is 1. These indices
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Figure 3.8: NOMA constellation points for m = [4,4,2] showing the decision regions for: (a) b1. (b) b2. (c) b3. (d) b4. (e) b5.

are stored in zk ∈ R1×ϑk , and hence ḋk elements can be found by

ḋ(k)
i =

 dRe
z(k)i

, ϑIm
k = 0

dIm
z(k)i

, ϑRe
k = 0

. (3.59)

Note that d̆k sorts the elements of ḋk in a descending order, which is required to find
the bit error probability as well as the coefficients matrix which will be explained in
the following subsection. The DRBs of all NOMA bits for m = [4,4,2] are shown in
Figure 3.8 using different color shading.

3.5.2 Euclidean Distance Computation

The BER expressions can be obtained by computing the Euclidean distance between
the constellation points and the DRBs in d̆k ∀k. However, due to constellation diagram
symmetry, it is sufficient to consider only the first quadrant. Thus, we are interested
in p+ which contains the first quadrant symbols of the scatter matrix P̆, where p+ ∈
C1×2q−2

. Therefore, the displacement matrix for the kth bit, ∆k ∈ Rϑk×2q−2
, computes
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the displacement between the first quadrant constellation points and the DRBs which
can be expressed by (3.60). Note that each column in ∆k corresponds to a specific
constellation point in p̃+

k , which is defined in (3.61), while each row corresponds to a
specific DRB in d̆k.

∆k = [δ
(k)
1 ,δ

(k)
2 , . . . ,δ

(k)
2q−2] = p̃+

k − d̆T
k (3.60)

p̃+
k =

{
Re[p+], ϑIm

k = 0
Im[p+], ϑRe

k = 0
. (3.61)

3.5.3 Conditional BER Analysis

The conditional BER can be derived by considering all transmitted and received bit
combinations and their relation to the DRBs. After exhaustive manipulations, the con-
ditional BER per bit can be expressed as

P(k)
B |γ

∗
k =

1
2q−2

ϑk

∑
i=1

2q−2

∑
j=1

c(k)i, j Q
(√

A(k)
i, j

)
(3.62)

where

Ak =
2
∣∣h∗k∣∣2 Ek

N0
= Ekγ

∗
k (3.63)

and the squared Euclidean distance matrix Ek can be calculated using ∆k, where E(k)
i, j =∣∣∣∆(k)

i, j

∣∣∣2, Ak =
[
a(k)1 ,a(k)2 , . . . ,a(k)2q−2

]
, h∗k = hn and γ∗k = γn iff On ≤ k < On +Mn and

n ∈ {1,2, . . . ,N}. Note that the user index is dropped for notational simplicity. The
coefficients matrix is defined as Ck =

[
c(k)1 ,c(k)2 , . . . ,c(k)2q−2

]
, Ck ∈Zϑk×2q−2

. For ϑk = 1,

Ck will reduce to a row vector of length 2q−2 where c(k)1, j = 1 ∀ j. For ϑk > 1, the
elements of Ck can be calculated as

c(k)i, j =

 (−1)i+1 , g(k)j = 0

ϕ

(
i,g(k)j

)
, Otherwise

(3.64)

where g(k)j = ∑
ϑk
i=1 ψ

(k)
i, j and

ψ
(k)
i, j =

{
1, ∆

(k)
i, j < 0

0, Otherwise
(3.65)
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Figure 3.9: Ck and p+ for the example of m = [4,4,2].

and

ϕ

(
i,g(k)j

)
=

{
(−1)i+1 , g(k)j : {≥ i, odd} or {< i, even}
(−1)i , Otherwise .

(3.66)

The expression in (3.62) considers all the constellation points in the first quadrant
of the space diagram. Thus, the weighting factor of 1/2q−2 is considered as these
constellation points are equally probable. For the special case of identical BPSK mod-
ulation orders, this weighting factor becomes 1/2N−1. Furthermore, each column in
Ak corresponds to a specific constellation point where the sum over that column gives
the probability of error for that constellation point.

To demonstrate (3.60)–(3.66), the example shown in Figures 3.6–3.8 is considered
and Ck,∀k is found and shown in Figure 3.9. For brevity, P(2)

B |γ∗2 is computed for the
NOMA word b = bE = [0,1,0,1,0]. It can be seen from Figure 3.8b that bE

2 does not
flip by moving vertically, i.e., it flips only by moving horizontally. The displacement
between the NOMA word bE and d̆2 can be calculated as

δ
(2)
1 = p̃(2)

+

1 − d̆T
2 =

[
∆
(2)
1,1,∆

(2)
2,1 . . . ,∆

(2)
ϑ2,1

]T
. (3.67)

The squared Euclidean distance for (3.67) can be calculated by squaring the vector

elements, i.e. e(2)1 = δ
(2)
1 ⊙δ

(2)
1 =

[
E(2)

1,1 ,E
(2)
2,1 , . . . ,E

(2)
ϑ2,1

]T
. Thus, the first column of Ak

in (3.63) can be written as

a(2)1 =
2 |h∗2|

2 e(2)1
N0

=
[
A(2)

1,1 ,A
(2)
2,1 , . . . ,A

(2)
ϑ2,1

]T
. (3.68)

83



Chapter 3. Exact BER Analysis of NOMA

The probability that b2 is detected erroneously, given that the NOMA word bE is trans-
mitted, can be calculated as

Pr
(

b̂2 ̸=b2|b=bE
)
=Pr

(
w̃>

∣∣∣∆(2)
1,1

∣∣∣)+Pr
(∣∣∣∆(2)

3,1

∣∣∣< w̃<
∣∣∣∆(2)

2,1

∣∣∣)
+Pr

(
−
∣∣∣∆(2)

5,1

∣∣∣< w̃<−
∣∣∣∆(2)

4,1

∣∣∣)+Pr
(
−
∣∣∣∆(2)

7,1

∣∣∣< w̃ <−
∣∣∣∆(2)

6,1

∣∣∣) .
(3.69)

By noting that w̃n ∼N (0,N0/2), then it is straightforward to show that

Pr
(

b̂2 ̸= b2|b = bE
)
=

7

∑
i=1

c(2)i,1 Q
(√

A(2)
i,1

)
. (3.70)

The coefficients c(2)i,1 , ∀i can be calculated by noting that g(2)1 = 3 for this case. There-

fore, using (3.64) gives c(2)1 = [+1,−1,+1,+1,−1,+1,−1]T . Consequently, the con-
ditional BER is calculated for b2 given that the NOMA word bE is transmitted, and
the same approach should be repeated for all constellation points in p̃+

k to compute the
overall conditional BER per bit (3.62). Finally, the nth user conditional BER can be
found by averaging its P(k)

B |γ∗k expressions (3.62). This can be written as

PBn|γn =
1

Mn

On+Mn

∑
k=On

P(k)
B |γ

∗
k . (3.71)

3.5.4 BER Analysis without Receiver Diversity

Similar to Section 3.4 the conditioning can be eliminated by averaging the conditional
BER over the PDF of γk. Thus the unconditional BER per user over a Rayleigh fading
channel can be written as

PBn =
1

2q−1Mn

On+Mn

∑
k=On

ϑk

∑
i=1

2q−2

∑
j=1

c(k)i, j ψ
(k)
i, j (3.72)

where ψ
(k)
i, j ≜ ζ(A(k)

i, j ) = 1−
√

A(k)
i, j / (2+A(k)

i, j ) and A(k)
i, j =

2E[|h∗k|
2
]E(k)

i, j
N0

. It is worth
noting that using the binomial series expansion, the asymptotic BER can be obtained
by substituting ψ

(k)
i, j →

1
A(k)

i, j

into (3.72) [21, p. 185].
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3.5.5 BER Analysis with Adaptive Power Assignment

The power assignment for NOMA has a major impact on the users’ BER, and thus,
it has been considered widely in the literature [26, 34, 35, 43, 48, 75, 76]. The power
assignment for NOMA can be generally classified into three types, which are fixed
power assignment [26, 34, 35], adaptive power assignment based on channel statistical
information [35,43,48,51], and adaptive power assignment based on the instantaneous
fading coefficients [75, 76]. The adaptive power assignment is usually performed to
minimize the system’s average error probability [43, 48, 76], or provide certain error
probability for each user [75]. For the fixed power allocation, the conditional and
average BER expressions are given by (3.71) and (3.72), respectively.

In the case of adaptive power assignment based on the channel statistics, the con-
ditional BER in (3.71) can be used to derive the average BER for any channel model
by using the corresponding PDF of γn in (3.63). It is worth noting that the power
adaptation process is performed after avenging over the PDF of γn. The analysis for
the Rayleigh channel model is given by (3.53). For the third type, the BER should be
conditioned on both, the channel instantaneous fading coefficients and the used power
coefficients. In such scenarios, the power coefficients depend on the fading coeffi-
cients. Hence, they can be written as α = F (h1,h2, . . . ,hN), where F (·) is a general
function that depends on the adopted optimization criterion. Therefore, the BER can
be evaluated by replacing α with F (h1,h2, . . . ,hN) in (3.71), and then averaging over
the PDF of γn. However, deriving the function F (·) and evaluating the average BER
for this power assignment strategy is highly challenging because the relation between
the power and channel coefficients is highly nonlinear [75, 76]. In such scenarios, the
desired power coefficients can be obtained using a particular numerical search method
using (3.71).

3.5.6 BER Analysis with Receiver Diversity

In this work, we consider that the nth user receiver is equipped with Ln receiving
antennas, and the channels between the base station and all receiving antennas are i.i.d
Therefore, the received signal for the nth user is

yn = hnxSC +wn (3.73)

where {yn,hn,ℏℏℏn,wn} ∈ CLn×1, and the entries of these vectors are defined similar to
those of (3.4). The detector in this case can be realized as a maximum ratio combining
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(MRC) followed by the JMLD. Therefore,

{x̂1, x̂2, ..., x̂N}= arg min
xi∈χi

∣∣∣∣∣hH
n yn−∥hn∥2

N

∑
i=1

√
αixi

∣∣∣∣∣
2

. (3.74)

However, the BER for the SIMO case is similar to the SISO one except that the ma-
trix Ak will be replaced by Bk = ∑

L∗k
i=1A

(i)
k , where A(i)

k is equal to Ak per receiving
antenna. Therefore, the PDF of B(k)

i, j , ∀k is a Chi-square with 2L∗k degrees of free-
dom [21, pp. 214-215],

fB(k)
i, j

(
A(k)

i, j

)
=

(
A(k)

i, j

)L∗k−1

(
A(k)

i, j

)L∗k
(L∗k−1)!

exp

−A(k)
i, j

A(k)
i, j

 (3.75)

where L∗k = Ln iff On ≤ k < On+Mn. Based on (3.75) and [94, Eq. (23)], the BER per
bit can be evaluated as

P(k)
B =

1
2q−1

ϑk

∑
i=1

2q−2

∑
j=1

c(k)i, j

1−ψ
(k)
i, j

L∗k−1

∑
r=0

(
2r
r

)1− (ψ
(k)
i, j )

r

4

r. (3.76)

The nth user average BER can be computed by averaging its P(k)
B expressions similar to

(3.71). Moreover, a tight asymptotic BER per bit can be calculated as follows [22, pp.
326-327],

P(k)
B,∞ =

1
2q+L∗k−1

(
2L∗k
L∗k

)
ϑk

∑
i=1

2q−2

∑
j=1

c(k)i, j

 1

A(k)
i, j

L∗k

. (3.77)

While considering the most dominant term in (3.77), the diversity order is L∗k and the
coding gain is the most dominant E(k)

i, j term [22, p. 798].

3.6 PCB Analysis

To enable reliable detection of NOMA symbols using SIC, the power coefficient for
each user should be selected such that the constellation for each user does not overlap
with the other users’ constellations [26, 27, 34, 50]. The PCB can be generally derived
by noting that the nearest constellation point to the origin (NCO) in the first quadrant
of the x-y plane should not cross the x or y axes. However, due to axes symmetry,
it is sufficient to consider the real part of the NCO. Therefore, for N = 2, we have
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√
α2
κ2
−Λ1

√
α1
κ1

> 0. Consequently, the PCB can be written as α1
α2

< κ1
κ2

1
Λ2

1
and the

maximum possible power coefficient for U1 can be obtained by noting that α2 = 1−α1,
and thus α

(N=2)
1,max = κ1

κ1+κ2Λ2
1
. For Mn = 2,4,8,16,64 the factors κn = 1,2,6,10,42, and

Λn = 1,1,3,3,7, respectively.
The PCB for N = 3 can be evaluated recursively by considering first the N = 2

case where U1 and U2 will be combined. Then the constellation that resulted from
combining U1 and U2 constellations is considered as one constellation that will be
combined with that of U3. Therefore, the first constraint that should be satisfied is
identical to N = 2 case which is

α2 > ρ(α1) =
κ2

κ1
Λ

2
1α1 ≜ ρ(α1) . (3.78)

The second step is to ensure that the NCO in the combined constellation does not cross
the y-axis to the negative side. Therefore, the constraint can be written as√

1−α1−α2

κ3
−
[

Λ1

√
α1

κ1
+Λ2

√
α2

κ2

]
> 0. (3.79)

Solving the inequality in (3.79) for either α1 or α2 results in two solutions, η(αn)

and ε(αn) for n ∈ {1,2}, but one of them is not applicable. The desired solution of
(3.79) with respect to α2 will be denoted as η(α1). Therefore, the second constraint
becomes α2 < η(α1). As an example, consider the case of m = [4,4,2] in Figure
3.6, where the obtained solution is η(α1) =

2
3 −

7
9α1− 2

9
√

α1
√

6−8α1. Figure 3.10
visualizes (3.78) and (3.79) which makes it easier to infer the PCBs. The intersection
between (3.78) and η(α1) reflects the maximum possible power coefficient for U1, i.e.,
α
(N=3)
1,max . Therefore, the pair (α1,α2) that satisfies the PCBs must be inside the region

having the bounds of α2 > α1 and α2 <
2
3 −

7
9α1− 2

9
√

α1
√

6−8α1.
Generally, the condition in (3.78) could intersect with the desired solution in (3.79)

more than once. However, the desired α
(N=3)
1,max is the intersection that gives the mini-

mum value of α1. For the arbitrary modulation orders cases, the PCBs are given by
(3.78) and

η(α1)=
κ2

κ1ϖ
2
1

(
ϖ1 [ϖ2 +ϖ3]−2Λ1Λ2κ3

√
α1 [ϖ3−κ2ϖ2]

)
(3.80)
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Figure 3.10: Visualizing the PCBs for m = [4,4,2].

Table 3.2: The PCBs for selected modulation orders, N = 3

m α
(N=3)
1,max ρ(α1) η(α1)

[2,2,2] 1
6 α1

1
2 −
√

α1
( 1

2
√

2−3α1 +
1
2
√

α1
)

[4,4,4] 1
6 α1

1
2 −
√

α1
( 1

2
√

2−3α1 +
1
2
√

α1
)

[8,8,8] 1
154 9α1

1
10 −

9
5
√

α1
( 1

10
√

10−19α1− 9
10
√

α1
)
−α1

[16,16,16] 1
154 9α1

1
10 −

9
5
√

α1
( 1

10
√

10−19α1− 9
10
√

α1
)
−α1

[64,64,64] 1
3186 49α1

1
50 −

49
25
√

α1
( 1

50
√

50−99α1− 49
50
√

α1
)
−α1

where ϖ1=Λ2
2κ3+κ2, ϖ2=Λ2

1α1κ3, ϖ3=κ1(1−α1). Additionally,

α
(N=3)
1,max =

κ1

Λ2
1Λ2κ3 (Λ2+2)+Λ2

1 (κ2 +κ3)+κ1
. (3.81)

Table 3.2 summarizes the PCBs for the identical modulation schemes. It can be seen
that the power coefficients space becomes smaller as the modulation order increases.
Also, it is worth mentioning that the space of the power coefficients for N = 3 becomes
narrower compared to N = 2 because of the extra PCB introduced. Following the same
approach, the PCBs for other values of N can be derived utilizing the conditions in [27].
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These closed-form PCBs expressions can be used as linear and non-linear con-
straints while solving minimization or maximization optimization problems. For ex-
ample, by noting that the average BER of an N users NOMA system is given by
P(N)

B,Avg. =
1
N ∑

N
n=1 PBn . Then the optimal power assignment that minimizes P(N=2)

B,Avg. is
formulated as

min
α

P(N=2)
B,Avg (3.82a)

subject to,

α1 < α
(N=2)
1,max (3.82b)

α1 +α2 = 1 (3.82c)

where (3.82b) satisfies the PCB condition and (3.82c) is considered to ensure that the
transmitted power is normalized to unity. The objective function in (3.82a) is non-
linear, and hence, it is difficult to find a closed-form analytical solution for this prob-
lem. Therefore, the problem can be solved using interior-point optimization, which
provides near-optimal solutions [48]. Similarly, the optimization problem can be ex-
tended to N = 3 case. As such, the optimization problem is formulated as

min
α

P(N=3)
B,Avg (3.83a)

subject to,

α1 < α
(N=3)
1,max (3.83b)

ρ(α1)< α2 < η(α1) (3.83c)

α1 +α2 +α3 = 1 (3.83d)

where (3.83b) is linear, and it is similar to N = 2 case. However, (3.83c) is an ad-
ditional inequality constraint that is introduced for N = 3, where its upper bound is
non-linear, whereas the lower bound is linear. In addition, (3.83d) is to ensure normal-
ized transmission power.

3.7 Results and Discussions

This section presents the exact and asymptotic BER results of a DL NOMA system
using various number of users and modulation orders. The BER and asymptotic BER
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are computed analytically using the generic expressions in Section 3.5, while the BER
is validated by Monte Carlo simulations. In addition, the optimal power assignments
that minimize the system’s average BER for N = 2 and 3 cases are computed, where
the PCBs, derived in Section 3.6, are used as constraints to solve the non-linear op-
timization problem using the interior-point algorithm [48]. It is worth noting that the
PCB constraints increase from one constraint for N = 2, to three constraints for N = 3.
Moreover, the small scale fading is considered to be flat and it follows the Rayleigh
distribution with σ2

ℏn
= 1. The large scale fading is considered as fixed pathloss with

an exponent of λ = 2.7, where the users are at a normalized distance of ϒn = 10
3

5λ
(n−1)

from the base station. The AWGN variance σwn is assumed to be common for all
users, which corresponds to the transmit SNR ≜ 1/2σ2

w [34, 35, 43, 48, 95]. The base
station and all users are assumed to be equipped with a single antenna unless stated
otherwise. The power assignment for N = 2 is performed such that (3.78) is satis-
fied for all the considered modulation orders, where the worst-case scenario is when
m = [8,64], and thus, α = [1× 10−2,0.99]. For N = 3, the power assignment should
satisfy (3.78) and (3.79) simultaneously for all the considered modulation orders, thus,
α = [1× 10−4,1× 10−2,0.9899]. The legends in all figures, where 2 ≤ N ≤ 4 repre-
sent the modulation order vectors m = [M1,M2, . . . ,Mn]. Furthermore, for N > 3 , the
power coefficients are selected using linear search such that the constellation points do
not overlap and the power coefficients order is maintained.

Figure 3.11 shows the analytical and simulation BER results for N = 2, where
both users adopt identical modulation orders. The figure shows that the analytical and
simulation results match very well for all the considered scenarios. Moreover, the
asymptotic BER can be considered as an accurate approximation at high SNR values.
As expected, increasing the modulation order degrades the BER performance, and the
degradation generally follows the case of orthogonal multiple access. For example,
QPSK modulation for both users requires about 3 dB additional power as compared to
BPSK to achieve a BER of 10−2. Moreover, when comparing BPSK and 64-QAM, the
latter requires about 14.4 and 17.5 dB for U1 and U2, respectively, to achieve BERs of
10−2.

Figure 3.12 shows the BER for U1 and U2, where the modulation orders are not nec-
essarily identical. It can be noted that at high SNR values, the BER for each user does
not generally depend on the modulation order of the other user, except for m = [8,64].
It is worth noting that the selected power coefficients for this case are close to the PCB
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Figure 3.11: Analytical (dashed lines), simulated (markers) and asymptotic BER (dotted lines) results, where N = 2 and M1 = M2.

Figure 3.12: U1 and U2 BER for various modulation schemes, where N = 2.

(3.78), while for the rest of modulation orders combinations, the selected power co-
efficients are relatively close to the center of the PCB. Therefore, the IUI can cause
significant BER variations based on the assigned power for each user. The exact BER
change that results by changing the modulation orders is given in Figure 3.13, which is
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Figure 3.13: BER percentage of change with respect to the identical modulation case for N = 2.

computed as the percentage of BER change relative to the identical modulation order
case. For example, the BER percentage of change for U1 with m= [8,4] is calculated as
(PB1|m = [8,4]−PB1|m = [8,8])/PB1|m = [8,8]. However, for U2 with m = [8,4], the
percentage of change is calculated as (PB2|m = [8,4]−PB2 |m = [4,4])/PB2|m = [4,4].
As can be noted from the figure, the percentage of change converges to a constant
value at high SNR values. In addition, the percentage of change for U1 at high SNR
values is within ±2% for all modulation orders, except for m = [8,64], which satu-
rates at +30%. Similarly, the percentage of change for U2 is within ±2%, except for
m = [8,64], and it saturates at +50%.

Figure 3.14 shows the BER using various modulation orders for N = 3. Similar to
the N = 2 case, the BER increase when higher modulation orders are used. However,
the overall BER performance degrades when compared to N = 2 because the power
budget is shared by three users, and additional interference is introduced by U3. Due to
the equal power assignment for all modulation orders, U1 is assigned a very low power
coefficient, which results in poor BER performance. The power coefficient assigned to
U2 is higher than U1 by 20 dB, however, the BER advantage is reduced by 6 dB, which
corresponds to the large scale fading. The same observations apply to U3 since it has
20 dB power advantage over U2. Nonetheless, the power advantage is reduced by the
6 dB relative pathloss difference. The figure also shows the impact of changing the

92



Chapter 3. Exact BER Analysis of NOMA

Figure 3.14: BER for various modulation schemes, where N = 3.

Figure 3.15: BER percentage of change with respect to the identical modulation case for N = 3.

modulation order for certain users on the BER of other users. More specifically, it can
be noted that changing the modulation orders for any two users will have a negligible
effect on the BER of the other users.

Figure 3.15 quantifies the BER variation due to the modulation orders change. As
can be noted from the figure, the change at high SNR values is roughly within ±2%
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Figure 3.16: BER for various modulation schemes, where N = 4.

for all users. At low and moderate SNR values, the change roughly less than ±5%.
Figure 3.16 presents the BER for the case of N = 4. The power coefficients used

are α1 = 10−6, α2 = 10−4, α3 = 10−2 and α4 = 0.989899. Consequently, such power
coefficients require extremely accurate power control at the base station. Similar to the
N = 2 and 3 values, the BER for a particular user is roughly independent of other users’
modulation orders. As can be noted from the figure, the small power coefficients, IUI
and the large scale fading lead to a degraded BER when compared to cases with a lower
number of users. As depicted in Figure 3.17, the impact of changing the modulation
orders of other users on a particular user’s BER generally follows the other considered
cases, where the change of the BER with respect to the identical modulation order is
bounded by ±2%, at high SNR values for all users and modulation orders, except for
m = [4,2,16,8] for U2, which saturates in the range of +10%. At low and moderate
SNR values, the change is within ±5% for all users and modulation orders, except for
m = [4,2,16,8] for U2, where it is about +19%.

Figure 3.18 shows the BER for N = 2,3, . . . ,7, where QPSK modulation is adopted
for all users. The power coefficients for each case are given by:

• N = 2: α =[0.138, 0.862]

• N = 3: α =[2.30×10−2, 0.156, 0.821]

• N = 4: α =[4.40×10−3, 2.96×10−2, 0.165, 0.801]
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Figure 3.17: BER percentage of change with respect to the identical modulation case for N = 4.

Figure 3.18: BER using optimal power coefficients for various number of users, where Mn = 4 ∀n.

• N = 5: α =[9.00×10−4, 5.90×10−3, 3.33×10−2, 0.170, 0.790]

• N = 6: α =[2.00×10−4, 1.20×10−3, 7.00×10−3, 3.57×10−2, 0.173, 0.783]

• N = 7: α =[3.99×10−5, 2.69×10−4, 1.50×10−3, 7.70×10−3, 3.75×10−2,
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Figure 3.19: Analytical (dashed lines), simulated (markers) and asymptotic BER (dotted lines) results for different Ln, where
N = 2 and M1 = M2 = 64.

cccccccccc. 0.175,0.778].

The power coefficients are selected to minimize the system’s average BER given that
SNR = 80 dB. Therefore, the system’s average BER can not be considered minimum
at low SNR values. Nevertheless, by noting that the power coefficients remain approx-
imately unchanged for a wide range of SNR values, then the presented average BER
can be considered near-optimum. Tables A.1 and A.2 present the optimal power co-
efficients that minimize the system’s average BER for various modulation orders and
SNR conditions for N = 2 and 3, respectively. It can be noted from the selected power
coefficients that the difference between α1 and αN becomes significant as N increases.
For example, the power difference between α1 and α7 is about 42.9 dB. Such a high
power difference is due to the necessity of compensating the high attenuation caused
by the large scale fading. Moreover, it is noted from Figure 3.18 that the BER for all
users and values of N approaches the system’s average BER at high SNR values. It is
also worth noting the trade-off between N and the BER, where adding one additional
user to the network causes degradation in the system’s average BER between 6.65 and
8.24 dB at BER of 10−3.

Figure 3.19 considers the BER with receiver diversity. The results are obtained for
N = 2 considering Ln = 1,2 and 4 receiving antennas, and m = [64,64]. As noted from
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the figure, the analytical and simulation results match very well for all the considered
scenarios. Moreover, the figure presents the asymptotic BER, which approaches the
exact BER high SNR values. As compared to SISO, the diversity gain for Ln = 2 is
about 12.3 and 10.2 dB for U1 and U2, respectively, at BER of 10−3. The gain increases
to about 18.9 and 15.6 dB, respectively for U1 and U2, for Ln = 4.

3.8 Conclusions

This chapter has derived asymptotic and exact analytical BER expressions for NOMA
over i.i.d Rayleigh flat fading channels. The derived expressions are applicable for any
number of users, where each user has an arbitrary modulation order including BPSK
and rectangular/square QAM. The results were corroborated via Monte Carlo simu-
lation results. The derived expressions were used to provide insights about the BER
performance in various conditions and system configurations, including some extreme
scenarios in terms of the number of users and modulation orders. For example, the
BER results revealed that the BER of all users converge to the system’s average BER
at high SNR values when the optimal power coefficients are adopted. Moreover, when
the power coefficients are roughly in the middle of the PCBs, the BER of each user
becomes almost independent of the modulation orders of other users, which might be
necessary for adaptive modulation. The closed-form PCBs were derived for the N = 2
and 3 cases with arbitrary modulation orders. These expressions were utilised as linear
and non-linear constraints to compute the optimal power assignment that minimizes
the system’s average BER. Interestingly, using high modulation orders and large num-
ber of users make the power control process very critical, where extremely fine power
tuning is required.
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Chapter 4

Power Tolerant NOMA Using
Data-Aware Power Assignment

4.1 Chapter Introduction

Non-orthogonal multiple access (NOMA) is a promising candidate for future wireless
networks due to its ability to improve the spectral-efficiency and network connectivity.
Nevertheless, the error rate performance of NOMA depends significantly on the power
assignment for each user, which requires accurate knowledge of the channel state in-
formation (CSI) at the transmitter, which can be challenging for several applications
such as wireless sensor networks (WSNs) and Internet of Things (IoT). Therefore, this
chapter proposes a power-tolerant NOMA by adaptively changing the signal power
of each user to reduce the system sensitivity to inaccurate power assignments. The
power adaptation in the power adaptive non-orthogonal multiple access (PANOMA)
is performed based on the transmitted data, and it does not require accurate CSI. To
quantify its potential, the bit error rate (BER) and the lower bound capacity perfor-
mance, over Rayleigh fading channels, are derived in exact closed-forms for two and
three users scenarios. The results demonstrate that PANOMA provides a tangible BER
performance improvement over conventional power-domain (PD) NOMA when both
schemes use optimal and sub-optimal power assignment. The sub-optimal power as-
signment is typically experienced in practical scenarios involving channel time varia-
tion and CSI estimation errors. Hence, robustness to imperfect power assignment is
achieved with PANOMA. Specifically, it will be shown that the PANOMA offers BER
reduction by a factor of 10 for certain scenarios when sub-optimal power values are
assigned for both schemes. Also, it will be shown that for other scenarios PANOMA
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provides a BER performance gain besides the robustness when both schemes use op-
timal power assignment. The integrity of the analytical results is verified via matching
extensive Monte Carlo simulation experiments.

4.1.1 Chapter Organization

The rest of the chapter is organised as follows. In Section 4.2, the related work, and
motivations and contributions are highlighted. In Section 4.3, the system and the chan-
nel models are introduced. Section 4.4 presents the performance analysis of PANOMA
where the BER expressions are derived and the constrained capacity analysis is demon-
strated. Section 4.5 presents the analytical and Monte Carlo simulation results as well
as the optimal power assignments for NOMA and PANOMA systems. Finally, Section
4.6 concludes the chapter with a summary of the main findings.

4.2 Related Work

It is anticipated that the number of devices connected to mobile networks will reach to
25 billion devices by the end of 2020 [84]. The reason for this substantial increase is
the unfolding evolution of traditional cities and homes toward becoming smart. This
includes applications under the umbrella of the IoT and machine-to-machine commu-
nications, which play a central role in many applications such as waste management,
smart transportation systems, and smart buildings [83,99–101]. To support these appli-
cations, the fifth generation (5G) of wireless networks are designed to provide an agile
data transport infrastructure with capabilities that include massive connectivity, larger
spectral-efficiency, and low latency [82]. For instance, according to the 5G standard,
narrowband-IoT will support the massive connectivity of low-cost-low-capability de-
vices, [102], which are known to have low data-rate requirements akin to WSNs, [103].
The responsibility to satisfy such requirements lies mostly within the multiple access
functionality of the communication system, [9]. In the current 5G and previous mobile
communication standards, orthogonal multiple access (OMA) techniques are mostly
used where the resources are allocated to the users of one cell in such a way to prevent
mutual interference.

Meanwhile, recent advances in NOMA, particularly interference cancellation (IC)
to separate the users’ signals at the receiver. IC techniques include parallel interfer-
ence cancellation (PIC) and successive interference cancellation (SIC), with the usual

99



Chapter 4. Power Tolerant NOMA Using Data-Aware Power Assignment

benchmark being the optimum maximum likelihood detector (MLD) [83]. It is shown
in [83] that SIC outperforms PIC when each user is allocated a unique power value.
Furthermore, PIC can be computationally inefficient as it requires a large number of
iterations to provide an acceptable BER, [87]. In [104], it is claimed that SIC can
overcome propagation errors using an iterative approach.

As a key performance metric, the BER of NOMA has been considered by several
researchers [31, 34, 35, 43, 48, 95, 96]. In [43], an exact closed-form solution is de-
rived for the downlink BER of two-user NOMA in a single-input-single-output (SISO)
Rayleigh fading broadcast channel with imperfect SIC. The exact BER for two and
three-user downlink glsnoma is derived in [48] for Nakagami-m fading channels using
quadrature phase-shift keying (QPSK). In [95], the BER for downlink NOMA with an
arbitrary number of users is derived for the Rayleigh fading channel where all users
adopt binary phase-shift keying (BPSK). The analysis is extended for the quadrature
amplitude modulation (QAM) in [24]. The BER results presented in [24, 31, 34, 35,
43, 48, 95, 96] show that the BER of NOMA systems degrades by inter-user interfer-
ence (IUI), which can be significant if the users’ power allocation is not performed
diligently.

Power assignment in NOMA can be generally designed to be fixed or dynamic.
Fixed power assignment has low complexity and does not require prior knowledge of
the CSI at the transmitter [34,35,95,96,105]. However, it cannot satisfy the users’ BER
requirements or minimise the average BER. Alternatively, dynamic power assignment
has the potential to satisfy quality of service (QoS) requirements and minimise the
BER. Dynamic power assignment typically uses the instantaneous or statistical CSI to
allocate the power for each user [31,43,48,106]. The assigned power can be considered
optimum if it is used to minimise certain performance metrics such as the BER. Be-
cause the power assignment is performed at the transmitter side, accurate CSI should
be priorly available at the transmitter, which is highly challenging for mobile chan-
nels and requires substantial feedback overhead. Adaptive power assignment with in
accurate or outdated CSI will not be optimal and may cause severe BER degradation.
In the literature, very little work has considered reducing the BER sensitivity to non-
optimal power assignment. For example, interference alignment is proposed in [106]
to improve the symbol error rate (SER) and support high-reliability low latency IoT
systems. Dynamic power allocation is applied using statistical CSI to minimise the
average asymptotic SER. Although the system offers SER improvement and resilience

100



Chapter 4. Power Tolerant NOMA Using Data-Aware Power Assignment

to non-optimal power assignment, the system requires significant computational com-
plexity, the detection process requires pilot symbols to avoid detection ambiguity, and
the system is limited only to a two-user NOMA. Robust NOMA design with respect
to sum rate and energy efficiency is considered in [107–109]. However, such schemes
are not generally applicable to the BER scenario, and they require substantial compu-
tational power.

Other approaches for improving the BER of NOMA include applying a particu-
lar phase rotation for each user while keeping the power for each user fixed, as well
as incorporating signal space diversity through inphase/quadrature interleaving, [97].
The presented results show that a gain of about 1.3 dB can be obtained, but only
for one of the users. Furthermore, the achieved gain depends on the time/frequency
selectivity of the channel and becomes less significant in flat fading channels. It is
worth noting that this approach increases the transmitter and receiver complexity due
to the additional operations required to modulate and recover the data symbols. Qiu
et al. [110] proposed a class of NOMA schemes where all users’ signals are mapped
into n-dimensional constellations that correspond to the same algebraic lattices to en-
able every user to achieve full diversity. The presented results show a significant BER
improvement at the expense of substantial additional complexity. Such design is based
on the assumption that each symbol experiences mutually independent and identically
distributed (i.i.d) channels, which is a limiting assumption as the channel coefficients
are highly correlated in slow fading channels, unless interleavers with very high depth
are used.

4.2.1 Motivation and Contribution

As can be noted from aforementioned discussions, the BER of NOMA is highly sen-
sitive to the users’ power assignment, particularly for IoT systems, where accurate
CSI is typically difficult to obtain [103]. Moreover, most IoT applications are based
on short packets, and thus, frequent CSI feedback may degrade the system efficiency
significantly. For example in fourth generation (4G) and 5G networks, the CSI feed-
back typically requires 22 bits [111]. Consequently, link adaptation in IoT applications
should be designed to be robust to inaccurate CSI conditions. Therefore, this paper pro-
poses a power-tolerant data-aware adaptive power assignment technique to improve the
BER performance of PD NOMA in scenarios where optimal power allocation cannot
be maintained. The overall idea is motivated by the fact that prior knowledge of IUI
is available at the transmitter, hence it can be utilised to adapt the power per NOMA
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symbol depending on whether IUI is constructive or destructive. It is shown that the
proposed data-aware PANOMA scheme maintains the signal to noise ratio (SNR) at
the receivers almost unchanged, and hence, the BER and capacity experience negligi-
ble degradation as compared to NOMA.

The contributions of this chapter can be summarized as follows:

1. Propose a data-aware power assignment for PD NOMA systems called PANOMA
to improve the system robustness to imperfect power assignments.

2. Evaluate the impact of non-optimal power assignment on the NOMA and PANOMA
systems.

3. Extend the proposed system to QPSK modulation and determine the BER per-
formance gain. Interestingly, it is shown that the inphase and quadrature compo-
nents for each user should be assigned different power to minimise the BER.

4. Derive and evaluate the overall lower bound capacity of both systems and quan-
tifying the PANOMA gain for BPSK and QPSK.

5. Find the optimal power assignment that minimises the system’s average BER
and maximises the system’s constrained capacity for both systems.

4.3 System and Channel Models

4.3.1 Conventional Power-Domain NOMA

As depicted in Figure 4.1, this work considers the downlink of an IoT network where
a control center communicates with a large number of IoT devices, also denoted as
users, which are mostly actuators. To increase the system spectral efficiency, NOMA
is deployed at the base station where each group of N IoT devices are configured
to share the same transmission resources simultaneously. Therefore, the base station
multiplexes the information symbols of N devices by assigning each user a distinct
power coefficient based on the channel conditions. Without loss of generality, we
assume that the N users are ordered in ascending order based on their average channel
gain, i.e. E[|h1|2] > E[|h2|2] > · · · > E[|hN |2], where hn, 1 ≤ n ≤ N, is the complex
channel gain of the link between the base station and the nth user, which is denoted as
Un. Therefore, the power allocation is performed such that a user with severe fading
conditions is assigned higher power than a user with good channel conditions [43,48].
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Figure 4.1: Illustrative diagram of a NOMA-IoT system where users are clustered in groups of three users and served by one
NOMA signal.

In such scenarios, the power coefficients {α1,α2, . . . ,αN} are assigned such that α1 <

α2 < .. . < αN , where ∑
N
n=1 αn = 1. The superposition coding (SC) process at the base

station is described by

xSC =
N

∑
n=1

√
αnxn (4.1)

where xn is the information symbol of the nth user drawn uniformly from an M-ary
phase shift keying (M-PSK) constellation χn. The average power of the transmitted
NOMA symbols is normalized to unity such that E[|xSC|2] = 1, where xSC is the trans-
mitted NOMA symbol. Figure 4.2 shows the constellation diagram of the resultant
superposition NOMA symbol for N = 2 and 3 using BPSK modulation. For N = 2,
the NOMA constellation comprises 4 constellation points, with four different ampli-
tudes. Moreover, it can be noted that the leftmost bit belongs to U1, while the rightmost
bit belongs to U2. The same argument applies for cases where N > 2, and when the
modulation orders are more than 2.

At the receiver front-end, the received baseband signal in flat fading channels is
written as

yn = hnxSC +wn (4.2)

where wn∼CN (0,N0) is the additive white Gaussian noise (AWGN). In channels with
small-scale Rayleigh fading and large scale pathloss, the channel gain hn =

√
βn×ℏn,
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Figure 4.2: Constellation diagram of the transmitted signal when BPSK is used by all users: (a) N = 2. (b) N = 3.

ℏn ∼ CN (0,σ2
ℏn
), βn = ϒ−λ

n , ϒn is the distance between the base station and Un, λ

is the pathloss exponent. The small-scale fading of different users is considered i.i.d
[97, 110]. Given that CSI is known perfectly at the receiver, the information symbols
can be recovered using the joint-multiuser maximum likelihood detector (JMLD),

{x̂1, x̂2, ..., x̂N}= arg min
xi∈χi

∣∣∣∣∣yn−hn

N

∑
i=1

√
αixi

∣∣∣∣∣
2

(4.3)

where {x̂1, x̂2, ..., x̂N} are the jointly detected N users’ symbols. Alternatively, the SIC
detector can be applied where the symbols of the user with maximum power UN is
detected first using a single-user MLD while considering all other users’ signals as
unknown noise. For the user with the second highest power, UN−1, it has to detect
and subtract the symbols of UN , and then apply a single-user MLD to detect its own
symbols. The minimum power user U1 has to detect and subtract the symbols of N−1
users before it can detect its own symbols. It is worth noting that the SIC and JMLD
detectors have identical BER performance, but the SIC has lower complexity [35].

The power assignment for each user may have significant effect on the performance
of all users, and inappropriate power assignment can therefore result in noticeable
performance degradation. Therefore, extensive research has been focused on optimal
power assignment as reported in [31, 43, 48], and the references listed therein. For the
BER case, the power optimization problem is nonlinear hence it is typically solved
using certain searching methods, which achieve near-optimal solutions. Moreover, op-
timal power assignment requires perfect knowledge of the channel statistical informa-
tion [43,48], which is typically very challenging to obtain, particularly in time-varying
channels.
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4.3.2 The PANOMA Scheme

4.3.2.1 PANOMA for BPSK

To simplify the presentation of the proposed PANOMA scheme, we consider the two
users scenario using BPSK modulation. As can be noted from (4.1) and Figure 4.2a,
the constellation points of the two rightmost NOMA symbols are A11 = (

√
α1 +

√
α2)

and A1̀1 = (−√α1 +
√

α2). Therefore, the error event with respect to U1 is largely
determined by the Euclidean distance DC

1 =
∣∣A11−A1̀1

∣∣= 2
√

α1. Given that the value
of α1 is selected to minimise the BER, the value of DC

1 will be maximised. However, a
small deviation in α1 from the optimal value will reduce DC

1 from its maximum value
and cause BER degradation.

Inspired by the interference exploitation principle, [112, 113], the power assign-
ment is performed adaptively based on the values of the transmitted symbols of both
users. Therefore, the power is assigned based on the user index and values of the in-
formation symbols of the two users. Consequently, the transmitted PANOMA symbol
is written in a conditional form to capture the dependency of the power on the infor-
mation symbols. Therefore,

xSC =
N

∑
n=1

√
(αn| [x1,x2, . . . ,xN ])xn. (4.4)

To reduce the sensitivity of the BER to power assignment process, the power for
certain symbols is fixed regardless of the channel conditions, while the power for
the remaining symbols can be selected to minimise the average BER. For example,
given that N = 2 and BPSK is used for both users, the power assignment for the
identical symbols cases, i.e. constructive interference, can be performed such that
α1|[1,1] = α1|[−1,−1] = 0.5 which is always fixed. On the other hand, when the
symbols are with opposite polarities, i.e. destructive interference, the power assign-
ment for α1|[1,−1] and α1|[−1,1] can be selected to minimise the average BER using
the formula derived in Section 3.4. Therefore, the transmitted NOMA symbol can be
expressed as,

xSC =


√

1
2x1 +

√
1
2x2, x1 = x2

√
α1x1 +

√
α2x2, x1 =−x2

. (4.5)

It is worth noting that the equal power selection α1 = α2 = 1/2 for the case of x1 = x2

maximises the NOMA symbol power for the identical symbols case, which can be
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Figure 4.3: Euclidean distance versus deviation from optimal power at Eb/N0 = 35 dB.

verified by computing

∂

∂α1
x2

sc| [x1 = x2] =
1−2α1√
α1 (1−α1)

, (4.6)

which is maximum when α1 = 1/2. Similar to the conventional NOMA case, the
average power of the PANOMA symbols should be normalized to unity. By comparing
the Euclidean distance of the rightmost PANOMA symbols DP

1 =
∣∣A11−A1̀1

∣∣=√2+
√

α1−
√

α2 to DC
1 = 2

√
α1, it can be noted that the constant scalar in DP

1 limits its
variation with α1. Figure 4.3 shows the distance D1 and D2 for NOMA and PANOMA
versus the deviation from the optimal power, where D2 =

∣∣A1̀1−A11̀

∣∣. As can be noted
from the figure, D1 and D2 for PANOMA change at a lower rate than NOMA, implying
that they remain close to the optimum values.

Following the same approach for N = 2, PANOMA can be applied to N = 3 where
the NOMA symbol can be expressed as

xSC =



√
1
3x1 +

√
1
3x2 +

√
1
3x3, x1 = x2 = x3

√
0.05x1 +

√
0.475x2 +

√
0.475x3, x1 ̸= x2 = x3√

α1x1 +
√

α2x2 +
√

α3x3, x1 = x3 ̸= x2√
0.075x1 +

√
0.075x2 +

√
0.85x3, x1 = x2 ̸= x3

. (4.7)
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Figure 4.4: Constellation diagram of the transmitted signal when N = 2 and the modulation orders are: (a) m = [4,2]. (b)
m = [2,4]. (c) m = [4,4].

Note that 1/3 maximises the symbol power for the case where x1 = x2 = x3 whereas
the other fixed power coefficients are found via brute force.

As can be noted from (4.4) and (4.5), the data symbols of U2 can be detected
similar to conventional NOMA, i.e., using single-user MLD while considering all other
users’ symbols as unknown noise. For U1, the SIC detector cannot be applied directly
because the power assigned to U1 might be either 0.5 or α1. Therefore, the JMLD
shown in (4.3) can be applied by considering the SC process in (4.4), or equivalently,
a modified SIC detector can be applied. For example, when BPSK with N = 2 is
used, as shown in Figure 4.2a, the interference can be cancelled by computing ỹ =

y1− 1
2h1(
√

2+
√

α2−
√

α1)x̂2. Then, a single-user MLD can be used to extract the data
symbols of U1. The same approach can be applied for the case where N > 2 and using
higher order modulations. Therefore, the proposed system complexity is identical to
conventional NOMA. It is worth noting that the systems proposed in [97,106], require
pilot sequences to perform the detection process, which affects the spectral efficiency.
Moreover, the receiver complexity is higher than conventional NOMA.

4.3.2.2 PANOMA for QPSK

The PANOMA principle can be extended to higher modulation orders such as QPSK
where the inphase and quadrature components are assigned different power factors by
treating each dimension independently. Therefore,

xSC =
N

∑
n=1

√
αRe

n |Re [x1,x2, . . . ,xN ]Re[xn]+1 j
√

αIm
n |Im [x1,x2, . . . ,xN ]Im[xn] (4.8)
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where αRe
n and αIm

n are the power coefficients for the inphase and quadrature compo-
nents, Re[·] and Im[·] represent the real and imaginary parts, respectively. Figure 4.4
shows the constellation diagrams for different modulation orders when N = 2.

To exemplify (4.8) and distinguish between the PANOMA and the conventional
NOMA systems, the case of N = 2, m = [2,4] is considered where the constellation
diagram is shown in Figure 4.4a. This example is interesting as the near user’s symbol
has a real part only whereas the far user’s symbol is complex. Therefore, the NOMA
symbol in such case can take the following general form

xSC =
√
(α1| [x1,x2])x1 +

√(
αRe

2 | [x1,x2]
)
Re[x2]+1 j

√(
αIm

2 | [x1,x2]
)
Im[x2] (4.9)

where for the conventional NOMA system, αRe
2 = αIm

2 and are fixed for all information
symbols. However, in PANOMA system the assignment is not necessarily equal. To
find the power coefficients for the constructive interference case, the following propo-
sition is made.

Proposition 1 The power coefficients that maximise the constructive interference are

α1 = 2/3, αRe
2 = 1/3.

Proof 1 Considering the constructive interference case when the transmitted NOMA

word is X = 111, the real part of xSC, Re[xSC], is

Re[xSC] =
√

α1 +
√

αRe
2

1√
2

(4.10)

where αRe
2 = 1− α1. The maxima of (4.10) can be found by considering the first

derivative,
∂

∂α1
Re[xSC] =

1
2

1
√

α1
− 1

2
√

2
1√

1−α1
(4.11)

where the maxima solution is α1 = 2/3 and αRe
2 = 1/3. ■

Therefore, the NOMA symbol in PANOMA system can be expressed as

xSC =


√

2
3x1 +

√
1
3Re[x2]+1 j

√
αIm

2 Im[x2], sign(x1) = sign(Re[x2])
√

α1x1 +
√

αRe
2 Re[x2]+1 j

√
αIm

2 Im[x2], sign(x1) ̸= sign(Re[x2])
(4.12)

where αRe
2 and αIm

2 can be assumed equal for the case of sign(x1) ̸= sign(Re[x2]) even
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though optimizing them independently might improve the overall performance. How-
ever, this introduces an extra overhead. In addition, 2/3 factor is found that it max-
imises the real part of the NOMA symbol in the case of sign(x1) = sign(Re[x2]) as seen
in the previous proof. In addition, the power assignment is different from one symbol
to another. Therefore, the expression of α

(N=2)
1,max does not apply here.

It is important to mention that the expression in (4.12) can be directly translated to
the m = [4,2] case where its constellation diagram is shown in Figure 4.4b . Generally,
the NOMA symbol for m = [4,2] can be written as

xSC =
√(

αRe
1 | [x1,x2]

)
Re[x1]+1 j

√(
αIm

1 | [x1,x2]
)
Im[x1]+

√
(α2| [x1,x2])x2. (4.13)

By following the same approach as in m = [2,4] case, the NOMA symbol for the
PANOMA system is given as follows,

xSC =


√

1
3Re[x1]+

√
2
3x2 +1 j

√
αIm

1 Im[x1], sign(Re[x1]) = sign(x2)
√

α1x1 +
√

αRe
2 Re[x2]+1 j

√
αIm

2 Im[x2], sign(Re[x1]) ̸= sign(x2)
.

(4.14)
Similarly, the NOMA symbol for m = [4,4] case can be written as

xSC =
√(

αRe
1 | [x1,x2]

)
Re[x1]+

√(
αRe

2 | [x1,x2]
)
Re[x2]

+1 j
√(

αIm
1 | [x1,x2]

)
Im[x1]+1 j

√(
αIm

2 | [x1,x2]
)
Im[x2] (4.15)

where its constellation diagram is shown in Figure 4.4c. By following the same ap-
proach used for m = [2,2] case, the PANOMA symbol can be written as

xSC =



√
1
2x1 +

√
1
2x2, x1 = x2√

1
2Re[x1 + x2]+1 j

√
αIm

1 Im[x1]+1 j
√

αIm
2 Im[x2], Re[x1] = Re[x2]√

αRe
1 Re[x1]+

√
αRe

2 Re[x2]+1 j
√

1
2 Im[x1 + x2], Im[x1] = Im[x2]

√
α1x1 +

√
α2x2, x1 =−x2

(4.16)
It can be seen that the inphase and quadrature phase power coefficients are assigned
independently and the selected power coefficient is identical to the m = [2,2] case.
Therefore, the PANOMA symbol for m = [4,4,4] case can be found following the
same approach.
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4.4 Performance Analysis of PANOMA

4.4.1 BER Analysis

The BER expressions of the PANOMA system is different from the BER expressions
of the conventional NOMA system derived in Chapter 3. This is due to the unique
power assignment of the PANOMA. However, the BER expressions general form de-
rived in Chapter 3 still hold because the constellation diagrams and the decision region
boundaries are similar. Therefore, the conditional BER of the PANOMA system can
have the following general form

PBn|γn = ∑
i

ciQ
(√

Ai,n

)
(4.17)

where ci and Ai,n definitions can be found in Tables A.1 and A.2 in Appendix A. It
is worth noting that the value of Ai,n depend mainly on the symbols’ amplitudes in
the NOMA constellation diagram. The actual value of Ai,n for PANOMA is differ-
ent because of the unique power assignment. To illustrate this difference, the follow-
ing example is considered. Let the adopted modulation orders be m = [2,2]. There-
fore, A11 =

√
2

θ
and A1̀1 =

−√α1+
√

α2
θ

, where θ is a normalization factor to ensure that

E[|xsc|2] = 1. For this specific example it is given as θ =
2+(−√α1+

√
α2)

2

2 .

4.4.2 Constrained Capacity Analysis

The channel capacity for the nth user is defined as maximum achievable mutual infor-
mation I(xn,yn) between the channel input xn and output yn when computed over all
possible input probability distributions p(xn) [114, pp. 183],

Cn = max
p(xn)

I (xn;yn) . (4.18)

The mutual information can be expressed as

I (xn;yn) = H (xn)−H (xn | yn) (4.19)

where H(xn) is the entropy of the source and H (xn | yn) is the conditional entropy.
For BPSK modulation, the channel between the data source at the base station and
detector output of the nth user can be considered as a binary symmetric channel (BSC).
Therefore, (4.19) is maximised when the source binary data symbols are equally likely,
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which implies that H(xn) = 1 and

H (xn | yn)≜ Ω(PBn) = ṔBn log2

(
1

ṔBn

)
+PBn log2

(
1

PBn

)
(4.20)

where ṔBn = 1−PBn . Therefore,

Cn = 1−Ω(PBn) (4.21)

and thus, the system capacity is given as C = ∑
N
n=1Cn, which is considered a lower

bound to the channel symmetric capacity [115,116]. For higher modulation orders the
channel is no longer binary which makes it more challenging to obtain the conditional
entropy. It is worth noting that at extremely high SNR values, the BER tends to be
extremely low. Therefore, Ω(PBn)≈ 0 and Cn ≈ 1. Consequently, C ≈ N.

4.5 Results and Discussions

This section presents the analytical and simulation results for the BER and capacity
of the downlink conventional NOMA and proposed PANOMA systems. For more
clarity, the conventional NOMA will be denoted as C-NOMA. In addition, this sec-
tion demonstrates the optimal power assignment to: 1) Minimize the system’s average
BER. 2) Maximize the system’s constrained capacity. The results are presented for
N = 2 and N = 3 cases, using BPSK and gray-coded QPSK modulation. The perfor-
mance of a single-user OMA with maximum transmit power and located at a distance
ϒ1 from the base station is used as a benchmark and it is denoted as SU. The BER is
computed analytically and validated by Monte Carlo simulation. The capacity is com-
puted analytically for BPSK case while it is validated with Monte Carlo simulation
for other cases. In each simulation run, 3× 107 independent bits are generated with
equal probability. The simulations were conducted using a work station equipped with
2.5 GHz 64 bits quad-core Intel Core i7 processor and 16 GB RAM. Moreover, the
MATLAB Parallel Computing Toolbox™ was configured to perform parallel comput-
ing using four cores. The small-scale fading is considered to be flat and the channel
fading coefficients for each realization are modeled as i.i.d Rayleigh random variables
with σ2

ℏn
= 1. The large-scale fading is considered as fixed pathloss with an exponent

of λ = 2.7. The users’ distances from the base station are respectively given by ϒ1,
ϒ2 = 1.67ϒ1 and ϒ3 = 2.78ϒ1. Consequently, the pathloss coefficients are β1 = 0 dB,
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Figure 4.5: Analytical and simulation BER results of C-NOMA and PANOMA systems for m = [2,2] and m = [4,4].

β2 = 6 dB and β3 = 12 dB. Hence, U1 can be considered as the near user, while U2

and U3 are the middle and far users for N = 3. For N = 2, U2 is the far user. The base
station and all users are assumed to be equipped with a single antenna. Unless it is
mentioned otherwise, all the results for the N = 2 case are obtained using fixed power
assignment with factors of α1 = 0.05 and α2 = 0.95, where the PANOMA power is
assigned as described in (4.5). For the N = 3 case, two fixed power assignment patterns
are adopted which are P1 = [0.05,0.15,0.80] and P2 = [0.1,0.2,0.7], where the first
value in each pattern corresponds to α1, while the second and third values correspond
to α2 and α3. It is worth noting that the bit energy per noise spectral density is defined
as Eb

N0
≜ 1

2σ2
wM where M = ∑n log2 Mn.

4.5.1 BER Performance: Robustness

Figure 4.5 shows the BER of the C-NOMA and PANOMA systems using with m =

[2,2] and m = [4,4]. Although the power assignment for both systems is not optimal,
it can be noted that PANOMA outperforms C-NOMA by 2.18 dB for U1, while a
degradation of about 0.7 dB is obtained for U2. However, the average BER of both
users, (PB1 + PB2)/2, which is typically considered as the key metric [43, 48, 117],
improves by about 1.41 dB. Such degradation is justified by the fact that the power
assignment process in the PANOMA is designed to minimise the average BER, not
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Figure 4.6: Analytical and simulated average BER for C-NOMA and PANOMA versus α1 at different Eb/N0 values where
m = [2,2] and m = [4,4].

the BER of the individual users. Furthermore, NOMA system has an inferior BER
performance compared to OMA scheme because of the IUI. Also, it is important to
mention that the performance of m = [2,2] and m = [4,4] are identical in terms of
Eb/N0 where this follows the common finding for single-user in the literature. It can
be noted from Figure 4.5 that the analytical and simulation results match very well for
considered scenarios. The same observation is also applicable to the rest figures.

Figure 4.6 shows the average BER versus α1 at Eb/N0 of 15, 25 and 35 dB where
m = [2,2] and m = [4,4]. It can be noted from the figure that the average BER of
PANOMA degrades slightly as compared to C-NOMA when α1 deviates from the op-
timal power for both systems. When the value of α1 is substantially different from the
optimal, the average BER of both systems converge. Moreover, it can be noted that
the C-NOMA BER is highly sensitive for α1 < 0.1, where the degradation becomes
severe. Also, Figure 4.7 is identical to Figure 4.6 except that m= [4,2]. The enhanced-
PANOMA is denoted as E-PANOMA is considered where it assigns the power coeffi-
cient of the U1 signal’s imaginary part independently. It is found that αIm

1 = 0.4681 is
optimal at high Eb/N0 values. The three demonstrated systems achieve almost identi-
cal system’s average BER at the optimal power assignment and at α1 > 0.2. However,
PANOMA shows a barely seen improvement compared to C-NOMA when α1 < 0.2.
This is because of the fact that αIm

1 tends to go to zero for such region. Interestingly,
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Figure 4.7: Analytical average BER of C-NOMA, PANOMA, E-PANOMA versus α1 at different Eb/N0 values, where m = [4,2].

E-PANOMA which fixes αIm
1 at 0.4681 achieves the best performance for α1 < 0.2

region where the PANOMA problem of αIm
1 tending to go to zero is solved.

Figure 4.8 is presented to demonstrate the effect of power allocation on the BER
of the C-NOMA and PANOMA systems for N = 3 case. Therefore, two different
power assignments are used which are P1 and P2. It is worth mentioning that P1 is
considered optimal for the C-NOMA system at high Eb/N0 values. As can be noted
from the figure, for P1 both systems offer approximately the identical BER even though
the PANOMA power assignment is not optimal. For P2, which is near optimal for
PANOMA and non-optimal for the C-NOMA, the PANOMA BER remained almost
unchanged, while the C-NOMA suffered a drastic degradation, which confirms that
PANOMA is robust against the imperfect power allocation that might be caused by
imperfect CSI at the transmitter. More specifically, the PANOMA have an advantage
of 8.1 dB in the average BER as compared to C-NOMA when both systems use P2.
Furthermore, when comparing the average BER of N = 3 and N = 2, the average BER
performance is degraded for N = 3 because of the increased IUI.

4.5.2 BER Performance: Robustness and Preformance Gain

Furthermore, Figure 4.9 is similar to the previous figure except that m = [2,4]. Also,
E-PANOMA is considered which assigns the power coefficient for the imaginary part
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Figure 4.8: Analytical and simulation BER results of C-NOMA and PANOMA systems for m = [2,2,2] and m = [4,4,4].

of U2 signal independently where αIm
2 = 0.6267 is found to be optimal at high Eb/N0

values. The BER performance can be checked at three main check points: 1) Opti-
mal power, where PANOMA outperforms C-NOMA. 2) Sub-optimal power < opti-
mal power, where PANOMA and E-PANOMA are better and the gaps between both
schemes and C-NOMA increase rapidly as α1→ 0 which ensures PANOMA’s robust-
ness. This is justified by the fixed power assignment for the case of x1 = Re[x2] and
also because αIm

2 does not tend to be zero. 3) Sub-optimal power > optimal power,
where PANOMA performance is identical to C-NOMA for certain power values, but
it faces a marginal loss before both systems’ performances converge as α1→ 1/3. It
can be seen that E-PANOMA achieves a better system’s average BER compared to
PANOMA.

Figure 4.10 studies the PANOMA and C-NOMA sensitivity to the sub-optimal
power assignments by considering the deviation from the optimal average BER. The
figure shows the BER performance against the deviation from the optimal power as-
signment (Σ), which is given as Σ =

α1−α∗1
α∗1

where α∗1 is the optimal power coefficient.
It can be seen that the PANOMA’s BER performance remains almost unchanged even
though the deviation from the optimal power assignment can be huge. Furthermore, it
is clear that PANOMA is better when both systems use the optimal power assignment.
Hence, the figure confirms that PANOMA is robust to imperfect power assignment,
and it achieves better optimal BER performance.
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Figure 4.9: Analytical average BER of C-NOMA, PANOMA, E-PANOMA versus α1 at different Eb/N0 values, where m = [2,4].

Figure 4.10: Analytical average BER of C-NOMA and PANOMA versus Σ at different Eb/N0 values, where m = [2,4].

Figure 4.11 is similar to Figure 4.10 except that different pathloss coefficients
are considered for U2 which are due to either ϒ2 or λ change. It is noted that as
Σ→−100%, C-NOMA faces drastic degradation. However, PANOMA’s performance
remains almost unchanged. In addition, the gap between PANOMA and C-NOMA
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Figure 4.11: Analytical average BER of C-NOMA and PANOMA versus Σ at different pathloss coefficients for U2 where m =
[2,4] and Eb/N0 = 30 dB.

increases as the channel disparity between the two users is less, which is expected
because the performance is dominated by the AWGN when the channel disparity is
high.

4.5.3 Capacity Performance

Figures 4.12–4.14 quantify the PANOMA gain with respect to the achieved system
capacity for N = 2 and N = 3 cases, where the power allocation for N = 3 is P2. For
example, Figure 4.12 demonstrates the capacity for identical modulation orders when
N = 2. It can be seen that the achieved capacity at extremely high SNR values tend
to saturate at 2 log2 Mn which is due to the fact that the BER reaches extremely low
levels, and hence, the conditional entropy drops to almost zero. In addition, maximum
gain is 1.2 dB for BPSK and 1.45 dB for QPSK. Furthermore, when considering N = 2
and non-identical modulation orders as in Figure 4.13, it can be seen that E-PANOMA
is the superior always for such power assignment. Also, m = [2,4] outperforms m =

[4,2] by up to 2.5 dB. Moreover, Figure 4.14 shows that the maximum gain for N =

3 case is about 6.8 and 6.9 dB for BPSK and QPSK, respectively. At high Eb/N0

values, NOMA achieves a capacity of M bit/symbol. Nevertheless, the single-user
offers higher capacity at low Eb/N0 values. As can be noted from these figures, the
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Figure 4.12: Constrained capacity for identical BPSK and QPSK cases, N = 2.

Figure 4.13: Constrained capacity of C-NOMA and PANOMA for m = [2,4] and m = [4,2].

capacity of PANOMA and C-NOMA decreases and approaches zero when Eb/N0 is
decreased. Such behaviour is obtained because the capacity at low Eb/N0 is dominated
by the AWGN, and thus, reducing the IUI or optimizing the power will have a very
limited impact on the system performance. By increasing the Eb/N0, the impact of the
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Figure 4.14: Constrained capacity of C-NOMA, PANOMA and E-PANOMA using identical BPSK and QPSK, where N = 3..

proposed power assignment becomes more apparent.

4.5.4 Optimal Power Assignments

While Tables B.1 and B.2 in Appendix B demonstrate the optimal power assignments
to minimise the system’s average BER for N = 2 and N = 3 cases under various Eb/N0

conditions, Tables B.3 and B.4 in Appendix B show the optimal power assignments
that maximise the capacity for the same scenarios. It is confirmed that identical QPSK
and identical BPSK modulation orders for N = 2 system achieve identical performance
with respect to Eb/N0. Even though PANOMA has a different power assignment
compared to C-NOMA the performance is identical. In addition, it is noted that E-
PANOMA always achieves a better system’s average BER. However, this enhancement
is justified because of the extra degree of freedom given when the power coefficient for
the imaginary part of the signal can be optimized independently. Moreover, PANOMA
system’s performance faces a slight degradation compared to C-NOMA for N = 3. The
reason for this degradation is believed to be the power coefficients in (4.7) which are
found by brute force. This implies that a better technique could be used to eliminate the
degradation. Moreover, it is observed that the systems’ constrained capacity reaches
its maximum limit at the highest Eb/N0 of 45 dB where the limit is M .
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4.6 Conclusions

This chapter proposed an efficient power assignment scheme to improve the BER per-
formance of NOMA-IoT systems by increasing the system tolerance to non-optimal
power assignment. Exact closed-form analytical BER and lower bound capacity ex-
pressions were derived for the JMLD receiver of both C-NOMA and PANOMA over
Rayleigh fading channels, where the cases of two and three users were considered.
These expressions were verified via Monte Carlo simulation results, which showed
that the proposed PANOMA is superior in terms of BER and capacity. This demon-
strated the ability of PANOMA to operate effectively under non-optimal power allo-
cation, which is typically caused by the lack of accurate CSI at the transmitter. Also,
PANOMA opened the door for independent in-phase and quadrature-phase power op-
timization which showed a performance enhancement with the cost of extra overhead.
Moreover, it can be noted that the performance gain achieved using PANOMA is main-
tained even when the number of users increased from two to three. The same conclu-
sion can be also made for the capacity results where the PANOMA outperformed the
NOMA. Furthermore, when PANOMA was applied to QPSK, the performance im-
provement was identical to the BPSK case.
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Chapter 5

NOMA with Joint-Multiuser
Gray-Labeling

5.1 Chapter Introduction

This chapter considers the design of a generalized Gray-mapping process to non-
orthogonal multiple access (NOMA) with arbitrary modulation orders and number of
users. Unlike orthogonal multiple access, joint-multiuser Gray-mapping can provide
significant bit error rate (BER) improvement, which can be used to alleviate the degra-
dation caused by the multiuser interference inherent in non-orthogonal schemes. The
obtained improvement is due to the increased Euclidean distance that Gray-mapping
provides for certain users. To evaluate the impact of Gray-mapping, closed-form ex-
pressions are derived for the exact BER with imperfect successive interference cancel-
lation. The obtained analytical and simulation results demonstrate that the proposed
scheme can offer up to 10 dB gain over conventional NOMA in certain scenarios,
where such a performance gain can be shared between the users by selecting appro-
priate power assignment. Moreover, feasibility maps are generated to demonstrate the
additional flexibility that Gray-mapping can offer in terms of quality of service satis-
faction for the various layers.

5.1.1 Chapter Organisation

The rest of the chapter is organized as follows. Section 5.2 is the related work, and
the motivations and contributions, Section 5.3 presents the system and channel mod-
els. Section 5.4 is the BER analysis. Section 5.5 includes the numerical results and
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discussions while Section 5.6 concludes the work and provides final remarks.

5.2 Related Work

The growing demand for wireless connectivity makes it challenging to accommo-
date the required requested by mobile broadband and terrestrial broadcast systems
due to spectrum scarcity. However, several non-orthogonal schemes such as the non-
orthogonal multiplexing (NOM) and NOMA have demonstrated significant ability to
improve the spectral efficiency, support massive connectivity, serve users with diverse
quality of service (QoS) requirements, and improve fairness amongst users [118–120].
Particularly, NOM schemes such as layer division multiplexing and hierarchical modu-
lation are included in the digital video broadcasting-terrestrial (DVB-T) and advanced
television systems committee 3.0 (ATSC 3.0) specifications [118, 121, 122], while the
NOMA based multiuser superposition transmission (MUST) is included in the third
generation partnership project (3GPP) specifications for Release 14 of the Long Term
Evolution (LTE) [123]. The basic concept of such non-orthogonal schemes is to mul-
tiplex the streams/users in the power-domain with different power coefficients via su-
perposition coding (SC), while successive interference cancellation (SIC) is used at
the receiver to suppress undesired interference [9]. Nonetheless, the error rate perfor-
mance degrades due to non-orthogonality and imperfect interference cancellation, [24].
Therefore, error rate analysis of NOM and NOMA has recently received much inter-
est from the research community [24, 34, 120, 124–126]. For example, [125] derives
the BER of uniform quadrature amplitude modulation (QAM)-based NOM system,
where the power coefficients are optimized to minimize the sum BER. Moreover, the
BER for downlink (DL) NOMA over Rayleigh fading channels is analyzed in [34] for
the case of square QAM with two users, while [24] expands the work for the case of
an arbitrary number of users. In addition, the authors of [126] derive BER expres-
sions for amplitude-coherent detection NOMA using unipolar amplitude-shift keying,
where two and three users are considered in ordered single-input-single-output (SISO)
Rayleigh fading channels.

On the other hand, NOM is generalized to uplink (UL) transmission where auto-
matic repeat requests to improve the spectral and energy efficiencies [124]. Further-
more, UL NOMA is analyzed in [66, 68, 69, 127]. For example, Liu and Beaulieu [66]
derived closed-form union bounds on the symbol error rate (SER) and BER of a two-
user NOMA with quadrature phase-shift keying (QPSK) for arbitrary relative phase
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offset in additive white Gaussian noise (AWGN) channels. Furthermore, Liu and
Beaulieu [127] considered asynchronous UL NOMA and derived the SER for a two-
user system with arbitrary QAM over Rayleigh fading channels. Semira et al. [68]
propose a joint-multiuser maximum likelihood detector (JMLD) to eliminate the error
floor caused by the SIC. Furthermore, the work is extended in [69] to derive an up-
per bound expression for the BER over Rayleigh fading channels while considering an
arbitrary number of users, square QAM and maximum ratio combining (MRC)-JMLD.

Several approaches and assistive techniques have been introduced to improve the
BER performance of NOMA including intelligent reflecting surface (IRS)-assisted
NOMA [88,119,128], constellation rotation [129,130], data- and channel-aware inter-
ference exploitation [95,106] and bit-to-symbol mapping [97,98,131–134]. Moreover,
two main bit-to-symbol mapping schemes for DL NOMA are highlighted in the liter-
ature, which are the disjoint- and joint-multiuser Gray-mapping. The former results
when the data streams of each user are Gray-mapped independently before the SC,
while the latter is performed by jointly Gray-mapping all users’ data streams before
SC.

Yan et al. [131] propose joint-multiuser Gray-mapping for NOMA for the first time
to enhance the system’s performance. While a general mapper/demapper design for
any modulation order or number of users is missing, the presented example is for the
two-user case with QPSK. In [97], constellation rotation is proposed while considering
joint-multiuser Gray-mapping. Similarly, two-user case with QPSK is considered and
upper SER bounds are derived. Shieh et al. [98] study different mapping schemes
for two-user NOMA in AWGN channels without SIC, where uniform constellation is
considered such that the bits after SC are mapped to a composite higher modulation
constellation that is equivalent to a single-user. The SER and block error rate (BLER)
simulation results are presented for M-ary pulse amplitude modulation (M-PAM) with
different modulation orders, whereas the only closed-form expression derived is the
near-user SER because the far-user performance is identical in the joint- and disjoint-
multiuser Gray-mapping schemes. Although the results show that the joint-multiuser
Gray-mapping improves the SER and BLER performance of the near-user compared
to other mapping schemes, all mapping schemes have the same asymptotic behavior.
Furthermore, the authors of [132] consider joint-multiuser Gray-mapping for a single-
input-multiple-output (SIMO) system with only two users per subcarrier, where the
far-user is multiplexed with all near-users’ subcarriers. BER expressions are derived
over Rayleigh fading channels for QPSK and MRC using SIC.
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Han et al. [133] derive SER and BER closed-form expressions for the joint- and
disjoint-multiuser Gray-mapping schemes for the two-user case with QPSK in AWGN
channels. The presented results highlight that the error propagation due to SIC imper-
fections can be eliminated at high signal to noise ratios (SNRs) when Gray-mapping is
performed jointly. The work in [133] is extended in [134] by considering an arbitrary
number of users where closed-form expressions are presented for specific cases such
as the first, second and last user, and the expressions for other users can be implicitly
inferred. In addition, approximate BER expressions were provided.

Furthermore, symmetrical coding is proposed in [135] for a two-user NOMA with
binary phase-shift keying (BPSK) modulation. The proposed scheme manipulates the
transmitted symbols such that the NOMA bits are Gray-mapped for the near-user as
well. Closed-form BER expressions over Nakagami-m fading are derived. The power
coefficients are optimized based on statistical channel state information (CSI) to im-
prove the near-user BER performance.

5.2.1 Motivations and Contributions

As can be noted from the aforementioned discussion, joint-multiuser Gray-mapping
has the potential to improve the BER performance of NOMA [97,98,131–134]. Based
on the surveyed literature and to the best of the authors’ knowledge, all mentioned
papers lack a general mapper/demapper design for the joint-multiuser Gray-mapping.
Furthermore, the presented analyses have constrained the number of users and modula-
tion orders. For instance, the work in [98] proposes Gray-mapping based on a look-up
table (LUT) rather than actual SC which limits the flexibility of applying different pow-
ers for different users. Additionally, the number of users is limited to 2, and increasing
the number of users would require additional LUTs, and hence, higher computational
complexity. Furthermore, the work in [133, 134] considers only QPSK, which limits
the contribution of the scheme. This work considers generalizing the Gray-mapping
process NOMA systems with arbitrary modulation orders. Therefore, the main contri-
butions can be summarized as follows:

1. Design a novel joint-multiuser Gray-mapper/ demapper for NOMA with an ar-
bitrary rectangular QAM and arbitrary number of users.

2. Derive exact conditional BER expressions while considering imperfect SIC.

3. Generalize the derived exact conditional BER expressions for the two-user sce-
nario to square QAM with arbitrary modulation orders.
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4. Quantify the performance gain of the joint-multiuser Gray-mapping over the
disjoint-multiuser Gray-mapping.

5. Evaluate the impact of varying the channel quality, number layers, and modula-
tion orders on the BER.

6. Generate feasibility maps to highlight the flexibility of joint-multiuser Gray-
mapping in terms of QoS satisfaction for various layers.

5.3 System And Channel Models

In power-domain NOMA, N users extract their messages from the broadcast NOMA
message transmitted by the base station (BS). The broadcast NOMA message contains
the information symbols of N users {U1,U2, . . . ,UN} that are multiplexed by allocating
a certain power level for each layer as described in [24,27]. Typically, the power for the
users is allocated in the opposite order of the channel strength such that the user with
the worst channel condition would get the highest power. This enables reliable SIC
detection and ensures that the receivers are connected [119]. Consequently, the coeffi-
cients are assigned such that α1 < α2 < · · ·< αN , where ∑

N
n=1 αn = 1. It is also worth

noting that the other conditions required to enable reliable SIC detection are described
in [24, 27]. Given that Un is assigned Mn ∈ {1,2, . . .} bits/symbol, then the modula-
tion order is Mn = 2Mn . In this work, we assume a coordinated scenario, where the
BS informs the users about their allocated power coefficients and modulation orders.
Considering BPSK and rectangular QAM, the information symbol of Un is denoted by
xn, which is uniformly drawn from Sn =

{
s(n)0 ,s(n)1 , . . . ,s(n)Mn−1

}
, where the constella-

tion points are arranged over a M(x)
n ×M(y)

n ≜ Mn rectangle with M(x)
n = 2⌈0.5log2(Mn)⌉

being the length and M(y)
n = 2⌊0.5log2(Mn)⌋ being the width of the rectangle, where ⌈·⌉

is the ceiling function and ⌊·⌋ is the floor function. The power normalization factor is
given as

κn =
1
3

[(
M(x)

n

)2
+
(

M(y)
n

)2
−2
]

(5.1)

which ensures unity average power for the nth user symbols, i.e. E[|xn|2] = 1.
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Figure 5.1: Constellation diagrams for a) Individual user constellation diagram for M1 = 4 (blue) and M2 = 16 (red) after scaling
where the bits block is shown above each symbol: Gray-mapping (bold), Natural binary mapping (italic). b) NOMA constellation
diagram for [M1,M2] = [4,16] where the bits block is shown above each symbol: Disjoint-multiuser Gray-mapping (bold), joint-
multiuser Gray-mapping (italic).

5.3.1 Disjoint-Multiuser Gray-Mapping

In disjoint-multiuser Gray-mapping, each user’s bits block bn is independently mapped
to a symbol xn using a rectangular Gray-mapped Mn-QAM constellation mapper µ{·},
such that xn = µ{bn} where xn ∈ Sn =

{
s(n)0 ,s(n)1 , . . . ,s(n)Mn−1

}
. Given that NOMA mul-

tiplexes the users’ symbols using distinct power coefficients αn, the NOMA symbol
can be expressed as

x =
N

∑
n=1

√
αnxn, x ∈ S= {s0,s1, . . . ,sM−1} (5.2)

where M = M1×M2×·· ·×Mn and the NOMA symbols set S can be generated using
the Minkowski sum such that S= {∑n

√
αns(n)|s(n) ∈ Sn} [136]. The constellation di-

agram for the individual users’ in a two-user NOMA after power scaling is shown in
Figure 5.1a where [M1,M2] = [4,16], and the superposed NOMA symbols are shown
in Figure 5.1b for both the disjoint- and joint-multiuser Gray-mapping schemes. To
compare the two mapping schemes, let the Hamming distance between any two adja-
cent symbols for a particular user’s bits be denoted as δn. Therefore, it can be seen
that the disjoint-multiuser Gray-mapping guarantees a maximum δn = 1, where Figure
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Figure 5.2: Constellation diagrams of NOMA for [M1,M2] = [4,16] showing δ1, where the bits block is shown above each symbol:
a) disjoint-multiuser Gray-mapping, b) joint-multiuser Gray-mapping.

5.2a shows part of the constellation diagram for the considered example highlighting
δ1. Nonetheless, it does not guarantee that the maximum δ1 + δ2 = 1. For example,
we can see from Figure 5.2a that the adjacent symbols with bits 011001 and 001011
have a δ1 +δ2 = 2 while δ1 = δ2 = 1.

The real and imaginary components of S elements are denoted by Aν1,ν2,...,νN and
Aξ1,ξ2,...,ξN , respectively. For the real components νn ∈ {0,±1,±3, . . . ,±M(x)

n − 1},
while for the imaginary components ξn ∈ {0,±1,±3, . . . ,±M(y)

n − 1}, which are re-
lated to the individual users’ symbols. For notational simplicity, we define ν̀n ≜ −νn

and ξ̀n ≜−ξn. Therefore, the real and imaginary components of S can be expressed as

Aν1,ν2,...,νN =
N

∑
n=1

νn

√
αn

κn
(5.3)

and

Aξ1,ξ2,...,ξN =
N

∑
n=1

ξn

√
αn

κn
. (5.4)

At the receivers sides, the received signal at the nth user receiver can be expressed
as

yn = hnx+wn (5.5)

where the complex channel coefficient is denoted as hn, the AWGN is wn∼ CN (0,N0)

and N0/2 ≜ σ2
w is the complex noise power. Assuming Rician fading with large-scale
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fading, the channel coefficient can be expressed as

hn =

√
d−ρn

n Kn

Kn +1
(
1+ ȟn

)
(5.6)

where ȟn ∼ CN (0,1), dn is the distance between the BS and the receiver, ρn is the
pathloss exponent and Kn is the Rician factor which represents the ratio of the average
power of the line-of-sight (LOS) component to the non-line-of-sight (NLOS) compo-
nents. By defining the instantaneous SNR as γn ≜ 2|hn|2

N0
, then its probability density

function (PDF) can be expressed as [22, Eq. (2.16)]

f (γn) =

(
1+Ω2)e−Ω2

γn
exp

(
−
(
1+Ω2)γn

γn

)
×

I0

(
2Ω

√
(1+Ω2)γn

γn

)
, γn ≥ 0 (5.7)

where Ω2 = d−ρn
n Kn, I0(·) is the modified Bessel function and γ̄n =

2E[|hn|2]
N0

.
For coherent detection, UN has the maximum power coefficient, and thus, it can

be detected directly using a single-layer maximum likelihood detector (MLD) while
considering all other users’ signals as unknown additive noise. Therefore,

x̂N = arg min
xN∈SN

|yn−hn
√

αNxN |2 . (5.8)

On the other hand, for 1 < n < N, the nth user will have interference from high and low
power users. Therefore, SIC is used to cancel the interference from the higher power
signals while lower power signals will be treated as noise. This can be expressed
recursively as

x̂n = arg min
xn∈Sn

∣∣∣∣∣yn−hn

N

∑
i=n+1

√
αix̂i−hn

√
αnxn

∣∣∣∣∣
2

. (5.9)

Furthermore After x̂n detection, a rectangular Gray-mapped Mn-QAM constellation
demapper µ−1 {·} is used to find the nth user bits block such that b̂n = µ−1 {x̂n}. While
SIC is a low-complexity detector, its introduced delay increases as the number of users
increases. Therefore, for delay-sensitive applications JMLD should be used at the ex-
pense of increased computational complexity [23]. In addition, NOMA is well situated
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Figure 5.3: NOMA system block diagram for disjoint-multiuser Gray-mapping.
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Figure 5.4: NOMA system block diagram for joint-multiuser Gray-mapping.

for scenarios including two and three users being multiplexed in the same communi-
cation resource. Therefore, either the complexity of JMLD or the delay of SIC for
these scenarios is acceptable. Figure 5.3 illustrates the NOMA system with disjoint-
multiuser Gray-mapping at the transmitter and the receivers.

5.3.2 Joint-multiuser Gray-Mapping

To guarantee joint-multiuser Gray-mapping and the maximum Hamming distance be-
tween adjacent symbols to be one regardless of the number of users, the bits block
bn∀n should be jointly Gray-encoded to generate the block gn, which is then mapped
to a symbol xn using a rectangular natural binary mapped Mn-QAM constellation map-
per λ{·}, such that xn = λ{gn}. The NOMA multiplexing and the symbol detection
are identical to the previous section. However, x̂n is demapped using a rectangular nat-
ural binary mapped Mn-QAM constellation demapper λ−1 {·} such that ĝn = λ−1 {x̂n}.
Finally, ĝn is jointly Gray-decoded and the user bits block b̂n is generated. Figure
5.4 illustrates the NOMA system with joint-multiuser Gray-mapping at the transmit-
ter and the receivers. Meanwhile channel coding would lead to a better interference
cancellation if SIC is applied on the codeword-level rather than the symbol-level, the
codeword-level SIC lacks optimality and optimal detector needs to be designed [137,
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Section VI]. Nonetheless, it is outside the scope of this work as the insights obtained
with or without off-the-shelf channel coding are generally the same and the impact of
channel coding can be interpreted in terms of SNR improvement or coding gain. In
the following, the mapping and demapping processes of NOMA with joint-multiuser
Gray-mapping will be described in detail.

5.3.2.1 Mapping

The nth user bits block can be divided into in-phase and quadrature bits. In other words,
bn =

[
b(1)n ,b(2)n , . . . ,b(Mn)

n

]
=
[
b(x)

n ,b(y)
n

]
, and this can be written as

[
b(x)

n ,b(y)
n

]
=[

b(1)n , . . . ,b

(
M (x)

n

)
n ,b

(
M (x)

n +1
)

n , . . . ,b

(
M (x)

n +M (y)
n

)
n

]
, where Mn = log2 (Mn) and M (i)

n =

log2

(
M(i)

n

)
, i ∈ {x,y}. Hence, the in-phase and quadrature NOMA bits can be ar-

ranged based on the users’ priorities, i.e. based on the allocated power coefficients,
b̃(x) =

[
b(x)

N ,b(x)
N−1, . . . ,b

(x)
1

]
and b̃(y) =

[
b(y)

N ,b(y)
N−1, . . . ,b

(y)
1

]
. Therefore, the arranged

jointly Gray-encoded in-phase and quadrature NOMA bits, g̃(x) and g̃(y), can be com-
puted by

g̃(x)i =

{
b̃(x)i , i = 1

b̃(x)i ⊕ g̃(x)i−1 i > 1
(5.10)

g̃(y)i =

{
b̃(y)i , i = 1

b̃(y)i ⊕ g̃(y)i−1 i > 1
. (5.11)

Since g̃(x) =
[
g(x)N ,g(x)N−1, . . . ,g

(x)
1

]
and g̃(y) =

[
g(y)N ,g(y)N−1, . . . ,g

(y)
1

]
, the jointly Gray-

encoded bits for each layer can be expressed as gn =
[
g(x)n ,g(y)n

]
. The joint-multiuser

Gray-mapped NOMA symbols are shown in Figures 5.1b and 5.2b. As can be noted
from Figure 5.2b, the maximum δ1 = 1 implies that selecting a symbol adjacent to
the transmitted symbol affects only one of the users, while the other user remains
unaffected. Therefore, we obtain δ1 = 0 for several cases. Consequently, the joint-
multiuser Gray-mapped always ensures that the sum of δn across two symbols is 1.

5.3.2.2 Demapping

At the nth user, after symbol detection and acquisition of the jointly Gray-encoded
NOMA bits block, g = [gn,gn+1, . . . ,gN ], the in-phase and quadrature jointly Gray-
encoded NOMA bits can be rearranged such that g̃(x)=

[
g(x)N ,g(x)N−1, . . . ,g

(x)
n

]
and g̃(y)=
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[
g(y)N ,g(y)N−1, . . . ,g

(y)
n

]
. Hence, the jointly Gray-encoded NOMA bits can be decoded as

follows,

b̃(x)i =

{
g̃(x)i , i = 1

g̃(x)i ⊕ g̃(x)i−1 i > 1
(5.12)

b̃(y)i =

{
g̃(y)i , i = 1

g̃(y)i ⊕ g̃(y)i−1 i > 1
. (5.13)

Thus, b̃(x) =
[
b(x)

N ,b(x)
N−1, . . . ,b

(x)
n

]
and b̃(y) =

[
b(y)

N ,b(y)
N−1, . . . ,b

(y)
n

]
. Consequently,

bn =
[
b(x)

n ,b(y)
n

]
.

5.3.3 Disjoint- and Joint-multiuser Gray-Mapping Examples

For more clarity, this subsection presents an example of the joint-multiuser Gray-
mapping process of the NOMA bits shown in Figure 5.1b. Consider that b1 = [0,1]
and b2 = [1,0,1,0]. For the disjoint-multiuser Gray-mapping NOMA, the symbols for
each user can be found using the rectangular Gray-mapped Mn-QAM mapper µ{·} such
that xn = µ{bn}. Hence, x1 = µ{b1} = 1√

2
(−1− 1 j) and x2 = µ{b2} = 3√

10
(1− 1 j).

Therefore, the NOMA symbol is

x =
√

α1x1 +
√

α2x2

=−A10−1 jA10 +A03−1 jA03

= A1̀3−1 jA13 = s26 (5.14)

with the NOMA bits block being b = [0,1,1,0,1,0] that is shown above the NOMA
symbol in Figure 5.1b with the bold text.

On the other hand, for the joint-multiuser Gray-mapping NOMA, the bits in the
block are jointly Gray-encoded following (5.10)–(5.11). Therefore, b(x)

1 = [0], b(y)
1 =

[1], b(x)
2 = [1,0], and b(y)

2 = [1,0]. Hence, b̃(x) = [1,0,0], b̃(y) = [1,0,1], g̃(x) = [1,1,1],
and g̃(y) = [1,1,0]. It can be also shown that the jointly Gray-encoded bits block for
U1 and U2 are g1 = [1,0] and g2 = [1,1,1,1]. Furthermore, the symbols for each user
can be found using the rectangular natural binary mapped Mn-QAM mapper λ{·} such
that xn = λ{gn}. Hence, x1 = λ{g1} = 1√

2
(1+ 1 j) and x2 = λ{g2} = 3√

10
(1− 1 j).
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Therefore, the NOMA symbol is

x =
√

α1x1 +
√

α2x2

= A10 +1 jA10 +A03−1 jA03

= A13−1 jA1̀3 = s26 (5.15)

with the NOMA bits block being b = [0,1,1,0,1,0] that is shown above the NOMA
symbol in Figure 5.1b with the italic text. Therefore, the disjoint- and joint-multiuser
Gray-mapping map the information bits to two different points on the constellation
diagram.

5.4 BER Analysis of Joint-multiuser Gray-Mapping

The BER analysis of NOMA with disjoint-multiuser Gray-mapping is illustrated in
[24], where the BER is derived for an arbitrary number of users and modulation orders.
The analysis relies on the NOMA constellation diagram where the decision regions’
boundaries for each bit in the NOMA bits block are found. Then for a given transmitted
NOMA symbol, the probability that this symbol falls in the incorrect decision region
is found. Due to the constellation symmetry, BER is computed by considering the first
quadrant symbols only.

Following the same framework in [24], the conditional BER of NOMA with joint-
multiuser Gray-mapping can be derived. It is worth mentioning that such a framework
is general, and is even applicable to single-user systems. However, deriving the exact
BER is unique for each particular system. To illustrate the conditional BER analysis,
selected examples for the two-user case are considered.

5.4.1 [M1,M2] = [2,2]

The NOMA constellation for this toy example consists of 4 constellation points which
are s0 = A1̀1̀, s1 = A11, s2 = A11̀ and s3 = A1̀1. The index in s represents the deci-
mal representation of the NOMA block bits. Due to symmetry, the first quadrant is
sufficient to compute the BER. Hence, the transmission of s1 and s3 is considered.
Consequently, the BER of Un can be found by averaging the conditional BERs given
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s1 or s3 are transmitted, i.e.,

Pn =
1
2
(Pn|s1 +Pn|s3) . (5.16)

5.4.1.1 U1 analysis

Since U1 is assigned BPSK, then it has one bit denoted as b(1)1 , then P(1)
1 can be found

by considering the following cases:
Case 1: The BS transmits s1. The received signal is erroneously detected if it

falls in the incorrect decision region. For this case, there is one decision region that is
bounded by A01 and −A01. Consequently, the BER for this case can be written as

P1|s1 = Pr(−A12 < wn <−A10)

= Q(A10
√

γn)−Q(A12
√

γn) (5.17)

where for notational simplicity wn refers to either the real or imaginary part of the
AWGN, which can be recognized from the context.

Case 2: The BS transmits s3. It is noted that there are two incorrect decision regions
for this case. The first is bounded by A01 and ∞, while the second is bounded by −A01

and −∞. Consequently, the BER for this case can be written as

P1|s3 = Pr(wn > A10)+Pr
(
wn <−A1̀2

)
= Q(A10

√
γn)+Q

(
A1̀2
√

γn
)
. (5.18)

Therefore, the conditional BER of U1 can be expressed as

P1 = Q(A10
√

γn)+
1
2

Q
(
A1̀2
√

γn
)
− 1

2
Q(A12

√
γn) . (5.19)

5.4.1.2 U2 analysis

Since U2 is assigned BPSK, then it has one bit denoted as b(1)2 , then P(1)
2 can be found

by considering the following cases:
Case 1: The BS transmits s1. It is noted that there is one incorrect decision region

for this case which is bounded by 0 and −∞. Consequently, the BER for this case can
be written as

P2|s1 = Pr(wn <−A11) = Q(A11
√

γn) . (5.20)

Case 2: The BS transmits s3. It is noted that there is one incorrect decision region
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for the case which is found to be identical to the previous case. Hence, the BER for
this case is

P2|s3 = Pr
(
wn <−A1̀1

)
= Q

(
A1̀1
√

γn
)
. (5.21)

Therefore, the conditional BER of U2 can be expressed as

P2 =
1
2

Q(A11
√

γn)+
1
2

Q
(
A1̀1
√

γn
)
. (5.22)

5.4.2 [M1,M2] = [4,16]

The NOMA constellation for this example is shown in in Figure 5.1b. Following the
same approach, the BER for both users can be analyzed as follows.

5.4.2.1 U1 analysis

Since U1 is assigned QPSK, then it has two bits. Consequently, the two bits have to be
analyzed independently. Starting off with b(1)1 , then P(1)

1 can be found by considering
the following cases:

Case 1: The BS transmits s8. The received signal is erroneously detected if it
falls in the incorrect decision regions. For this case, there are two decision regions,
the first is bounded by A01 and A03, while the second is bounded by −A01 and −A03.
Consequently, the BER for this case is expressed as

P(1)
1 |s8 = Pr(−A12 < wn <−A10)+Pr(−A16 < wn <−A14)

= Q(A10
√

γn)−Q(A12
√

γn)+Q(A14
√

γn)−Q(A16
√

γn) . (5.23)

It is noted that P(1)
1 |s8 = P(1)

1 |s24 = P(1)
1 |s25 = P(1)

1 |s9.
Case 2: The BS transmits s40. The received signal is erroneously detected if it falls

in the incorrect decision regions. For this case, there are three decision regions, the
first is bounded by A03 and ∞, the second is bounded by A01 and −A01, while the third
is bounded by −A03 and −∞. Consequently, the BER for this case is expressed as

P(1)
1 |s40 = Pr(wn > A10)+Pr

(
−A1́4 < wn <−A1́2

)
+Pr

(
wn <−A1́6

)
= Q(A10

√
γn)+Q

(
A1́2
√

γn
)
−Q

(
A1́4
√

γn
)
+Q

(
A1́6
√

γn
)
. (5.24)

It is noted that P(1)
1 |s40 = P(1)

1 |s56 = P(1)
1 |s57 = P(1)

1 |s41.
Case 3: The BS transmits s44. The received signal is erroneously detected if it falls
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in the incorrect decision regions. For this case, there are three decision regions which
are identical to Case 3. Consequently, the BER for this case is expressed as

P(1)
1 |s44 = Pr

(
wn > A1́2

)
+Pr(−A12 < wn <−A10)+Pr(wn <−A14)

= Q
(
A1́2
√

γn
)
+Q(A10

√
γn)−Q(A12

√
γn)+Q(A14

√
γn) . (5.25)

It is noted that P(1)
1 |s44 = P(1)

1 |s60 = P(1)
1 |s61 = P(1)

1 |s45.
Case 4: The BS transmits s12. The received signal is erroneously detected if it falls

in the incorrect decision regions. For this case, there are two decision regions which
are identical to Case 1. Consequently, the BER for this case is expressed as

P(1)
1 |s12 = Pr(A10 < wn < A12)+Pr

(
−A1́4 < wn <−A1́2

)
= Q(A10

√
γn)−Q(A12

√
γn)+Q

(
A1́2
√

γn
)
+Q

(
A1́4
√

γn
)
. (5.26)

It is noted that P(1)
1 |s12 = P(1)

1 |s28 = P(1)
1 |s29 = P(1)

1 |s13.
Consequently, the BER for b(1)1 can be written as

P(1)
1 =

1
4

(
P(1)

1 |s8 +P(1)
1 |s40 +P(1)

1 |s44 +P(1)
1 |s12

)
(5.27)

which can be written as

P(1)
1 = Q(A10

√
γn)+

3
4

Q
(
A1́2
√

γn
)
− 3

4
Q(A12

√
γn)

+
2
4

Q(A14
√

γn)−
2
4

Q
(
A1́4
√

γn
)
+

1
4

Q
(
A1́6
√

γn
)
− 1

4
Q(A16

√
γn) . (5.28)

Due to symmetry, it is found that P(1)
1 = P(2)

1 . Therefore, the BER of U1 is found to be
identical to P(1)

1 , i.e., P1 = P(1)
1 .

5.4.2.2 U2 analysis

Since U2 is assigned 16-QAM, then it has four bits. Consequently, the four bits must be
analyzed independently. Starting off with b(1)2 , then P(1)

2 can be found by considering
the following cases:

Case 1: The BS transmits s8. The received signal is erroneously detected if it falls
in the incorrect decision regions. For this case, there is one decision region, which is
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bounded by 0 and −∞. Consequently, the BER for this case is expressed as

P(1)
2 |s8 = Pr(wn <−A13) = Q(A13

√
γn) . (5.29)

It is noted that P(1)
2 |s8 = P(1)

2 |s24 = P(1)
2 |s25 = P(1)

2 |s9.
Case 2: The BS transmits s40. The received signal is erroneously detected if it falls

in the incorrect decision regions. The decision region for this case is identical to Case
1. Consequently, the BER for this case is expressed as

P(1)
2 |s40 = Pr

(
wn <−A1́3

)
= Q

(
A1́3
√

γn
)
. (5.30)

It is noted that P(1)
2 |s40 = P(1)

2 |s56 = P(1)
2 |s57 = P(1)

2 |s41.
Case 3: The BS transmits s44. The received signal is erroneously detected if it falls

in the incorrect decision regions. The decision region for this case is identical to Case
1. Consequently, the BER for this case is expressed as

P(1)
2 |s44 = Pr(wn <−A11) = Q(A11

√
γn) . (5.31)

It is noted that P(1)
2 |s44 = P(1)

2 |s60 = P(1)
2 |s61 = P(1)

2 |s45.
Case 4: The BS transmits s12. The received signal is erroneously detected if it falls

in the incorrect decision regions. The decision region for this case is identical to Case
1. Consequently, the BER for this case is expressed as

P(1)
2 |s12 = Pr(wn <−A11) = Q

(
A1́1
√

γn
)
. (5.32)

It is noted that P(1)
2 |s12 = P(1)

2 |s28 = P(1)
2 |s29 = P(1)

2 |s13.
Consequently, the BER for b(1)2 can be written as

P(1)
2 =

1
4

(
P(1)

2 |s8 +P(1)
2 |s40 +P(1)

2 |s44 +P(1)
2 |s12

)
(5.33)

which can be written as

P(1)
2 =

1
4
(
Q
(
A1́1
√

γn
)
+Q(A11

√
γn)+Q(A13

√
γ2)+Q

(
A1́3
√

γn
))

. (5.34)

Due to symmetry, it is found that P(1)
2 = P(3)

2 . When considering b(2)2 , then P(2)
2 can be

found by considering the following cases:
Case 1: The BS transmits s8. The received signal is erroneously detected if it falls
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in the incorrect decision regions. For this case, there is one decision region, which is
bounded by A02 and −A02. Consequently, the BER for this case is expressed as

P(2)
2 |s8 = Pr(−A15 < wn <−A11)

= Q(A11
√

γn)−Q(A15
√

γn) . (5.35)

It is noted that P(2)
2 |s8 = P(2)

2 |s24 = P(2)
2 |s25 = P(2)

2 |s9.
Case 2: The BS transmits s40. The received signal is erroneously detected if it falls

in the incorrect decision regions. The decision region for this case is identical to Case
1. Consequently, the BER for this case is expressed as

P(1)
2 |s40 = Pr

(
−A1́5 < wn <−A1́1

)
= Q

(
A1́1
√

γn
)
−Q

(
A1́5
√

γn
)
. (5.36)

It is noted that P(2)
2 |s40 = P(2)

2 |s56 = P(2)
2 |s57 = P(2)

2 |s41.
Case 3: The BS transmits s44. The received signal is erroneously detected if it falls

in the incorrect decision regions. For this case, there are two decision regions, the first
is bounded by A02 and ∞, while the second is bounded by−A02 and−∞ Consequently,
the BER for this case is expressed as

P(2)
2 |s44 = Pr

(
wn > A1́1

)
+Pr(wn <−A13)

= Q
(
A1́1
√

γn
)
+Q(A13

√
γn) . (5.37)

It is noted that P(2)
2 |s44 = P(2)

2 |s60 = P(2)
2 |s61 = P(2)

2 |s45.
Case 4: The BS transmits s12. The received signal is erroneously detected if it falls

in the incorrect decision regions. The decision region for this case is identical to Case
3. Consequently, the BER for this case is expressed as

P(2)
2 |s12 = Pr(wn > A11)+Pr

(
wn <−A1́3

)
= Q(A11

√
γn)+Q

(
A1́3
√

γn
)
. (5.38)

It is noted that P(2)
2 |s12 = P(2)

2 |s28 = P(2)
2 |s29 = P(2)

2 |s13. Consequently, the BER for
b(2)2 can be written as

P(2)
2 =

1
4

(
P(2)

2 |s8 +P(2)
2 |s40 +P(2)

2 |s44 +P(2)
2 |s12

)
(5.39)
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Table 5.1: gn per bit for U1, N = 2.

[M1,M2] b(k)1 n gn

[4,4] b(1)1
1 1, 1̀,1
2 0,2,2

[4,16] b(1)1
1 1, 1̀,1, 1̀,1, 1̀,1
2 0,2,2,4,4,6,6

[4,64] b(1)1
1 1, 1̀,1, 1̀,1, 1̀,1, 1̀,1, 1̀,1, 1̀,1, 1̀,1
2 0,2,2,4,4,6,6,8,8,10,10,12,12,14,14

[16,4] b(1)1
1 1,3, 3̀, 1̀,1,3
2 0,0,2,2,2,2

[16,4] b(2)1
1 1,3,5, 5̀, 3̀, 1̀,1,3,5
2 0,0,0,2,2,2,2,2,2

[16,16] b(1)1
1 1,3, 3̀, 1̀,1,3, 3̀, 1̀,1,3, 3̀, 1̀,1,3
2 0,0,2,2,2,2,4,4,4,4,6,6,6,6

[16,16] b(2)1
1 1,3,5, 5̀, 3̀, 1̀,1,3,5, 5̀, 3̀, 1̀,1,3,5, 5̀, 3̀, 1̀,1,3,5
2 0,0,0,2,2,2,2,2,2,4,4,4,4,4,4,6,6,6,6,6,6

[16,64] b(1)1
1 1,3, 3̀, 1̀,1,3, 3̀, 1̀,1,3, 3̀, 1̀,1,3, 3̀, 1̀,1,3, 3̀, 1̀,1,3, 3̀, 1̀,1,3, 3̀, 1̀,1,3
2 0,0,2,2,2,2,4,4,4,4,6,6,6,6,8,8,8,8,10,10,10,10,12,12,12,12,14,14,14,14

[16,64] b(2)1
1 1,3,5, 5̀, 3̀, 1̀,1,3,5, 5̀, 3̀, 1̀,1,3,5, 5̀, 3̀, 1̀,1,3,5, 5̀, 3̀, 1̀,1,3,5, 5̀, 3̀, 1̀,1,3,5, 5̀, 3̀, 1̀,1,3,5, 5̀, 3̀, 1̀,1,3,5
2 0,0,0,2,2,2,2,2,2,4,4,4,4,4,4,6,6,6,6,6,6,8,8,8,8,8,8,10,10,10,10,10,10,12,12,12,12,12,12,14,14,14,14,14,14

[64,4] b(1)1
1 1,3,5,7, 7̀, 5̀, 3̀, 1̀,1,3,5,7
2 0,0,0,0,2,2,2,2,2,2,2,2

[64,4] b(2)1
1 1,3,5,7,9,11,1̀1, 9̀, 7̀, 5̀, 3̀, 1̀,1,3,5,7,9,11
2 0,0,0,0,0,0,2,2,2,2,2,2,2,2,2,2,2,2

[64,4] b(3)1
1 1,3,5,7,9,11,13,1̀3,1̀1, 9̀, 7̀, 5̀, 3̀, 1̀,1,3,5,7,9,11,13
2 0,0,0,0,0,0,0,2,2,2,2,2,2,2,2,2,2,2,2,2,2

[64,16] b(1)1
1 1,3,5,7, 7̀, 5̀, 3̀, 1̀,1,3,5,7, 7̀, 5̀, 3̀, 1̀,1,3,5,7, 7̀, 5̀, 3̀, 1̀,1,3,5,7
2 0,0,0,0,2,2,2,2,2,2,2,2,4,4,4,4,4,4,4,4,6,6,6,6,6,6,6,6

[64,16] b(2)1
1 1,3,5,7,9,11, 1̀1, 9̀, 7̀, 5̀, 3̀, 1̀,1,3,5,7,9,11, 1̀1, 9̀, 7̀, 5̀, 3̀, 1̀,1,3,5,7,9,11, 1̀1, 9̀, 7̀, 5̀, 3̀, 1̀,1,3,5,7,9,11
2 0,0,0,0,0,0,2,2,2,2,2,2,2,2,2,2,2,2,4,4,4,4,4,4,4,4,4,4,4,4,6,6,6,6,6,6,6,6,6,6,6,6

[64,16] b(3)1
1 1,3,5,7,9,11,13, 1̀3, 1̀1, 9̀, 7̀, 5̀, 3̀, 1̀,1,3,5,7,9,11,13, 1̀3, 1̀1, 9̀, 7̀, 5̀, 3̀, 1̀,1,3,5,7,9,11,13, 1̀3, 1̀1, 9̀, 7̀, 5̀, 3̀, 1̀,1,3,5,7,9,11,13
2 0,0,0,0,0,0,0,2,2,2,2,2,2,2,2,2,2,2,2,2,2,4,4,4,4,4,4,4,4,4,4,4,4,4,4,6,6,6,6,6,6,6,6,6,6,6,6,6,6

which can be written as

P(2)
2 =

2
4

Q(A11
√

γn)+
2
4

Q
(
A1́1
√

γn
)
+

1
4

Q(A13
√

γn)

+
1
4

Q
(
A1́3
√

γn
)
− 1

4
Q(A15

√
γn)−

1
4

Q
(
A1́5
√

γn
)
. (5.40)

Due to symmetry, it is found that P(2)
2 = P(4)

2 . Therefore, the BER for U2 can be written
as

P2 =
1
2

(
P(1)

2 +P(2)
2

)
(5.41)

which can be written as

P2 =
3
8

Q(A11
√

γn)+
3
8

Q
(
A1́1
√

γn
)
+

2
8

Q(A13
√

γn)

+
2
8

Q
(
A1́3
√

γn
)
− 1

8
Q(A15

√
γn)−

1
8

Q
(
A1́5
√

γn
)
. (5.42)
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Table 5.2: c per bit for U1, N = 2.

[M1,M2] b(k)1 β c

[4,4] b(1)1 2 2,1, 1̀

[4,16] b(1)1 4 4,3, 3̀, 2̀,2,1, 1̀

[4,64] b(1)1 8 8,7, 7̀, 6̀,6,5, 5̀, 4̀,4,3, 3̀, 2̀,2,1, 1̀

[16,4] b(1)1 4 2,2,1,1, 1̀, 1̀

[16,4] b(2)1 4 4,2, 2̀,1, 1̀, 2̀,2,1, 1̀

[16,16] b(1)1 8 4,4,3,3, 3̀, 3̀, 2̀, 2̀,2,2,1,1, 1̀, 1̀

[16,16] b(2)1 8 8,4, 4̀,3, 3̀, 6̀,6,3, 3̀,2, 2̀, 4̀,4,2, 2̀,1, 1̀, 2̀,2,1, 1̀

[16,64] b(1)1 16 8,8,7,7, 7̀, 7̀, 6̀, 6̀,6,6,5,5, 5̀, 5̀, 4̀, 4̀,4,4,3,3, 3̀, 3̀, 2̀, 2̀,2,2,1,1, 1̀, 1̀

[16,64] b(2)1 16 16,8, 8̀,7, 7̀,1̀4,14,7, 7̀,6, 6̀,1̀2,12,6, 6̀,5, 5̀,1̀0,10,5, 5̀,4, 4̀, 8̀,8,4, 4̀,3, 3̀, 6̀,6,3, 3̀,2, 2̀, 4̀,4,2, 2̀,1, 1̀, 2̀,2,1, 1̀

[64,4] b(1)1 8 2,2,2,2,1,1,1,1, 1̀, 1̀, 1̀, 1̀

[64,4] b(2)1 8 4,4,2,2, 2̀, 2̀,1,1, 1̀, 1̀, 2̀, 2̀,2,2,1,1, 1̀, 1̀

[64,4] b(3)1 8 8,6, 6̀, 4̀,4,2, 2̀,1, 1̀, 2̀,2,3, 3̀, 4̀,4,3, 3̀, 2̀,2,1, 1̀

[64,16] b(1)1 16 4,4,4,4,3,3,3,3, 3̀, 3̀, 3̀, 3̀, 2̀, 2̀, 2̀, 2̀,2,2,2,2,1,1,1,1, 1̀, 1̀, 1̀, 1̀

[64,16] b(2)1 16 8,8,4,4, 4̀, 4̀,3,3, 3̀, 3̀, 3̀, 3̀,3,3,3,3, 3̀, 3̀,2,2, 2̀, 2̀, 2̀, 2̀,2,2,2,2, 2̀, 2̀,1,1, 1̀, 1̀, 1̀, 1̀,1,1,1,1, 1̀, 1̀

[64,16] b(3)1 16 16,12, 1̀2,8̀,8,4, 4̀,3, 3̀, 6̀,6,9, 9̀,1̀2,12,9, 9̀, 6̀,6,3, 3̀,2, 2̀, 4̀,4,6, 6̀, 8̀,8,6, 6̀,4̀,4,2, 2̀,1, 1̀,2̀,2,3, 3̀,4̀,4,3, 3̀,2̀,2,1, 1̀

5.4.3 BER Generalization

By inference, the conditional BER expression of Un for the kth bit can be written in
general as [124, Eq. (9)],

P(k)
n =

1
β

∑
j

c jQ
(
∆ j
√

γn
)

(5.43)

where c j, β and ∆ j = g1, j

√
α1
κ1

+g2, j

√
α2
κ2

are constants with a certain pattern. Tables
5.1 and 5.2 show the pattern of gn, cn and β for U1 considering the square M-ary
quadrature amplitude modulation (M-QAM). Similarly, Tables 5.3 and 5.4 illustrates
the same for U2. By observing the regular pattern of β, it can be written in a closed-
form as β =

√
M1M2

2 . In the following, the regular pattern of gn and cn will describe the
BER expressions for both users.

5.4.3.1 U1 general expression

As can be noted from Tables 5.1 and 5.2, the per bit BER expressions involve two
parts which are: 1) The single-user BER which is interference-free, more specifically
the terms where g2 goes to zero. 2) The SIC error propagation due to the interference.
Consequently, it can be expressed as

P(k)
1 = P(k)

1,SU +P(k)
1,SIC. (5.44)

While focusing on the interference-free terms, it can be seen that g1 always starts with 1
and increases by 2 depending on M1 and the bit being observed. Therefore, its pattern
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Table 5.3: gn per bit for U2, N = 2.

[M1,M2] bn n gn

[4,4] b(1)2
1 1̀,1
2 1,1

[4,16] b(1)2
1 1̀,1, 1̀,1
2 1,1,3,3

[4,16] b(2)2
1 1̀,1, 1̀,1, 1̀,1
2 1,1,3,3,5,5

[4,64] b(1)2
1 1̀,1, 1̀,1, 1̀,1, 1̀,1
2 1,1,3,3,5,5,7,7

[4,64] b(2)2
1 1̀,1, 1̀,1, 1̀,1, 1̀,1, 1̀,1, 1̀,1
2 1,1,3,3,5,5,7,7,9,9,11,11

[4,64] b(3)2
1 1̀,1, 1̀,1, 1̀,1, 1̀,1, 1̀,1, 1̀,1, 1̀,1
2 1,1,3,3,5,5,7,7,9,9,11,11,13,13

[16,4] b(1)2
1 3̀, 1̀,1,3
2 1,1,1,1

[16,16] b(1)2
1 3̀, 1̀,1,3, 3̀, 1̀,1,3
2 1,1,1,1,3,3,3,3

[16,16] b(2)2
1 3̀, 1̀,1,3, 3̀, 1̀,1,3, 3̀, 1̀,1,3
2 1,1,1,1,3,3,3,3,5,5,5,5

[16,64] b(1)2
1 3̀, 1̀,1,3, 3̀, 1̀,1,3, 3̀, 1̀,1,3, 3̀, 1̀,1,3
2 1,1,1,1,3,3,3,3,5,5,5,5,7,7,7,7

[16,64] b(2)2
1 3̀, 1̀,1,3, 3̀, 1̀,1,3, 3̀, 1̀,1,3, 3̀, 1̀,1,3, 3̀, 1̀,1,3, 3̀, 1̀,1,3
2 1,1,1,1,3,3,3,3,5,5,5,5,7,7,7,7,9,9,9,9,11,11,11,11

[16,64] b(3)2
1 3̀, 1̀,1,3, 3̀, 1̀,1,3, 3̀, 1̀,1,3, 3̀, 1̀,1,3, 3̀, 1̀,1,3, 3̀, 1̀,1,3, 3̀, 1̀,1,3
2 1,1,1,1,3,3,3,3,5,5,5,5,7,7,7,7,9,9,9,9,11,11,11,11,13,13,13,13

[64,4] b(1)2
1 7̀, 5̀, 3̀, 1̀,1,3,5,7
2 1,1,1,1,1,1,1,1

[64,16] b(1)2
1 7̀, 5̀, 3̀, 1̀,1,3,5,7, 7̀, 5̀, 3̀, 1̀,1,3,5,7
2 1,1,1,1,1,1,1,1,3,3,3,3,3,3,3,3

[64,16] b(2)2
1 7̀, 5̀, 3̀, 1̀,1,3,5,7, 7̀, 5̀, 3̀, 1̀,1,3,5,7, 7̀, 5̀, 3̀, 1̀,1,3,5,7
2 1,1,1,1,1,1,1,1,3,3,3,3,3,3,3,3,5,5,5,5,5,5,5,5

can materialize the interference-free BER. Similarly, the pattern of c is identical to
the single-user case reported in [138, Table I]. While noting [138, Eq. (14)], the
interference-free BER term can be written as

P(k)
1,SU =

2√
M1

(1−2−k)
√

M1−1

∑
i=0

(
2k−1−

⌊
i×2k−1
√

M1
+

1
2

⌋)

(−1)

⌊
i×2k−1√

M1

⌋
×Q

(
Aδi,0
√

γ1
)

(5.45)

where δi = 2i+ 1. On the other hand, to express the BER term related to the error
propagation from the imperfect SIC, the regular pattern of g1 is visualized to start
from 1−

(
2−21−k)√M1 up to

(
2−21−k)√M1−1 with an increment of 2 and it keeps

repeating for
√

M2− 1 times. Furthermore, the regular pattern of g2 is visualized to
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Table 5.4: cn per bit for U2, N = 2.

[M1,M2] bn β c

[4,4] b(1)2 2 1,1

[4,16] b(1)2 4 1,1,1,1

[4,16] b(2)2 4 2,2,1,1, 1̀, 1̀

[4,64] b(1)2 8 1,1,1,1,1,1,1,1

[4,64] b(2)2 8 2,2,2,2,1,1,1,1, 1̀, 1̀, 1̀, 1̀

[4,64] b(3)2 8 4,4,3,3, 3̀, 3̀, 2̀, 2̀,2,2,1,1, 1̀, 1̀

[16,4] b(1)2 4 1,1,1,1

[16,16] b(1)2 8 1,1,1,1,1,1,1,1

[16,16] b(2)2 8 2,2,2,2,1,1,1,1, 1̀, 1̀, 1̀, 1̀

[16,64] b(1)2 16 1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1

[16,64] b(2)2 16 2,2,2,2,2,2,2,2,1,1,1,1,1,1,1,1, 1̀, 1̀, 1̀, 1̀, 1̀, 1̀, 1̀, 1̀

[16,64] b(3)2 16 4,4,4,4,3,3,3,3, 3̀, 3̀, 3̀, 3̀, 2̀, 2̀, 2̀, 2̀,2,2,2,2,1,1,1,1, 1̀, 1̀, 1̀, 1̀

[64,4] b(1)2 8 1,1,1,1,1,1,1,1

[64,16] b(1)2 16 1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1

[64,16] b(2)2 16 2,2,2,2,2,2,2,2,1,1,1,1,1,1,1,1, 1̀, 1̀, 1̀, 1̀, 1̀, 1̀, 1̀, 1̀

start by 2 and repeats for
(
2−21−k)√M1 times, then it increases by 2 up to 2

√
M2−2.

The c pattern is slightly complicated. Nonetheless, it is cyclic with a certain frequency,
where the main component is a scaled coefficient from an arithmetic triangle with an
order of 2k−1. Consequently, the BER term related to the SIC error can be expressed
as

P(k)
1,SIC =

2√
M1M2

√
M2−1

∑
m=1

(2−21−k)
√

M1−1

∑
i=0

(−1)k(m+1)

× (−1)

⌊
2k√
M1
−logmax(2,k)(k)

[
2k−1√

M1
+ 1

2

]⌋ (√
M2−m

)
×
(

2⌊
i×2k−1√

M1

⌋)
2k−1

Q
(
Aδi,δm

√
γ1
)

(5.46)

where
(·
·
)

s is the coefficient from the generalized Pascal’s triangle with order s, δi =

2i−
√

M1
(
2−21−k)−1 and δm = 2m.

5.4.3.2 U2 general expression

It can be noted from Tables 5.3 and 5.4 that the pattern of per bit BER expressions can
be described as follows. g1 starts from 1−

(
2−21−k)√M1 up to

(
2−21−k)√M1−1,

where it repeats for
√

M2
(
1−2−k) times. In addition, g2 starts from 1 that repeats for(

2−21−k)√M1 times, then it increases by 2 up to 2
√

M2
(
1−2−k)− 1. The regular

pattern of c is similar to that of the single-user case, nonetheless, it has to account for
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the repetitions. Consequently, the per bit BER of U2 can be expressed as

P(k)
2 =

2√
M1M2

(1−2−k)
√

M2

∑
m=1

√
M1−1

∑
i=0

(−1)

⌊
(m−1)×2k−1√

M1

⌋

×
(

2k−1−
⌊
(m−1)×2k−1
√

M1
+

1
2

⌋)
Q
(
Aδi,δm

√
γ2
)

(5.47)

where δi = 2i−
√

M1
(
2−21−k)−1 and δm = 2m−1.

5.4.3.3 Conditional BER

Finally, the NOMA conditional BER, Pn, can be computed by averaging the conditional
BER for all bits such that

Pn =
2

log2 (Mn)

log2(
√

Mn)

∑
i=1

P(k)
n . (5.48)

The average BER expression for the Rician fading channel is described in Appendix
C.1. Furthermore, the performance gain of joint-multiuser Gray-mapping is analysed
in Appendix C.2, where the proof is shown. While the presented analysis is only
applicable for square QAM, interested readers can refer to the MATLAB code [139] to
compute the symbolic instantaneous BER expressions for any number of layers and
modulation orders.

5.5 Numerical Results and Discussions

This section presents the analytical and simulation results of the average BER for
the disjoint-multiuser and joint-multiuser Gray-mapping NOMA systems considering
N ∈ {2,3, · · · ,5} for selected modulation orders. Furthermore, the PA falls within the
bounds derived in [24, 27] to allow reliable SIC detection. We assume that Un is lo-
cated at a normalized distance of dn = 10

3
5ρn (n−1) from the BS. The large-scale fading

is considered as fixed pathloss with an exponent of ρn = 2.7. The AWGN variance N0

is assumed to be common for all receivers, and hence, the transmit SNR ≜ 1/N0 [24].
Unless otherwise stated, the Rician factor is fixed to Kn = 5 dB. Also, two PA criteria
are considered in this work, 1) The equally spaced constellation PA [1] where the se-
lected power, in this case, is denoted by P1. 2) The other PA aims at minimizing the
average BER of U1 while satisfying a certain threshold τn for the rest of receivers at
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Figure 5.5: Average BER vs. α1 for N = 2 considering [M1,M2] = [4,4], [16,16], [16,4], [4,16] and highlighting two power
assignments (PAs), where SNR = 35 dB.

a given SNR, where the selected power is denoted by P2. Furthermore, the markers
in the figures represent the simulation results, while the lines represent the analytical
solution. Also, D-Gray and J-Gray stand for the disjoint-multiuser Gray-mapping and
joint-multiuser Gray-mapping, respectively.

Figure 5.5 presents the average BER vs. α1 for the two-user case considering
SNR = 35 dB and the following modulation orders: [M1,M2] = [4,4], [16,16], [16,4],
[4,16]. The figure confirms that there is a match between the analytical and simulated
results which will be seen consistently in the following figures. The x-axis repre-
sents α1 such that 0 < α1 < α1,max to ensure reliable SIC detection [24, 27], where
α1,max =

κ1
κ1+κ2Λ1

and
√

Λn = M(x)
n . Two PAs are highlighted in the figure, which are

P1 and P2, where the former ensures equally spaced constellation points, and the latter
minimizes P1 while ensuring that P2 ≤ 10−2. In general, P1 < P2 and U1 BER per-
formance of J-Gray is better than that of the D-Gray at P1 and P2. In addition, P1

degrades whenever either user’s modulation order increases. While D-Gray is con-
vex, the J-Gray is monotonically decreasing with α1. Consequently, resulting in a
performance gain for the J-Gray with respect to the D-Gray, where the performance
gain is seen to increase as α1 increases indicating that the error propagation due to
imperfect SIC is reduced with J-Gray. The reason for such a phenomenon can be
explained by Figure 5.2, when α1 increases, the Euclidean distance between x and
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Figure 5.6: The feasibility region for the system over α1- P1 plane for different SNRs, where N = 2, [M1,M2] = [4,16] and U2
receives on best-effort basis.

the y-axis becomes less. Hence, the error considering a cross-over for a D-Gray sys-
tem becomes higher. Whereas, for the J-Gray system, such an error is mitigated as the
cross-over with respect to the first point near the y-axis will not cause any error. On the
other hand, U2 performance is identical for both mapping schemes because the J-Gray
scheme does not change the bit-to-symbol mapping with respect to U2. Nonetheless,
U2 may gain from J-Gray by selecting appropriate PA that will allow sharing of the per-
formance gain between both layers. For instance, when considering [M1,M2] = [4,4],
P1 achieves P1 = 9× 10−3 for the D-Gray, while such a BER can be achieved by the
J-Gray if we back-off slightly with the PA. Such a back-off will improve the BER of
U2 as α2 has increased. Moreover, U2 performance is almost independent from the
U1 modulation order which is understood as U2 is given a higher power coefficient.
Additionally, P2 degrades as M2 increases, which is aligned with the single-user case.

Figures 5.6 and 5.7 show the system feasibility region over the α1–P1 plane for
the two-user case considering different SNRs, where [M1,M2] = [4,16] and P1 spans
from 10−2 to 10−4 which represents the practical BER range for the uncoded systems.
It is worth mentioning that the figures use binary color coding to distinguish between
the feasible and infeasible regions. Figure 5.6 considers that U2 is received on the
best-effort basis which is reasonable in the cases where its receiver is a delay-tolerant
device and can trade re-transmissions for reliability by combining the re-transmission
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Figure 5.7: The feasibility region for the system over α1- P1 plane for different SNRs, where N = 2, [M1,M2] = [4,16] and P2
threshold is 10−2.

samples. The figures show that the feasibility area of the D-Gray system is convex
with a global minimum, while the J-Gray system’s feasibility area is monotonically
decreasing as α1 increases. It is seen that the feasibility region’s area for both sys-
tems increases as the SNR grows, where stricter P1 values can be satisfied. Also, it
is noted that at an SNR of 25 dB the D-Gray is infeasible, unlike the J-Gray which is
feasible. The relative improvement in the feasibility area of the J-Gray with respect to
the D-Gray is around 400% at 30 dB. Additionally, the achieved relative improvement
reduces to 127% and 72% for 35 dB and 40 dB.

Unlike Figure 5.6, Figure 5.7 considers that U2 has a BER threshold of 10−2 to
be satisfied. Similar conclusions are drawn here as well. Nonetheless, both mapping
schemes are infeasible at 25 dB as P2 > 10−2 for the whole α1–P1 plane. The feasibility
areas for both systems are reduced compared to the best-effort cases. Additionally, the
relative improvement in the feasibility area of the J-Gray with respect to the D-Gray is
around 53%, 44%, and 42% for 30 dB, 35 dB, and 40 dB.

Figure 5.8 presents the average BER of U1 versus SNR for the two-user case
considering the following modulation orders: [M1,M2] = [4,4], [16,4], [4,16], [16,16].
Two PAs, P1 and P2, are considered to highlight the performance gain of the J-Gray.
The results agree with the previous finding that the performance of U1 is impacted
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Figure 5.8: Average BER vs. SNR for U1 considering P1, P2, where N = 2 and [M1,M2] = [4,4], [16,4], [4,16], [16,16].

by both users’ modulation orders especially the modulation order of U2 as the lat-
ter is given the highest power coefficient. This can be seen clearly at PA of P1 as
the rank of P1 performance from the best to the worst based on the modulation or-
ders is: [M1,M2] = [4,4], [M1,M2] = [16,4], [M1,M2] = [4,16], [M1,M2] = [16,16].
When considering P1, the performance gain of the J-Gray at a BER threshold of 10−2

varies between ∼ 0.5 dB and ∼ 1.6 dB, where the minimum and maximum gains are
achieved by [M1,M2] = [16,4] and [M1,M2] = [4,16], respectively. On the other hand,
when considering P2, the performance gain of the J-Gray at a BER threshold of 10−2

grows massively. The ordered gain from maximum to minimum is∼ 12.8, 9.2, 4.3, 2.0
dB for [M1,M2] = [4,4], [M1,M2] = [4,16], [M1,M2] = [16,4] and [M1,M2] = [16,16],
respectively.

To illustrate the effect of the Rician factor on the BER performance and the J-Gray
performance gain, Figure 5.9 presents the average BER of U1 vs. SNR for the two-user
case considering two PAs, P1 and P2, where P2 minimizes the average BER of U1 while
satisfying P2 ≤ 10−2 at SNR = 35, Kn = {0,5,10,20} dB and [M1,M2] = [4,4]. A
general rule of thumb is that the average BER performance at moderate and high SNRs
improves as the Rician factor increases. For instance, the worst-case performance is
when Kn = 0 dB. On the contrary, the best-case performance is when Kn = 20 dB
which can be approximately seen as the special case of the AWGN channel. When
considering P1, the performance gain of the J-Gray at a BER threshold of 10−2 drops
from 1.3 dB to 0.6 dB as Kn increases from 0 dB to 20 dB. On the other hand, when
considering P2, the performance gain of the J-Gray at a BER threshold of 10−2 grows
significantly for most of the cases. The ordered gain from maximum to minimum is
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Figure 5.9: Average BER vs. SNR for U1 considering P1, P2 and Kn = {0,5,10,20} dB, where N = 2 and [M1,M2] = [4,4].

∼ 16.4, 12.8, 8.9, 0.6 dB for the Rician factor of 10, 5, 0 and 20 dB, respectively.
Figures 5.10–5.12 present the average BER vs. α1 for the three-user case consider-

ing SNR = 40 dB and the following modulation orders: [M1,M2,M3] = [4,4,4], [2,4,16],
[16,4,2]. To ensure reliable SIC detection for the three-user case, two conditions
should be satisfied which are 0 < α1 < α1,max and ρ(α1)< α2 < ε(α1) [24,27], where

α1,max =
κ1√

Λ2Λ1κ3
(√

Λ2 +2
)
+Λ1 (κ2 +κ3)+κ1

(5.49)

ε(α1) =
κ2

κ1ϖ2
1
×
(

ϖ1ϖ2 +ϖ1ϖ3−2κ3
√

Λ1Λ2α1 (ϖ1ϖ3−κ2ϖ2)
)

(5.50)

ρ(α1)=
κ2
κ1

Λ1α1, ϖ1 =Λ2κ3+κ2, ϖ̄1 =Λ2κ3−κ2, ϖ2 =Λ1α1κ3 and ϖ3 =(1−α1)κ1.
Four different settings of α2 are considered in the figures such that Aa = ρ(α1)+ω,
Ab = ρ(α1)+ 2ω, Ac = ρ(α1)+ 3ω and Ad = ρ(α1)+ 4ω, where ω = ε(α1)−ρ(α1)

5 .
Similar findings to the two-layer case are observed here as well. For instance, U1 per-
formance with D-Gray has a convex shape, whereas the J-Gray results in a monoton-
ically decreasing behavior with α1. Consequently, resulting in a J-Gray performance
gain for U1, which increases as α1 increases. Another interesting finding is that U1

performance with J-Gray is almost independent of α2 value which is not the case with
D-Gray. Moreover, while fixing α1, U2 performance with the D-Gray is not monoton-
ically decreasing with α2, unlike the J-Gray which is monotonically decreasing with
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Figure 5.10: Average BER vs. α1 considering various α3 values, where N = 3, Mn = 4∀n and SNR = 40 dB.

Figure 5.11: Average BER vs. α1 considering various α3 values, where N = 3, [M1,M2,M3] = [2,4,16] and SNR = 40 dB.

α2. This lends the J-Gray performance gain for U2 which increases significantly as
α2 increases. Additionally, the average BER performance of U3 is independent of
the mapping scheme which is justified as the mapping scheme does not change the
bit-to-symbol mapping with respect to U3. Furthermore, it is noted that U1 perfor-
mance depends on all users’ modulation orders, where the U1 performance from the
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Figure 5.12: Average BER vs. α1 considering various α3 values, where N = 3, [M1,M2,M3] = [16,4,2] and SNR = 40 dB.

best to the worst based on the modulation orders is as follows: [M1,M2,M3] = [4,4,4],
[M1,M2,M3] = [16,4,2] then [M1,M2,M3] = [2,4,16]. In addition, U2 performance
is independent of M1 and it depends on M2 and M3, where the performance degrades
whenever either M2 or M3 increases. Finally, U3 performance depends only on its
modulation order, where its performance degrades as its modulation order increases.

Furthermore, Figure 5.13 presents the average BER of U1 vs. SNR for the three-
user case considering the following modulation orders: [M1,M2,M3] = [4,4,4], [2,4,16],
[16,4,2]. Two PAs, P1 and P2, are considered to highlight the performance gain of the
J-Gray. P1 ensures equally spaced constellation points, whereas P2 minimizes the av-
erage BER of U1 while satisfying Pn ≤ 10−2∀n ∈ {2,3} at SNR = 40 dB. The results
agree with the previous finding that the performance of U1 is impacted by all users’
modulation orders especially the modulation order of U3 as the latter is given the high-
est power coefficient. This can be seen clearly at PA of P1 as the rank of P1 performance
from the best to the worst based on the modulation orders is: [M1,M2,M3] = [4,4,4],
[M1,M2,M3] = [16,4,2], [M1,M2,M3] = [2,4,16]. Additionally, the performance gain
of the J-Gray at a BER threshold of 10−2 varies between ∼ 0.6 dB and ∼ 1.7 dB. On
the other hand, when considering P2, the performance gain of the J-Gray at a BER
threshold of 10−2 grows significantly, where it varies between∼ 4.9 dB and ∼ 1.8 dB.

To show the impact of increasing the number of users on the BER performance
and the J-Gray performance gain, Figure 5.14 presents the average BER of all users
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Figure 5.13: Average BER vs. SNR for U1, where N = 3 and [M1,M2,M3] = [4,4,4], [2,4,16], [16,4,2].

Figure 5.14: Average BER vs. SNR considering N = {2,3,4,5} and P1, where Mn = 4, ∀n.

vs. SNR for N ∈ {2,3,4,5} cases considering P1, where Mn = 4∀n. A general rule of
thumb is that the average BER performance degrades as the number of NOMA users in-
creases. For instance, a BER threshold of 10−2 is achieved by UN at∼ 22.9, 32.9, 42.3, 51.1
dB for N = 2, 3, 4, 5. Hence, increasing the number of users by one leads to a 10 dB
degradation for UN . Moreover, it is noted that the J-Gray performance gain increases
slightly as the number of users increases. For instance, at a BER threshold of 10−2, the
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U1 performance gain increases from 1.1 dB for N = 2 to 1.9 dB for N = 5. In addition,
such performance gain can be shared with the highest power user by allowing power
coefficient tuning.

5.6 Conclusions

This chapter presented a generalized Gray-mapper/demapper for NOMA with arbi-
trary modulation orders and number of users. It derived closed-form instantaneous and
average BER expressions over Rician fading channels. The expressions are presented
in tabulated form for the square QAM, where general formulas are presented for the
two-user scenario, which can be efficiently evaluated using any mathematical software
package. The derived analytical expressions are verified by Monte Carlo simulation
results. The derived expressions are used to provide insights about the average BER
performance for various conditions and system configurations, including some extreme
scenarios in terms of the number of users and modulation orders. For example, it is
shown that the performance gain of the joint-multiuser Gray-mapping can be as high
as 10 dB in certain scenarios, whereas the feasibility region’s area can have a 400%
improvement when compared to the disjoint-multiuser Gray-mapping. A limitation of
the joint-multiuser Gray-mapping is that the performance gain in AWGN channels is
limited, while it improves in fading channels. Another riveting finding is that even
though the performance degrades by increasing the number of users, the performance
gain keeps increasing slightly.
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Chapter 6

Cognitive NOMA with Blind
Transmission Mode Identification

6.1 Chapter Introduction

This chapter presents a novel non-orthogonal multiple access (NOMA) cognitive radio
(CR) system where the base station (BS) opportunistically multiplexes the secondary
user (SU) with the primary user (PU) using power-domain NOMA. As the PU has
the priority to transmit and SU is satisfied on best-effort basis, four different transmis-
sion modes (TMs) are produced at the BS, which are PU-orthogonal multiple access
(OMA), SU-OMA, PU/SU-NOMA, and silent mode. Consequently, the considered
protocol can be classified as a hybrid underlay-interweave cognitive-radio inspired
NOMA (CR-NOMA). The TM adaptation should be seamless for the PU where its
detector configuration remains unchanged regardless of the active TM. In contrast, the
SU has to identify the active TM blindly, i.e. without side information, to select the
appropriate detector. The identification process is performed using a classifier that
is designed based on the maximum likelihood (ML) criterion. The performance of
the proposed system is analysed in terms of throughput, packet error rate (PER), and
classification error. The Binomial and Multinomial theorems are utilised to simplify
and allow a tractable analysis. The derived closed-form expressions, corroborated by
Monte-Carlo simulation results, show that the hybrid CR-NOMA can provide substan-
tial throughput improvement over conventional NOMA, which is about a 100%.

152



Chapter 6. Cognitive NOMA with Blind Transmission Mode Identification

6.1.1 Chapter Organisation

The remaining contents of the chapter are organised as follows. In Section 6.2, the
related work and motivations and contributions are mentioned. In Section 6.3, the sys-
tem and channel models are introduced. In Section 6.4, the communications protocol is
discussed. In Section 6.5, the performance of the multiple access classifier is analysed,
while Section 6.6 presents the analysis of the considered counting rules. Then, Section
6.7 derives the PER expressions for NOMA and OMA, while Section 6.8 shows the
derivations of the system throughput. Section 6.9 analyses the system’s computational
complexity. Section 6.10 outlines the extension to a higher number of users. Section
6.11 presents the analytical and Monte-Carlo simulation results, and finally Section
6.12 concludes the chapter.

6.1.2 Notations

The notations used throughout the chapter are as follows. Boldface uppercase and
lowercase symbols, such as X and x will denote matrices and row/column vectors, re-
spectively. The transpose is denoted by (·)T and the set of complex numbers is denoted
by C. Pr(·) is the probability of an event, f (·) is the probability density function (PDF)
of a random variable, F(·) is the cumulative distribution function (CDF) of a random
variable, E[·] is the statistical expectation, | · | is the absolute value, Re[·] and Im[·]
denotes the real and imaginary components,

(n
k

)
denotes the binomial coefficients, and( n

k1,k2,...,kN

)
denotes the multinomial coefficients. The diagonal matrix with identical

elements is represented as diag(a), where a is the diagonal. The identity N×N matrix
is denoted as IN . The complex Gaussian random variable with a zero mean and σ2

variance is denoted as CN (0,σ2). The incomplete upper Gamma function is denoted
by Γ(a,x) =

∫
∞

x exp(−t)ta−1 dt.

6.2 Related Work

NOMA is a promising candidate for future radio networks [140, 141] due to its ability
to improve connectivity and provide high spectral efficiency [83]. It can also support
diverse quality of service (QoS) requirements when users with distinct channel con-
ditions are paired to transmit over the same transmission resources. In power-domain
NOMA, the users share the same transmission time slot or frequency band, while the
multiplexing is performed by assigning each user a different power coefficient. The
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power coefficients might be allocated based on the users’ channel conditions or QoS
requirements. Successive interference cancellation (SIC) can be used at the receiver
to separate the signal of each user and eliminate the interference of other users. The
NOMA spectral efficiency gain typically comes at the expense of bit error rate (BER)
degradation due to the inter-user interference (IUI), which is not the case for OMA
techniques [24, 48, 95].

CR is another prominent technology that can be used to combat the inefficient
spectrum utilization problem [142–146]. The main principle of CR is to allow un-
licensed users, called SUs or cognitive users, to opportunistically or collaboratively
share the spectrum of the licensed users, called PUs. The spectrum sharing process
should be constrained by the PUs QoS requirements. CR has three main types, which
are: interweave, underlay and overlay CR. In interweave CR, the secondary transmitter
transmits to the secondary receivers when the spectrum is not occupied by PU. This
requires certain activity detection technology, such as spectrum sensing, to identify
idle spectrum bands [142]. In underlay CR, the PU and SU transmit simultaneously
given that the SU interference is tolerable by the PU. In overlay CR, the SU collab-
orates with the PU to relay its messages. Therefore, it can be noted that spectrum
sharing is the common principle between NOMA and CR, and also the objectives of
both technologies are aligned, which triggered several research attempts to combine
NOMA and CR technologies to improve the spectrum sharing process. The main liter-
ature that considered the integration of CR and NOMA is summarised in the following
subsection.

6.2.1 Cognitive Radio and NOMA

Because CR and NOMA technologies typically introduce interference, the perfor-
mance degradation and QoS requirements should be considered while integrating CR
and NOMA [144, 147–150]. For example, four schemes are proposed in [147], which
are the interweave cognitive NOMA, underlay cognitive NOMA, overlay cognitive
NOMA and CR-NOMA. The first three are similar to the conventional CR, except that
NOMA is employed in the secondary network. However, CR-NOMA is based on a
single transmitter that prioritizes the users and tries to guarantee the QoS requirements
for single or multiple users through a unique power assignment policy that gives higher
priority to the PU while serving the SU opportunistically. A cooperative framework is
introduced to improve the system performance [145–150], where hardware imperfec-
tions are considered in [148, 150].
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Underlay cognitive NOMA is studied in [151,152]. Liu et al. [151] used stochastic
geometry to derive closed-form outage expressions of large-scale randomly deployed
users with fixed power coefficients, where certain power constraints at the primary
transmitter are considered. It is shown that underlay cognitive NOMA outperforms un-
derlay cognitive OMA for carefully selected power coefficients and rate requirements.
Similarly, Arzykulov et al. [152] proposed cooperative relaying for the secondary net-
work that employs a decode-and-forward half-duplex relay. The power coefficients are
optimized based on the channel quality to achieve fairness among users in terms of
outage probability. Also, imperfect channel state information (CSI) is assumed and the
outage-based throughput is evaluated. Moreover, an overlay cognitive NOMA network
with imperfect SIC is investigated in [153], where asymptotic expressions for outage
and throughput are derived, and the optimal power allocation that maximises the sys-
tem throughput is computed. Bhowmick et al. [154] proposed an unmanned areal ve-
hicle (UAV) assisted cooperative interweave CR network based on NOMA signalling,
where spectrum sensing is performed cooperatively among the ground users and the
UAV, while a global decision is made at the fusion centre. The false alarm proba-
bility of the spectrum sensing is optimized besides the NOMA power assignment to
maximise the throughput.

Ding et al. [155] proposed CR-NOMA to strictly satisfy the PU rate QoS require-
ment via a unique power assignment. Unlike fixed power NOMA which tends to pair
users with the most distinct channel conditions, CR-NOMA tends to pair the best chan-
nel user with the second best channel user. The power assignment scheme is gener-
alized to the downlink and uplink in [156]. CR-NOMA is extended to multiple-input
multiple-output (MIMO) systems in [157], where a precoder is designed to distinguish
between the users’ channels. Two power assignment policies are set to ensure the rate
QoS requirement of the degraded user instantaneously or over the long term. While
CR-NOMA is studied for unicast transmissions in [155–157], it is also considered for
mixed multicast and unicast transmissions in [158, 159]. Two power assignment poli-
cies are proposed in [158] to satisfy the rate QoS requirements of the multicast users
and the unicast user, respectively. Cooperative multicast CR-NOMA is investigated
in [159] where the secondary multicast users act as relays to improve the performance
of the primary unicast user. The proposed scheduling strategies require knowledge of
CSI at the transmitter side.
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6.2.2 Hybrid NOMA/OMA

The principle of hybrid OMA/NOMA (H-NOMA) is related to the concept of dy-
namic multiple access [71, 160–167], unlike the CR-NOMA which focuses on the
power assignment policy. In [160], a dynamic H-NOMA scheme for the downlink
is proposed to overcome the diversity gain limitation, provide a more balanced trade-
off between the users’ rate QoS requirements, and avoid an outage probability of one
as in fixed power NOMA. This is achieved by adapting the power coefficients based
on the instantaneous channel conditions. The authors of [161] propose an H-NOMA
system for downlink multiple-input single-output (MISO) channels, where the BS uses
zero-forcing spatial multiplexing precoding if the channel is not quasi-degraded, while
NOMA precoding is used if the channel is quasi-degraded. Assaf et al. [71] pro-
posed an efficient bit-loading algorithm for a downlink multi-carrier NOMA system,
where the system inherently uses H-NOMA to maximise the throughput. Moreover,
energy-efficient power allocation is investigated in [162] for downlink H-NOMA sys-
tems where optimal and heuristic power allocation algorithms are proposed. The au-
thors in [163] investigate the throughput of H-NOMA for visible light communications
and show that H-NOMA achieves better throughput and fairness compared to static
multiple access. In addition, [164–167] propose employing cooperative techniques
with H-NOMA to improve the sum rate and reduce outage. For example, decode-and-
forward buffer-aided relays for downlink is proposed in [164] where practical issues
such as outdated CSI, packets’ retransmission and TM signalling are addressed. Fur-
ther, [165] obtains the optimal TM selection by the relay node to maximise the sum
throughput. Janghel et al. [166] derived the outage probability of downlink H-NOMA
system, which employs the near user as a relay to assist the far user, where pilots are
used for the NOMA/OMA switching. Fixed and dynamic power allocation schemes
are proposed for the uplink H-NOMA in [167] where the multiple access switching is
based on CSI and buffer state.

As can be noted from the surveyed literature, H-NOMA increases the signalling
overhead because the transmitter should inform the receivers about the active TM.
However, very few articles have considered the signalling overhead and knowledge
of the mode switching at the receiver [161, 164–166]. To overcome the signalling
overhead problem, TM identification using blind signal classification is proposed in
[168–172]. For example, the work in [168, 169] considers the ML based classifiers,
where Choi et al. [168] proposed a phase rotation-based and a pilot-based assisted
blind classification that estimates the multiple access technique, modulation orders and
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power coefficients. In addition, the effect of classification errors on the capacity and
signal-to-interference-plus-noise ratio (SINR) is studied. On the other hand, feature-
extraction based classifiers are considered in [170–172]. For instance, [170] studied
the BER performance of the classifier-detector. A classification algorithm based on the
fourth-order cumulant is proposed in [171]. Zhang et al. [172] proposed a machine-
learning algorithm to determine the modulation order of the interfering user. In our
work [173, 174], we present the basic concepts of CR-NOMA with blind receiver
identification. The performance is evaluated in terms of throughput. However, no
theoretical analysis is considered for the throughput where the results were obtained
using Monte-Carlo simulation. Moreover, the PER and classification errors are not
evaluated either analytically nor via simulation.

6.2.3 Motivation and Contribution

As can be noted from the aforementioned discussion, NOMA and CR are inherently
aligned because NOMA is originally designed to handle interference. In particular,
the BS in downlink NOMA typically has knowledge of the channel and other system
parameters. Nevertheless, efficient CR systems should refrain from using extensive
signalling between the primary and secondary users. As such, the BS is not supposed
to inform the SUs about the PU activities. Consequently, the cognitive operation is
transferred to the SU receivers who should keep listening to the channel to extract the
relevant information. To the best of the authors’ knowledge, and based on the sur-
veyed literature, there is no work in the literature that considers the performance anal-
ysis of blind TM identification and imperfect SIC for the downlink hybrid underlay-
interweave CR-NOMA network with BER constraints. Since the aim of the network
is to increase the throughput while satisfying the users’ BER QoS requirements, our
objective is to derive the closed-form expressions of the users’ throughput. Further-
more, we analyse the probability of false alarm and misdetection of the blind cognitive
receiver, which is considered to reduce signalling overhead that is associated with the
side information sent from the transmitter. Besides, the closed-form expressions of the
PER of NOMA and OMA are derived. The obtained results show that the proposed
scheme can significantly increase the network throughput, even when considering im-
perfect classification and identification at the SU. More specifically, the contribution
of this chapter can be summarised as follows:

1. Analyse the performance of the uncoordinated downlink CR-NOMA network
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with hybrid underlay-interweave CR and users’ BER constraints proposed in
[173, 174]. For brevity, we refer to the network as hybrid CR-NOMA.

2. Derive average and instantaneous closed-form expressions of the local false
alarm and misdetection probabilities for the proposed multiple access classifier
at the blind cognitive receiver.

3. Derive average and instantaneous closed-form expressions of the global false
alarm and misdetection probabilities for various counting rules to fuse the symbol-
based local observations and find the global decision on a packet.

4. Derive closed-form expressions of the NOMA and OMA average and instanta-
neous PERs.

5. Derive closed-form expressions of the system’s throughput while considering
imperfect detection at the PU and imperfect classification and detection at the
SU.

6. Use Monte-Carlo simulation to corroborate the derived analytical expressions.

6.3 System and Channel Models

6.3.1 System Model

This work considers the downlink transmission of a packet-based point-to-multi-point
hybrid CR-NOMA network. Each packet consists of L symbols and the packet dura-
tion is assumed to be less than the channel coherence time, hence, the transmission
takes place in block fading channels. The packet structure follows the conventional
structure where each packet has a header that contains fields for synchronization bits,
packet number, and source and destination addresses. The payload field is dedicated
to the user information symbols, while the trailer is used for error flow control cyclic
redundancy check (CRC). The main system elements are shown in Figure 6.1a, which
include the BS, paired primary and secondary users, where the users are denoted by
U j, j ∈ {P,S}, i.e. primary and secondary. In this work, we consider the case where
the pairing is performed such that the PU is the far user at distance ϒP from the BS
while the SU is the near user at distance ϒS from the BS. Such configuration grants the
SU a high probability to access the licensed spectrum of the PU [159]. However, the
system can also support other scenarios. For example, if the SU is the far while the
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(a) Frame structure and main blocks (b) Transmission-modes operation regions

Figure 6.1: Illustrative diagram of the downlink hybrid CR-NOMA system model.

Table 6.1: Summary of Transmission-Modes.

Packet BER Constraints

TM1 PU-OMA {{PO
BP
≤ τP}∩{PN

BP
> τP}}∪{{PN

BP
≤ τP}∩{PN

BS
> τS}}

TM2 PU/SU-NOMA {PN
BP
≤ τP} ∩ {PN

BS
≤ τS}

TM3 SU-OMA {PO
BP

> τP} ∩ {PO
BS
≤ τS}

TM4 Off {PO
BP

> τP} ∩ {PO
BS

> τS}

PU is near/far, then the SU access to the licensed spectrum will be limited due to its
poor channel conditions. If both users have similar and short distances from the BS,
i.e. both are near, then the SU will have a high probability to access the PU spectrum
because of the good channel conditions of both users. Having said that, the users in
practical scenarios are uniformly distributed in a cell, which indicates that it is very
likely to find users that satisfy the considered pairing condition [175]. The effect of
changing the distance is shown in Section 6.11.

The PU is given the highest priority because it is the licensed user, whereas the
SU is assumed to be delay-tolerant and opportunistic. The hybrid CR-NOMA aims at
improving the spectral efficiency while satisfying the BER constraints of both users.
Therefore, the BS adapts the TM on a packet-by-packet basis while considering the
users’ BER thresholds, τ j, and achieved BERs, Pm

B j
, where m ∈ (N,O), i.e. NOMA

and OMA. It is worth noting that the achieved BER throughout the packet is equivalent
to the BER of the lth symbol in the packet due to the block fading channel, where
l ∈ {1, . . . ,L}. Table 6.1 summarises all possible TMs that can be adopted by the BS.
The table can be described as follows:
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• TM1: Only PU packet is sent using OMA when OMA strictly satisfies PU or if
NOMA satisfies PU but does not satisfy SU.

• TM2: PU and SU packets are multiplexed and transmitted using NOMA if the
BER requirements of of both users can be satisfied.

• TM3: Only SU packet is sent using OMA when OMA can only satisfy SU.

• TM4: No packets are sent if neither user is satisfied by OMA.

The selection of a particular TM depends on the BER constraints, where the achieved
BER by each user is affected by the power coefficients, modulation orders, and chan-
nel quality. In this work, we assume that channel state information at the transmitter
(CSIT) is available for all users, which can be achieved through a delay-free feed-
back channel, or using the channel reciprocity concept in time-division duplexing
(TDD). However, due to imperfections and noise, CSIT can be imperfect. Further-
more, we assume fixed modulation orders and power coefficients because adopting
a fully flexible configuration with adaptive power and modulation orders while con-
sidering blind TM identification requires a highly complex transmitter and receiver
designs [168–170, 173, 174]. Also, adapting the modulation order might result in lim-
iting the access of the SUs to the spectrum. Hence, the number of served users will be
limited. In slowly varying channels, the power coefficients for the NOMA scenario can
be estimated in the initialization phase, whereas the power coefficients have to be op-
timized in fast fading channels, which is beyond the scope of the paper. Moreover, the
modulation orders are fixed to binary phase-shift keying (BPSK) or quadrature phase-
shift keying (QPSK). Figure 6.1b shows the TMs operation regions on the γS-γP plane,
where colour code and pattern are used to distinguish the different TMs. The signal
to noise ratio (SNR) thresholds, ρm

j , shown in Figure 6.1b are computed numerically
using the instantaneous BER expressions derived in [95], where the ρm

j corresponds to
the BER constraints in Table 6.1.
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6.3.2 Received Signal Model

The received packet-based signal can be written as

y j =



G jxP +w j, TM1

G j(
√

αPxP +
√

αSxS)+w j, TM2

G jxS +w j, TM3

w j, TM4

(6.1)

where y j ∈ CL×1, and the power coefficients are selected such that αP +αS = 1. The
PU data packet is xP = [x(1)P ,x(2)P , . . . ,x(L)P ]T and the SU packet xS = [x(1)S ,x(2)S , . . . ,x(L)S ]T ,
where E[|x(l)j |2] = 1. The additive white Gaussian noise (AWGN) vector w j∼ CN (0,N0IL)

where σ2
w j

= N0/2. The complex channel gain for a single-input-single-output (SISO)
channel is given G j ∈ CL×L, which corresponds to block fading over one packet in-
terval, that is G j = g jIL, g j = ǧ j×ϒ

−λ/2
j , |ǧ j| follows the Nakagami distribution with

M j fading parameter and normalized average power of the signal envelope, while the
phase of ǧ j is uniformly distributed between 0 and 2π. ϒ j is the distance between the
BS and the jth user and λ is the pathloss exponent. The small-scale channel gains are
assumed to be mutually independent and identically distributed (i.i.d). The instanta-
neous SNR is γ j ≜

2|g j|2
N0

, while the average SNR is γ j ≜
2E[|g j|2]

N0
. It is worth noting

that the power allocation for NOMA transmission is performed such that αP > αS

to ensure that UP is given the highest priority and its QoS requirements are guaran-
teed [175]. Hence, the NOMA decoding is performed based on the descending order
of the power coefficient. Therefore, the TM adaptation will be seamless to the PU
receiver as in cognitive systems. We assume in this work that the fading is slow, which
implies that the power coefficients can be fixed for a packet interval. Considering mul-
tiple antennas can improve the system performance, where the system model can be
directly extended to such scenarios. For example, when considering multiple anten-
nas at the users’ sides, the equivalent γ j should be evaluated where its PDF and CDF
would depend on the combining method at the receiver [24]. The same approach can
be followed when considering multiple antennas at the BS or at all users’ sides, as in
the case where space-time block codes [129]. Alternatively, NOMA beamforming can
be applied such that each pair gets one beam from the BS, where inter-pair interference
needs to be accounted for in the case of non-orthogonal beams [176].
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6.3.3 PU Receiver

Since PU is given the maximum power coefficient, its detector is a conventional max-
imum likelihood detector (MLD) regardless of the active TM because the interference
from the SU signal is treated as unknown additive noise. Therefore, assuming perfect
channel state information at the receiver (CSIR), a symbol-based MLD can be applied
to detect the packet. Thus

x̂(l)P = arg min
x(l)P ∈χP

|y(l)P −gP
√

αPx(l)P |
2 (6.2)

where x(l)P is the trail symbol taken from χP codebook of PU. For notational simplicity,
the symbol index l will be dropped unless it is necessary to write it explicitly. The
PU receiver will identify its idle cases, i.e TM3 or TM4, by receiving control signals
from the BS which will evaluate the feasibility of TM1 by testing PO

BP
> τP, where it

should not be assigned packets if TM1 is infeasible. It is worth mentioning that the CSI
perfect knowledge assumption is widely used in the literature, e.g. [48, 151, 153, 156,
158,162,165], as there exist many efficient CSI estimation algorithms that can provide
accurate CSI estimates [177]. Consequently, the system performance in the presence
of CSI imperfections is generally close to those with perfect CSI as will be shown in
Section 6.11.

6.3.4 SU Receiver

In the absence of side information from the BS to the SU about TM, the SU has to
identify the TM blindly [168]. The TM identification process starts by testing if PO

BS
>

τS. If the test result is positive, then SU has no packets. Otherwise, the SU receiver
should decide if the received signal corresponds to OMA (TM1 or TM3), or NOMA
(TM2). Therefore, the process can be considered as a binary hypothesis classification
[169], i.e.,

H =

 H0, TM1 or TM3

H1, TM2

(6.3)

where H0 is the null hypothesis while H1 is the alternative hypothesis. If the classifier
decides in favour of H0, which corresponds to TM1 or TM3, the SU receiver will be
configured to use a single-user MLD because both TMs correspond to an OMA signal.
Then the receiver can use cross-layer design approaches to identify if the packet is its
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own. More specifically, the SU may request the packet destination address from the
network layer to either keep or drop the packet. On the other hand, if the classifier
decides in favour of H0, which corresponds to TM2, the SU receiver will be configured
to use SIC. Assuming perfect CSIR, the detection using MLD is similar to that in (6.2),
while the SIC detection is expressed as [48],

x̂S = arg min
xS∈χS

∣∣yS−gS
√

αPx̂P−gS
√

αSxS
∣∣2 (6.4)

where xS is the trial symbol selected from χS codebook of SU, x̂P is the PU estimated
symbol using the MLD similar to (6.2). Since the PU information symbols are esti-
mated versions of xP, the SIC process might result in residual interference reflecting
the imperfect nature of the SIC in practical scenarios.

It is worth noting that in certain adaptive NOMA systems, the decoding order us-
ing SIC might be dynamic due to varying channel gains or adaptive power allocation.
In such scenarios, the receiver should identify the decoding order to recover the data
correctly [178]. In the proposed system, the PU receiver design and QoS requirements
should not be affected by permitting the SU to access the PU spectrum, which is typi-
cally the case in CR applications. Consequently, the decoding order of the SIC process
is designed to be fixed when the PU/SU-NOMA is adopted as the largest power co-
efficient is assigned to the PU. Therefore, the PU receiver design becomes generally
independent of the SU transmission activity.

6.3.5 Instantaneous BER Expressions

The instantaneous BER equations are listed in this subsection. The OMA BER for
BPSK or QPSK is PO

B j
= Q

(√
γ j
κ j

)
, where κ j = 1 for BPSK and 2 for QPSK. Further-

more, the BER of the PU NOMA considering identical BPSK or QPSK modulations
for both users is given in [48, 95] as PN

BP
= ∑

2
r=1 vrQ

(
cr,P

√
γP
κP

)
, where v = 1

2 [1,1],
c1,P =

√
αP−

√
αS, and c2,P =

√
αP +

√
αS. On the other hand, the SU-NOMA BER

while considering imperfect SIC is expressed in [48,95] as PN
BS

= ∑
5
r=1 vrQ

(
cr,S

√
γS
κS

)
,

where v = 1
2 [2,1,1,−1,−1], c1,S =

√
αS, c2,S = 2

√
αP +

√
αS, c3,S =

√
αP−

√
αS,

c4,S =
√

αP +
√

αS and c5,S = 2
√

αP−
√

αS.
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Figure 6.2: The communications protocol flowchart where adaptive power allocation and predefined modulation schemes are
considered.

6.4 The Communications Protocol

The protocol for the proposed CR-NOMA network is shown in Figure 6.2. To sim-
plify the process, it is assumed that the BS is allowed to adapt the TM and the power
coefficients while using a predefined modulation order. While the adaptation process
increases the complexity at the SU which has to identify the TM, the power adaptation
would not change rapidly for slow fading channels. Hence, it is possible for the BS to
inform the users about the selected power during the connection establishment phase.
In this section, the main steps of the communications protocol will be described and
discussed based on the network component, i.e., base station, PU and SU.
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6.4.1 Base Station

As the BS transmission power must comply with a certain threshold, for public safety
and also to minimise intercell interference, it is assumed that a fixed maximum trans-
mission power. The algorithm starts with BS receiving CSI and the BER requirements
of both users, which is a typical step in most communications networks. As mentioned
previously, the BS has four TMs to choose from. At the beginning of the process, the
BS computes PO

BP
. If PO

BP
> τP, the PU will be muted during that packet period because

it will be in an outage, and thus, the transmission would be a waste of energy. Then,
the base station will compute PO

BS
, If PO

BS
≤ τS, then TM3 is selected and the SU packet

will be transmitted with full power. If PO
BS

> τS, then the SU will be muted as well.
Therefore, the BS selects TM4.

If PO
BP
≤ τP, the BS evaluates the possibility of using NOMA to allow the SU to

transmit its packet. In this case, PN
B j

, ∀ j should be evaluated and compared to τ j, given
that the appropriate power coefficients are selected. If the PN

B j
> τ j for either users,

then the BS reverts to TM1. Otherwise, the BS selects TM2. The transmitted power
level in OMA cases can be optimized, to save energy and minimise interference, rather
than transmitting at the maximum power level. However, it is assumed that it is fixed
in this work to minimise the overhead signalling.

6.4.2 Primary User

The PU has a conventional single user detector regardless of the selected TM. This
implies that the PU detector is not affected by adopting the CR-NOMA. While the
PU should identify which TM the BS has selected, it should only decide if it has
data or not, which can be performed with or without feedback from the BS. This is
possible because the PU can simply compute PO

BP
since TM1 is selected independently

of the SU conditions. If the channel conditions allow TM1, then it should expect
a packet in the next signalling period. Otherwise, it considers that no packet will
be sent. Alternative methods to inform the receiver about whether it has data or not
are suggested. For example, using two unique pilot sequence signatures for the two
ambiguous OMA transmissions. As a result, the destination address can be deduced at
the channel estimation phase. Another approach is by using rotated constellations for
one of the cases. This can be easily inferred while doing the detection.
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6.4.3 Secondary User

Similar to the PU, the process at the SU starts by channel estimation and PO
BS

compu-
tation. If PO

BS
> τS, then the SU considers that no packet will be sent. Otherwise, the

classifier must be used to decide which TM is used and then use the corresponding de-
tector. The classifier can be designed based on the minimum Euclidean distance over
the packet, where each symbol is compared to all possible constellation points in the
NOMA and OMA schemes. Then the point with the minimum Euclidean distance is
selected and the TM for the packet is decided. If the classifier decision is in favour of
TM2, then SIC will be used to cancel the interference of PU, and then detect the SU
packet. Otherwise, it will detect the packet directly and check the packet’s destination
address. If it is self-address, then it considers the packet. While if the address is not
self-address, then it drops the packet. It is noteworthy to mention that the Euclidean
distance-based classifier belongs to the likelihood-based classifiers which is optimal in
the sense of minimizing the false alarm probability. However, a low complexity sub-
optimal feature-extraction-based classifier was used in [170]. Therefore, the classifier
performance-complexity trade-off must be taken into consideration when designing
this stage.

As the processes of multiple access classification and interference cancellation are
imperfect, applying error flow control protocols would be crucial to ensure reliable
communication. For example, if one of the packets was missed, then the receiver must
have the ability to know this information through the received packet’s number. Also,
in the case of a false alarm, the receiver can be informed about this through the packet
number and the destination address. This indicates that there are several stages of
protection against error caused by the imperfect classifier particularly.

6.5 Multiple Access Classifier

This section starts with an overview of the decision rules used for the multiple access
classifier, which is deployed at the SU. Moreover, it defines the performance metrics
for the classifier. In addition, it shows the analysis for the BPSK modulation scheme,
which is considered for analytical tractability.
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6.5.1 Overview of Decision Rules

The classifier tests the binary hypothesis in (6.3) and makes the decision based on
the entire packet observations because the TM is adapted on a packet-by-packet ba-
sis. The optimal classifier is based on the likelihood-ratio test (LRT) [171], which
uses the joint PDF of the L observation samples for the two hypotheses, denoted as
fyS (yS|H;GS;xS;xP). By noting that the observation samples are conditionally Gaus-
sian and mutually independent, then hypothesis likelihood fyS (yS|H;GS) can be ex-
pressed as [171, Eq. (4)],

fyS (yS|H;GS) =
1
ζ
×∏

L
l=1 ∑

Mi
m=1 exp

(
−
[
2σ

2
w
]−1 |y(l)S −g(l)S A(i)

m |2
)

(6.5)

where ζ = (2πσ2
wMi)

L, Mi is the number of constellation points for a given multiple
access technique, y(l) is the lth observation which is the lth received symbol in the
packet and A(i)

m is the mth constellation point’s amplitude. The mutual independence
of the observation samples is due to the mutual independence of the AWGN samples
and the data symbols.

The LRT is the ratio of likelihoods compared to a threshold related to the prior
probabilities of the two hypotheses, i.e., ΛLRT =

fyS (yS|H1;GS)

fyS (yS|H0;GS)
≷H1

H0

Pr(H0)
Pr(H1)

≜ Pr(TM3)
Pr(TM2)

. The
computational complexity of the LRT is significant [171]. Therefore, an alternative
suboptimal rule based on the ML estimation for each observation is proposed. The
rule is suboptimal because in general Pr(H0) ̸= Pr(H1), whereas the maximum a pos-
terior probability rule would give an optimal solution based on each observation. The
ML rule finds the most likely multiple access by searching through all possible con-
stellation points and selecting the point with the minimum Euclidean distance. The
estimated hypothesis for the lth observation can be written as

Ĥ(l) = arg max
m∈(1,Mi)

1
2πσ2

w
exp

(
−
|y(l)S −g(l)S A(k)

m |2

2σ2
w

)
= arg min

xi∈(χ0,χ1)
|y(l)S −g(l)S xi|2 (6.6)

where χ0 is a set of both users’ codebooks such that χ0 ∈ (χP,χS), while χ1 is the
NOMA codebook resulting from the SC of the two users’ codebooks. The decisions
on the local observations should be combined to produce the global decision. Conse-
quently, hard-decision counting rules are proposed as discussed in the next section.
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6.5.2 Performance Metrics for Classifier

The classifier is imperfect, therefore, erroneous decisions may degrade the perfor-
mance, these errors are misdetection: P(l)

m = Pr(Ĥ(l) = H0 |H1, TM2), false alarm 1
P(l)

fa1
= Pr(Ĥ(l) = H1 |H0, TM1), and false alarm 2: P(l)

fa2
= Pr(Ĥ(l) = H1 |H0, TM3).

Note that all the previous metrics represent the decision on a single observation, which
is known as the local decision and denoted with a small letter subscript. However,
after combining the observations, the performance metric is denoted with a capital let-
ter subscript. The false alarm 1 event can be ignored as the destination address field
will be checked, while the misdetection and false alarm 2 (false alarm for short) events
must be considered as both affect the throughput directly. The former indicates that the
packet will be lost because SIC is not used, while the latter indicates that SIC will be
used for decoding, which will reduce the signal strength leading to performance degra-
dation. The misdetection is considered due to the following reasons: 1) The detector
will be configured such that the average power of the PU reference symbols αP < 1,
and thus, the probability of error for the first detection stage will increase. 2) Even
if the first detection stage is successful, the SIC process will reduce the SNR of the
SU by 10log10 αS dB, which implies that the SU packet will be mostly detected incor-
rectly because the SNR degradation is generally more than 7 dB (αP = 0.8). 3) In the
general scenario, the two users may have different modulation schemes/orders, hence,
the first detection stage will never produce the SU signal as the detected packets will
be modulated according to the PU modulation scheme.

6.5.3 Classifier Analysis

The classifier is based on the ML rule that divides the signal space into two regions
representing NOMA and OMA. The regions are shown in Figure 6.3a where BPSK is
used for OMA while NOMA is made of two users with BPSK. It is worth mentioning
that selecting higher modulation order would make the regions polygons, resulting in
intractable analysis. For instance, Figure 6.3b considers the QPSK case and the regions
are trapezoids. The classification error analysis in AWGN channels can be found by
considering the bivariate Gaussian PDF in polar coordinates, which includes the inte-
gration over the circles’ radii and the regions’ angles [179]. Further, the amplitudes
of the NOMA symbols are A11 =

1√
κS

√
αS +

1√
κP

√
αP, A1̀1 = −

1√
κS

√
αS +

1√
κP

√
αP,

A11̀ =−A1̀1 and A1̀1̀ =−A11. On the other hand, the amplitude of the OMA symbol is
B = 1√

κ j
. Here, conditional misdetection and false alarm probabilities will be derived.
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(a) BPSK (b) QPSK

Figure 6.3: Signal space diagram for NOMA and OMA, where the shaded area is the OMA region.

For notational simplicity, the observation index (·)(l) will be dropped unless it is nec-
essary to include it, and thus, the probability of false alarm and miss detection will be
denoted as Pfa2 and Pm, respectively.

6.5.3.1 Pfa2|γS analysis

The false alarm event takes place if OMA is transmitted but the classifier classifies it
as a NOMA signal. Therefore, two cases should be considered.

Case 1: Amplitude B is transmitted by the BS. Therefore, the probability that the
signal falls in the NOMA region represents the probability of a false alarm, which is

PCase1
fa2

|γS = Pr
(

w̃ >
A11−B

2

)
+Pr

(
w̃ <

B−A1̀1
−2

)
−Pr

(
3B+A11

−2
< w̃ <

3B+A1̀1
−2

)
(6.7)

where w̃ ≜ Re[w] and the superscript in Pfa2 represents the case number. The first
term is evaluated below and all other terms can be evaluated by following the same
approach. Therefore,

Pr
(

w̃ >
A11−B

2
γS

)
=

1√
2πσ2

w

∫
∞

A11−B
2
√

γS

e−w̃2/2 dw̃

= Q(c1,C
√

γS) (6.8)
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where Q(·) is the Gaussian complementary CDF and c1,C = A11−B
2 . Therefore,

PCase1
fa2

|γS = Q(c1,C
√

γS)+Q(c2,C
√

γS)−Q(c3,C
√

γS)+Q(c4,C
√

γS) (6.9)

where c2,C =
B−A1̀1

2 , c3,C =
3B+A1̀1

2 and c4,C = 3B+A11
2 .

Case 2: This case case is similar to Case 1, except that the amplitude B is replaced
by -B. Consequently, PCase1

fa2
|γS and PCase2

fa2
|γS are equal due to symmetry. Therefore,

the average of the two cases Pfa2|γS = PCase1
fa2

|γS = PCase2
fa2

|γS.

6.5.3.2 Pm|γS analysis

The event of misdetection takes place if NOMA is transmitted, but the classifier clas-
sifies it as an OMA signal. Therefore, four cases will result.

Case 1: Amplitude A11 is transmitted by the BS. Therefore, the probability that
the signal falls in the OMA region represents the probability of misdetection, which is

PCase1
m |γS=Pr

(
2A11−A1̀1−B

−2
< w̃<

A11−B
−2

)
+Pr

(
3A11 +B
−2

< w̃<
2A11 +A1̀1 +B

−2

)
. (6.10)

Evaluating (6.10) gives

PCase1
m |γS = Q(c1,C

√
γS)−Q

(
c5,C
√

γS
)
+Q

(
c6,C
√

γS
)
−Q(c7,C

√
γS) (6.11)

where c5,C =
2A11−A1̀1−B

2 , c6,C =
2A11+A1̀1+B

2 and c7,C = 3A11+B
2 .

Case 2: Amplitude A1̀1 is transmitted. Therefore, the probability of misdetection
is given as

PCase2
m |γS=Pr

(
B−A1̀1

2
< w̃<

A11 +B−2A1̀1
2

)
+Pr

(
A11 +2A1̀1 +B

−2
< w̃<

3A1̀1 +B
−2

)
. (6.12)

Evaluating (6.12) gives

PCase2
m |γS = Q(c2,C

√
γS)−Q(c8,C

√
γS)+Q(c9,C

√
γS)−Q(c10,C

√
γS) (6.13)

where c8,C =
A11+B−2A1̀1

2 , c9,C =
3A1̀1+B

2 and c10,C =
A11+2A1̀1+B

2 .
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Case 3 and Case 4 analyses are identical to Case 2 and Case 1, respectively. There-
fore, the conditional probability of misdetection can be written as

Pm|γS =
1
4∑

4
r=1PCaser

m |γS=∑
10
r=1vrQ(cr,C

√
γS) (6.14)

where v = 1
2 [1,1,0,0,−1,1,−1,−1,1,−1].

6.5.3.3 Unconditional analysis

Computing Pfa2 and Pm using (6.9) and (6.14) requires integration over the PDF of γS.
Therefore, it is necessary to evaluate the following integral,

I1 = F́γS (ρ)∑r vr

∫
∞

ρ

Q(cr,C
√

γS) fγS(γS)dγS (6.15)

where F́γS (ρ)≜
1

1−FγS (ρ)
, the CDF and PDF of γ j are respectively given by

Fγ j(γ j) = 1−Γ

(
M j,M jγ jγ

−1
j

)
Γ́
(
M j
)

(6.16)

where ´Γ(·) = 1/Γ(·) and

fγ j(γ j)=
(

M jγ
−1
j

)M j
γ

M j−1
j Γ́

(
M j
)

exp
(
−M jγ jγ

−1
j

)
. (6.17)

It is worth noting that the integral lower limit shown in (6.15) is ρ rather than 0 because
there is a condition on γS that is related to the selection of TM2 or TM3 as shown in
Figure 6.1b. In addition, the subscript is dropped from ρ to be generic for both metrics.
The value of ρ depends on the SNR threshold shown in Figure 6.1b where ρ = ρN

S

for Pm and ρO
S for Pfa2 . More details about the thresholds are given in Section 6.8.

The exact closed-form solution for (6.15) for the special case of M j = 1 can be found
in [180, Eq. (29)]. Nonetheless, the exact closed-form solution considering the general
case of M j is intractable since the integral’s lower limit is not 0. Therefore, we use the
following approximation for Q(·),

Q(z)≈∑n an exp
(
−bnz2) (6.18)
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Table 6.2: Summary of the decision rules.

AND Rule OR Rule K̄-out-of-L Rule

Ĥ =

{
H0, 0≤ O < L
H1, O = L

Ĥ =

{
H0, O = 0
H1, O≥ 1

Ĥ =

{
H0, O < K̄
H1, O≥ K̄

where n ≥ 3, an =
1

2n and bn values can be found in [181, Table 2] while noting that

Q(z) = 1
2erfc

(
x√
2

)
. Consequently, the integral in (6.15) can be approximated as

I1= F́γS(ρ)∑r∑nvrθn

∫
∞

ρ

γ
MS−1
S exp(−ξr,nγS)dγS (6.19)

where θn = an

(
MSγ

−1
S

)MS
Γ́(MS) and ξr,n = bnc2

r,C + MS
γS

. It is noted that the integral
in (6.19) has a closed-form solution [182, Eq. 3.381.3], and hence, it can be expressed
as

I1 = F́γS (ρ)∑r ∑n vrθnξ
−MS
r,n Γ(MS,ρξr,n). (6.20)

Therefore, Pfa2 = I1|{ρ= ρN
S ,v= [1,1,−1,1]} and Pm = I1|{ρ= ρO

S ,v=
1
2 [1,1,0,0,−1,

1,−1,−1,1,−1]}.

6.6 Counting Rules Analysis

Several counting rules are studied in this section which are: AND, OR, Majority and
K̄-out-L rules. The counting rules are based on the hard decision of the local observa-
tions. This section starts by stating the decision-rule statistics of each counting rule,
then it derives the conditional and unconditional misdetection and false alarm global
probabilities.

6.6.1 Decision-Rule Statistics

The indicator function is defined to denote Ĥ(l) numerically, which can be expressed
as

1(l)H1

(
Ĥ(l)

)
=

 1, Ĥ(l) = H1

0, Ĥ(l) ̸= H1

. (6.21)

In addition, the total number of local observations decided as H1 is O = ∑
L
l=1 1(l)H1

.
Therefore, the decision-rule statistics can be written for each counting rule as shown
in Table 6.2 and detailed as follows:
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1. AND Rule: All local observations must be NOMA to have a global NOMA
observation, otherwise it is a global OMA observation.

2. OR Rule: At least one local observation must be NOMA to have a global deci-
sion of NOMA. Otherwise, it is a global OMA observation.

3. K̄-out-of-L Rule: At least K̄ local observations must be NOMA to decide a
global NOMA TM, otherwise it is a global OMA. Note that the Majority rule
is a special case of the K̄-out-of-L rule when K̄ = L/2 given that L is even.

6.6.2 Conditional Performance Analysis

In general, the conditional global probability of the false alarm is given as PFA2|γS =

Pr(Ĥ = H1 |H0, TM3) = 1−Pr(Ĥ = H0 |H0, TM3), while the conditional global prob-
ability of misdetection is given as PM|γS = Pr(Ĥ = H0 |H1) = 1−Pr(Ĥ = H1 |H1).

6.6.2.1 AND rule

The global decision regarding a packet will be considered a false alarm if all the local
observations decisions are false alarms. Therefore, PFA2 |γS = ∏

L
l=1 P(l)

fa2
|γS = (Pfa2|γS)

L.

On the other hand, PM|γS = 1−∏
L
l=1

(
1−P(l)

m |γS

)
= 1− (1−Pm|γS)

L which can be

expanded using the Binomial theorem, (a+b)n = ∑
n
k=0
(n

k

)
an−kbk. Therefore, PM|γS =

1−∑
L
r=0
(L

r

)
(−1)r (Pm|γS)

r.

6.6.2.2 OR rule

The global decision is considered a false alarm if at least one local observation deci-
sion is a false alarm. Therefore, PFA2|γS can be expressed as PFA2|γS = 1−∏

L
l=1(1−

P(l)
fa2
|γS)= 1−(1−Pfa2|γS)

L, which can be written as PFA2|γS = 1−∑
L
r=0
(L

r

)
(−1)r(Pfa2|γS)

r.
On the other hand, the whole packet will be in a misdetection event if all observations
are in misdetection. As a result, PM|γS is expressed as PM|γS =∏

L
l=1 P(l)

m |γS = (Pm|γS)
L.
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Table 6.3: Summary of the approximate closed-form expressions for the global false alarm and misdetection.

PFA2 PM

AND 1
1−FγS (ρO

S )
F
(
L,ρO

S

)
1− 1

1−FγS (ρN
S )

∑
L
r=0
(L

r

)
(−1)rF

(
r,ρN

S

)
OR 1− 1

1−FγS (ρO
S )

∑
L
r=0
(L

r

)
(−1)rF

(
r,ρO

S

) 1
1−FγS (ρN

S )
F
(
L,ρN

S

)
K̄-out-of-L Rule 1

1−FγS (ρO
S )

∑
L
l=K̄∑

L−l
r=0
(L

l

)(L−l
r

)
(−1)r F

(
l + r,ρO

S

)
1− 1

1−FγS (ρN
S )

∑
L
l=K̄ ∑

l
r=0
(L

l

)(l
r

)
(−1)r F

(
L+ r− l,ρN

S

)

6.6.2.3 K̄-out-of-L rule

The global decision is considered a false alarm if at least K̄ local observations decisions
are false alarms. Therefore, PFA2 |γS can be expressed as

PFA2|γS =
L

∑
l=K̄

(
L
l

)
(Pfa2 |γS)

l(1−Pfa2 |γS)
L−l

=
L

∑
l=K̄

L−l

∑
r=0

(
L
l

)(
L− l

r

)
(−1)r(Pfa2 |γS)

l+r. (6.22)

Moreover, the global decision regarding a packet will be considered misdetection if at
most K̄ local observations decisions are misdetections. Therefore, PM|γS is

PM|γS = 1−
L

∑
l=K̄

(
L
l

)
(1−Pm)

l (Pm)
L−l

= 1−
L

∑
l=K̄

l

∑
r=0

(
L
l

)(
l
r

)
(−1)r (Pm)

L+r−l . (6.23)

6.6.3 Unconditional Performance Analysis

Removing the conditioning on γS from PFA2 |γS and PM|γS requires integration over the
PDF of γS. Therefore, PFA2 and PM can be found by considering the following integral,

I2 = F́γS (ρ)
∫

∞

ρ

[
∑r vrQ(cr,C

√
γS)
]ν fγS(γS)dγS (6.24)

where ν ≥ 0. The evaluation of the integral in (6.24) is intractable due to the expo-
nent factor ν, which leads to producing terms that consist of the product of multiple
Q-function. Therefore, an approximate solution can be developed by approximating
the Q(·) function using (6.18). Furthermore, the local probabilities of misdetection
and false alarm are approximated using the most dominant terms only to generate a
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tractable solution. Therefore, the integral in (6.24) can be approximated as

I2 = F́γS (ρ)
∫

∞

ρ

[
∑

2
r=1 ∑n vranexp

(
−c2

r,CbnγS
)]ν

︸ ︷︷ ︸
Ξ

× fγS(γS)dγS. (6.25)

The term Ξ can be expanded using the Multinomial theorem as [183, p. 70]

Ξ = ∑
N=ν

(
ν

N1, . . . ,N2n

)
×∏

n
q=1 ∏

2q
t=2q−1

(
vζaq

)Nt exp
(
−bqNtc2

ζ,CγS

)
(6.26)

where N = N1 +N2 + · · ·+N2n, ζ = 1 if t is odd, otherwise ζ = 2. By substituting
(6.26) in (6.25), we obtain

I2 = F́γS (ρ)∑N=ν

(
ν

N1, . . . ,N2n

)
×

∫
∞

ρ
∏

n
q=1 ∏

2q
t=2q−1

(
MS

γS

)MS

Γ́(MS)
(
vζaq

)Nt

× exp
(
−γS

[
bqNtc2

ζ,C +MSγ
−1
S

])
γ

MS−1
S dγS. (6.27)

By simplifying the product of exponential functions to a single exponential with a sum
of exponents, the expression can be further simplified to

I2 = F́γS (ρ)∑N=ν

(
ν

N1, . . . ,N2n

)
Ψ×

∫
∞

ρ

γ
MS−1
S exp(−∆× γS)dγS (6.28)

where Ψ = ∏
n
q=1 ∏

2q
t=2q−1

(
MS
γS

)MS

Γ(MS)

(
vζaq

)Nt and ∆ = ∑
n
q=1 ∑

2q
t=2q−1 bqNtc2

ζ,C + MS
γS

. It is
noted that the integral in (6.28) has a closed-form solution [182, Eq. 3.381.3], and
hence, it can be expressed as

I2 = F́γS (ρ)∑N=ν

(
ν

N1, . . . ,N2n

)
Ψ×∆

−MSΓ(MS,∆×ρ)≜ F́γS (ρ)F (ν,ρ) . (6.29)

Table 6.3 summarises the unconditional global probability of the false alarm for the
considered counting rules using the expression derived in (6.29).
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6.7 Packet Error Rate Analysis

In this section, the PER is derived to quantify the detector performance for each user.
The conditional PER in a block fading channel can be found as,

Pm
e j
|γ j = 1−

(
1−Pm

B j

)L

= 1−∑
L
r=0

(
L
r

)
(−1)r

(
Pm

B j

)r
. (6.30)

Removing the conditioning on γ j from the conditional PER requires integration over
the PDF of γS. Nonetheless, the integration with (6.30) in its current is intractable.
Thus, the approximation of Q(·) in (6.18) should be used.

6.7.1 OMA PER

The PER of PU-OMA TM consists of two cases because there are two conditions that
each of which may lead to PU-OMA transmission. Therefore, the PER can be found as
PO

eP
= Pr(Case1)×PO,Case1

eP +Pr(Case2)×PO,Case2
eP . Case 1 corresponds to ρO

P ≤ γP <

ρN
P , whereas Case 2 corresponds to γP≥ ρN

P ∩γS < ρN
S . Hence, Pr(Case1) =FγP

(
ρN

P
)
−

FγP

(
ρO

P
)
, while Pr(Case2) =

(
1−FγP

(
ρN

P
))

FγS

(
ρN

S

)
. Note that the probabilities of

these two events should be normalized by the space probability, which is Pr(Case1)+
Pr(Case2).

To compute the PER, the approximation in (6.18) should be used. By noting
the change of γ subscript, it can be seen that PO,Case2

eP follows (6.24), where (6.29)
can be used as its solution with the Multinomial coefficient being

(
ν

N1,...,Nn

)
, ν = L,

ρ = ρN
P , Ψ = ∏

n
q=1

(
MP
γP

)MP

Γ(MP)

(
aq
)Nt and ∆ = ∑

n
q=1 bqNt +

MP
γP

. Hence, PO,Case2
eP = 1−

1
1−FγP(ρN

P)
∑

L
r=0
(L

r

)
(−1)rF

(
r,ρN

P
)
. Furthermore, PO,Case1

eP has the lower and upper in-

tegration limits as ρO
P and ρN

P , respectively. Therefore, the integral in (6.24) should be
adjusted to fit this case. Consequently,

PO,Case1
eP

=1− 1
FγP

(
ρN

P
)
−FγP

(
ρO

P
) ×∑

L
r=0

(
L
r

)
(−1)r [F (r,ρO

P
)
−F

(
r,ρN

P
)]
.

(6.31)
Similarly, PO

eS
follows (6.24) and (6.29) can be used as its solution with the Multinomial
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coefficient being
(

ν

N1,...,Nn

)
, ν = L, ρ = ρO

S ,

Ψ = ∏
n
q=1

(
MSγ

−1
S

)MS
Γ́(MS)

(
aq
)Nt (6.32)

and

∆ =
n

∑
q=1

bqNt +MSγ
−1
S . (6.33)

Therefore,

PO
eS
= 1− 1

1−FγS

(
ρO

S

)∑
L
r=0

(
L
r

)
(−1)r×F

(
r,ρO

S
)
. (6.34)

6.7.2 NOMA PER

The NOMA PER analysis would be intractable if the instantaneous BER shown in
Section 6.3.5 are used in the form of a sum of Q(·) terms. Therefore, it is proposed to
approximate these expressions considering the Q(·) approximation in (6.18). Further,
the two most dominant Q(·) terms are considered for the SU. Hence, the instantaneous
BER for the PU and SU can be written as PN

BP
≈ ∑

2
r=1 ∑n vran exp

(
−c2

r,PbnγP

)
and

PN
BS
≈ ∑r∈{1,3}∑n vran exp

(
−c2

r,SbnγS

)
. Therefore, PN

eP
follows (6.24) and (6.29) can

be used as its solution with ν=L, ρ= ρN
P , Ψ=∏

n
q=1 ∏

2q
t=2q−1

(
MPγ

−1
P

)MP
Γ́(MP)

(
vζaq

)Nt

and ∆ = ∑
n
q=1 ∑

2q
t=2q−1 bqNtc2

ζ,P + MPγ
−1
P , where ζ = 1 if t is odd, otherwise ζ =

2. Therefore, PN
eP

= 1− 1
1−FγP(ρN

P)
∑

L
r=0
(L

r

)
(−1)r ×F

(
r,ρN

P
)
. Similarly, PN

eS
follows

(6.24) and (6.29) can be used as its solution with ν = L, ρ = ρN
S ,

Ψ = ∏
n
q=1 ∏

2q
t=2q−1

(
MSγ

−1
S

)MS
Γ́(MS)

(
vζaq

)Nt (6.35)

and

∆ =
n

∑
q=1

2q

∑
t=2q−1

bqNtc2
ζ,S +M −1

P γP (6.36)

where ζ = 1 if t is odd, otherwise ζ = 3. Therefore,

PN
eS
= 1− 1

1−FγS

(
ρN

S

)∑
L
r=0

(
L
r

)
(−1)r×F

(
r,ρN

S
)
. (6.37)
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6.8 Throughput Analysis

The user’s throughput, R j, is the ratio of the total packets received correctly to the
total transmitted packets multiplied by the number of bits per symbol, i.e. log2 of
modulation order. Therefore, it is fundamental to account for the receiver’s imperfec-
tion. For example, the PU throughput depends on the PER only, whereas the through-
put of the SU depends on the PER and the errors caused by the classifier and counting
rules. In addition, the probabilities of the TMs are crucial to evaluate the users and
system throughput.

To compute the TMs probabilities, the SNR thresholds ρm
j for the BER constraints

shown in Table 6.1 must be found, and then integrated over the PDF of the instanta-
neous SNR. Since the instantaneous BER of NOMA is a sum of Q(·) function terms
with different arguments, it is difficult to find SNR analytically. Therefore, it is sug-
gested to find ρm

j , ∀{ j, m} numerically. By referring to Figure 6.1b, the TMs operation
regions can be identified, and hence the conditions can be written in terms of instanta-
neous SNR and SNR thresholds as follows,

TM1 :{{γP ≥ ρ
O
P}∩{γP < ρ

N
P}}∪{{γP ≥ ρ

N
P}∩{γS < ρ

N
S }} (6.38)

TM2 :{γP ≥ ρ
N
P}∩{γS ≥ ρ

N
S } (6.39)

TM3 :{γP < ρ
O
P}∩{γS ≥ ρ

O
S } (6.40)

TM4 :{γP < ρ
O
P}∩{γS < ρ

O
S }. (6.41)

Therefore, the probability of the TMs can be expressed as Pr(TM1) = FγP(ρ
N
P )−

FγP(ρ
O
P )+(1−FγP(ρ

N
P ))(FγS(ρ

N
S )), Pr(TM2) = (1−FγP(ρ

N
P ))(1−FγS(ρ

N
S )), Pr(TM3) =

FγP(ρ
O
P )(1−FγS(ρ

O
S )) and Pr(TM4) = FγP(ρ

O
P )FγS(ρ

O
S ). Consequently, the PU through-

put depends on the probability of TM1 and TM2, in addition to Pm
eP

. Therefore, it can
be expressed as RP = Pr(TM1)(1−PO

eP
)+Pr(TM2)(1−PN

eP
) [184, 185].

On the other hand, while assuming that the throughput is zero when a classification
error occurs [168], the SU throughput can be written as RS = Pr(TM2)(1−PM)(1−
PN

eS
)+Pr(TM3)(1−PFA2)(1−PO

eS
). It is noted that besides Pm

eS
, RS is also affected by

the imperfections of the classifier and the counting rule. Finally, the system’s through-
put can be found by summing the users’ throughput, i.e. R = RP +RS. It is worth
mentioning that the unit of the throughput is bit/symbol, which translates to the aver-
age number of error-free bits received per channel use, where the channel use considers
all TMs including the idle mode.
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Table 6.4: Normalized complexity.
RA
ML

C
(M−1)L

US

OMA -ML 26 1
NOMA-ML 26M M+1
SIC 43 2

Total 69+26M M+4

UP MLD 26 1

6.9 Computational Complexity Analysis

The transmitter and receiver complexity can be evaluated as follows. At the transmit-
ter, the additional complexity is mainly encountered by the TM adaptation process.
This requires computing the instantaneous BER for: PU-OMA, SU-OMA and PU/SU-
NOMA. The worst-case scenario in terms of complexity occurs when PU/SU-NOMA
is evaluated using the formulas in Section 6.3.5, where the BERs are evaluated and
compared to the thresholds. Alternatively, the SNR thresholds for each TM can be
computed numerically, and hence, the instantaneous SNR for each user can be used to
select the appropriate TM as described in (6.38)–(6.41) and Figure 6.1b.

At the PU receiver, the detector is similar to the far user detector in a NOMA system
given by (6.2), and thus, its complexity is generally equal to the OMA case. However,
this is not the case for the SU because it requires two processing stages, which are
classification and detection. Based on the classifier decision, the proper detector will
be selected. Table 6.4 summarises the computational complexity of the SU classifier
given in (6.6), and PU and SU detectors given in (6.2) and (6.4), respectively. In the
table, RA and C denote the number of real addition and comparison operations, which
are normalized to ML and (M−1)L, respectively. The number of real multiplications
is converted to real additions using the mapping described in [186]. The complexity
of the counting rules is negligible, hence they are ignored in the analysis. Further,
to reduce the complexity at the SU, the detection can be performed by considering the
Euclidean distance computed by the classifier from either the OMA-ML or the NOMA-
ML based on the classifier decision. As can be noted from the table, the computational
complexity of the proposed system is generally low even for large values of M and L.

6.10 Extension to Higher Number of Users

Extending the proposed scheme for multiple users generally follows the same approach
for the sine PU/SU case. As an example, we discuss the case where we have one PU
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Table 6.5: Transmission-modes for three users.

Packet BER Constraints

TM2 PU/SU1/SU2 {PN3
BP
≤ τP}∩{PN3

BS1
≤ τS1}∩{PN3

BS2
≤ τS2}

TM3 PU/SU1 {PN2
BP
≤ τP}∩{PN2

BS1
≤ τS1}∩{PN2

BS2
> τS2}

TM4 PU/SU2 {PN2
BP
≤ τP}∩{PN2

BS2
≤ τS2}∩{PN2

BS1
> τS1}

TM5 SU1/SU2 {PN2
BP

> τP}∩{PN2
BS1
≤ τS1}∩{PN2

BS2
> τS2}

TM6 SU1 {PO
BP

> τP}∩{PO
BS1
≤ τS1}∩{PO

BS2
> τS2}

TM7 SU2 {PO
BP

> τP}∩{PO
BS1

> τS1}∩{PO
BS2
≤ τS2}

TM8 Off {PO
BP

> τP}∩{PO
BS1

> τS1}∩{PO
BS2

> τS2}

and two SUs, SU1 and SU2. While the PU is given the highest priority, the SUs can
have similar or different priorities. In the case where different priorities are assumed,
SU1 is given a higher priority than SU2. Therefore, the BS will select one of the
following TMs: PU-OMA, PU/SU1/SU2-NOMA, PU/SU1-NOMA, PU/SU2-NOMA,
SU1/SU2-NOMA, SU1-OMA, SU2-OMA, and Off. The BER constraints for the TMs
are given in Table 6.5, where the superscript N2 and N3 stands for NOMA with two and
three users. The case of TM1 corresponds to PU-OMA and its probability is given by
{{PO

BP
≤ τP}∩ {PN2

BP
> τP}}∪ {{PN2

BP
≤ τP}∩ {PN2

BS1
> τS1}∩{PN2

BS2
> τS2}}∪{{PN3

BP
≤

τP}∩{PN3
BS1

> τS1}∩{PN3
BS2

> τS2}}.
At the receiving sides, the cognition should be seamless to the PU while a classifier

should be used by the SUs to select the proper detector where the packet destination
address will be used to either keep or discard the packet. While the SIC decoding order
and power coefficients are fixed based on the number of users, the classifier has to dis-
tinguish between the OMA, two-user NOMA, and three-user NOMA constellation. As
per the analysis of the classifier, the various false alarms and misdetection probabilities
have to be found and averaged.

6.11 Numerical Results and Discussion

This section presents the analytical and simulation results of the considered system
in terms of throughput, classification errors, and PER where the main performance
trends are highlighted and discussed. The results are evaluated considering two values
of Nakagami factor which are M j = M ∈ {1,2}∀ j. The proposed system results are
bench-marked with conventional NOMA. Because all counting rules are special cases
of the K̄-out-of-L rule, we use the following notations to define all the counting rules
with respect to the K̄-out-of-L rule, where K̄

L ≜ K. Therefore, the OR rule is denoted
as K = 1/L, Majority rule is denoted as K = 1/2, and AND rule is denoted as K = 1.
Unless otherwise stated, the power coefficients are fixed to αS = 0.1 and αP = 0.9 for
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Table 6.6: Simulation parameters.

Parameter Value

Modulation scheme BPSK

Pathloss exponent λ = 2.7

Distance from BS ϒP = 1.67d, ϒS = d

Channel Model Rayleigh block fading

Block Length L = 32

BER threshold τP = τS = 10−2 [71]

Simulation runs 300×103

Address field Perfect

Classifier Imperfect

CSIR and CSIT Perfect/Imperfect

Figure 6.4: Exact and approximate classifier performance versus SNR.

the PU/SU-NOMA transmission, n = 3 for the Q(·) function approximation in (6.18)
and perfect CSI is assumed at the BS and users. For the case of imperfect CSI at all
nodes, the estimated CSI is modelled as ĝ j = g j + g̃ j, where g̃ j ∼ CN (0,N0) [177].
Table 6.6 summarises the simulation parameters and main assumptions. The SNR in
the figures is defined as SNR ≜ 1

2σ2
w j

to have a common metric for all the users. It is

important to mention that, where applicable, the simulation results are presented in the
figures using markers whereas the analytical results are represented by the lines.

Figure 6.4 shows the exact classifier performance for a local observation using the
numerical evaluation of (6.15) and the approximate expression using (6.20). The figure
shows that the approximate results match closely with the exact results for all SNR and
various αS values. Additionally, it is shown that Pm has a lower value compared to Pfa2

which is expected because of the weighting factor 1/2 that appears in Pm|γS while it
vanishes from the Pfa2 |γS. Furthermore, it is seen that Pm and Pfa2 improve at moderate
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and high SNRs for M = 2, where this trend is observed in the next figures.
Figures 6.5 and 6.6 show the exact global misdetection and false alarm perfor-

mances using the numerical evaluation of (6.24) and the approximate expressions de-
rived in Table 6.3. The figure shows that the approximation matches closely the actual
performance for all ranges of K, SNR and αS. Figure 6.5a shows that PM is negligible
for K = 1/L, and hence, it can be ignored. It is noted that PM performance can never
be worse than the K = 1 performance which can be seen as an upper bound. Also,
as K −→ 1/L, PM improves significantly. On the other hand, Figure 6.6a shows that
PFA2 is considered negligible for K = 1, and hence, it can be ignored. It is noted that
PFA2 performance can never be worse than the K = 1/L case which can be seen as an
upper bound. Also, as K −→ 1, PFA2 improves significantly. The effect of imperfect CSI
at the BS and the users is quantified in Figure 6.7 in terms of misdetection and false
alarm probabilities. It can be seen that at up to 10 dB, the misdetection probability for
imperfect CSI ∀K is better than the perfect CSI with K = 15/16 or 1, which is due to
the fact that at such SNR values the misdetection is mainly due to the assumption that
the BS is idle. Nonetheless, the misdetection for imperfect CSI starts degrading after
10 dB as the SU carries the classification process and gets two types of misdetection:
1) Due to classification errors. 2) Due to idle mode assumption. Eventually, the SU
will end up mainly with the classification errors only and the reason for worse perfor-
mance when compared to perfect CSI is typically due to the estimated CSI affecting
the classification process. The same can be extended to false alarm probability which
is better than perfect CSI with K = 1/L or 1/2. Further, the types of false alarm are:
1) Due to classification errors. 2) Due to on-mode assumption.

Figure 6.8 shows the exact and approximate PER results of PU and SU for the
NOMA and OMA cases. The figure shows that the exact and approximate results
match closely for all SNR and αS ranges. Figure 6.8a shows that the SU OMA achieves
the best PER performance, whereas the PU OMA PER saturates at high SNRs, which
is justified by the fact that the PU-OMA TM is activated only when the instantaneous
SNR is bounded between two particular values for one of the cases as seen in (6.31).
Additionally, even though it is an OMA transmission, its performance depends on the
selected power coefficients for the NOMA case as ρN

P is a factor in the PER expression.
Furthermore, it is noted from Figure 6.8b that the PU NOMA PER degrades as a higher
power coefficient is given to the SU, which is aligned with its BER behaviour. The
case is the same for SU NOMA PER, which follows the BER behaviour. It is worth
highlighting that the PER is less sensitive to power allocation compared to PFA2 and
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(a) (b)

Figure 6.5: Exact and approximate global probability of misdetection: a) versus SNR. b) versus αS for SNR = 15 dB.

(a) (b)

Figure 6.6: Exact and approximate global probability of false alarm: a) versus SNR. b) versus αS for SNR = 15 dB.

PM. Hence, the power coefficients should be selected to achieve a particular PFA2 , PM

and the PER.
The analytical and simulated TMs probabilities are shown in Figure 6.9. It is noted

from Figure 6.9a that at low SNRs, TM4 is dominant because the BER requirement
cannot be satisfied for any user. However, as the SNR increases to 6 dB, TM3 becomes
dominant because the SU is closer to the BS, and thus, its BER requirement can be
satisfied with OMA, whereas the PU BER requirement cannot be satisfied with OMA
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(a) (b)

Figure 6.7: Global probability of misdetection and false alarm versus SNR for perfect and imperfect CSI.

(a) (b)

Figure 6.8: Exact and approximate packet error rate: a) versus SNR. b) versus αS for SNR = 15 and 25 dB.

due to the experienced pathloss. When the PU pathloss is compensated for by the in-
creased SNR, TM1 takes over TM3 because the PU is given a higher priority than the
SU. It can be seen that when SNR is more than 15 dB, Pr(TM2) becomes greater than
Pr(TM1) because NOMA packets can be adopted while satisfying the BER require-
ments of both users. Moreover, Figure 6.9b shows that Pr(TM3) and Pr(TM4) are
independent of the selected power coefficients for NOMA mode as seen in (6.40) and
(6.41). Also, improving the Nakagami factor enhanced the probability of TM2 and the
peak of TM1 and TM3 which is due to the channels‘ improvements. Additionally, it is
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(a) (b)

Figure 6.9: Analytical and simulated probability of TMs: a) versus SNR. b) versus αS for SNR = 15 and 25 dB.

noted that αS = 0.1 maximises Pr(TM2) which is favourable to maximise the system
throughput.

Figure 6.10 shows the analytical and simulated throughput for different K values. It
can be seen that optimal RS performance at low SNRs is achieved with K = 1, whereas
K = 1/L achieves an optimal RS performance at high SNRs. For the moderate SNR
region, the optimal RS performance is achieved with K = 7/8. This indicates that K

should be tuned by the SU based on the average SNR to achieve optimal performance.
Furthermore, it can be seen that RS is higher at low SNRs while RP is better at moderate
and high SNRs before saturation.

Finally, Figure 6.11 shows the sum throughput results for the proposed and con-
ventional NOMA system with two users, where perfect and imperfect receivers are
considered, and both BPSK and QPSK results are presented. The figure shows that
αS = 0.1 offers higher sum throughput as compared to αS = 0.05. In addition, it shows
that the performance gap between the perfect and imperfect receivers is wider for the
proposed system because of the classifier and counting rules imperfections. Further,
the gap for the QPSK case compared to the BPSK case is wider indicating more fre-
quent classification errors. It is noted that the sum throughput is higher for BPSK case
at low SNR values, which is due to its lower SNR threshold requirements compared to
the QPSK. Furthermore, the proposed system shows a performance gain over the con-
ventional system for all SNRs before saturation where the performance gain reduces as
the SNR improves. For instance, when M = 1 the performance gain is ∼ 9.4−11 dB
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(a) (b)

Figure 6.10: Analytical and simulated throughput versus SNR for various K values: a) M = 1. b) M = 2.

(a) (b)

Figure 6.11: Sum throughput versus SNR for BPSK and QPSK cases, where K = 7/8: a) M = 1. b) M = 2.

and ∼ 10−10.1 dB at 0.5 bit/symbol for BPSK and QPSK, respectively. It reduces to
∼ 5.3−5.8 dB and∼ 9.1−9.2 at 1 bit/symbol for BPSK and QPSK, respectively. The
same trend is observed for M = 2 but with performance enhancement for both systems
due to the channel improvement. The reason for such a performance gap between the
proposed and conventional system at moderate SNRs is that system outage is highly
likely for the conventional system [174]. Figure 6.12 shows the sum throughput re-
sults considering SU and PU at various distance combinations, i.e. near-far, far-near,
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(a) (b)

Figure 6.12: Sum throughput versus SNR for BPSK case considering various PU and SU distance combinations, where K = 7/8:
a) M = 1. b) M = 2.

near-near and far-far. It can be seen that at moderate SNRs, the near-far pair performs
better than the far-near pair because the SU in the latter has limited access to the PU
spectrum due to its low priority and poor channel conditions. In addition, the near-near
pair outperforms the other cases, but such a pairing policy might degrade the overall
cell throughput because we might end up pairing two far users.

6.12 Conclusions

To conclude, this chapter analysed the throughput of uncoordinated hybrid interweave-
underlay CR-NOMA in Rayleigh block fading channels. The TMs probabilities and
average PER performance were derived analytically. Also, the classifier and count-
ing rules performances were presented in closed-form. When the proposed system
was benchmarked against a conventional NOMA system, the former revealed up to 10
dB performance gain under some scenarios. It is noted that maximizing the PU/SU-
NOMA mode over the PU-OMA mode would maximise the system’s throughput.
Moreover, the SU performance is limited by the classifier and counting rule perfor-
mance where the latter has to be finely tuned to get an optimal throughput performance.
As a rule of thumb, AND rule is optimal at low SNRs, whereas OR rule is optimal at
high SNRs. For moderate SNR values, the K̄-out-of-L rule should be tuned to provide
optimal performance. However, the tuning depends only on the average SNR, which
can be generally acquired with low complexity.
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Chapter 7

Design and Analysis of NOMA with
Adaptive Modulation and Power

7.1 Chapter Introduction

In this chapter, we derive closed-form expressions for the throughput of non-orthogonal
multiple access (NOMA) and use the expressions to maximise the throughput. The de-
sign considers a packet-based transmission where the base station optimises the mod-
ulation orders and power coefficients while satisfying the block error rate (BLER)
requirement for each user. The optimisation problem is solved using integer and
mixed-integer programming, where the computational complexity is reduced using an
efficient stopping criterion, segment-line search, and quantised signal to noise ratios
(SNRs). Furthermore, the analytical and simulation results show that selecting the ap-
propriate power and modulation orders can improve the throughput by about 3 dB at
high SNRs. The impact of the SNR quantisation is evaluated, and the obtained results
show that the proposed system can tolerate large quantisation steps, which enables re-
ducing the complexity of the optimisation and adaptation processes. Furthermore, the
optimisation for the fixed power case is simplified, where the objective is transformed
to maximising the throughput by minimising the maximum SNR requirements of the
users. The optimisation problem is formulated as a min-max problem to jointly op-
timise the modulation orders and SNR thresholds, where the original mixed-integer
programming is simplified to integer programming by introducing an auxiliary vari-
able. Compared to the grid search approach, the analytical and simulation results show
that the min-max approach can improve the throughput with a significant reduction in
the number of transmission modes, the throughput can be improved by up to 2.5 dB at
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moderate SNRs and by 1 bit/symbol at extremely high SNRs.

7.1.1 Chapter Organisation

The remainder of the chapter is organised as follows. Section 7.2 is the related work
and motivations and contributions. Section 7.3 demonstrates the system and channel
models. Section 7.4 illustrates the adaptation process at the BS. Section 7.5 derives the
NOMA throughput while the analytical and simulation results are shown and discussed
in Section 7.6. Finally, Section 7.7 is the conclusion.

7.2 Related Work

Recently NOMA has attracted much attention as it can achieve improved spectral ef-
ficiency, support massive connectivity and serve users with diverse quality of service
(QoS) requirements [24]. To augment NOMA advantages, adaptive modulation and
coding (AMC) have been widely considered [70, 71, 73, 74, 187–189]. For exam-
ple, Wang et al. [74] propose an asymmetric adaptive modulation algorithm based
on BLER requirements for uplink (UL) two-user NOMA using only binary phase-shift
keying (BPSK) and quadrature phase-shift keying (QPSK). The authors of [187] pro-
pose constructing an AMC and power coefficients map for the downlink (DL) via an
offline link-level NOMA simulator. Similar to the link-level simulator approach, [188]
designs an algorithm aiming at maximising the minimum user rate while achieving
user fairness. The authors of [71] consider a two-user DL multi-carrier NOMA and
propose an efficient adaptive modulation algorithm to maximise the throughput while
satisfying individual users’ bit error rate (BER) constraints. However, the through-
put is evaluated only using simulation and the system adopts fixed power assignment
(FPA). Similarly, Cejudo et al. [70] design an efficient resource allocation algorithm to
maximise the sum rate while satisfying the BER constraints.

Jia et al. [189] derived the average spectral efficiency (SE) for the UL two-user
NOMA while assuming FPA and adaptive square M-ary quadrature amplitude modu-
lation (M-QAM). Yu et al. [73] proposed a joint adaptive modulation and power as-
signment (PA) algorithm for the DL to achieve a minimum SE target for one of the
users and maximise the SE of the other user without sacrificing the BER performance.
It is worth mentioning that [73,189] used the single-user square M-QAM BER expres-
sion rather than the NOMA exact BER expressions. The authors of [190] proposed
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a joint PA, channel assignment, and modulation order selection to maximise the ef-
fective throughput of a DL multi-user multi-channel NOMA system with imperfect
successive interference cancellation (SIC) and square M-QAM. In [27], the necessary
and sufficient conditions are derived for the power ranges of NOMA with arbitrary
M-QAM modulation orders and number of users to prevent error floors when SIC is
used. However, the derived power ranges do not specify the optimal power required
to achieve a certain BER. Choi [191] studied the PA problem for two-user DL NOMA
considering square M-QAM to maximise the mutual information. Dong et al. [79]
found the optimal power and phase for two-user UL NOMA with square M-QAM to
maximise the minimum Euclidian distance of the received sum-constellation at the re-
ceiver side. Han et al. [134] derived BER and symbol error rate (SER) expressions for
DL NOMA with joint-Gray labelling considering QPSK and arbitrary number of users.
Moreover, the BER of DL NOMA system is derived in [24] for an arbitrary number
of users and M-QAM modulation orders, where the optimal PA is found considering
statistical channel state information (CSI).

In [192], adaptive Bose–Chaudhuri–Hocquenghem (BCH) coding with constel-
lation rotation is proposed to improve the NOMA BER. Qiu et al. [110] propose
an algebraic constellation rotation design for a two-user DL NOMA in block fad-
ing channels. However, BLER is evaluated via computer simulation. Approximate
BLER expressions for short-packet communication NOMA are derived in [193–198].
In [193], a two-user DL NOMA is considered with fountain-coding, [194] considered
multiple-input multiple-output (MIMO)-NOMA system, [195, 196] studied Internet
of Things (IoT) networks, [197] studied intelligent reflecting surface (IRS)-assisted
NOMA, and [198] studied residual hardware impairments and channel estimation er-
rors.

7.2.1 Motivations and Contributions

Despite the advantages of NOMA, its BER remains generally the main limitation due
to the inter-user interference (IUI). Therefore, the power and modulation order for each
user has to be carefully selected to ensure that all users can jointly achieve their QoS
requirements. Consequently, the power and modulation order should be selected based
on the channel conditions and QoS for each user. Therefore, this chapter considers:

• The design of a NOMA system with adaptive power and M-QAM modulation
orders.
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• An efficient low-complexity algorithm is proposed to realize the modulation and
power adaptation process.

• An efficient min-max optimisation is proposed to realize the modulation adapta-
tion process with the least number of transmission modes (TMs).

• To enable efficient design, we derive exact closed-form expressions for the in-
stantaneous throughput (iTp) and closed-form approximation for the average
throughput (aTp).

• A novel approach is developed to correlate the selected modulation orders and
power, and thus, no side information about the power is required at the receiver
side.

It is worth highlighting that [70] considered resource allocation for multicarrier
NOMA under BER constraints. Also, the throughput is evaluated through Monte-
Carlo simulation. While we consider the DL NOMA, [189] considers the UL NOMA,
and derive the information-theoretic SE under the single-user uncoded BER constraint,
FPA, and adaptive square M-QAM.

7.3 Systems and Channel Models

This work considers a packet-switched single cell that consists of a base station (BS)
that serves two-user NOMA using a single resource block. The BS adapts the mod-
ulation orders and power coefficients to maximise the iTp while satisfying the users’
instantaneous BLER. The adaptation is applied on a packet-by-packet basis while as-
suming a block fading channel that is static for L symbols, which is the packet dura-
tion [110, 193]. Without loss of generality, the near and far users are denoted as U1

and U2, and the allocated power coefficients are α1 and α2, where α1 +α2 = 1. The
BS informs the users about the transmission parameters and the users perfectly report
their CSI and QoS requirements to the BS through an error-free feedback channel. The
received signal for Un∀n ∈ {1,2} is

yn = Hn(
√

α1x1 +
√

α2x2)+wn (7.1)

where yn ∈ CL×1, the data packet xn = [x(1)n ,x(2)n , . . . ,x(L)n ]T , the symbols are drawn
uniformly from a BPSK constellation or a rectangular M-QAM. For each data symbol,

191



Chapter 7. Design and Analysis of NOMA with Adaptive Modulation and Power

E[|x(l)n |2] = 1 ∀l, and Mn = log2 Mn, where Mn is the modulation order, E[·] denotes
the statistical expectation, and (·)T denotes the transpose operation. The additive white
Gaussian noise (AWGN) vector wn ∼ CN (0,N0IL) where σ2

wn
= N0/2 and IL is the

identity matrix with a size of L×L. The complex channel gain for single-input-single-
output (SISO) channel is Hn ∈ CL×L, which corresponds to block Rayleigh fading
over a one packet interval, that is Hn = hnIL, hn = ȟn×d−λ/2

n , ȟn ∼ CN (0,1), dn is the
distance between the BS and the nth user, and λ is the pathloss exponent. The small-
scale channel gains are assumed to be mutually independent and identically distributed
(i.i.d). In this work, we consider using a symbol-by-symbol joint-multiuser maximum
likelihood detector (JMLD) with perfect CSI [24, Eq. (5)], which is generally equiv-
alent to SIC where both account for the imperfections caused by the IUI [23, 27].
Nonetheless, the SIC is limited to a certain PA range for reliable detection [27]. There-
fore, by dropping the symbol index, the jointly detected symbols can be written as

{x̂1, x̂2}= arg min
xi∈χi

∣∣∣yn−hn ∑
2
i=1
√

αixi

∣∣∣2 (7.2)

where xi are the trail symbols taken from the user’s reference constellation χi.

7.4 Adaptation Process at the Base Station

7.4.1 Preliminaries

Considering FPA and adaptive power assignment (APA), the instantaneous BLER can
be expressed as [199, Eq. 6.21],

Pen |γn = 1− (1−PBn|γn)
MnL (7.3)

where PBn|γn is the instantaneous BER which is a function of α1, M1, M2 and γn. In
practice, IUI causes imperfections in the detection and affects the BER. Therefore, the
instantaneous BER expressions accounting for these imperfections can be written in
general as [24, Eq. (23)],

PBn |γn =
1

2M−2Mn
∑q cqQ

(√∣∣∆q
∣∣2 γn

)
(7.4)
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where Q(·) is the Gaussian complementary cumulative distribution function (CDF),
M = ∑n Mn, cq is a weighting coefficient and ∆q is the distance between the constella-
tion points and the decision regions’ boundaries [24]. The MATLAB code to generate
(7.4) is available in [200]. Note that the factor 2M−2 becomes 2M−1 if Mn = 1 ,∀n.
Furthermore, the iTp for each user is defined as the probability of receiving a certain
block successfully multiplied by the number of bits per symbol,

Rn|γn = (1−Pen|γn)Mn. (7.5)

Therefore, the iTp is defined as the sum of the instantaneous users’ throughputs, i.e.

∑
2
n=1 Rn|γn ≜ R. It is worth noting that the mutual information can be alternatively

used. Nonetheless, it is derivation is tedious for arbitrary modulation orders. There-
fore, it is outside the scope of this work.

7.4.2 Grid Search Approach

Inspired by the AMC systems in [187], a tabulated adaptation is proposed based on
quantising the instantaneous SNR of both users, which is given as γn = 2|hn|2

N0
. The

quantisation levels for both users are identical, and the number of quantisation levels
is given by k = γmax−γmin

∆γ
+ 1, where γmin is the cut-off outage level that satisfies both

users with minimum modulation orders, γmax is the maximum SNR to be considered,
and ∆γ determines the resolution of the quantisation. Therefore, k×k TMs are formed
in a grid such that each TMi, j, ∀i, j ∈ {1, . . . ,k}, is characterized by the (α1,M1,M2)

tuple. The conditions to select TMi, j are ρ1
i, j ≤ γ1 < ρ1

i+1, j and ρ2
i, j ≤ γ2 < ρ2

i, j+1, where
ρ1

i, j = γmin+(i−1)∆γ and ρ2
i, j = γmin+( j−1)∆γ. It is worth noting that the boundary

conditions are ρ1
k+1, j = ρ2

i,k+1 = ∞. A look-up table (LUT) is used to store the TMs
conditions and the corresponding tuple (α1,M1,M2). It is noted that as ∆γ gets smaller,
a higher resolution grid with a larger number of TMs will be created, which provides a
better approximation of the continuous adaptation scenario. The LUT generation has
an objective to maximise R by optimising the TM parameters. For the FPA scheme,
the LUT generation is an integer optimisation problem,

(M ∗
1 ,M ∗

2 ) = arg max
M1,M2

R (7.6)
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while the LUT generation for the APA scheme is a mixed-integer optimisation prob-
lem,

(α∗1,M ∗
1 ,M ∗

2 ) = arg max
α1,M1,M2

R. (7.7)

Both optimisation problems are subject to satisfaction of a predefined BLER threshold,
τn, such that

Pen|γn ≤ τn, ∀n. (7.8)

7.4.2.1 Adaptive modulation with FPA

A possible FPA scheme is the equally spaced constellation points PA which depends
on the selected modulation orders. Hence, informing the users about the modulation
orders is sufficient to identify the selected power coefficients at the BS because such
PA results in a constellation diagram that is similar to the single-user case, has equally
spaced constellation points, with a modulation order of M1×M2× ·· ·×MN . More-
over, the bit mapping of the constellation points still follows the NOMA conventional
mapping. The equally spaced constellation points PA condition for N = 2 case can
be found considering the real part of the nearest constellation point to the origin, s0 =

−Λ1

√
α1κ

−1
1 +

√
α2κ

−1
2 , and the point next to it, s1 =−(Λ1−2)

√
α1κ

−1
1 +

√
α2κ

−1
2 ,

where κn and Λn are respectively the normalization factor and width for Un constel-
lation [24]. Hence, 2s0 = s1− s0 ensures equally spaced constellation points. After
some mathematical manipulation and generalization, the condition can be expressed
as follows,

αn

αn+1
=

κn

(Λn +1)2
κn+1

, ∀n ∈ {1,2, . . . ,N−1} (7.9)

which results in a system of equations that need to be solved to find α1,α2, . . . ,αN−1.
By noting that α2 = 1−α1 for N = 2, the closed-form PA can be expressed as

α1 =
κ1

Λ1κ2 (Λ1 +2)+κ1 +κ2
(7.10)

which is more general than [70, Eq. (10)] because the latter is applicable for square M-
QAM only, while (7.10) is applicable for the general case of rectangular M-QAM. The
objective function in (7.6) has a low complexity as the solver only needs to compute
Pen|γn and Rn|γn ∀n using (7.3)–(7.5) at the FPA found in (7.10) for a limited number
of cases that correspond to all possible combinations of M1 and M2, and select the pair
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Figure 7.1: Instantaneous BLER and throughput, where M1 = 3, M2 = 1, γ1 = 32 dB, γ2 = 29 dB.

that maximises R while satisfying (7.8). While noting that the computational complex-
ity to compute (7.4) increases as Mn becomes larger [24], using brute-force search will
have a time complexity of O

(
k2M 2

max
)
, where Mmax is the maximum Mn allocated ∀n.

Considering the fact that increasing the modulation order would increase the BLER
for a fixed SNR can be useful to define search heuristics. Hence, reducing the optimi-
sation complexity. Therefore, the search for (M ∗

1 ,M ∗
2 ) can be performed in ascending

order of M , and the search would stop once the BLER constraints are violated. The
function for solving (7.6) can be described as f :

(
ρ1

i, j,ρ
2
i, j,τ1,τ2

)
7−→ (M ∗

1 ,M ∗
2 ),

where f finds (M ∗
1 ,M ∗

2 ) that maximises R under (ρ1
i, j,ρ

2
i, j,τ1,τ2) conditions. Note

that (M ∗
1 ,M ∗

2 ) 7−→ α∗1 using (7.10).

7.4.2.2 Adaptive modulation with APA

Solving the optimisation problem in (7.7) is generally not straightforward because the
objective function exhibits multiple local maximum points for R, as depicted in Figure
7.1. Such behaviour is due to the fact that certain α1 values cause constellation points
overlap, and hence detection ambiguity. These points can be found by considering the
following condition,

(aR−aL)

√
α1κ

−1
1 +(bR +bL)

√
(1−α1)κ

−1
2 = 0 (7.11)
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where aR,aL ∈ {±1,3, . . . ,Λ1}, bR,bL ∈ {±1,3, . . . ,Λ2}. Solving (7.11) for all pos-
sible combinations of aR,aL,bR,bL results in a set of α1 > 0 and α1 < 1 values that
impose the constellation points overlap, which can be expressed as

A=
κ1 (bR +bL)

2

κ1
(
b2

R +b2
L +2bRbL

)
+κ2

(
a2

R +a2
L−2aRaL

) . (7.12)

Therefore, to avoid the local maximum problem, it is important to find all local max-
imum points by segmenting the search range and eventually finding the global maxi-
mum. It is worth noting that after the first overlap with respect to α1, the constellation
points become very close to each other, which degrades the performance severely.
Nonetheless, the Euclidean distance between the constellation points starts increas-
ing after the last overlap with respect to α1. Therefore, investigating the two extreme
ranges with respect to α1, i.e., [0,min(A)] and [max(A),1], is sufficient to find the
global maximum. Hence, the optimisation complexity is reduced compared to the full-
line search.

Furthermore, since brute-force search for (α∗1,M ∗
1 ,M ∗

2 ) is computationally expen-
sive, a stopping criterion similar to the FPA case is considered to reduce complex-
ity. The pseudocode for the mixed-integer optimisation problem is given in Algorithm
7.1. The function in line 12, fconopt(·), is based on line-search and used to solve
constrained maximisation problems where the arguments are as follows, (7.7) is the
objective function, x0 is the initial guess, lb and ub are the lower and upper bounds
of the optimisation variable, (7.8) are the non-linear constraints. The algorithm solv-
ing (7.7) can be described as g :

(
ρ1

i, j,ρ
2
i, j,τ1,τ2

)
7−→ (α∗1,M ∗

1 ,M ∗
2 ), where g finds

(α∗1,M ∗
1 ,M ∗

2 ) that maximises R under (ρ1
i, j,ρ

2
i, j,τ1,τ2).

7.4.2.3 Practical considerations

Since the BS informs the users about (α∗1,M ∗
1 ,M ∗

2 ), the adaptation signaling overhead
should be considered for ∆γ→ 0 cases as the LUT size becomes massive. Assuming
that the maximum and minimum modulation orders are 256 and 2, respectively, i.e.
1≤Mn ≤ 8. This represents 8 possibilities, which requires 3 bits to represent Mn ,n ∈
(1,2), or 3N bits for N users. Moreover, since 0 < α1 < 1 then using 8 to 16 bits
provides negligible quantisation error. Therefore, the total required bits to convey the
power information can be 16(N−1), which is a significant signalling overhead when
compared to the modulation orders. Therefore, to limit the signalling overhead, ∆γ

should be optimised to limit the LUT size, or FPA should be considered.
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Algorithm 7.1: Adaptive modulation and APA

Input:
(

ρ1
i, j,ρ

2
i, j,τ1,τ2

)
Output: (α∗1,M ∗

1 ,M ∗
2 )

1 γ1 = ρ1
i, j, γ2 = ρ2

i, j, R∗ = M ∗
1 = M ∗

2 = 0
2 for M1 = 1 : Mmax do
3 for M2 = 1 : Mmax do
4 Compute A using (7.12)
5 αmin

1,seg = min(A), αmax
1,seg = max(A)

6 keyl = [0, αmax
1,seg], keyu = [αmin

1,seg, 1]
7 for k = 1 : 2 do
8 lb = key(k)l , ub = key(k)u
9 x0 = 0.5(lb+ub)

10

[
f̌ (k)val ,x

(k)
seg

]
= fconopt((7.7),x0, lb,ub, (7.8))

11 if Pen|γn > τn, ∀n then
12 f̌ (k)val = NaN

13 f (M1,M2)
val = max

(
f̌val
)

14 α
(M1,M2)
1 = x

(argmax(f̌val))
seg

15 if f (M1,M2)
val > R∗ then

16 R∗ = f (M1,M2)
val

17 (α∗1,M ∗
1 ,M ∗

2 ) =
(

α
(M1,M2)
1 ,M1,M2

)
18 if M2 > 1, f (M1,M2)

val = f (M1,M2−1)
val = NaN then

19 break

20 if M1,> 1, f (M1,M2)
val = f (M1−1,M2)

val = NaN then
21 break
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7.4.3 Min-Max Approach

Inspired by the fact that the time complexity and the number of TMs grow significantly
by increasing the resolution of the grid, we propose a simpler approach to reduce the
number of TMs. While noting that as τn −→ 0, Pen|γn ≈ 0. Hence, R ≈M . Conse-
quently, minimising the maximum SNR requirement of the users would also maximise
R for a given M . Therefore, the objective function can be formulated as a mixed-
integer programming optimisation for a given M = Mt ∈ {2, . . . ,2Mmax},

(ρ∗1,ρ
∗
2,M ∗

1 ,M ∗
2 ) = arg min

M1,M2,γ1,γ2

max{γ1,γ2} (7.13a)

which is subject to

M = Mt (7.13b)

γn > 0, ∀n (7.13c)

γ1 > γ2, (7.13d)

Pen|γn ≤ τn, ∀n. (7.13e)

It is important to mention that (7.13b) is an equality constraint that will allow a heuris-
tic search in all possible combinations of M1 and M2 that result in Mt bit/symbol. For
instance, if Mt = 4, then there are three {M1,M2} combinations that satisfy this con-
dition which are {3,1}, {1,3} and {2,2}. On the other hand, the inequality constraint
(7.13c) ensures that γn is in its allowed space, (7.13d) ensures the near user has bet-
ter channel conditions compared to the far user, (7.13e) ensures the satisfaction of a
predefined BLER threshold, τn.

Since the optimisation problem is mixed-integer programming, its complexity is
relatively high even when using efficient search algorithms. Thus, a low-complexity
integer programming optimisation problem is proposed, which is based on defining
an auxiliary variable ρn = g(M1,M2,α1,L,τn) which represents the γn at which the
instantaneous BLER for Un strictly satisfies the BLER threshold τn. The function g(·)
can be found by solving (7.3) for γn and letting Pen|γn = τn. Therefore,

(ρ∗1,ρ
∗
2,M ∗

1 ,M ∗
2 ) = arg min

M1,M2

max{ρ1,ρ2} (7.14a)
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Table 7.1: Summary of grid search and min-max approaches.

Grid Search Min-Max

optimisation Integer programming Integer programming

Objective maxR minmax{ρ1,ρ2}
Variables M1,M2 M1,M2,Mt

Solution M ∗
1 ,M ∗

2 ρ∗1,ρ
∗
2,M ∗

1 ,M ∗
2

TMs kN N(Mmax−1)+1

Complexity O
(
kNM N

max
)

O
(
M N

max
)

which is subject to

M = Mt (7.14b)

The function for solving (7.14a) can be described as ω : (Mt ,τ1,τ2) 7−→ (ρ∗1,ρ
∗
2,M ∗

1 ,M ∗
2 ),

where ω finds (ρ∗1,ρ
∗
2,M ∗

1 ,M ∗
2 ) that minimises the maximum SNR requirements of the

users under (Mt ,τ1,τ2) conditions. Note that (M ∗
1 ,M ∗

2 ) 7−→ α∗1 using (7.10). Using
brute-force search for the whole combinations of M1 and M2 that are constrained by
Mt bit/symbol will have a time complexity of O (Mt−1), while the time complexity
to consider all values of Mt is O

(
M 2

max
)
. It is worth mentioning that extending this

approach to a higher number of users will have an increase in the time complexity such
that O

(
M N

max
)
. Table 7.1 summarizes the main similarities and differences of the grid

search and the min-max approaches.
It is worth noting that the number of TMs is 2Mmax− 1 which is less than k× k

TMs as in the grid search approach. The TMs in the min-max approach are denoted
by TMMt

, Mt ∈ {2, . . . ,2Mmax}, is characterized by the (α1,M1,M2) tuple. The con-
ditions to select TMMt

can be one of the following:

ρ
∗(Mt)
n ≤ γn < ρ

∗(M̌t)
n ∀n (7.15)

{γ1 ≥ ρ
∗(M̌t)
1 }∩{ρ∗(Mt)

2 ≤ γ2 < ρ
∗(M̌t)
2 } (7.16)

{γ2 ≥ ρ
∗(M̌t)
2 }∩{ρ∗(Mt)

1 ≤ γ1 < ρ
∗(M̌t)
1 } (7.17)

where M̌t is the succeeding Mt , ρ
∗(M̌t)
n = ∞ when Mt = 2Mmax. Furthermore, no trans-

mission takes place if γn < ρ
∗(Mt=2)
n for either users and a mutual outage is declared.
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7.5 Throughput Analysis

In this section, we derive the probability of each TM, and then the aTp by approximat-
ing the average BLER.

7.5.1 Probability of Transmission Modes

Each TM has lower and upper SNR thresholds for the instantaneous SNRs in order to
be selected.

7.5.1.1 Grid search TMs

Each TM has lower and upper SNR thresholds for the instantaneous SNRs in order to
be selected. The lower and upper γn thresholds for TMi, j will be denoted as ρ

l,1
i, j = ρ1

i, j,
ρ

l,2
i, j = ρ2

i, j, ρ
u,1
i, j = ρ1

i+1, j and ρ
u,2
i, j = ρ2

i, j+1. Hence, the probability of TMi, j can be
calculated as follows,

Pr
(
TMi, j

)
=

2

∏
n=1

Pr
(

ρ
l,n
i, j ≤ γn < ρ

u,n
i, j

)
=

2

∏
n=1

Fγn

(
ρ

u,n
i, j

)
−Fγn

(
ρ

l,n
i, j

)
(7.18)

where Fγn (·) is the CDF of γn. Furthermore, the probability of transmission, i.e.,
Pr(M1,M2)> 0, is PX = ∑i, j Pr

(
TMi, j

)
. Moreover, the average number of transmitted

bits for Un is Sn = ∑i, j Pr
(
TMi, j

)
M ∗(i, j)

n .

7.5.1.2 Min-Max TMs

The probability of TMMt
can be calculated considering the conditions in (7.15)–(7.17)

and it is expressed as follows,

Pr
(
TMMt

)
= ∏

2
n=1 Fγn

(
ρ
∗(Mt)
n

)
−Fγn

(
ρ
∗(M̌t)
n

)
+(

Fγ1

(
ρ
∗(Mt)
1

)
−Fγ1

(
ρ
∗(M̌t)
1

))(
1−Fγ2

(
ρ
∗(M̌t)
2

))
+(

Fγ2

(
ρ
∗(Mt)
2

)
−Fγ2

(
ρ
∗(M̌t)
2

))(
1−Fγ1

(
ρ
∗(M̌t)
1

))
. (7.19)

Moreover, the average number of transmitted bits for Un is Sn =∑Mt
Pr
(
TMMt

)
M ∗(Mt)

n .
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7.5.2 Average BLER

The average BLER of Un can be found by considering the average BLER for all TMs.
For instance, when considering the grid search, the average BLER can be expressed as

Pen =
1

PX
∑i, j Pr

(
TMi, j

)
P(i, j)

en (7.20)

where

P(i, j)
en =

1
ϖn

∫
ρ

u,n
i, j

ρ
l,n
i, j

(
1−(1−PBn|γn)

bn
)

fγn(γn) dγn (7.21)

=1−
bn

∑
r=0

(
bn

r

)
(−1)r

ϖn

∫
ρ

u,n
i, j

ρ
l,n
i, j

(PBn|γn)
r fγn(γn) dγn︸ ︷︷ ︸

In

(7.22)

and bn = M ∗(i, j)
n L,

(·
·
)

is the binomial coefficient, fγn (γn) is the probability density
function of γn. It is worth noting that the Binomial expansion theorem is used to
simplify (7.21) such that (1− z)bn = ∑

bn
r=0
(bn

r

)
(−z)r. In addition, the integral, In, in-

volves a multinomial expression since PBn|γn, (7.4), is a sum of Q-function terms, i.e.
Q(·)+ · · ·+Q(·). Consequently, evaluating In in its current form leads to intractable
analysis. Therefore, PBn|γn is relaxed by considering a tight approximation that ac-
counts for the most dominant Q(·) term only [180],

PBn|γn ≈ βQ
(√

ξγn

)
(7.23)

where ξ = minq
∣∣∆q
∣∣2 and β = 1

2M−2Mn
∑q cq, q = argminq

∣∣∆q
∣∣2. Moreover, since the

integral involves Qr(·), its evaluation is still an open research problem for any integer.

Hence, Q(z) ≈
exp
(
− z2

2

)
√

2π(z2+1)
is used which is a tight approximation for a wide range of

argument values [201]. Therefore,

In ≈
exp(Ω)Ω

r−2
2 βr

ξγn(2π)r/2

[
Γ

(
2− r

2
,Ω(ξρ

l,n
i, j +1)

)
−Γ

(
2− r

2
,Ω(ξρ

u,n
i, j +1)

)]
(7.24)

and Ω = r
2 + 1

ξγn
, the incomplete upper Gamma function is denoted by Γ(a,x) =∫

∞

x exp(−t)ta−1 dt, while γn =
2E[|hn|2]

N0
.
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Figure 7.2: Transmission modes parameters for the FPA scheme. a) M1. b) M2. c) M1 +M2. d) α1.

7.5.3 Throughput Expression

The aTp for Un depends on the average BLER and the average number of transmitted
bits. Hence, Rn is given as [202, Eq. (18)] Rn = (1−Pen)Sn, while the aTp of the
system is R = R1 +R2. Furthermore, while τn −→ 0, Pn|γn ≈ 0, Rn can be given as
Rn = (1−Pen)Sn ≈ Sn.

7.6 Results and Discussions

This section presents the aTp analytical and numerical results for the grid search and
min-max approaches, as well as the optimal TM parameters. It is assumed that U1

and U2 are at distances d1 and 1.67d1 from the BS, and the pathloss exponent is λ =

2.7. Unless stated otherwise, the packet consists of L = 32 symbols and the BLER
requirement is τn = 0.01, ∀n, Mmax = 8, while SNR ≜ 1/2σ2

w.
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Figure 7.3: Transmission modes parameters for the APA scheme. a) M1. b) M2. c) M1 +M2. d) α1.

7.6.1 Grid Search Validation

Figures 7.2 and 7.3 show the selected TMs parameters, (α1,M1,M2) using (7.6)–(7.8).
The x and y-axis represent γ1 and γ2, respectively. Color coding is used to represent
M1, M2, M1 +M2, and α1. The figures are generated using ∆γ = 3 dB. The selection
of γmin is based on the minimum γn requirements for both users to satisfy the QoS
requirements with the minimum possible modulation orders which is γmin = 18 dB.
Additionally, γmax = 42 dB, and Mmax = 8. As can be noted from the figures, while
Mn of an individual user using FPA may outperform an individual user with the APA
in certain scenarios, ∑n Mn for the APA consistently outperforms the FPA for γ1 > γ2

or γ1 < γ2. However, when γ1 = γ2 both schemes offer similar ∑n Mn which, indicates
that the FPA is optimal only for γ1 = γ2. Moreover, M1 and M2 for the APA in Figures
7.3a and 7.3b are symmetrical about the right diagonal, i.e., M1|(γ1,γ2) = M2|(γ2,γ1).
For example, M1|(21 dB,24 dB) = M2|(24 dB,21 dB) = 2.
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Figure 7.4: Analytical (lines) and simulated (markers) aTp for FPA and APA schemes. a) L = 32, ∆γ = 1 dB. b) L = 32,
∆γ = {1,3,5} dB. c) L = {16,32,64,128}, ∆γ = 3 dB.

Figure 7.4 shows that the analytical and simulation aTp results match closely for
various parameters, which confirms the accuracy of the derived approximation. Fig
7.4a considers ∆γ = 1 dB and L = 32, and it shows that the APA performance gain
is proportional to SNR. For example, the APA outperforms the FPA by about 3 dB
at 6 bits/symbol. Furthermore, R1 is higher than R2 because U1 has better channel
conditions. Figure 7.4b evaluates the effect of increasing ∆γ at a narrower SNR span,
where the throughput degrades slightly when ∆γ increases from 1 to 3 dB. However,
the degradation becomes significant for ∆γ = 5 dB. Based on the observed trend, using
∆γ < 1 will not have a tangible impact on the throughput, while the complexity will
increase significantly.

Furthermore, Figure 7.4c analyzes the effect of changing L for ∆γ = 3 dB. The
figure shows that increasing L degrades aTp, which is due to the need for lower BER to
achieve the same BLER. The proposed algorithm can be extended for N > 2, however,
at the expense of additional complexity. Moreover, increasing the number of users
beyond 2 degrades the BER, and thus, the BLER QoS requirements will be mostly
violated causing a throughput degradation at low and moderate SNRs. For example,
increasing the number of users from 2 to 3 causes a BER degradation of 10 dB at BER
of 10−3 [24, Figure 14]. It is also worth noting that increasing L caused throughput
degradation because the BLER is proportional to L in uncoded systems, and in coded
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Figure 7.5: Exact and approximated average BLER for fixed and adaptive PA schemes, where L = 32 and ∆γ = 3 dB.

systems when the packet length is increased while the codeword length is fixed, i.e.,
when multiple codewords are grouped to increase the packet length. If the packet
length is equal to the codeword length, then increasing the packet length improves the
BLER because the error correction capability in this case improves.

Figure 7.5 shows that the exact and approximated average BLER results exhibit
a close match for wide range of SNRs,and the average BLER does not exceed 0.01,
which is the threshold.

Figure 7.6 verifies the time complexity of the proposed stopping criteria at different
pairs of γ1 and γ2. For the FPA, the stopping criteria reduce the complexity by 10 to
1400 fold, as compared to brute-force search. When the stopping criteria was adopted
for the APA, the proposed segment-line search reduces the time complexity by about
30 to 116 fold when compared to full line search. Moreover, Figure 7.7 presents the
convergence and time complexity for various pairs of γ1 and γ2. It is observed that
APA requires more iterations to converge as compared to FPA. The reason is that the
former searches in two power ranges, while the latter only checks the feasibility at a
fixed power. In addition, it is noted that the time complexity increases exponentially
with the number of iterations, which is due to the increase in the BLER expressions
size at larger iteration numbers and higher modulation orders.
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Figure 7.6: The time complexity of the proposed algorithm compared with different benchmarks at various instantaneous SNRs.

Figure 7.7: The convergence and time complexity of the proposed algorithm at various instantaneous SNRs.

7.6.2 Min-Max Approach Validation

Figures 7.8 and 7.9 show the selected TMs parameters, (α1,M1,M2) for min-max and
the grid search approaches. Similarly, the x and y-axis represent γ1 and γ2, respectively.
Color coding is used to represent M1, M2, M1 +M2, and α1. Figure 7.9 is generated
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Figure 7.8: Transmission modes parameters for the min-max approach. a) M1. b) M2. c) M1 +M2. d) α1.

using ∆γ = 3 dB, γmin = 18 dB, γmax = 54 dB. Nonetheless, the region of interest is
shown to be 10 < γn < 50, ∀n. As can be seen in Figures 7.8a–b and 7.9a–b is that
M1 (M2) is consistently higher (lower) for the min-max approach as U1 tends to have
higher SNR requirements compared to U2, and hence, the case that satisfies the min-
max criterion is when M1 > M2. In addition, it is noted that the quantisation results in
sub-optimal solutions for M1 +M2. This can be seen by computing the sum weighted
relative area for all M1 +M2, which is denoted as Θ = ∑M1+M2

A(M1+M2)
A(grid) × (M1 +

M2), where A(·) is the area. It is found that Θ = {3.73, 3.53, 3.34} for the grid search
with ∆γ = {1, 3, 5} dB, while Θ = 3.76 for the min-max approach. Consequently,
the relative improvement gain for the min-max approach with respect to grid search
given ∆γ is denoted as Φ|∆γ and computed to be Φ|∆γ = {0.8%, 6.5%, 12.6%} for
∆γ = {1, 3, 5} dB.

Figure 7.8 shows that the analytical and simulation aTp results match closely for
various parameters, which confirms the accuracy of the derived approximation. It is

207



Chapter 7. Design and Analysis of NOMA with Adaptive Modulation and Power

Figure 7.9: Transmission modes parameters for the min-max approach. a) M1. b) M2. c) M1 +M2. d) α1.

noted min-max approach performance gain for R̄ at 6 bits/symbol is 2.5 dB when com-
pared to the grid search with ∆γ = 5 dB. Furthermore, R̄ for the grid search approach
converges as ∆γ −→ 0 at the expense of increased complexity and number of TMs in-
dicating that larger memory requirements are needed to store the LUT. Moreover, R̄

asymptotically saturates at 13 bits/symbol and 12 bits/symbol for the min-max and grid
search approaches.

7.7 Conclusions

This chapter derived closed-form expressions for the throughput over Rayleigh block
fading channels for two-user NOMA systems using LUT-based adaptive modulation
with FPA and APA. Two adaptation processes are considered at the BS which are the
grid search and min-max approaches. Reduced complexity integer and mixed-integer
optimisation problems were formulated and solved. The results show that the FPA
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Figure 7.10: The analytical (lines) and simulated (markers) aTp results vs. SNR for the min-max approach and grid search
approach [1] .

scheme provides similar performance to the APA scheme when both users experience
identical channel conditions, and that APA outperforms FPA in other channel condi-
tions. Moreover, the system throughput demonstrated high tolerance to the granularity
of the quantisation levels. Furthermore, the results show the min-max approach can
improve the throughput by up to 2.5 dB at moderate SNRs.
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Chapter 8

Generalized NOM for ARQ Systems

8.1 Chapter Introduction

Non-orthogonal multiplexing (NOM) is a novel superposition coding scheme that has
been recently proposed to improve the throughput of wireless systems. However, re-
stricting the number of multiplexed packets to two limits the throughput improvement
of NOM to 100% in best case scenarios. Therefore, this work presents a generalized
non-orthogonal multiplexing (GNOM) design with arbitrary number of multiplexed
packets. In the multiplexing process, new and retransmitted packets due to automatic
repeat request (ARQ) are combined while considering the impact of channel conditions
on the power assigned per packet. The proposed GNOM employs an efficient heuristic
algorithm to perform the power assignment and multiplexing decisions. Moreover, the
complexity can be controlled by enforcing a limit on the maximum number of multi-
plexed packets per transmission, making it suitable for Internet of Things (IoT) nodes
with diverse computational capabilities and quality of service requirements. The ob-
tained results demonstrate the effectiveness of proposed scheme, which offers up to
200% throughput improvement at moderate signal to noise ratios (SNRs), and up to
700% at high SNRs. Furthermore, the new scheme can reduce the transmission power
consumption by up to 6 dB in the high SNR region.

8.1.1 Chapter Organisation

The rest of the paper is organised as follows. Related work and motivations and con-
tributions are mentioned in Section 8.2. The conventional ARQ system and channel
models are described in Section 8.3. The proposed GNOM system with adaptive power
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allocation is explained in Section 8.4. The proposed GNOM transmission protocol is
presented in Section 8.5. Simulation and numerical results are discussed in Section
8.6. The conclusion is drawn in Section 8.7.

8.2 Related Work

The integration of IoT in various applications has been growing vastly in the last
decade, which triggered the introduction of more specific applications such as Internet
of Drones (IoD) [203–206] and Internet of Vehicles (IoV) [207–211], or even more ad-
vanced configurations that include both IoD and IoV. Human and machine-centric IoT
applications include transportation, smart cities, health care, agriculture, environment,
retail, and smart homes. These applications tend to have a broad range of quality of ser-
vice (QoS) requirements in terms of latency, power and data rates, and can be supported
using various networks infrastructure including satellite-terrestrial networks [212,213].
For example, the Sigfox, LoRaWAN, narrowband (NB)-IoT and Long Term Evolution
(LTE)-machine-type communication (MTC) are optimised to provide bit rates of 100
bps, 50 kbps, 250 kbps and 1 Mbps, respectively [214]. Therefore, wireless protocols
that will be used to serve IoT applications should have sufficient flexibility to accom-
modate the diverse data rate requirements. Moreover, they should consider the power
and computational capability constraints of the IoT nodes.

For certain applications, ultra-reliable low latency communication (uRLLC) trans-
mission is crucial because erroneous or delayed information can cause fatal conse-
quences. For example, vehicles in IoV environment should perform vehicle-to-vehicle
(V2V) and vehicle-to-infrastructure (V2I) connectivity to enable vehicles to make
certain critical decisions [99]. IoD applications have similar requirements because
the drones typically have to collect and relay location-specific critical information
[203–206]. Therefore, the received data should be verified for correctness before be-
ing used to make decisions. In the context of the decision making processes, decision
fusion has been recognized as one of the most efficient approaches to improve the re-
liability of the decisions made about a certain phenomenon [103, 215]. Nevertheless,
having redundant information from multiple sources to perform fusion is infeasible in
several applications.

In addition to IoT applications, having reliable data is required for most current
applications that rely on wireless communications. The International Telecommu-
nication Union (ITU) has specified that the packet error rate (PER) for any class
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of service should not be greater than 10−4 [216, Table I]. In this context, ARQ is
considered the prominent technique that can be used to achieve this goal. Conse-
quently, ARQ is adopted for the fifth generation (5G) [217] and for several other wire-
less communications standards such as LTE, wireless fidelity (WiFi), wireless per-
sonal area networks (WPANs) and worldwide interoperability for microwave access
(WiMAX) [216]. Moreover, ARQ has been considered for several technologies such
as non-orthogonal multiple access (NOMA) [218–220], multiple-input multiple-output
(MIMO) [221], massive MIMO (mMIMO) [222] and cognitive radio (CR) [223].

8.2.1 ARQ Overview

ARQ allows nearly error-free transmission by checking all received packets for er-
rors and instructing the transmitter to retransmit the packets that fail the error check.
Packets that never pass the error check will be eventually dropped [216]. Despite its
advantages, ARQ may cause severe throughput and power degradation, particularly at
low and moderate SNRs [224] due to the repeatedly transmitted data and the need for
frequent feedback messages from the receiver to the transmitter. Consequently, ex-
tensive research in the literature is devoted to mitigating the adverse effects of ARQ.
For example, integrating forward error correcting (FEC) and ARQ, denoted as hybrid
automatic repeat request (HARQ), can reduce the number of retransmissions by re-
ducing the PER [225]. Moreover, HARQ provides more flexibility to control the type
and amount of retransmitted data, which can be optimised to improve the system effi-
ciency [216]. However, FEC may also reduce the system throughput and power due to
the redundant parity bits, and the additional encoding and decoding complexity and de-
lay. The packet length is a critical parameter that affects the PER, and thus, optimising
the packet length can significantly improve the system throughput [226].

Utilising time diversity by combining the multiple retransmitted packets, known as
chase combining (ChC), can significantly improve ARQ system efficiency. In ARQ-
ChC systems, maximum ratio combining (MRC) can be used to combine all the trans-
missions that correspond to a particular packet to reduce the PER and improve the
throughput. ChC also enables a remarkable power saving because the retransmitted
packets usually do not require the same power used in the initial packet transmis-
sion [224].
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8.2.2 ARQ-based NOMA/NOM

The fact that full power is not required for retransmitted data enables multiplexing
new and retransmitted bits in the power domain [2,227,228]. A comprehensive survey
on power-domain NOMA is reported in [229], while the integration of power-domain
NOMA and the enabling communication techniques and technologies are discussed
in [81]. In [227], the focus is to reduce the delay using an early retransmission tech-
nique. The paper also considers combining new and retransmitted packets using su-
perposition coding where new packets are allocated fixed high power as compared to
retransmitted packets. In each transmission session, a maximum of one new and one
retransmitted packets can be combined and transmitted simultaneously. However, the
fixed power assignment and false negative acknowledgments (NACKs) caused by early
retransmission decisions eliminate the throughput gain that could have been achieved
using the superposition coding. Khreis et al. [228] proposed a multi-layer HARQ
that utilises the idle time that the transmitter usually experiences while waiting for a
feedback message (FM). The main concept is to retransmit certain packets multiple
times without waiting for a FM. To avoid throughput losses, the redundant data is
combined with new transmission using superposition coding. The results presented
in [228] show that the throughput improvement is about 10%. NOM is introduced
in [2] to utilise the power and spectrum efficiently where a low complexity heuristic
algorithm is proposed to combine new and retransmitted data. Although the proposed
algorithm provides up to 100% throughput improvement at high SNRs, the work con-
siders fixed power assignment and the combining is limited only to two packets. Thus,
the throughput improvement is limited because the power allocation can significantly
affect the system performance in both NOMA [230] and NOM [2]. In [231], a power-
domain uplink (UL) NOMA scheme for NB-IoT is presented to handle the challenge
of serving massive devices with available resources. Multiple massive machine-type
communication (mMTC) devices can share a single sub-carrier in the proposed system,
allowing for increased device admission in the overall system. Khan et al. [232] pro-
pose an improvement in the spectral efficiency of IoT networks under power-domain
NOMA. While taking practical constraints into account, the proposed framework takes
the limited number of frequency blocks in the IoT network into account and provides
an optimal technique for power and frequency block allocation.
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Figure 8.1: Simplified system architecture with application to precision agriculture.

8.2.3 Motivation and Contributions

As can be noted from the aforementioned discussions and the cited literature, IoT ap-
plications are increasing the demand for substantial additional transmission resources
due to the rising traffic volume and emerging high data rate requirements. An example
of precision agriculture using IoT is depicted in Figure 8.1 where several sensors need
to communicate data about the field, which may require low data rates. However, a
remotely operated tractor needs to communicate large data volumes at high data rates.
Overall, aggregating the data generated by a large number of sensors of various types
produces large data volumes that have to be transmitted with constraints on reliability,
delay, complexity, power and spectrum. Therefore, conventional solutions will mostly
fail to simultaneously satisfy such conflicting requirements.

Although NOM has the potential to overcome the limitations inherent in ARQ,
its throughput improvement is limited to only two packets, and the packets are multi-
plexed with fixed power. Therefore, this article:

1. Proposes a GNOM for ARQ-based wireless systems to improve their power and
spectral efficiencies, and as a consequence, the throughput will be improved as
well.

2. In the proposed GNOM, the transmitter computes the power coefficients of the
multiplexed GNOM packets to stack the maximum possible number of packets
in a single transmission while satisfying a predetermined PER constraint.

3. The impact of changing the maximum number of multiplexed packets to a spe-
cific value Ncap packets is considered to provide the system designer with an
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additional degree of freedom to optimise the spectral efficiency and complexity.
As a consequence, the system design can be tailored to suit several IoT applica-
tions based on their QoS requirements and computational capabilities.

4. The GNOM system complexity is evaluated and compared to a NOM based
system.

The obtained numerical results show that a significant throughput gain can be
achieved by GNOM when compared to conventional ARQ and NOM systems. The
power efficiency is also evaluated in terms of average power per packet.

8.3 ARQ System and Channel Models

In this work, multiplexing data packets that belong to a single user in the power domain
is denoted as NOM, while if the data packets belong to multiple users the system is
denoted as NOMA.

The ARQ system considered in this work consists of an IoT node that needs to send
M packets over a wireless channel. Therefore, the system configuration corresponds
to the uplink transmission in IoT networks as shown in Figure 8.1. The IoT nodes can
be connected to an IoT gateway, or any type of base station (BS). The transmitter and
receiver utilise truncated ARQ with stop-and-wait (SW) flow control protocol where
the maximum number of allowed transmissions is M , which includes the initial trans-
mission. A packet that is transmitted M times and still has errors will be dropped.
Without loss of generality, it is assumed that binary phase-shift keying (BPSK) modu-
lation is adopted at the transmitter to ensure reliable transmission. BPSK modulation
is adopted in various standards such as the NB-IoT standard [102]. Nevertheless, it is
straightforward to extend the work to other modulation schemes. The channel between
the transmitter and receiver is considered as a block fading where the channel remains
fixed for the period of one packet but changes randomly over consecutive packets.
Therefore, the received packet that corresponds to the kth transmitted packet can be
written as

y(u)k,l = h(u)k,l

√
α
(u)
k,l x(u)k,l +w(u)

k,l (8.1)

where l is the transmission slot, u is the transmission/retransmission counter for each
packet, α is the transmit power which is normalized to unity, h ∼ CN (0,σ2

h) is the
channel frequency response, w is the additive white Gaussian noise (AWGN) vector,
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w = [w1,w2, . . . ,wL], wi ∼ CN (0,N0), and x = [x1,x2, . . . ,xL] is the transmitted data
packet, xi ∈ {−1,1} ∀i, and L is the packet length in symbols.

At the receiver, the received symbols in each packet are demodulated, and then
the packet undergoes an error detection process, which is typically considered to be
perfect, i.e., false alarm and misdetection probabilities are equal to zero. After error
detection, an FM is sent back to the transmitter to instruct it to either retransmit the
previously transmitted packet when the FM is a NACK, or send a new packet when FM

is an acknowledgment (ACK). In this work, we consider Type-I ARQ, and thus, the
same packet can be transmitted up to M times, u ∈ {1,2, . . . ,M }. The receiver can
exploit the channel temporal variations and combine the multiple received versions
of the same packet using ChC. Therefore, the PER for the kth packet after the uth

transmission can be written as

P̄(u)
k,l = 1− (1−P(u)

k,l )
L (8.2)

where

P(u)
k,l = Q

(√
u

∑
i=1

α
(i)
k,ℓ+i−1γ

(i)
k,ℓ+i−1

)
(8.3)

and γ
(i)
k,ℓ+i−1 =

2
∣∣∣h(i)k,ℓ+i−1

∣∣∣2
σ2

w
, σ2

w = N0/2, ℓ corresponds to the slot in which packet k was
transmitted for the first time such that l = ℓ+u−1.

8.4 GNOM-ARQ System

In conventional ARQ, the power per packet can be considered fixed, i.e., α
(u)
k,l = αk,ℓ

∀{k,u, l}. Alternatively, α
(u)
k,l can be optimized to save power [224], which is neces-

sary in the case that a packet is transmitted more than once. In such scenarios, the
transmitter may frequently experience cases with α

(u)
k,l ≤ pmax, where pmax is the trans-

mitter maximum transmit power. Consequently, the power amplifier efficiency at the
transmitter could be significantly harmed. Therefore, we propose in this work to oppor-
tunistically multiplex multiple packets at the transmitter in the power domain such that
the total transmit power is reasonably large. In addition to resolving the power ampli-
fier efficiency problem, a significant spectral efficiency improvement can be gained be-
cause multiple packets can be transmitted using the same transmission time/frequency
resources that are used in conventional ARQ systems. As a consequence of the spectral
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efficiency improvement, the delay can be reduced since it is inversely proportional to
the transmission rate. Moreover, the average power per packet will be reduced because
several packets with small power values will be successfully received.

8.4.1 GNOM

Similar to conventional ARQ, consider that the transmitting IoT node will transmit M

packets over a wireless channel to a particular receiver. We assume that the channel
frequency response of that transmission session is known at the transmitter, which
is a widely adopted assumption in stationary, low, and moderate mobility systems.
If the channel conditions allow multiplexing more than one packet into a particular
transmission session, then the transmitted GNOM packets during the first transmission
slot can be written as

d1 =
N1

∑
i=1

√
α
(1)
i,1 x(1)i,1 (8.4)

where N1 is the number of packets that are multiplexed in the current transmission slot
N1 ≤ Ncap, Ncap is the maximum number of GNOM packets that can be multiplexed,
α
(1)
i,1 is the power coefficient of the ith GNOM packet, the total power in the trans-

mission slot is normalized to unity, and thus, ∑
N1
i=1 α

(1)
i,1 = 1. It is worth noting that

the case where Ncap = 1 corresponds to the conventional ARQ system, while Ncap = 2
represents the NOM [2].

Although the power per packet in (8.4) can be assigned in an arbitrary manner,
the selected powers will affect the receiver design in terms of computational com-
plexity, buffering requirements and packet delay. Therefore, to enable using the low
complexity successive interference cancellation (SIC) receiver, minimize the buffering
requirements, and avoid jitter, the power selection should be performed following the
general rules used for NOMA. To achieve these goals, the system design should adhere
to the following general design rules:

1. The packets’ sequence numbers are used as a priority indicators, that is, a packet
with the lowest index has the highest priority, and so forth. Packets with higher
priority should be assigned more power than packets with lower priority, α

(u)
1,l >

α
(u)
2,l > · · ·> α

(u)
Nl ,l

. More specific rules should be specified based on the adopted
modulation scheme and the number of multiplexed packets [27].

2. Because the packet with the highest priority will be allocated the highest power,
it will be highly likely that lower priority packets will not pass the error check if
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the primary packet fails the error check. Consequently, all multiplexed packets
will be simultaneously dropped after M unsuccessful transmissions. To pre-
vent such scenarios, the packet with the minimum index, denoted as the primary
packet, is the only packet whose transmission counter is incremented when it is
received unsuccessfully. Consequently, only the primary packet will be dropped
after M unsuccessful transmissions. For example, given that the primary packet
x1 has failed m−1 times, then the composite packet in the mth transmission time
slot can be written as

dm =

√
α
(m)
1,mx(m)

1,m +
Nm

∑
i=2

√
α
(1)
i,mx(1)i,m. (8.5)

As can be noted from (8.5), the transmission counter u is incremented only for
x1.

At the receiver, the received composite packet that corresponds to dm can be ex-
pressed as

ym = hm

(√
α
(m)
1,mx(m)

1,m +
Nm

∑
i=2

√
α
(1)
i,mx(1)i,m

)
+wm. (8.6)

For notational convenience, the channel frequency response h for the composite packet
dm will be written as h(u)k,l . Therefore,

ym = h(m)
1,m

√
α
(m)
1,mx(m)

1,m +
Nm

∑
i=2

h(1)i,m

√
α
(1)
i,mx(1)i,m +wm (8.7)

where h(u)k,l = hl ∀{k,u}. Moreover, the transmission time slot index, l, will be dropped
unless it is necessary to include it. Following the SIC detection principle, the primary
packet is detected first, and then the secondary packets are detected according to their
index values. However, if the primary packet is not detected successfully, then the
interference cancellation will fail and most likely all secondary packets will not be
detected successfully as well. Consequently, after the detection stage, the primary
packet will be tested for errors, and if it fails, the detection process for all secondary
packets will be aborted, and these packets will be considered erroneous. The same
procedure is applied to the secondary packets, i.e., if xi fails the error check, then
xl ∀l > i will be automatically considered erroneous. Consequently, FM will have the
form A = [1,1, . . . ,1,0,0, . . . ,0] where 1 stands for ACK and 0 stands for NACK.
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Algorithm 8.1: Power allocation.

Input: l, k, γ
(1)
k,l , τ, L, Ncap

Output: Nl , αl
1 αl = [1,0,0, . . . ,0] ∈ BNcap×1, Nl = 1

2 Compute the PER P̄(1)
1,l using (8.2) and (8.3)

3 if P̄(1)
1,l < τ then

4 for Nl = 2 : Ncap do
5 Find αl by solving (8.8a)–(8.8e)

6 Compute the PER P̄(1)
Nl ,l

using (8.2) and (8.9)

7 if P̄(1)
Nl ,l
≥ τ then

8 break

8.4.2 Power Allocation

The number of multiplexed GNOM packets per transmission slot mostly depends on
the channel frequency response and noise power. Before the commencement of the
packet transmission process, a power allocation routine is performed to allocate the
available power to maximize the possible number of multiplexed packets Nl during
each transmission slot to maximize the spectral efficiency while satisfying the PER
constraint.

To reduce the complexity and the signalling overhead, the routine is called only
when the counter of the primary packet u = 1, and all transmission parameters are
kept fixed during any retransmission process, if there is any. The maximum number of
packets that can be multiplexed in a particular transmission session is obtained using
Algorithm 8.1, which can be described as follows:

1. Compute the PER for a single packet using (8.2) and (8.3), and compare it to the
PER threshold τ. If P̄(1)

1,l < τ, go to next step, otherwise Nl = 1 and thus, only
one packet will be transmitted.

2. Compute the power coefficients to transmit a GNOM packet. The process starts
with two multiplexed packets and may continue up to Ncap. The optimization
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problem for a given Nl can be formulated as follows

arg min
αl∈RNl×1

P(1)
Nl ,l

(8.8a)

subject to:

P̄j,l ≤ τ, ∀ j ∈ {1, · · · ,Nl−1} (8.8b)√
α
(1)
j,l >

Nl

∑
r= j+1

√
α
(1)
r,l , ∀ j ∈ {1, · · · ,Nl−1} (8.8c)√

α
(1)
Nl ,l

> 0 (8.8d)
Nl

∑
r=1

√
α
(1)
r,l = 1 (8.8e)

where R corresponds to the set of real numbers between 0 and 1, the objective
in (8.8a) is to find power coefficient αl for which the bit error rate (BER) of
the last secondary packet, xNl ,l , is minimized while satisfying the constraints
(8.8b)–(8.8e). The constraint in (8.8b) is non-linear, and it is used to satisfy the
PER threshold for the primary and all secondary packets except xNl ,l which will
be transmitted regardless of the PER constraint. Constraints (8.8c)–(8.8d) are
required to satisfy power coefficient bounds [27, Eq. (21)], (8.8e) ensures a unity
sum of power coefficients during a transmission slot. By noting that (8.8a) and
(8.8b) are highly non-linear and non-convex at the same time, search methods
such as gradient descent and interior point algorithm can provide near-optimum
solutions [24]. The BER for GNOM can be written as [24, Eq. (23)]

P(u)
k,l = ∑

j

1
c j

Q

(∣∣∆ j
∣∣√ u

∑
i=1

γ
(i)
k,ℓ+i−1

)
(8.9)

where ℓ corresponds to the slot in which packet k was transmitted for the first
time such that l = ℓ+ u− 1, c j and ∆ j values can be found in Appendix D.
Similarly, the PER can be calculated according to (8.2).

3. Once αl is calculated for Nl = 2, a feasibility check is done where the PER con-
straint satisfaction is checked for the secondary packet. If it is strictly satisfied
or not satisfied, then Nl = 2 and the computed αl are returned. Otherwise, αl for
Nl = 3 will be computed. This loop will continue until Nl = Ncap unless the PER
constraint of the Nth

l packet is strictly satisfied or not satisfied.
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It is worth mentioning that if a primary packet is not successfully detected, the Nl

superimposed packets are buffered, and a NACK is sent to the transmitter. The trans-
mitter retransmits the same data packets using the same power allocation coefficients
that were used in the first transmission of these packets. The reason for using the same
packets and power allocation is to simplify the MRC process. If a new power alloca-
tion process is performed, the retransmitted packets may include new packets that were
not transmitted in the first transmission, and with different power coefficients. Conse-
quently, the combining process becomes infeasible [218]. Upon receiving the retrans-
mitted packets, the receiver applies MRC to combine the retransmitted and buffered
packets. If the primary packet transmission counter exceeds M without being success-
fully detected, then the composite packet and all its buffered versions are dropped and
the receiving buffer is cleared. Otherwise, the primary packet can be subtracted from
the combined packet to allow combining and detecting the secondary packets. It is
worth noting that when the primary packet detection fails, the interference to all other
superimposed packets will be very high, and mostly none of them can be detected suc-
cessfully. Therefore, the detection process is aborted to save time and computational
power.

8.5 GNOM Transmission Protocol

As can be noted from the power assignment process, the transmitter may send one
packet, or up to Ncap multiplexed packets in each transmission slot. According to
the SW protocol, the transmitter will be expecting an FM for each transmitted packet.
The FM will contain the feedback for all multiplexed packets in a vector A , which
can be A = [A1], A = [A1,A2], or A = [A1,A2, · · · ,ANcap], Ai ∈ {0,1} ∀i, where 1
represents an ACK and 0 is for a NACK. However, in the case that a packet is not
detected correctly, it will cause severe interference to the low-power packets, and thus,
most likely they will not be detected correctly as well. Therefore, to save time and
computational complexity, if packet xi fails, then the detection of xi+1 or {xi+1,xi+2}
is aborted and all lower power packets will be considered incorrect. Consequently,
the FM for the Ncap = 3 case, can only be A = [0,0,0], A = [1,0,0], A = [1,1,0],
or A = [1,1,1]. In the case that A = [0,0,0], the transmitter considers that all three
packets have failed. Therefore, the packet with index i remains the primary packet
during the following transmission, but the transmission index l is increased by one. If
the primary packet is detected correctly during its initial transmission but the secondary
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packets are unable to pass the error check, the acknowledgement A = [1,0,0] is sent
back to the transmitter. In the next transmission slot, the primary packet becomes
the packet with index i+ 1. In addition, the buffer containing the observations and
channel realization of the previous transmission slot will be cleared. Moreover, the
primary packet’s transmission counter u is reset to 1 for the new primary packet. It is
worth noting that the primary packet will be dropped if the primary packet transmission
counter exceeds the maximum number of allowed transmissions M .

8.5.1 GNOM Receiver for Fixed Nl

To simplify the GNOM receiver description, we consider an example where the power
assignment algorithm during the first transmission slot, l = 1, returns N1 = 3 and α1 =

[α1,α2,α3]. Hence, the system transmits three packets during this transmission slot.
The modulated packets, simply termed as packets, are denoted as {x1,x2,x3}, where
packet x1 is the primary packet. The receiver employs SIC to sequentially cancel
the inter-packet interference. Hence, the individual packets can be detected from the
received composite packet. For the considered example, the received composite packet
is given as

y1 = h1

(√
α
(1)
1,1x(1)1,1 +

√
α
(1)
2,1x(1)2,1 +

√
α
(1)
3,1x(1)3,1

)
+w1. (8.10)

The receiver employs a maximum likelihood detector (MLD) to detect the primary
packet x1 while considering the other secondary packets as unknown additive noise.
The detected packet x̂1 is applied to a cyclic redundancy check (CRC) process for
verification, denoted by C (x̂1), where C (x̂1) = 1 indicates that the packet has passed
the check, and 0 otherwise. Given that C (x̂1) = 1, then SIC is applied to subtract
the interference caused by x1, then MLD is used to detect x2. If C (x̂2) = 1, then x3

will be detected after eliminating the interference caused by x2 using SIC. Given that
C (x̂i) = 1 ∀i, then A = [1,1,1].

However, if C (x̂1) = 0, then A = [0,0,0], which implies that the same composite
packet will be retransmitted. Moreover, the channel information h1 and received com-
posite packet y1 are stored into two buffers, such that h = [h1] and Y1 = [y1]. After
retransmission, the received sequence y2 and the channel gain are buffered in Y1 and h
respectively, and thus, the buffers’ contents become h = [h1,h2]

T and Y1 = [yT
1 ,y

T
2 ]

T ,
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where (·)T is the transpose. To exploit the temporal diversity, MRC is applied to com-
bine y1 and y2, where the combined packet can be written as

s1,2 =
hH

hHh
Y1 (8.11)

where (·)H is the Hermatian transpose. MLD is then used to extract x̂1 from s1,2.
The same process is repeated as long as l ≤M where yl and hl ∀l are stored in the
receiver buffers. When l > M , the primary packet x1 is dropped, and the next packet
x2 becomes the primary in the next transmission.

In the case that C (x̂1) = 1 in the lth transmission round where l ≤M , the receiver
uses x̂1 and the SIC to eliminate the interference caused by x1 from all the stored
sequences y1,y2, . . . ,yl , which can be expressed as

Y2 = Y1−
√

α
(l)
1,lh⊗ x̂1 (8.12)

where ⊗ is a kronecker product. MRC is then used to combine the sequences in Y2,
which now corresponds to the packet x2. Therefore,

s2,l =
hH

hHh
Y2. (8.13)

MLD is used to detect x̂2. If C (x̂2) = 1, then SIC is used to eliminate the interference
caused by x2. Thus,

Y3 = Y2−
√

α
(l)
2,lh⊗ x̂2. (8.14)

The received sequences that correspond to x3 are then combined,

s3,l =
hH

hHh
Y3. (8.15)

Finally, MLD is applied to produce x̂3.
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Algorithm 8.2: Receiver Design.
Input: l, k, Nl , h, Y1, αl
Output: A ∈ B1×Nl

1 A ← [0,0, . . . ,0]
2 for n = 1 : Nl do
3 q← k+n−1
4 sq,l ← hH

hHhYn

5 x̂q←MLD(sq,l)
6 if C (x̂q) = 0 then
7 break

8 Yn+1← Yn−
√

α
(u)
q,l h⊗ x̂q

9 A(n)← 1

8.5.2 General Receiver Design

By induction on the example in Section 8.5.1, the receiver design for the general case
is given in Algorithm 8.2, where

h = [hℓ,hℓ+1, . . . ,hl−1,hl]
T (8.16)

Y1 = [y(1)k,ℓ ;y(2)k,ℓ+1; . . . ;y(u−1)
k,l−1 ;y(u)k,l ] (8.17)

αl = [α
(u)
k,l ,α

(u)
k+1,l, . . . ,α

(u)
k+Nl−1,l] (8.18)

where the semicolon indicates the end of the row in matrix Y. The received composite
packet during lth transmission slot is given as,

y(u)k,l = hl

√
α
(u)
k,l x(u)k,l +

k+Nl−1

∑
i=k+1

hl

√
α
(1)
i,l x(1)i,l +wl (8.19)

where u denotes the primary packet transmission counter, k denotes the primary packet
number, and Nl denotes the total number of stacked packets during the lth transmis-
sion slot. The process at the receiver depends on h and Y1, which contain the current
channel coefficients and received sequence of the lth transmission slot as well as the
previous transmissions of the kth primary packet. The elements from previous trans-
missions can be extracted from the buffers which have elements of past transmissions
if ℓ− l > 0, otherwise the buffers are cleared. The receiver initializes the FM with
NACKs prior to decoding (Step 1). The detection process is performed in a loop that
iterates Nl times to sequentially detect the Nl GNOM multiplexed packets unless the
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Table 8.1: Time complexity in milliseconds to compute (8.8a) for different SNRs and Nl where L = 32 and τ = 10−1.

SNR (dB)
10 20 30 35 40 45 50

Nl = 2 1.9 0.6 0.7 0.7 0.7 0.7 0.8

Nl = 3 27.7 1.9 0.6 0.6 0.6 0.7 0.8

Nl = 4 − 3.4 1.8 0.7 0.8 0.7 0.8

Nl = 5 − 24.6 6.0 7.2 0.7 0.8 1.0

Nl = 6 − − 16.1 11.4 8.9 0.9 1.0

Nl = 7 − − − 26.9 17.3 20.3 1.2

CRC check fails for the currently detected packet (Step 6). The loop starts by defin-
ing an auxiliary variable q representing the index of the packet under process (Step
3). MRC is applied to the packet under process (Step 4) prior to the detection process
(Step 5). (Steps 6–7) check the CRC for the detected packet, and if the packet fails
the CRC check, the receiver halts the process (Step 7) and returns the initialized FM

in (Step 1). If the packet passes the CRC check, SIC is performed to eliminate the in-
terference caused by the detected packets to the other secondary GNOM packets with
less power (Step 8). Also, an ACK is set for the primary packet in the FM (Step 9).
This process continues to detect the remaining secondary packets unless a secondary
packet fails the CRC check, then an FM is returned indicating the last correctly detected
secondary GNOM packet.

8.5.3 Computational Complexity

The GNOM system design generally follows that of NOMA where the power coeffi-
cients of all data symbols should be computed before the superimposing process [24].
Consequently, the computational complexity depends on Nl , Ncap, and the SNR. How-
ever as depicted in Algorithm 8.1, GNOM should find the maximum number of packets
that can be superimposed, which is bounded by Ncap. Therefore, the GNOM transmit-
ter complexity can be controlled by limiting the value of Ncap, at the expense of some
throughput loss. For example, lower Ncap values can be used for IoT nodes that have
limited computational capabilities. For the case of NOM, the power can be assigned
in a fixed or adaptive manner. For the fixed power assignment, the complexity at the
transmitter is negligible while the NOM complexity will be equivalent to GNOM when
Ncap = 2. Therefore, the complexity of NOM with adaptive power will be considered
for comparing the complexity of both systems. It is worth noting that the NOM per-
formance with adaptive power slightly outperforms that with fixed power [2].
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Table 8.2: Algorithm 1 time complexity in milliseconds for different SNRs and Ncap where L = 32 and τ = 10−1.

SNR (dB)
10 20 30 35 40 45 50

NOM 2.9 1.3 1.6 1.5 1.6 1.7 1.5

Ncap = 3 31.4 3.2 2.2 2.4 2.0 2.4 2.2

Ncap = 4 31.3 7.1 4.2 3.0 2.8 3.0 3.0

Ncap = 5 31.4 34.9 10.3 10.8 4.3 4.0 3.8

Ncap = 6 31.8 33.9 28.6 22.9 13.5 5.1 5.0

Ncap = 7 31.7 34.1 27.9 51.4 31.7 26.5 6.0

In this work, the computation time is used to indicate the system complexity be-
cause counting the number of floating-point operations is intractable. Hence, the time
complexity is evaluated using Matlab on a laptop with an Intel i5 processor and 16-
GB RAM. To evaluate the time complexity of the power allocation process, Table 8.1
presents the time required to compute (8.8a) for Nl = 2,3, . . . ,7. As can be noted
from the table, the time complexity is proportional to Nl and inversely proportional to
SNR. Increasing SNR makes the BER curves steeper, which enables the search pro-
cess to converge fast, and vice versa. On the other hand, increasing Nl increases the
computational complexity of the BER formulas, and hence, the computations time in-
creases as well. It is worth noting that the search for the power coefficients is guided
by boundaries derived in [27], which significantly reduces the search space. Table 8.1
also shows that when Nl would lead to an infeasible solution, the computation time
increases significantly. The infeasible values of Nl are given by the shaded cells in
Table 8.1, and the empty cells have the same value as the first infeasible cell.

Table 8.2 shows the time complexity in milliseconds for Algorithm 8.1 while con-
sidering various instantaneous SNR values. The first row in the table corresponds to
the NOM. Generally speaking, the trends observed in Table 8.1 are also applicable
to Table 8.2, except that computation times are larger since Algorithm 8.1 also in-
volves finding Nl . Consequently, significant complexity reduction can be achieved if
we use efficient approaches to estimate Nl rather than using linear search. A possible
approach is to exploit the relation between Nl and SNR shown in Table 8.1 to reduce
the search space for Nl , For example, at high SNRs we may start the search process at
Nl = Ncap. Moreover, we can stop the search process without going through infeasible
cases. The infeasible solutions are distinguished using the shaded cells in the table.
As compared to NOM, the GNOM complexity is relatively higher. However, the dif-
ference for several cases of interest is generally tolerable since it is in the range of a
few milliseconds in various cases. As can be noted from the complexity results, in-
creasing Ncap for the GNOM would increase the computational complexity, and hence
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Figure 8.2: Average number of detection processes at the receiver for GNOM with different Ncap compared to the ARQ and
NOM [2], where τ = 10−1 and L = 32.

the computational power. Nevertheless, the GNOM can reduce the average transmis-
sion power per packet as shown in Section 8.6. By noting that the transmission power
is typically more significant than the computational power [186], then GNOM can re-
duce the overall power consumption of the transmitting IoT node, which is an essential
feature for power-constrained nodes.

At the receiver side, the GNOM detects the packets using SIC, and stops once a
packet is declared erroneous. Figure 8.2 shows the average number of detection oper-
ations per data packet for τ = 10−1 and L = 32. It can be seen that all the considered
systems have the same average number of detection operations at low and high SNRs.
At low SNRs, the GNOM receiver will mostly stop after detecting the first packet, and
thus, the average number of detection operations approaches M . At high SNRs all
packets will mostly pass the error check and thus, each packet will be detected only
once. At moderate SNRs, the average processing per packet for GNOM is generally
higher than ARQ and NOM because NOM usually has one packet with very low power,
and hence, it is more likely that it will fail the error detection process, retransmitted,
and processed again at the receiver. Nevertheless, the difference between GNOM and
NOM is generally less than 10%.
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Table 8.3: Simulation parameters summary.

Parameter Value

No. transmitted packets M = 3×106

GNOM design parameter Ncap > 2

Packet length L ∈ {32,128}
Channel model Rayleigh block fading

Maximum transmission M = 3

ARQ type ARQ type-I

PER threshold τ ∈ {10−1,10−2,10−3,10−4, 10−5}

8.6 Numerical Results and Discussions

This section presents the performance evaluation of the proposed transmission model.
Monte Carlo simulation is performed for M = 3× 106 packets with Ncap = 7 pack-
ets per transmission slot unless otherwise stated. Two packet lengths are considered,
L = 32 and 128 symbols, and maximum allowable transmissions M = 3. The perfor-
mance is evaluated for PER threshold τ ∈ {10−1,10−2,10−3,10−4, 10−5}. Table 8.3
summarises the simulation parameters and assumptions. The channel fading coeffi-
cients hm ∀m are generated as mutually independent and identically distributed (i.i.d)
random variables whose envelope follows the Rayleigh distribution. The performance
of the proposed system is measured through several metrics and compared to the con-
ventional ARQ system in which a single packet with normalized unity power is trans-
mitted. Also, the performance is compared to GNOM system [2] with αl = [0.8,0.2].
The SNR shown in the figures is defined as SNR ≜ 1/2σ2

w. Additionally, in the legend,
GNOM denotes the proposed GNOM, ARQ denotes the conventional ARQ system and
NOM denotes the technique proposed in [2].

The GNOM number of multiplexed packets versus SNR over AWGN channels is
shown in Figure 8.3 for L = 32, where the benchmarks are the conventional ARQ
and NOM systems. It should be noted that Nl , in this context, represents spectral
efficiency with a unit of bit per channel use or bits per symbol. As can be noted
from the figure, when the PER threshold decreases, higher SNR is required to obtain
the same value of Nl for both NOM and GNOM systems. It can be seen that the
NOM saturates at Nl = 2, whereas the GNOM saturates at Nl = Ncap. It is worth
mentioning that the results for L = 128 follow the same trend but with a shift to the
right for a fraction of a dB. Furthermore, the power allocation per packet for the AWGN
channel is shown in Figure 8.4. It is noted that power coefficients for the secondary
packets decrease significantly when the total number of multiplexed packets increases.
Moreover, the more stringent the PER requirements, the smaller the power coefficients
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Figure 8.3: Spectral efficiency, Nl , of the proposed GNOM scheme for τ = 10−1–10−5 in AWGN channel where L = 32.

Figure 8.4: Power allocation per packet for GNOM packets for different PER thresholds in AWGN channel. (a) L = 32. (b)
L = 128.

for the secondary packets get, whereas the primary packet power coefficient increases.
It is worth mentioning that at relatively high SNRs, the power coefficients per packet
converge regardless of PER threshold.

The average power allocations per packet for the proposed GNOM in a Rayleigh
fading channel is demonstrated in Figure 8.5. Before each transmission, the value of
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Figure 8.5: Average power allocations per packet for GNOM using various PER thresholds in Rayleigh fading channels. (a)
L = 32. (b) L = 128.

N and the power coefficients for the N packets are determined using Algorithm 8.1.
The average power allocation per packet is computed as the ratio of the sum of powers
allocated per packet to the total channel uses. As depicted in the figure, when the PER
threshold reduces from 10−1 to 10−5, more power is allocated to the primary packet
to satisfy its PER threshold. Therefore, decreasing the PER threshold for the primary
packet increases its average power allocation. Such performance is obtained because
the primary packet has the highest priority in terms of PER satisfaction. Moreover,
similar to the AWGN case, the power coefficients per packet at high SNRs converge to
the same value regardless of the PER threshold.

Throughput is considered one of the important metrics to examine the performance
of a retransmission system. The throughput of the proposed GNOM system for vari-
ous PER thresholds is compared to the conventional ARQ and GNOM systems in Fig-
ure 8.6, where the throughput is defined as the total number of successfully received
packets divided by a total number of transmission sessions. The spectral efficiency
is considered as an upper bound for the throughput because the spectral efficiency
does not consider dropped and retransmitted packets. From the results, it is evident
that a significant throughput gain is achieved using the proposed GNOM compared to
the conventional ARQ and NOM systems. For example, considering the conventional
ARQ system as a benchmark, the throughput improvement ratio of GNOM exceeds
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Figure 8.6: Throughput for various PER thresholds. (a) L = 32. (b) L = 128.

350% at SNR of 30 dB for L = 32, whereas NOM achieves only 200% throughput
improvement ratio. The impact of the PER threshold is generally mild for the consid-
ered range of PER thresholds, where the difference is about 0.3 bits/symbol for SNRs
more than 25 dB. As can be noted from the figure, the throughput degrades by decreas-
ing the PER threshold because higher power is required to satisfy the PER constraint.
Therefore, the number of multiplexed packets is reduced. Using the same justifica-
tion, the throughput is improved when the PER is relaxed because more packets can be
multiplexed at the transmitter. However, the throughput will not consistently improve
because increasing the PER thresholds will increase the packet retransmission rates.
The GNOM, NOM and the conventional ARQ are performing roughly the same at low
SNRs because the outcome of the adaptation process most likely will result in a single
packet transmission.

The packet drop rate (PDR) for GNOM, NOM and the conventional ARQ is demon-
strated in Figure 8.7. The PDR is defined as the ratio of the total number of dropped
packets to M. The figure shows that PDR improves with a more stringent PER thresh-
old, which is expected because the power allocated to each packet is inversely propor-
tional to the PER threshold. Nevertheless, it can be noted that the PDR of the three
systems tend to converge to the same PDR for the PER threshold of 10−5, unlike the
10−1 case. According to [216], the PDR required for various applications classified by
ITU is 10−3. Therefore, it can be noted from Figure 8.7 that the proposed system can
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Figure 8.7: Packet drop rate. (a) L = 32. (b) L = 128.

successfully achieve a PDR of 10−3 for all demonstrated thresholds at relatively low
SNRs.

In ARQ systems, a packet may undergo multiple transmissions before it is success-
fully received. Consequently, such packets will experience significant delay. Typically,
more transmissions are performed in the low SNR region, whereas a single transmis-
sion is generally sufficient for a packet to be received successfully at high SNRs. The
average number of transmission rounds for various PER thresholds is depicted in Fig-
ure 8.8, where the average number of transmissions per packet is defined as the ratio
of the total channel uses to M. As can be noted from the figure, the average number
of transmission approaches M at extremely low SNRs. However, the performance
is significantly improved when SNR is increased. Another riveting result is that the
GNOM and NOM outperform the conventional ARQ, where the delay may become
less than one in the latter. This can never be achieved by conventional ARQ because
the total time required to transmit M packets can be much less than M×TPCK , where
TPCK is the time interval of one packet. Such performance can never be achieved with
conventional ARQ because in the best-case scenario, one packet is transmitted in each
TPCK time interval, whereas two packets are transmitted with NOM and Ncap packets
are transmitted with GNOM.

The average consumed power per correctly received packet is shown in Figure 8.9.
The average consumed power is defined as the total power used to transmit M packets
divided by the total number of correctly received packets. The power used to transmit
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Figure 8.8: Average number of transmissions per packet. (a) L = 32. (b) L = 128.

Figure 8.9: Average consumed power per packet. (a) L = 32. (b) L = 128.

each packet is normalized to unity. As can be noted from Figure 8.9a, the average
power per packet for L = 32 is about 6 dBw at SNR of 0 dB. Such high power con-
sumption is partially due to the retransmission process and since the dropped packets’
power is added to the total consumed power. However, the power consumption de-
creases significantly by increasing SNR, where at SNR of 30 dB it becomes about −6
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Figure 8.10: Throughput of GNOM for different Ncap compared to the ARQ and NOM [2], where τ = 10−1 and L = 32.

dBw and −3 dBw for the GNOM and NOM, respectively. It is worth noting that Fig-
ure 8.9 is generated with a fixed transmission power for the three systems. Although
this might seem unfair because power adaptation can be also applied to conventional
ARQ, the efficiency of the power amplifier will be dropped significantly due to the
small transmission power. Therefore, the three systems consider a fixed transmission
power equal to pmax = 1.

Figure 8.10 compares the throughput of the proposed GNOM with the conventional
ARQ and NOM systems. The PER threshold τ = 10−1, L = 32 and Ncap = 3,4, . . . ,7.
The results in the figure confirm that GNOM outperforms the other two benchmarks
at moderate and high SNRs, while the throughput of the considered systems is com-
parable for SNRs less than 8 dB. The throughput for Ncap is very close to the NOM
because the power coefficients for the NOM and GNOM are roughly identical, and
thus, the case of Ncap = 2 is not shown in the figure. Moreover, it can be noted that the
GNOM throughput for all Ncap values is generally equivalent at low SNRs. Such per-
formance is obtained because the number of packets superimposed at the transmitter
is generally less than Ncap, particularly at low SNRs. The convergence of the through-
put to Ncap is achieved at lower SNRs because superimposing large number if packets
introduce significant interference, and thus may only be achieved at high SNRs.

234



Chapter 8. Generalized NOM for ARQ Systems

8.7 Conclusions

In this chapter, a novel GNOM transmission scheme for high power and spectrum effi-
cient communications is proposed and evaluated under various packet lengths and PER
thresholds. In the proposed GNOM scheme, several packets are adaptively multiplexed
in the power domain where each multiplexed packet contains new and re-transmitted
data symbols to improve the system throughput and spectral efficiency. The proposed
system can be configured to trade-off the complexity and performance to suit the spec-
ifications and requirements of various types of IoT nodes and applications by adjusting
the maximum number of packets that can be combined in each transmission session.
The obtained results demonstrated that at high SNRs, the proposed GNOM achieves
significant spectral efficiency gain over the conventional ARQ and NOM systems. For
example, the throughput improvement ratio of the GNOM over ARQ and NOM is
about 450% and 225%, respectively for SNR of 35 dB, L = 32 and Ncap = 7. Simi-
larly, it was shown that GNOM outperforms conventional ARQ and NOM in terms of
power efficiency and delay. For example, because the average number of combined
packets is 4 at SNR of 35 dB and L = 32, then the average power per packet and
the average number of transmissions are only 23% and 50% of the ARQ and NOM,
respectively.
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Conclusions and Future Directions

9.1 Conclusions

This thesis studied non-orthogonal multiple access (NOMA) for dense future wireless
networks while focusing on performance analysis and optimisation. The necessary
technical background is provided for the readers to understand the content of the work
chapters. Also, a comprehensive literature review of the error rate performance of
NOMA is supplemented to highlight the advancements in the field. Furthermore, the
aim of the thesis was to study the error rate and throughput performance of NOMA sys-
tems. Although the bit error rate (BER) performance of conventional NOMA systems
is derived for various modulation orders, number of users, and number of receiving
antennas; the BER is derived for improved NOMA schemes such as the data-aware in-
terference exploitation based power assignment and the joint-multiuser Gray-labelling.
In addition, the power assignment is optimised for various settings based on the derived
expressions to achieve a certain objective while satisfying the users’ quality of service
(QoS) requirements. Moreover, the throughput of NOMA is analysed and evaluated for
cognitive NOMA, adaptive modulation NOMA systems and automatic repeat request
(ARQ)-based non-orthogonal multiplexing (NOM) systems. In spite of the degraded
BER performance of NOMA due to the inter-user interference (IUI), its throughput
outperforms the orthogonal multiple access (OMA) counterpart at moderate and high
signal to noise ratio (SNR) values, where the performance gain at high SNR values
equals to the number of multiplexed users. Finally, the presented analysis in this thesis
may serve as the first step for the system designer to gain insights and quantify the
NOMA BER and throughput performance for various settings and scenarios.
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9.2 Future Research Directions

This section aims to highlight future directions and open research problems of NOMA
systems while focusing on the error rate performance. These future directions include
the error rate performance analysis of NOMA integrated with intelligent reflecting
surface (IRS), joint radar-communications, millimeter wave (mmWave) and terahertz
(THz) communications. Moreover, the open research problems include the design and
analysis of low complexity detectors for NOMA systems, as well as the error rate
performance analysis of the non-ideal NOMA systems due to hardware imperfections.
Furthermore, error rate analysis of new NOMA variants and machine learning-enabled
NOMA are presented as possible future directions.

9.2.1 Hybrid IRS

IRS can enhance the system performance by controlling the propagation of signals in
the environment via passive smart metasurface elements. However, there are several
challenges, such as acquiring channel estimates between all metasurface elements and
users. Since the IRS is passive, it cannot transmit pilot/training signals to facilitate
channel estimation. Hence, novel channel estimation methods should be considered
for IRS, such as estimating the cascaded user-IRS-base station (BS) channels, or by
considering semi-passive IRS models which have sensing capabilities [233]. Also, the
phase cannot be controlled continuously in practice. Therefore, it is crucial to consider
quantised phase control.

The error rate performance of IRS-assisted NOMA has been investigated for the
downlink (DL) direction only, where the assumptions of continuous and perfect phase
are assumed [234, 235]. Hence, analyzing the error rate performance under imperfect
and quantised phase is worth studying to get better practical insights. Moreover, the
design and analysis for the uplink (UL) direction is a promising direction as well. Fur-
thermore, studying the system performance while considering the direct link between
the users and the BS is still an open research question. Hence, the design and analysis
of the dual function IRS in DL and UL-NOMA systems is attractive.
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9.2.2 Joint Radar-Communications Systems

Joint radar-communications systems are promising to solve the spectrum scarcity prob-
lem as both tasks are processed on the same frequency band. Hence, a single beam-
former can be optimised to satisfy the requirements for both signals. For example, a
certain error rate performance or sum-rate requirements for the communications part,
while certain sensing power for the sensing part. While NOMA is used to serve multi-
ple users, it can also be used for sensing simultaneously [236]. Investigating the error
performance of the communications part and the effectiveness of the sensing part of the
NOMA-based joint radar-communications system while considering proper signalling
is still an open research problem.

9.2.3 mmWave and THz Communications

Higher frequency bands such as mmWave bands are currently used in the fifth gen-
eration (5G) standard to satisfy the growth in higher data requirements since wider
bandwidths are available at such frequencies. However, current trends indicate that
THz bands, which are wider than millimetre bands, are considered a key technology
for future wireless networks [81]. Nonetheless, the propagation limitations become
more challenging and the communications would be directional and take place mostly
in line-of-sight (LOS) environments. Therefore, the near-far problem would exist even
if the users are relatively in close proximity. Consequently, studying the best condi-
tions for pairing the NOMA users under certain error rate performance requirements
can provide a better understanding of the practical scenarios in which NOMA perfor-
mance would be maximised. Furthermore, technologies such as cooperative commu-
nications and IRS can be used to improve network coverage.

9.2.4 Low Complexity Detectors

One of the crucial concerns for deploying NOMA with more than two-user per re-
source block is the associated detectors’ complexity. While either successive inter-
ference cancellation (SIC) or joint-multiuser maximum likelihood detector (JMLD)
computational complexities might limit the applications of NOMA, designing new de-
tectors with lower complexity for the UL or DL is a promising research direction.
Most importantly is the UL, since JMLD is introduced as a solution for the SIC error
floor problem [68]. However, it should be noted that the adoption of NOMA in stan-
dards and industry has been limited due to its trade-off between performance gain and
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complexity [237, 238]. These practical considerations highlight the need to address
the complexity issue while maintaining acceptable performance. Therefore, further re-
search and development are required to explore low complexity detectors for NOMA
systems, providing motivation and future directions for error rate analysis.

9.2.5 Hardware Imperfections

Although several articles studied the impact of imperfect SIC and channel estimation
errors, the literature works studying the impact of residual hardware impairment (RHI),
I/Q imbalance and phase noise are limited [198, 239–241]. In addition, problems in-
cluding frame synchronization, time synchronization and carrier synchronization over
the performance of NOMA systems are missing from the literature. Furthermore,
the works of orthogonal frequency division multiplexing (OFDM)-NOMA systems
reported in this survey mostly assume ideal conditions in terms of time and frequency
synchronization, as well as cyclic prefix (CP) length which is assumed to be longer
than the channel maximum delay spread, and hence the inter-symbol interference is
removed perfectly. However, such ideal conditions cannot be achieved in practical sce-
narios, where imperfect time and frequency synchronization are likely to occur. Addi-
tionally, OFDM-NOMA is prone to user mobility, which introduces Doppler shift and
loss of subcarriers orthogonality. Applying orthogonal time frequency space (OTFS)
and studying the error rate performance of NOMA systems under the previously men-
tioned imperfections can be important directions for future research.

9.2.6 Variants

While NOMA is mainly recognized as a beyond 5G multiple access technique due
to its ability to augment the spectral efficiency (SE) of communication systems, its
advantages are not limited to SE enhancement only, they extend to other several aspects
of the communication systems such as reliability, energy efficiency and latency. In
the following, we highlight several more general variants of NOMA that may offer
significant improvements to the communications system.

9.2.6.1 Multirate NOMA

Multirate NOMA has been introduced to improve the reliability of the NOMA sys-
tem [242]. Unlike conventional NOMA systems, mutlirate NOMA allows pairing users
with different symbol rates, thus the energy dimension is exploited as another degree
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of freedom when performing power assignment (PA). Error rate analysis of multirate
NOMA systems for UL and DL, as well as the design of optimal low-complexity de-
tectors, are still open research problems. Further problems that need investigation are
user pairing, optimal PA and modulation orders selection.

9.2.6.2 NOM

NOM has been proposed for hybrid automatic repeat request (HARQ)-based wireless
systems to allow multiplexing new packet transmission with retransmissions such that
the energy efficiency and latency are improved [2]. While [124] considers generaliz-
ing NOM to more than two packets, the PA is assumed fixed during the retransmis-
sions. Allowing adaptive power and considering higher modulation orders can im-
prove performance further. Nonetheless, the design of a low-complexity detector and
low-complexity algorithm to solve the PA and the number of multiplexed packets are
important research directions.

9.2.6.3 RSMA

While noting that the sheer number of articles reported in literature deals with single-
input-single-output (SISO) settings, NOMA is effective for SISO designs and its SE
reduces for most of the multiple antennas scenarios [243]. Clerckx et al. [244] pre-
sented rate-splitting multiple access (RSMA) as another variant of NOMA for and
OMA for multiple antenna settings, where it is based on splitting the user’s mes-
sage into different parts such as common and private parts, each of which can be
handled independently, leading to increasing both efficiency and reliability. Conse-
quently, RSMA promises to achieve higher multiplexing gains and rates, robustness to
user deployment settings, and serve a larger number of users [245–247]. In addition,
latency caused by the long chain of SIC in NOMA is reduced due to more efficient
use of SIC. Therefore, researchers are invited to study the error rate performance of
RSMA for single-input-multiple-output (SIMO), multiple-input single-output (MISO)
and multiple-input multiple-output (MIMO) settings.

9.2.7 Machine Learning

While both statistical-based analysis and machine learning-based analysis of NOMA
are reported in the literature, the latter has the potential to revolutionize the perfor-
mance of NOMA by leveraging data-driven models and advanced algorithms. More
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specifically, machine learning is used in prediction and optimisation problems such as
channel estimation, adaptive modulation, constellation design, and classification [168]
as well as receiver design [248]. Nonetheless, analyzing the performance of machine
learning-based approaches using the traditional error rate metrics including BER, sym-
bol error rate (SER) and block error rate (BLER) can be very complicated due to the
black-box nature of machine learning-based approaches. Therefore, adopting model-
dependent evaluation metrics such as accuracy, computational complexity, and reliabil-
ity besides the hybrid analytical approach can provide a comprehensive understanding
of NOMA error rate performance.

Furthermore, evaluating the error rate of machine learning-enabled NOMA has the
following challenges. For instance, limited labeled data, NOMA system complexity,
scalability issues, generalization across diverse environments, and real-time process-
ing constraints. Since NOMA networks have a dynamic nature, acquiring labeled data
is challenging, and modeling interference management and resource allocation com-
plexities is complicated. Scaling techniques to handle numerous users while ensuring
generalization across scenarios is complex. In addition, real-time analysis is required
for effective resource allocation.
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Appendix A

Definitions of Al,n and Optimal Power
Assignment

The definitions of Al,n are listed in Table A.1 and Table A.2. Note that Al,n has the

general form of Ai,n =
2|hn|2gi,n

N0
= gi,nγn. Moreover, the optimal power assignment for

N = 2 and N = 3 using various modulation orders is shown in Table A.3 and Table
A.4.

Table A.1: Definitions of Al,n, N = 2.

A1,1
(A11−A1̀1)

2

4γ
−1
1

A5,1
(A11+3A1̀1)

2

4γ
−1
1

A2,1
(3A11+A1̀1)

2

4γ
−1
1

A1,2
(A11)

2

γ
−1
2

A3,1
(A1̀1)

2

γ
−1
1

A2,2
(A1̀1)

2

γ
−1
2

A4,1
(A11)

2

γ
−1
1
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Table A.2: Definitions of Al,n, N = 3.

A1,1
(A111−A1̀11)

2

4γ
−1
1

A21,1
(A11̀1)

2

γ
−1
1

A2,1
(2A111−A11̀1−A1̀1̀1)

2

4γ
−1
1

A22,1
(3A11̀1+A1̀11)

2

4γ
−1
1

A3,1
(2A111+A11̀1+A1̀1̀1)

2

4γ
−1
1

A23,1
(A1̀11+A11̀1−2A1̀1̀1)

2

4γ
−1
1

A4,1
(3A111+A1̀11)

2

4γ
−1
1

A24,1
(3A1̀1̀1+A11̀1)

2

4γ
−1
1

A5,1
(A1̀11−A11̀1)

2

4γ
−1
1

A25,1
(2A1̀1̀1+A111+A1̀11)

2

4γ
−1
1

A6,1
(A1̀11)

2

γ
−1
1

A1,2
(2A111−A1̀11−A11̀1)

2

4γ
−1
2

A7,1
(3A1̀11+A11̀1)

2

4γ
−1
1

A2,2
(2A111+A1̀11+A11̀1)

2

4γ
−1
2

A8,1
(A11̀1−A1̀1̀1)

2

4γ
−1
1

A3,2
(A1̀11−A11̀1)

2

4γ
−1
2

A9,1
(3A11̀1+A1̀1̀1)

2

4γ
−1
1

A4,2
(3A1̀11+A11̀1)

2

4γ
−1
2

A11̀,1
(2A11̀1+A111+A1̀11)

2

4γ
−1
1

A5,2
(A11̀1)

2

γ
−1
2

A11,1
(A111+A1̀11−2A1̀1̀1)

2

4γ
−1
1

A6,2
(A1̀11+A11̀1−2A1̀1̀1)

2

4γ
−1
2

A12,1
(A1̀1̀1)

2

γ
−1
1

A7,2
(A1̀1̀1)

2

γ
−1
2

A13,1
(2A1̀1̀1+A1̀11+A11̀1)

2

4γ
−1
1

A8,2
(A111)

2

γ
−1
2

A14,1
(2A111−A1̀11−A11̀1)

2

4γ
−1
1

A9,2
(A1̀11)

2

γ
−1
2

A15,1
(A111)

2

γ
−1
1

A11̀,2
(3A11̀1+A1̀11)

2

4γ
−1
2

A16,1
(2A111+A1̀11+A11̀1)

2

4γ
−1
1

A11,2
(2A1̀1̀1+A1̀11+A11̀1)

2

4γ
−1
2

A17,1
(2A1̀11−A11̀1−A1̀1̀1)

2

4γ
−1
1

A1,3
(A111)

2

γ
−1
3

A18,1
(2A1̀11+A11̀1+A1̀1̀1)

2

4γ
−1
1

A2,3
(A1̀11)

2

γ
−1
3

A19,1
(3A1̀11+A111)

2

4γ
−1
1

A3,3
(A11̀1)

2

γ
−1
3

A21̀,1
(A111+A1̀11−2A11̀1)

2

4γ
−1
1

A4,3
(A1̀1̀1)

2

γ
−1
3
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Appendix B

Optimal Power Assignments for
C-NOMA and PANOMA Systems

The optimal power assignment to minimize the average BER for N = 2 and N = 3
using various modulation orders is shown in Table B.1 and Table B.2. On the other
hand, the optimal power assignment to maximize the capacity for N = 2 and N = 3
using various modulation orders is shown in Table B.3 and Table B.4
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Appendix C

Average BER and Performance Gain
Analyses for Gray-Labeling NOMA

C.1 Average BER Analysis

Furthermore, the average BER over Rician fading channels can be found by integrating
the instantaneous BER over the probability density function (PDF) of the Rician fading
channel, i.e PBn =

∫
∞

0 Pn f
(
γn,l
)

dγn,l . By following [22, Eq. (8.177)] and [249], the
average BER can be expressed as

Pn = ∑
j

c j

β

Q1
(
u j,v j

)
−

1+Θ j

2exp
(

u2
j+v2

j
2

)I0
(
u j,v j

) (C.1)

where Q1(·) is the first order Marcum Q-function, Θ j =
√

p j
2+p j

, p j =
|∆ j|2γn,l
1+Kn,l

and

{u j,v j}=

√
Kn,l

(
1+ p j

2+ p j
∓Θ j

)
. (C.2)

C.2 Performance Gain Analysis

C.2.1 U1 Analysis

To illustrate the performance gain of the joint-multilayer Gray-mapping over the disjoint-
multilayer Gray-mapping, [M1,M2] = [4,16] is considered. Let the difference between
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the two resulting BER expressions be denoted as ∆P1. By noting the BER expres-
sions derived in [24, 34] for the disjoint-multilayer Gray-mapping and the expression
in (5.28) for the joint-multilayer Gray-mapping, ∆P1 for this case can be expressed as
follows

∆P1 =
3
2

Q
(
A12
√

γn,l
)
− 3

2
Q
(
A1́2
√

γn,l
)
+

3
4

Q
(
A1́1
√

γn,l
)

− 3
4

Q
(
A11
√

γn,l
)
+

1
2

Q
(
A1́3
√

γn,l
)
− 1

2
Q
(
A13
√

γn,l
)

+
1
2

Q
(
A16
√

γn,l
)
− 1

2
Q
(
A1́6
√

γn,l
)
+

1
4

Q
(
A1́5
√

γn,l
)

− 1
4

Q
(
A15
√

γn,l
)

(C.3)

which can be approximated considering the most dominant terms as

∆P1 ≈
3
4
[
Q
(
A1́1
√

γn,l
)
−Q

(
A11
√

γn,l
)]
. (C.4)

Therefore, while setting Kn,l = 0 at asymptotically high SNR, ∆P̄∞
1 can be expressed

as

∆P̄∞
1 =

3
8γ̄n,l

[
1

A2
1́1

− 1
A2

11

]
=

1
2γ̄n,l

3
(

53/4√2α1α2

)
5α2

1−2
√

5α1α2 +α2
2
. (C.5)

It is noted that the term 1
2γ̄n,l

is the single-user asymptotic BER, whereas the fraction in-
cluding the power coefficient is related to NOMA. Considering the ranges of the power
coefficients, it is seen that ∆P̄∞

1 is always positive indicating that the performance gain
of the joint-multilayer Gray-mapping is ensured.

C.2.2 U2 Analysis

Since the BER expressions for the joint-multilayer Gray-mapping and disjoint-multilayer
Gray-mapping are identical for U2. Thus, ∆P2 = 0.
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GNOM BER Expressions

The generalized non-orthogonal multiplexing (GNOM) BER, P(u)
k,l , can be computed

using (8.9) such that c can be found in the following tables for different Nl and various
packet indices.

∣∣∆ j
∣∣ can be computed using

∣∣∆ j
∣∣= ∣∣∣∣∣ Nl

∑
i=1

g j,i

√
α
(u)
i,l

∣∣∣∣∣ . (D.1)
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Table D.1: BER parameters for Nl = 2.

k g1 g2 c

1
1 1 2
−1 1 2

2
0 1 1
−1 1 2

2 1 2
−2 1 −2

1 1 −2

Table D.2: BER parameters for Nl = 3.

k g1 g2 g3 c

1

1 1 1 4
1 1 −1 4
1 −1 1 4
−1 1 1 4

2

0 1 1 2
0 −1 1 2
2 1 −1 4
1 −1 1 4
−1 1 1 4

2 1 1 4
2 −1 1 −4
1 1 −1 −4
1 1 1 −4
−2 1 1 −4

3

0 0 1 1
0 −1 1 2
0 2 1 2
2 0 1 2
2 1 −1 4
2 −2 1 4
2 2 1 4
−1 1 1 4
−2 1 1 4

1 1 −1 4
0 −2 1 −2
0 1 1 −2
−2 0 1 −2

2 −1 1 −4
−2 2 1 −4

1 1 1 −4
2 2 −1 −4
1 −1 1 −4
2 1 1 −4
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Table D.3: BER parameters for Nl = 4.
k g1 g2 g3 g4 c

1

1 1 1 1 8
1 1 1 −1 8
1 1 −1 1 8
1 −1 1 1 8
−1 1 1 1 8

1 −1 −1 1 8
−1 1 −1 1 8
−1 −1 1 1 8

2

0 1 1 1 4
0 1 1 −1 4
0 1 −1 1 4
0 −1 1 1 4
−1 1 1 1 8

2 1 1 1 8
1 −1 1 1 8
1 −1 −1 1 8
−1 1 −1 1 8

2 1 1 −1 8
2 1 −1 1 8
−2 −1 1 1 8

1 1 −1 1 −8
−2 1 1 1 −8

2 −1 −1 1 −8
1 1 1 1 −8
−1 −1 1 1 −8
−2 1 −1 1 −8

1 1 1 −1 −8
2 −1 1 1 −8

3

0 0 −1 1 2
0 0 1 1 2
0 2 1 −1 4
2 0 1 −1 4
0 1 −1 1 4
0 −1 1 1 4
0 2 1 1 4
2 0 1 1 4
2 −1 −1 1 8
2 2 1 −1 8
−2 2 −1 1 8

1 1 −1 1 8
−1 1 1 1 8
−2 1 1 1 8

1 −1 −1 1 8
−1 −1 1 1 8

2 1 −1 1 8
−2 −1 1 1 8

2 −2 1 1 8
2 2 1 1 8
0 2 −1 1 −4
0 1 1 1 −4
2 0 −1 1 −4
0 1 1 −1 −4
0 −2 1 1 −4
−2 0 1 1 −4

1 1 1 1 −8
2 −2 −1 1 −8
2 2 −1 1 −8
1 1 1 −1 −8
1 −1 1 1 −8
2 1 1 1 −8
−1 1 −1 1 −8

2 1 1 −1 −8
−2 1 −1 1 −8

2 −1 1 1 −8
−2 −2 1 1 −8
−2 2 1 1 −8
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Table D.4: BER parameters for Nl = 4.
k g1 g2 g3 g4 c

4

0 0 0 1 1
0 0 −1 1 2
0 0 2 1 2
0 2 0 1 2
2 0 0 1 2
0 2 1 −1 4
2 0 1 −1 4
0 2 −2 1 4
0 2 2 1 4
2 0 1 −1 4
2 0 2 1 4
2 −2 0 1 4
2 2 0 1 4
0 1 1 −1 4
0 −1 1 1 4
0 −2 1 1 4
−2 0 1 1 4

2 2 1 −1 8
−2 2 −1 1 8

2 −2 −2 1 8
2 2 −2 1 8
2 −2 2 1 8
−2 1 1 1 8

2 2 2 1 8
1 1 1 −1 8
−1 1 1 1 8
−2 1 −1 1 8
−2 −1 1 1 8
−2 −2 1 1 8
−1 1 −1 1 8
−1 −1 1 1 8

2 1 1 −1 8
−2 2 1 1 8

0 0 −2 1 −2
0 0 1 1 −2
0 −2 0 1 −2
−2 0 0 1 −2

0 2 −1 1 −4
2 0 −1 1 −4
0 −2 2 1 −4
−2 0 2 −1 −4
−2 2 0 1 −4

0 1 1 1 −4
0 2 2 −1 −4
2 0 2 −1 −4
2 2 0 −1 −4
0 1 −1 1 −4
0 2 1 1 −4
2 0 1 1 −4
1 1 1 1 −8
2 −1 −1 1 −8
1 1 −1 1 −8
2 −2 −1 1 −8
2 2 −1 1 −8
1 −1 1 1 −8
−2 2 −2 1 −8

2 −2 1 1 −8
2 1 1 1 −8
−2 −2 2 1 −8
−2 2 2 1 −8

2 2 2 −1 −8
2 2 1 1 −8
1 −1 −1 1 −8
2 1 −1 1 −8
2 −1 1 1 −8
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