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Abstract 

Heart rate displays a prominent diurnal rhythm, priming the heart in anticipation of daily 

patterns of physiological demand. These temporal heart rate changes are regulated by the 

body’s inherent molecular timekeeping mechanism known as the circadian clock. For >90 

years, the diurnal variation in heart rate has been attributed to daily rhythms in autonomic 

nervous system (ANS) signalling to the sinoatrial node (SAN, the pacemaker of the heart), 

particularly high vagal tone during sleep. However, there is a lack of mechanistic information 

regarding the regulation of the diurnal rhythm in heart rate. Whilst autonomic tone has long-

been regarded as the key mediator of this, observations of daily rhythms in (i) cardiac ion 

channel expression and (ii) circadian clock genes in other regions of the heart suggest that 

there may be an alternative mechanism that is intrinsic to the SAN. In this thesis, I 

investigated the role and regulation of cardiac ion channels in the regulation of the diurnal 

rhythm in SAN pacemaking and cardiac excitability. I hypothesised that in mice (that 

recapitulate cardiovascular diurnal rhythms seen in humans) daily heart rate rhythms occur 

due to intrinsic diurnal remodelling of SAN coupled-clock transcripts resulting in faster 

intrinsic pacemaking during the active phase of the animal. The specific contribution of the 

hyperpolarisation-activated cyclic nucleotide-gated channel 4 (HCN4), an important 

pacemaking ion channel, in mediating heart rate rhythms was also investigated. A series of 

approaches were used to explore this, ranging from the whole animal to isolated tissue to 

the cardiomyocyte nucleus, encompassing electrophysiological recordings, 

pharmacological manipulation, quantitative polymerase chain reaction, Western blotting, 

microRNA manipulation, site-directed mutagenesis and luciferase reporter assays were 

utilised. Using these methods, a number of novel observations were made: (i) There is an 

intrinsic day-night rhythm SAN pacemaking, which is independent from acute changes in 

autonomic tone and physical activity; (ii) Several components of the coupled-clock 

mechanism of the SAN that underlie spontaneous diastolic depolarisation display a diurnal 

rhythm at the transcript level, appropriate to explain the daily variation in intrinsic heart rate; 

(iii) Daily rhythms in the expression and function of Hcn4 and If are a key contributor to the 

day-night variation in SAN pacemaking; (iv) The sympathetic nervous systemic plays a non-

canonical role in mediating diurnal rhythms in SAN gene expression to regulate long-range, 

daily variation in SAN pacemaking. In probing the mechanisms that regulate ion channel 

transcriptional rhythms, novel roles for (i) the sympathetic nervous system, (ii) tissue-

specific transcription factors, (iii) cardiomyocyte chromatin accessibility, and (iv) diurnal 

microRNA-gene targeting were identified. This work questions the commonly accepted 

ANS-centric view of the heart rate rhythm, and provides unprecedented new insight into the 

complex set of rhythmic inputs that regulate diurnal cardiac excitability and SAN 

pacemaking. 
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Chapter 1 Introduction 
1.1 The sinoatrial node and regulation of pacemaking 
1.1.1 The sinoatrial node 

The sinoatrial node (SAN) is the heart’s natural primary pacemaker, which serves as the 

origin of the heartbeat. Human heart rate is typically ~60 – 100 beats per min1 (bpm), with 

heart rate in laboratory mice ~500 – 700 bpm2, varying depending on time of day, activity 

level and environmental influences. The specialised structure and molecular profile of the 

SAN enable its unique function of automaticity, i.e., the generation of action potentials 

without the requirement of neuronal input. As the proximal component of the cardiac 

conduction system, impulses generated in the SAN are conducted to the right atrial muscle 

via exit pathways and spread across both atria, eliciting depolarisation of atrial myocytes 

and their synchronous contraction3. Subsequently, the electrical impulse reaches the 

atrioventricular node (AVN) located in the paraseptal endocardium of the right atrium at the 

apex of the Triangle of Koch3. The AVN shares similar pacemaking capabilities as the SAN, 

though at a lower intrinsic rate4, but primarily functions to delay the conducted impulse from 

reaching the ventricles, thus enabling successive atrial and ventricular contraction. From 

the AVN, impulses are rapidly propagated throughout the ventricular conduction system, or 

His-Purkinje system, which elicits depolarisation of the ventricular myocytes and their 

synchronous contraction3.  

The SAN was first described by Keith and Flack in the mole’s heart in 19075, with 

subsequent studies describing its presence across mammalian species. A crescent-shaped 

structure, the SAN is positioned adjacent to the Crista terminalis in the subepicardial 

intercaval region of the right atrium and can be divided into a head, body and tail region: 

the head is located superiorly at the junction of the superior vena cava, the tail extends 

inferiorly and encompasses the SAN artery, and the tail further extends towards the inferior 

vena cava6 (Fig.1.1A). Though there is some variation in the distribution of the SAN 

between the vena cavae, the general position of the SAN is similar across species7,8. In 

humans the SAN is ~13.5 mm in length6, whilst in mice the SAN is ~1.5 mm long9. The 

pacemaker myocytes (and multiple other cell types, including fibroblasts, macrophages and 

neurons) are embedded within a dense extracellular matrix, which comprises several types 

of collagens, glycoproteins and proteoglycans10. As such, it is easily distinguishable from 

the surrounding atrial muscle by histological staining with Masson’s trichrome which stains 

collagen fibres blue and myocytes purple (as shown in Fig.1.1B).  
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Figure 1.1: Anatomy of the human sinoatrial node. 

A, The location of the sinoatrial node (SAN) in the heart shown as a 3D digital model reconstructed 
from histological data. The SAN is shown in red and the paranodal area is shown in yellow. The 
white circle shows the approximate area of the leading pacemaker site. Ao = ao, PA = pulmonary 
artery, PV. = pulmonary vein, IVC = inferior vena cava, SVC = superior vena cava, RA = right 
atrium, RV = right ventrice. Adapted from Choudhury et al.11 B, Masson’s trichrome staining of a 
human SAN section, depicting the SAN and paranodal area. Myocytes are stained in purple and 
connective tissue is stained in blue. Adapted from Chandler et al.12. 

The pacemaker myocytes of the SAN can be classified into three subtypes based on their 

electrophysiological properties and size: (i) elongated spindle-like cells measuring ~80 µm 

which are either mono- or bi-nucleated, (ii) spindle cells measuring ~40 µm which are mono-

nucleated, and (iii) spider cells which show an irregular branched structure and are mono-

nucleated13. Central SAN myocytes are smaller, with a transition to larger peripheral SAN 

myocytes which share structural features common with the surrounding right atrial 

myocytes14. At the periphery, SAN myocytes have been shown to interdigitate with atrial 

myocytes6. In the human SAN, a ‘paranodal’ area has been described as a discrete region 

comprised of both SAN and atrial myocytes15 (Fig.1.1). Compared to the working 

myocardium (atrial and ventricular myocytes), SAN myocytes lack an organised 

arrangement of myofibrils, sarcoplasmic reticulum Ca2+ stores, and have under-developed 
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transverse tubules16,17; components required for the elicitation of excitation-contraction 

coupling.  

Electrical coupling of SAN myocytes varies from the centre to the periphery14, dependent 

on the expression of gap junction proteins known as connexins which couple neighbouring 

myocytes. Central SAN myocytes display poor electrical coupling14, expressing the small 

conductance connexins Cx45 (Gjc1) and Cx30.2 (Gjc3), with little expression of the large 

conductance Cx40 (Gja5) or Cx43 (Gja1) compared to the working myocardium18. 

Peripheral SAN myocytes express the fast-conducting Cx43 (Gja1), which is the principal 

connexin of the working myocardium18. The weak electrical coupling of the central SAN 

affords protection from the influence of more hyperpolarized non-pacemaking cells in the 

surrounding atrial muscle18. Whereas the transition to fast-conducting connexins in the 

periphery enables the efficient propagation of impulses to the right atrium18. The leading 

pacemaker site of the SAN (where the first action potential is generated) is typically found 

in the centre of the SAN, and propagates towards the Crista terminalis, arriving there as a 

broad wavefront to subsequently drive the atrial muscle14.  

 

1.1.2 SAN dysfunction 

SAN dysfunction (or ‘sick sinus syndrome’) is a disorder of pacemaker function which can 

manifest as: (i) sinus bradycardia (heart rate < 50 bpm in humans); (ii) sinus pauses or 

arrest (pauses of 3 sec without atrial activity); (iii) SAN exit block (where impulses fail to be 

transmitted from the SAN to the atrial tissue to varying degrees); (iv) tachy-brady syndrome 

(alternating bradycardia and atrial tachyarrhythmias, e.g. atrial fibrillation); or (v) 

chronotropic incompetence, where the function of the SAN is unable to meet the body’s 

cardiac output metabolic demand19,20. This can result in lethargy, fatigue and syncope as 

cerebral perfusion is reduced. The prevalence of SAN dysfunction is much higher in older 

people (1 in 600 over the age of 6521), and ageing is the primary risk factor for SAN 

dysfunction, associated with increased SAN fibrosis and extracellular matrix deposition, and 

a reduction in the molecular components of the SAN (ion channels) which underpin 

automaticity and conduction22–27 (described in Sections 1.1.3 – 1.1.5). However cellular 

and electrical remodelling of the SAN is also known to occur in disease states (e.g. heart 

failure28,29 and diabetes30), leading to SAN dysfunction. As the only effective treatment for 

SAN dysfunction, this indication accounts for ~50% of the >1.25 million implantable 

electronic pacemaker patients per year worldwide31. In recognition of a requirement for 

newer, less invasive treatments for SAN dysfunction, there has been an abundance of 

studies probing the mechanisms underpinning the cellular and electrical remodelling of the 

SAN, which has led to a greater understanding of the biology of the SAN in health and 

disease.  
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1.1.3 Automaticity of the SAN 

The automaticity of the SAN (i.e. its ability to generate spontaneous, rhythmic action 

potentials) results from spontaneous membrane depolarisation of pacemaker myocytes 

during diastole, termed the ‘diastolic depolarisation’. This results from the concerted action 

of voltage- and time-dependent membrane-bound ion channels (‘membrane clock’) and 

intracellular Ca2+ cycling (‘Ca2+ clock’). The relative importance of the membrane clock and 

Ca2+ clock to pacemaker function have been debated extensively32. The prevailing theory 

for over 50 years was that the membrane clock ensemble of surface membrane-bound ion 

channels was sufficient to generate spontaneous SAN action potentials, with studies in this 

line leading to the electrophysiological characterisation of many classes of SAN ion 

channels which contribute to the SAN action potential. However, a central role of 

intracellular Ca2+ oscillations in pacemaker function has since emerged, with spontaneous, 

periodically occurring rhythmic local Ca2+ releases from the sarcoplasmic reticulum (SR) 

occurring during late diastolic depolarisation33,34. The current paradigm is a ‘coupled-clock’ 

system in which the membrane and Ca2+ clock oscillators are highly interdependent and act 

synergistically, with the degree of coupling between these clocks determining SAN action 

potential firing rate and rhythm on a beat-to-beat basis33,34. 

A diagrammatic representation of the SAN action potential is given in Fig.1.2, with a 

description of the action potential phases and indication of the activities of coupled-clock 

components, which are described in-depth in the following sections. The SAN action 

potential differs markedly from that of the working myocardium35. A key, defining feature of 

SAN pacemaking is the lack of stable Phase 4 resting potential. Instead, depolarising 

currents active during Phase 4 result in a slope in membrane potential which allows 

threshold for the next depolarisation to be met without external stimuli (the diastolic 

depolarisation)11. The lack of stable resting potential occurs due to the lack of the inward 

rectifier K+ current, IK1, which maintains the resting membrane potential in the working 

myocardium. Without this outward K+ current, the maximum diastolic potential of the SAN 

reaches only approximately -60 mV, i.e. it is much more positive than that of the working 

myocardium (resting potential -80 mV35). This more positive membrane potential allows 

activation of the ‘funny’ current (If) during early diastolic depolarisation, which results in a 

slow Na+ and K+ ion influx and depolarisation of the pacemaker cell towards the upstroke 

threshold potential. Transient (T)-type Ca2+ channels open at around -50 mV, contributing 

to the late diastolic depolarisation and bringing the membrane potential closer to 

threshold36.  Local intracellular Ca2+ releases from the SR also occur. This has a combined 

effect of activating the Na+-Ca2+ exchanger, which results in a net positive ion influx, 

contributing to late diastolic depolarisation and raising the membrane potential to 

threshold37. When threshold is met for the action potential upstroke, the L-type Ca2+ 

channels open resulting in a large increase in Ca2+ influx and triggering the ryanodine 
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receptors (RyRs) to release the Ca2+ content of the SR into the cytosol, which leads to a 

Ca2+ transient across the cell. The Phase 0 upstroke of the SAN action potential is 

predominantly due to Ca2+ conductance through the L-type Ca2+ channels, which open at 

around -30 mV36. Compared to other cardiac cell types (e.g. ventricular myocytes), the SAN 

upstroke velocity (rate of depolarisation) is much slower as a result of the slower Ca2+ influx, 

instead of predominant fast Na+ channel activity35. Repolarisation of SAN myocytes occurs 

in Phase 3 as the transient outward and delayed rectifier currents (IK) activate, and Ca2+ 

channels inactivate. 

 

 

 

 

Figure 1.2: SAN action potential and underlying ionic currents and Ca2+ dynamics. 

Diagrammatic representation of the action potential in the mouse SAN. The membrane 
potential (mV) is shown across time, with action potential phases indicated by the numbers: 0 
= depolarisation/upstroke, 3 = repolarisation, 4 = diastolic depolarisation. Below the action 
potential the currents are shown by grey shapes in relation to their time of activity: above the 
line = outward current; below the line = inward current. SR = sarcoplasmic reticulum; INCX = 
Na+-Ca2+ exchanger current; ICa,T = T-type Ca2+ current; ICa,L = L-type Ca2+ current; IK = 
repolarising K+ current, If = funny current. Figure drawn as adaptation from MacDonald et al.38 
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1.1.4 Membrane clock ionic current and ion channels 
1.1.4.1 Inward ‘funny’ current, If 

The ‘funny’ current (If) is a mixed Na+-K+ current, so-called due to its unusual, early 

characterisation of being activated on hyperpolarization at -40 to -50 mV and remaining 

active to -100 mV (i.e. within the range of diastolic depolarisation39). Influx of Na+ at these 

voltages imparts a positive net inward current which depolarises the SAN membrane until 

the activation threshold for T- and L-type Ca2+ channels is met. Whilst If is largely described 

as an inward current and its role predominantly considered in terms of diastolic 

depolarisation, it has a reversal potential of -30 mV and permeability to K+ ions, with 

computational modelling and electrophysical study of mouse SAN myocytes indicating that 

If contributes an outward current to the action potential upstroke and repolarisation40. At the 

molecular level, If is formed by hyperpolarization-activated cyclic nucleotide-gated 

potassium (HCN) channels41. The mammalian HCN family comprises 4 isoforms: HCN1, 2 

and 4 are expressed in the heart, whereas all 4 isoforms are expressed in the brain, where 

they generate the hyperpolarization-generated current (Ih). The tetrameric channels are 

composed of 4 subunits, each with six transmembrane segments: segments 1-4 form the 

voltage-sensing domain, which is responsible for opening the channel in response to 

hyperpolarization, whilst segments 5 and 6 contribute to the pore domain41. A 3’-5’ cyclic 

adenosine monophosphate (cAMP) domain is located in the cytosolic C-terminal region39. 

HCN channels are highly expressed in the SAN (and the rest of the conduction system) 

compared to the working myocardium15,42,43. HCN4 is the predominant isoform expressed 

in the mammalian SAN, accounting for ~80% of HCN mRNA in the mouse43 and rabbit42 

SAN. There are species-dependent differences in the relative abundance of HCN1 and 

HCN2 isoforms15,42,43. The HCN4 channel is considered a marker of pacemaker tissue, with 

its expression limited throughout development and adulthood to tissues of the cardiac 

conduction system (SAN, AVN and the His-Purkinje system)44.  

Prior to the acceptance of the coupled-clock theory, many held the viewpoint that the funny 

current was the predominant driver of SAN automaticity. Though it has been realised that 

the mechanism is more complex than this, the importance of HCN channels and If in 

regulating pacemaker function has been shown in several studies. In humans, mutations in 

the HCN4 gene locus have been associated with familial sinus bradycardia45. Furthermore, 

drugs which selectively block If, including ivabradine, act to slow heart rate without affecting 

other cardiovascular parameters46. Functional reduction of HCN4/If is a hallmark of SAN 

dysfunction, and has been reported in studies of ageing22, heart failure47,48 and diabetes30. 

In a mouse model of long-term exercise training, reduction in resting heart rate was shown 

to occur concurrent to downregulation of HCN4/If49. Importantly, reversal or prevention of 

HCN4 transcriptional remodelling has been shown to restore normal SAN function in both 

exercise training and heart failure48. These studies indicate that HCN4 plays a key role in 
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regulating the long-term modulation of SAN function to chronic stimuli, and serves as a key 

molecular mediator of mammalian heart rate.  

There have been several mouse models generated to study the role of HCN4 in pacemaker 

function. Mice with global HCN4 deficiency die in utero, with ~40% reduction in embryonic 

heart rate and are unresponsive to b-adrenergic stimulation50. Further studies probing the 

role of the cAMP binding domain of HCN4 have revealed that a functional domain is 

necessary for survival: mice with a point mutation in the cAMP domain die in utero, with 

embryos failing to show a positive chronotropic response to b-adrenergic stimulation51. 

These studies indicated a key role for HCN4 in the chronotropic response. However, these 

studies were limited to the embryonic SAN which is not fully developed. Mice with tamoxifen-

inducible cardiac-specific Hcn4 knockout, driven by the a myosin heavy chain (a-MHC) 

promoter, displayed a progressive reduction in heart rate (to ~50% at 6 days old), and did 

not survive beyond 8 days (as a consequence of AV block)52. However, despite pronounced 

bradycardia, the ability to respond to b-adrenergic stimulation persists in these mice52. 

These findings were corroborated in the hHCN4-AYA mouse model – which have 

suppression of If due to the conditional expression of non-functional mutant HCN4 under 

the a-MHC promoter – which also displayed a reduction in heart rate and SAN dysfunction 

(sinus pauses) but with a preserved response to b-adrenergic stimulation53. In the absence 

of HCN4, it was shown that heart rate could be suppressed only by the application of the 

cholinergic receptor agonist carbachol, indicating high parasympathetic tone in these 

mice53. Further, it was shown that neither overexpression or suppression of HCN4 affected 

the chronotropic response to b-adrenergic stimulation, whilst the negative chronotropic 

response to cervical vagus nerve stimulation was enhanced following HCN4 supression54. 

Therefore, the data indicate that HCN4 plays a key role in mediating intrinsic heart rate and 

also in protection of the SAN to parasympathetic signalling54,55. 

 

1.1.4.2 Inward Na+ current, INa 

In comparison to the working myocardium, the SAN action potential upstroke is not 

predominantly determined by the fast inward Na+ current, INa. However, voltage-gated Na+ 

channel a and b subunits are expressed and functional in the SAN. The cardiac-type Nav1.5 

(Scn5a) is present in the SAN periphery only, and heterozygous knockout of SCN5A results 

in sinus bradycardia and sinoatrial block in mice56. Moreover, familial loss-of-function 

mutations in SCN5A have been linked to sick sinus syndrome, notably due to exit block at 

the peripheral SAN57. The neuronal-type Nav1.1 (Scn1a) is present throughout the SAN 

centre and periphery58. Block of the tetrodotoxin-sensitive INa mediated by Nav1.1 slowed 

SAN cycle length in the intact mouse heart, isolated SAN and isolated myocytes59. 

Moreover, the tetrodotoxin-sensitive INa was shown to be activated during diastolic 
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depolarisation59, indicating it’s contribution SAN pacemaking. At the mRNA level, Nav1.5 

shows markedly higher expression compared to Nav1.1 in mouse43.  

 

1.1.4.3 Inward rectifier K+ current, IK1 

Inward rectifying K+ channels preferentially conduct their current into the cell. These 

channels are active at resting membrane potentials and inactive on depolarisation. The 

main purpose of K+ currents is to stabilise the resting membrane potential, which in the 

working myocardium is achieved by the Kir2 subfamily which form IK1
35. Absent or small IK1 

in the SAN is a defining characteristic in small mammals, which prevents the occurrence of 

a stable Phase 4 resting potential60. In humans, the mRNA expression of the Kir2 subfamily 

(Kir2.1/Kcnj2, Kir2.2/Kcnj12, Kir2.3/Kcnj4 and Kir2.4/Kcnj14) shows reduced expression in 

the SAN compared to right atrium15. The low expression of Kir2.1 in the SAN has been 

shown to be a defining feature of the SAN, with observations of the elicitation of non-

pacemaker cell automaticity upon genetic knockdown of the Kir2.1 gene, Kcnj261,62. Thus, 

leading to the exploration of gene therapy mediated regulation of this channel as a potential 

avenue for biological pacemaker development61.  

 

1.1.4.4 Inward rectifier ATP-sensitive K+ current  

The ATP-sensitive K+ channels are expressed in several tissues, including the heart. 

Opening of the channels occurs due to an increase in cellular adenosine diphosphate or 

decrease in ATP. As such, they serve as important metabolic sensors63. The channel is 

formed by the inward rectifier subunits Kir6.1 (Kcnj8) and Kir6.2 (Kcnj11) and sulfonylurea 

receptors (SUR1/Abcc8 and SUR2/Abcc9), which form hetero-octameric inwardly rectifying 

IKATP channels63. In mice, genetic knockout of Kir6.1 restricted to the conduction system 

under the Hcn4 promoter was shown to elicit a bradycardiac phenotype and perturbed 

response to hypoxia64. Similarly, Kir6.2 has been shown play a role in the regulation of the 

response of SAN automaticity to hypoxia65. 

 

1.1.4.5 Transient outward K+ current, Ito 

The Ito is responsible for the Phase 1 ‘notch’ in the cardiac action potential, providing a brief 

repolarisation effect to bring the membrane potential to 0 mV, following the ‘overshoot’ in 

depolarisation in the working myocardium. Although Phase 1 is not apparent in the SAN 

action potential, Ito is present in the SAN of both rabbit66–69 and mouse70. Block of Ito using 

4-aminopyridine in mouse SAN myocytes at 20% repolarization showed a dose-dependent 

effect of increasing action potential duration70. Thus, providing evidence for the 

physiological role of Ito in early SAN repolarization. The molecular correlates of Ito in the 

heart are the pore-forming a subunits Kv1.2 (Kcna2), Kv1.4 (Kcna4), Kv4.2 (Kcnd2) and 
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Kv4.3 (Kcnd3), the b subunit Kv2.1 (Kcnb1) and the accessory KChIP2 (Kcnip2). In both the 

rabbit42 and mouse43 SAN, Kv4.2 displays the highest a subunit mRNA expression, whereas 

Kv4.3 is most abundant in the human SAN15.  

 

1.1.4.6 Delayed rectifier K+ currents 

The delayed rectifier K+ current, IK, plays an important role in the SAN. Activation of IK is 

essential for repolarisation of the cell, driving it back to the maximum diastolic potential to 

allow subsequent activation of the hyperpolarisation-activated funny current. Following 

repolarisation, decay of IK allows for depolarisation of the cell and contributes to the early 

diastolic depolarisation71. There are 3 types of IK currents, formed by different ion channel 

subunits: the slow (IKs), rapid (IKr) and ultra-rapid (IKur). In the SAN, IKr is predominant and is 

formed by Kv11.1 (Kcnh2), also known as ERG or ether-e-go-go. IKs is also present in the 

SAN and is carried by Kv7.1 (Kcnq1) and the KCNE1 b subunit. The Kv1.5 (Kcna5) subunit 

forms IKur. In the mouse and rabbit SAN, all 3 subunits show increased expression compared 

to the atria42,43. However, only Kv11.1 and Kv1.5 show increased expression in the human 

SAN compared to the atria15. The importance of IKr in the SAN has been demonstrated using 

the blocker E-4031, resulting in an increase in action potential duration and a reduction in 

the rate of diastolic depolarisation72–74.  

 

1.1.4.7 L- and T-type Ca2+ currents 

In the heart, the voltage-sensitive pore of L-type Ca2+ channels are formed by the a1 

subunits, Cav1.2 (Cacna1c) and Cav1.3 (Cacna1d). In the working myocardium, Cav1.2 

activation couples to excitation-contraction coupling. In the SAN, L-type Ca2+ current 

mediated by Cav1.2 is activated at -30 mV and is a major contributor to Phase 0 

depolarisation36. The L-type Ca2+ current mediated by Cav1.3 is activated at a lower potential 

(-50 mV) and contributes an inward current to the diastolic depolarisation, as well as the 

action potential upstroke36. In both human and mouse SAN, the expression of Cav1.2 mRNA 

is greater than Cav1.3 mRNA15,43, with increased Cav1.2 expression observed in the mouse 

ventricle compared to the SAN43. Cav1.3 mRNA expression is higher in the SAN compared 

to the right atrium in human15 and both the right atrium and ventricle in mouse43. Highlighting 

the important role of Cav1.3 in the SAN, familial mutations in CACNA1D, which encodes 

Cav1.3, have been shown to underlie congenital sinus bradycardia. Moreover, Cav1.3 has 

been shown to be necessary for the generation of the SAN impulse75. Cav1.3 is also 

responsible for a sustained inward Na+ current, Ist, that operates during diastolic 

depolarisation76.  

The T-type Ca2+ current is formed by the a1 subunits Cav3.1 (Cacna1g) and Cav3.2 

(Cacna1h). These channels show functional expression in the SAN and AVN, yet are not 
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active in the working myocardium77. In mouse, both subunits show similar mRNA 

expression levels in the SAN with increased expression compared to the ventricle43. In the 

human SAN, Cav3.2 mRNA was not detectable, whilst Cav3.1 was increased compared to 

the right atrium15. Cav3.1 channels have been shown to contribute to SAN automaticity and 

the heart rate acceleration response to b-adrenergic agonists78,79. Double global knockout 

of Cav3.1 and Cav1.3 (L- and T-type Ca2+ channels) in mice has been shown to result in 

disturbed SAN pacemaking, impulse conduction block and abhorrent ventricular 

rhythmicity75. Thus, indicating an important role for the co-expression of these Ca2+ channel 

subunits in SAN pacemaking. Cav3.2 channels are thought to underlie the T-type Ca2+ 

current in the embryonic heart77. 

The a1 subunits of voltage-gated Ca2+ channels interact with several regulatory subunits. 

In the mouse, Cava2d2 (Cacna2d2) mRNA expression is markedly increased in the SAN 

compared to the working myocardium43, yet there is no difference between the human SAN 

and RA15. Cava2d1 (Cacna2d1) and Cavb2 (Cacnb2) show higher expression in the mouse 

ventricle compared to the SAN, though did not differ in expression compared to mouse 

RA43. 

 

1.1.4.8 Ca2+-activated small conductance K+ channels 

SK channels (Ca2+-activated small conductance K+ channels) contribute to the repolarising 

K+ current in cardiomyocytes in response to increased intracellular Ca2+ levels80. In the 

mouse SAN, all 3 SK a subunits (SK1/Kcnn1, SK2/Kcnn2 and SK3/Kcnn3) are 

expressed43,81 and form tetrameric channels80. Block of SK channels in isolated mouse SAN 

myocytes using apamin resulted in a slowing of repolarisation and a small increase in action 

potential duration, which was sufficient to reduce the slope of the diastolic depolarisation81. 

 

1.1.4.9 Na+/K+ ATPase pump 

The Na+-K+ pump, also known as the Na+-K+ ATPase, regulates the intracellular Na+ and K+ 

concentration of cardiac myocytes. This is achieved by the active transport of three Na+ out 

of the cell in exchange for two K+ ions against their concentration gradient by ATP 

hydrolysis82. This creates an outward, hyperpolarising current which impacts the resting 

membrane potential and repolarisation82. The Na+-K+ pump is active in the SAN, with the 

a1 (Atp1a1) and a2 (Atp1a2) isoforms showing predominant expression, which is lower in 

the SAN than the right atrium15,43. 
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1.1.5 The Ca2+ clock 

The Ca2+ clock mechanism relies on the rhythmic spontaneous intracellular release and 

uptake of Ca2+ from the SR. These local Ca2+ releases are mediated by proteins including 

RyRs, the sarco(endo)plasmic reticulum Ca2+-ATPase 2 (SERCA2) and phospholamban, 

and their phosphorylation state. There is also a reliance on Ca2+ availability mediated by 

membrane ion channels: influx of Ca2+ at the sarcolemmal membrane via T-type Ca2+ 

channels leads to small increases in cytosolic Ca2+ during the Phase 4 diastolic 

depolarisation. In turn, the increasing cytosolic [Ca2+] activates the membrane-bound Na+-

Ca2+ exchanger (NCX, INaCa)83. The activation of NCX results in a net positive charge influx, 

as one Ca2+ ion is extruded out for every 3 Na+ ions which enter the cell. This effect 

contributes to the late phase of diastolic depolarisation37. When threshold is met for the 

action potential upstroke, the L-type Ca2+ channels open resulting in a large increase in 

Ca2+ influx and triggering the RyRs to release the Ca2+ content of the SR into the cytosol, 

which leads to a Ca2+ transient across the cell. The SR Ca2+ content is restored by the action 

SERCA2, which is under the regulation of phospholamban. Store-operated Ca2+ channels 

on the sarcolemmal membrane can also regulate cytosolic [Ca2+], and include the transient 

receptor potential channel, TRPC3, which is present in the SAN. The importance of Ca2+ 

cycling to SAN pacemaking has been demonstrated by pharmacological block studies and 

genetic knockout of the various components in animal models. Inhibition of INaCa in isolated 

rabbit SAN myocytes using Li+ ions83, and atrial-specific NCX knockout in mice84 has been 

shown to abolish pacemaking. SERCA2 inhibition with cyclopiazonic acid resulted in a 

concentration-dependent reduction in mouse SAN myocyte action potential firing rate85. In 

a tamoxifen-inducible cardiac-specific Serca2 knockout mouse model, basal heart rate was 

unchanged, whilst the heart rate response to exercise and catecholamine administration 

was blunted86. Furthermore, some patients with catecholaminergic polymorphic ventricular 

tachycardia, caused by familial mutations in CASQ2 and RYR2, also display SAN 

dysfunction87. 

 

1.1.6 The coupled-clock 

It is now recognised that the membrane and Ca2+ clocks act synergistically to drive diastolic 

depolarisation and regulate heart rate. Rhythmic local Ca2+ releases in the SAN myocytes 

prompt the activation of NCX, leading to threshold being met for the generation of the SAN 

action potential by the membrane clock components. Local Ca2+ releases are regulated by 

the SR, and also by the intracellular [Ca2+] mediated by the activity of NCX and voltage-

gated Ca2+ channels. The strength and efficiency of the pacemaker mechanism is theorised 

to result from the degree of ‘coupling’, or synchronisation of these mechanisms88. This 

coupling is mediated by intracellular signalling pathways. In the SAN, there is a high basal 

level of phosphorylation, mediated by constitutively active cAMP-dependent PKA (protein 
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kinase A) and Ca2+/calmodulin-dependent kinase II. PKA-mediated phosphorylation of 

phospholamban relieves its inhibition on SERCA, increasing Ca2+ uptake to the SR, 

whereas phosphorylation of RyR increases SR Ca2+ release by increasing the open 

probability of the receptor. Sarcolipin has a similar function to phospholamban and is 

abundantly expressed in the atria (including the SAN)15 whilst shows low expression in the 

ventricles89. PKA also phosphorylates L-type Ca2+ channels, increasing their permeability 

to Ca2+. Increased cytosolic Ca2+ also activates Ca2+/calmodulin-dependent kinase II, which 

phosphorylates L-type Ca2+ channels, RyRs and SERCA2, thus increasing the rate of Ca2+ 

cycling33. The experimental evidence for the membrane and Ca2+ clock activities is 

commonly used as the basis for computational models of SAN action potential firing. 
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Figure 1.3: The effect of the ANS on the SAN action potential and coupled-clock 
mechanism. 

A, The SAN action potential during intrinsic heart rates and following vagal or sympathetic input. 
Sympathetic input increases the slope of the spontaneous diastolic depolarisation (SDD) to reach 
the threshold potential (TP) faster for the generation of the next action potential. This increases 
the rate of action potential firing and heart rate (HR). Vagal input reduces the slope of the SDD, 
resulting in a longer time to the generation of the next action potential, a reduction in action 
potential firing rate and heart rate. B, Simplified diagrammatic representation of the SAN coupled-
clock pacemaking mechanism, showing Ca2+ clock and the primary membrane clock ion channels, 
and the influence of autonomic signalling. ACs = adenylyl cyclases; ACh = acetylcholine; CamKII 
= Ca2+/calmodulin-dependent kinase II; GIRK = G-protein activated inwardly rectifying K+ 
channels; NE = noradrenaline; PLB = phospholamban; SERCA = sarco(endo)plasmic reticulum 
Ca2+ ATPase; SR = sarcoplasmic reticulum; Figure reproduced from Hennis et al.90 
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1.2 Autonomic modulation of heart rate 

Autonomic supply to the SAN acts to adjust heart rate according to physiological demand. 

In response to increased activity or emotional stress, the sympathetic nervous system (NS) 

acts to increase heart rate, whilst the parasympathetic NS is active under resting conditions 

and mediates heart rate recovery91. Accentuated antagonism exists between the ANS 

branches, with the balance of autonomic tone highly interdependent between the systems92. 

The complex interaction between sympathetic and parasympathetic NS activity on heart 

rate are still not completely understood. 

 

1.2.1 Autonomic innervation of the heart 

Neural control of cardiac function is mediated by the sympathetic and parasympathetic 

branches of the ANS which provide complex innervation to the heart, involving both extrinsic 

and intrinsic systems93. Extrinsic to the heart are the sympathetic and parasympathetic pre- 

and post-ganglionic neurons of the peripheral autonomic nervous system. Pre-ganglionic 

sympathetic neurons arise in the inferior mediolateral columns of the spinal cord, with their 

axons emerging at thoracic levels T1-T5 and entering the paravertebral ganglia prior to 

synapsing post-ganglionic neurons in the stellate and caudal cervical ganglia94. Retrograde 

labelling studies in rats have shown that ~92% of post-ganglionic sympathetic neurons 

supplying the heart originate in the stellate ganglion95. Post-ganglionic sympathetic neurons 

synapse on cardiomyocytes in all four chambers of the heart and the SAN and AVN with 

varied density94. The pre-ganglionic parasympathetic neurons originate in the dorsal vagal 

motor nucleus and nucleus ambiguus in the medulla oblongata of the brainstem93, and their 

axons travel via the vagus nerves, giving off superior, middle and inferior cardiac branches 

which innervate the heart96. The vagal axons synapse post-ganglionic parasympathetic 

neurons at the intrinsic cardiac ganglia. The intrinsic cardiac nervous system integrates 

various inputs and comprises autonomic ganglia and afferent neurons, efferent 

parasympathetic and sympathetic neurons and local circuit interneurons97–100. 

Immunohistochemical labelling for tyrosine hydroxylase and choline acetyltransferase 

(markers of sympathetic and parasympathetic nerves, respectively) in the mouse SAN 

indicates equal abundance of both types of fibres, with increased density of innervation 

compared to the surrounding atrial muscle101. Electron microscopy of the mouse SAN has 

revealed the association of 2-3 unmyelinated nerve endings located in close proximity (< 

0.5 µm) to each SAN myocyte101. Therefore, dense autonomic innervation of the SAN is 

apparent. 

Higher-level control of autonomic outflow to the heart is mediated by the central autonomic 

network comprising brainstem and higher cortical neurons102. The nucleus tractus solitarius 

in the brainstem receives information from baro- and chemoreceptors of the vasculature via 
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parasympathetic afferents, and sends excitatory projections to the parasympathetic centres 

(dorsal vagal motor nucleus and nucleus ambiguus)102. Inhibitory projections are sent to the 

ventrolateral medulla, which is the primary sympathetic centre102, and contains neurons 

which synapse pre-ganglionic sympathetic neurons. Reciprocal inhibitory connections exist 

between the parasympathetic and sympathetic centres. The paraventricular nucleus of the 

hypothalamus plays a key role in autonomic control, integrating information on behavioural 

and emotional response from the limbic system (e.g. amygdala and insular cortex) and 

homeostatic information from other hypothalamic regions (including the suprachiasmatic 

nucleus) and brainstem nuclei102. The paraventricular nucleus projects to the autonomic 

centres in the brainstem, and directly to the pre-ganglionic autonomic neurons in the spinal 

cord102. 

 

1.2.2 Sympathetic modulation of heart rate 

Sympathetic NS regulation of the heart is mediated by the catecholamines noradrenaline 

and adrenaline, synthesised in the nerve terminals of post-ganglionic sympathetic neurons 

and in the adrenal medulla. Catecholamines bind to b-adrenergic receptors (b-ARs) on 

cardiomyocytes, generally acting to increase heart rate (chronotropy), contractility 

(inotropy), conduction (dromotropy) and rate of relaxation during diastole (lusitropy). All 

three b-AR isoforms are expressed in the heart: the b1-AR shows predominant expression 

in all regions of the heart, whilst the b2:b1 ratio is increased in the SAN compared to the 

working myocardium, indicating the importance of b2-ARs in the chronotropic response to 

b-adrenergic stimulation103. The b3-AR appears to play an important role in the activation of 

signalling pathways which are cardio-protective104. As G-protein coupled receptors, b-ARs 

comprise seven transmembrane domains and are coupled to trimeric G proteins, which 

activate intracellular signalling pathways in response to receptor-ligand binding. Both b1- 

and b2-ARs are coupled to the stimulatory Gas subunit, which dissociates and activates 

adenylyl cyclase, catalysing the conversion of ATP to cAMP. The second messenger cAMP 

activates PKA, which in turn phosphorylates voltage-gated ion channels and proteins 

involved in Ca2+ cycling (see Section 1.1.5 and Fig.1.3). The b2-AR is also coupled to the 

inhibitory Gai subunit, which activates in response to high levels of b-adrenergic stimulation 

to mediate the effects of b1-AR signalling, e.g. in heart failure105. 

The overall effect of increased cAMP/PKA signalling in the SAN is an increase in the rate 

of diastolic depolarisation and spontaneous action potential firing (Fig.1.3A). This effect is 

mediated by the ligand-binding and phosphorylation of several membrane and Ca2+ clock 

components (Fig.1.3B), which ultimately results in increased coupling of these clocks to 

increase the firing rate and rhythm of the SAN action potential. HCN channels, L-type Ca2+ 

channels and Ca2+ cycling proteins are key targets of the cAMP/PKA signalling pathway. 
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The binding of cAMP to the cyclic nucleotide binding domain of HCN channels increases 

the channel open probability, shifting the activation curve to more positive potentials, and 

resulting in an increase in If106. PKA-dependent phosphorylation of HCN channels also 

increases If activation107. The PKA-mediated phosphorylation of L-type Ca2+ channels and 

Ca2+ cycling proteins facilitates the occurrence of Ca2+ sparks earlier in diastolic 

depolarisation, and increases Ca2+ influx to the cell33. Increased intracellular [Ca2+] also 

activates calmodulin which activates a Ca2+/calmodulin dependent adenylyl cyclase to 

increase cAMP/PKA signalling108. The increased and earlier release of Ca2+ and activation 

of NCX increases the rate of diastolic depolarisation and action potential firing. In the SAN, 

Cav1.3 channels are particularly important in mediating the effect of b-adrenergic signalling, 

and have been shown to be critical for b-adrenergic induction of action potential firing in 

dormant SAN myocytes109. Activation of PKA by b-adrenergic stimulation is also known to 

activate Cl- currents in the heart110. The inward rectifier Cl- channel, CLC-2 (Clcn2), has 

been shown to be involved in regulating the heart rate in response to increased b-adrenergic 

signalling during exercise in mice111. Global knockout of cystic fibrosis transmembrane 

conductance regulator (CFTR) – a cAMP-regulated Cl- channel – results in an increased 

basal heart rate112.  

 

1.2.3 Parasympathetic modulation of heart rate 

Parasympathetic NS regulation of the heart is mediated by acetylcholine, which is 

synthesised in the presynaptic nerve terminals, and released into the synaptic cleft on 

depolarisation of the neuron113. ACh binds to muscarinic (M2) cholinergic receptors present 

on myocytes, initiating a negative chronotropic, inotropic and dromotropic response. The 

M2 receptors are coupled to inhibitory Gi proteins, which inhibit adenylyl cyclase activity, 

decreasing the production of cAMP114. As such, parasympathetic activation has opposing 

effects to sympathetic signalling: a reduction in PKA activity in turn leads to reduced 

membrane and Ca2+ clock coupling as a result of less phosphorylation of Ca2+ cycling 

proteins, resulting in a reduction of the diastolic depolarisation and action potential firing 

rate115 (Fig.1.3A-B). Reduction in cAMP also shifts the If activation curve to more negative 

potentials106. 

G protein-coupled inwardly-rectifying K+ channels (GIRKs) are a key effector of 

parasympathetic NS signalling. The binding of ACh to M2 receptors leads to activation of 

GIRK channels, mediated by the g and b subunits of Gi, resulting in an increase in the 

inwardly rectifying IKACh and a reduction in heart rate116. GIRK1 (Kir3.1/Kcnj3) and GIRK4 

(Kir3.4/Kcnj5) subunits are expressed in the SAN, and form homo- or heterotetrameric 

channels. In mice with global GIRK4 knockout, the rate-lowering effect of ACh on isolated 

SAN myocytes and the Langendorff-perfused heart was reduced117. Similarly, atrial-specific 

GIRK1 knockout resulted in a blunted heart rate-lowering effect of the cholinergic agonist, 
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carbachol118. Moreover, in mice lacking atrial GIRK channels, the negative chronotropic 

response to stimulation of the vagus nerve was almost absent118. Thus, indicating a key role 

for GIRK channels in mediating the heart rate response to parasympathetic NS signalling. 

 

1.2.4 Acute vs long-range modulation of heart rate 

As outlined in the previous sections, the acute adaptation of heart rate to autonomic inputs 

results from the altered gating of ion channels important for automaticity and through ligand 

binding or post-translational modifications (Fig.1.3A-B). However, long-range modulation 

of SAN pacemaker function can occur due to the altered expression of ion channels in the 

SAN. This is commonly observed in states of SAN dysfunction: concurrent with a reduction 

in intrinsic heart rate and altered conduction, there is downregulated expression of coupled-

clock components in ageing22–27, heart failure28,29 and diabetes30. In mice with pressure 

overload-induced heart failure due to transaortic constriction, bradycardia results from 

remodelling of ion channels, and in particular there is functional downregulation of 

HCN4/If48. Long-range transcriptional remodelling of SAN function has also been described 

in physiological contexts. In pregnancy, increased heart rate in mice has been reported to 

occur concurrent with upregulation of HCN channel expression and If in SAN myocytes119. 

In a mouse model of long-term exercise training, bradycardia and a reduction in intrinsic 

heart rate (in the absence of neural inputs) is associated with widespread remodelling of 

SAN ion channels, and in particular HCN4 and If show functional downregulation49. This 

intrinsic electrical remodelling is not unique to the SAN, and has also been observed in the 

AVN. For example, in the long-term exercise training mouse model, AVN block has been 

attributed to downregulation of HCN4/If and Cav1.2/ICaL
120. Thus, pacemaker myocytes 

display plasticity in the expression and function of ion channels which have long-range 

effects on SAN function. However, to date there has been little mechanistic study of the 

determinants of these transcriptional changes. 

 

1.3 Regulation of SAN gene expression  
1.3.1 Overview of the regulation of gene expression 

The transcription of eukaryotic genes is complex, involving multiple layers of regulation121. 

The core transcriptional mechanism requires the recruitment and assembly of the basal 

transcription machinery, comprising RNA polymerase II and general transcription factors, 

which bind to the core promoter DNA sequence, found at the 5’ end of genes, to elicit basal 

levels of transcription121. Cis-regulatory DNA elements are found both proximal and distal 

to the promoter, including enhancer and silencer elements. These DNA sequences contain 

motifs (DNA binding sites) for additional (trans-acting) transcription factors, which act to 

promote or repress transcription, in association with co-factors, on a cell-specific basis and 

in response to physiological and/or pathological stimuli121. Enhancers play a key role in the 
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initiation of transcription, with distant enhancers brought into proximity with promoters via 

DNA looping121 (Fig.1.4). The accessibility of promoters, enhancers and other cis-regulatory 

elements to the basal transcriptional machinery and other transcription factors is mediated 

by chromatin dynamics122. Chromatin comprises genomic DNA complexed with histone 

proteins, in repeating units known as nucleosomes (~145 – 147 bp of DNA wrapped around 

a histone octamer) and exists in the closed, permissive, and open states of accessibility122. 

In the closed state, chromatin is tightly compacted, and DNA is inaccessible to regulatory 

factors. In the permissive state, regions of DNA are accessible to transcription factors which 

can bind and ‘pioneer’ remodelling and the removal of nucleosomes to establish the open 

chromatin state. Open (accessible) chromatin permits the binding of the transcriptional 

machinery and regulatory factors to the promoter and enhancer regions (Fig.1.4)122. 

Chromatin structure and accessibility is regulated by DNA methylation and histone 

modifications123,124. Briefly, methylation of cytosines in cytosine-guanine sequences (CpG) 

in promoter regions acts to silence genes by the recruitment of suppressor factors and 

compaction of the chromatin. Several types of post-translational histone modifications act 

to alter DNA-histone interactions to either facilitate or suppress transcription124. Histone 

acetylation facilitates transcription by opening the chromatin due to weakening the 

interaction between DNA and the histone. Histone methylation, phosphorylation and 

ubiquitylation can either facilitate or suppress gene transcription124.  

 

 

Figure 1.4: Regulation of gene transcription. 

In the closed chromatin state, transcription factors (TF) and transcriptional machinery (e.g. 
polymerase II, Pol II) cannot access DNA and transcription is prevented. Open (accessible) 
chromatin permits TF binding in association with Pol II and co-factors (CoF) to form a transcription 
initiation complex and elicit transcription. TFs bound at enhancers are associated with promoter-
bound TFs via DNA looping and mediator (M) proteins. Figure from Leiz et al.122 
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Combinatorial regulation of gene transcription is evident, whereby multiple transcription 

factors can bind to different types of cis-regulatory elements to elicit transcriptional control121 

(Fig.1.4). At the post-transcriptional level, mRNA undergo alternative splicing allowing for 

multiple protein-coding translational precursors to be formed. Small non-coding RNA 

species are also known to play a key role in post-transcriptional regulation of gene 

expression. Finally, post-translational modifications of proteins (e.g. phosphorylation, 

ubiquitination) serve as a key regulator of protein stability and function121. Thus, this 

explains why gene and protein expression can be regulated in a cell-specific, temporal and 

spatial manner according to the requirements of the cell.  

 

1.3.2 Transcription factors in the SAN 

Studies of the developing and adult SAN have revealed a distinct transcription factor 

network which underlies the SAN gene programme (Fig.1.5). During embryonic 

development, the heart initially forms from primitive cardiac progenitor cells as a linear 

tube125. The progenitor cells of the heart tube express Nkx2-5 (NK2 homeobox 5), a key 

transcription factor which regulates the normal development of the working myocardium and 

AVN126. A key role of NKX2-5 is to promote the expression of genes important to the working 

myocardium programme – e.g. Gja5 (Cx40), Gja1 (Cx43) and Scn5a (Nav1.5) – and to 

suppress the expression of genes important to the SAN programme127. Deletion of Nkx2-5 

in the mouse ventricle (under myosin light chain 2v cre recombinase) induces Hcn1 

expression128, whilst ectopic transgenic expression of Nkx2-5 in the mouse SAN represses 

Hcn4 and Tbx3 expression129. The second heart field cells which go on to form the SAN 

express Nkx2-5 at low levels, with abundant expression of the T-box transcription factor 

Tbx18130. The expression of Tbx18 appears to be critical for the normal development of the 

SAN, since mice lacking this transcription factor show morphological abnormalities in the 

SAN and die in utero131. Virally-mediated overexpression of Tbx18 both in vitro in neonatal 

rat ventricular cardiomyocytes and in vivo in the left ventricle of the guinea pig heart has 

been shown to induce a pacemaker-like phenotype, with myocytes displaying 

automaticity132,133. In addition, studies of adenoviral overexpression of Tbx18 in isolated rat 

atrial preparations reported induction of the expression of Hcn1 and Hcn2 and enhanced 

subsidiary pacemaking134, suggesting that this transcription factor may modulate 

pacemaking mechanisms in the adult SAN.  
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Figure 1.5: Transcription factors involved in SAN development. 

This sinoatrial node (SAN) develops from primitive progenitor cells of the early linear heart tube 
which express Tbx18 and Tbx5, and a low level of Nkx2-5 compared to the progenitors that go on 
to form the working myocardium. Specification, differentiation and maturation of the SAN requires 
the expression of Isl1, Shox2, Tbx3 and Hcn4. An interacting network of transcription factors 
functions to repress the working myocardial gene programme of the atrium, and to promote the 
pacemaker gene programme. Figure from van Eif et al.127  

 

The differentiation and maturation of the SAN from Tbx18+/Nkx2-5low progenitor cells down 

the SAN lineage involves the expression of TBX3, SHOX2 (short stature homeobox 2) and 

ISL1 (insulin gene enhancer protein 1)127. These transcription factors are known to interact, 

sometimes reciprocally, with the overall effect of supressing the working myocardial gene 

programme and promoting the pacemaker gene programme127 (Fig.1.5). TBX3 is a critical 

transcription factor for both SAN development and pacemaker function in the adult SAN, 

where it functions to repress the working myocardial gene programme (including Nppa, 

Gja5, Gja1 and Scn5a)135,136. Ectopic transgenic expression of Tbx3 in the foetal atria 

(driven by atrial natriuretic peptide, Nppa) was shown to induce ectopic pacemaker activity, 

with concomitant repression of atrial genes (e.g. Nppa, Gja5, Gja1 and Scn5a), and 

induction of key pacemaking genes (e.g. Hcn1, Hcn2, Hcn4, and Cacna1d)135. 

Overexpression of Tbx3 in human induced pluripotent stem cell-derived cardiomyocytes 

induced Hcn4 expression, whilst promoting their differentiation to a pacemaker-like 

phenotype137. Ectopic transgenic expression of Tbx3 in adult mouse atrium resulted in the 

induction of a pacemaker like phenotype (due to suppression of INa and IK1), with 

suppression of the atrial gene programme (although key pacemaking genes, e.g. Hcn4 and 

Cacna1d were not upregulated)138. As such, indicating that the main function of TBX3 in the 
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adult SAN is to repress the working myocardial gene programme to elicit the pacemaker 

phenotype.  

SHOX2 acts to both promote the SAN gene expression programme via activation of Isl1, 

Hcn4 and Tbx3, and to repress the working myocardial gene expression programme via 

suppression of Nkx2-5129,139–141. Mice deficient in Shox2 die in utero and display a smaller 

size of SAN with increased expression of Nkx2-5, Gja1 and Gja5, and a reduction in Isl1109. 

The LIM homeodomain transcription factor ISL1 is as key regulator of SAN development 

with deficiency resulting in embryonic lethality. Isl1 mutant mouse embyros display 

bradycardia and downregulation of several key pacemaking ion channels (Hcn4, Cacna1d) 

and transcription factors (Tbx3, Shox2), with upregulation of working myocardial genes 

(Nppa, Gja1, Gja5)142. Recent work by Galang et al. have revealed a conserved Isl1 

enhancer site in the SAN which is required for SAN development and pacemaker 

function143.  

Following commitment to the SAN lineage, pacemaker cells also show high expression of 

the cardiac transcription factors Gata6 (GATA-binding factor 6), Mef2c (myocyte enhancer 

factor-2 c) and Tbx5144. These transcription factors are important for activating the general 

cardiac gene programme. Mice heterozygous for Gata6 display abnormal heart rhythms, 

with reduction of HCN4 expressing cells, and GATA6 has been shown to regulate Tbx3 

expression145. TBX5, which plays a crucial role in cardiac development, has previously been 

shown to regulate Tbx3 and Shox2 expression, and is thought to play a synergistic role in 

regulating SAN development and function. In addition, direct transcriptional regulation of 

Hcn4 by MEF2C has been described146. It is proposed that these general cardiac 

transcription factors may bind to SAN-specific genomic loci to activate transcription of SAN 

specific genes. Their ability to do so may result from SAN-specific transcription factors (e.g. 

SHOX2 or TBX3) binding and repressing the gene loci important for the working 

myocardium, thus, resulting in the binding of ‘general cardiac’ transcription factors 

elsewhere147. There is evidence to support this as genomic loci showing enrichment in 

chromatin immunoprecipitation with sequencing (ChIP-seq) for MEF2C and TBX5 in the 

SAN overlaps with regions of accessible chromatin (required for transcription factor binding) 

that are specific to the SAN143. Another recent epigenetic study has revealed a role for 

Hand2 in selectively reorganising chromatin to allow pacemaker-like transcriptional 

reprogramming of induced pacemaker-like myocytes148.  

As such, there are complex transcription factor dynamics which underpin SAN development 

and the maintenance of the SAN gene programme in the adult. Developments in 

sequencing technologies which enable the study of transcription factor DNA binding and 

chromatin dynamics are increasing the understanding of this regulation.  
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1.3.3 MicroRNA regulation of pacemaking genes 
1.3.3.1 MicroRNA biogenesis 

In the last few decades, studies of non-coding RNA molecules have identified their 

importance as negative regulators of mRNA and protein expression. MicroRNAs (miRNAs) 

are short, non-coding RNAs which act to post-transcriptionally repress messenger RNA 

(mRNA)149,150. MiRNAs are typically either transcribed from the genome at intragenic 

regions from the introns of a host protein-coding gene, or intergenic regions without an 

associated protein-coding host gene149,150. In some cases, miRNAs are transcribed in 

clusters from a long transcript, and where these miRNAs have a similar seed region, they 

are known as a family of miRNAs149–151. Immature primary miRNAs are transcribed by RNA 

polymerase II or III and have a stem-loop structure of ~70 nucleotides with a cap and 

polyadenylation149. Within the nucleus, the microprocessor complex involving Drosha (a 

ribonuclease (RNase) III) and DGRC8 (an RNA-binding protein) cleave the primary miRNA 

into a hairpin structure known as the pre-miRNA152. Export from the cell nucleus occurs in 

association with the Exportin-5/Ran-GTP complex149. In the cytoplasm, the pre-miRNA 

undergoes processing by the RNAase III Dicer, in association with the TRBP RNA binding 

protein, to a duplex structure comprised of a guide and complementary passenger strand, 

each ~22 nucleotides153. The duplex associates with the effector argonaute (AGO) family 

protein to form the pre RNA induced silencing complex (pre-RISC)153. The mature RISC 

complex is formed following unwinding of the duplex and removal and degradation of the 

passenger strand. In the selection of which strand will remain in the mature RISC, the 

thermostability of the strand has been shown to be important, though there are no defined 

criteria for this. Multiple non-canonical miRNA biogenesis have also been identified, which 

are independent of Drosha/DCRG8 or Dicer processing150. 

 

1.3.3.2 MicroRNA mechanism of action 

MiRNAs hybridise with their target mRNA sequence to form heteroduplex structures, 

promoting mRNA degradation or inhibiting translation150. Most miRNA target sequences on 

mRNA are found in untranslated regions, which are devoid of ribosomes, and thus permit 

RISC binding. The 3¢ untranslated region (3¢UTR) of genes has been shown to contain a 

large proportion of conserved miRNA binding sites, with most experimental validation 

studies showing miRNA binding at this region154. However, miRNA binding sites in other 

regions, including the 5¢UTR and coding sequence have also been observed155. Perfect 

sequence complementarity between a miRNA and it’s target mRNA is not required and the 

most important site for base pairing is a short sequence called the seed, usually defined as 

nucleotides 2 to 7 at the 5¢ end of the miRNA155. Complementarity of this seed sequence is 

commonly used as the basis of bioinformatic tools which predict miRNA binding sites on 

target mRNAs155.  
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Figure 1.6: MicroRNA biogenesis and mechanism of action. 

Diagrammatic representation of the microRNA biogenesis pathway and microRNA mechanism of 
action, depicting the transcription and processing steps leading to mature microRNA formation.   
Image from: https://www.vectorbiolabs.com/mirna-aav-adenovirus/, accessed October 2022.  
 

Typically, miRNAs which show full sequence complementarity to their target mRNA induce 

mRNA degradation, and this is typical of plant miRNAs154. Depending on the level of 

sequence complementarity, mRNA target cleavage, mRNA deadenylation or translation 

repression occurs154. Understanding the role of individual miRNAs is complicated by their 

multiplicity and cooperative action. A single miRNA can target several different mRNAs, 

with each miRNA targeting ~7 genes on average156. However, the distribution of this is non-

uniform with many miRNAs having no predicted target genes, and some miRNAs targeting 

several hundred (e.g. let-7b was shown to have 268 predicted target genes)156. A single 

gene can also be targeted by several miRNAs (~2 miRNAs per gene on average), and there 

is evidence that combinatorial action of miRNAs is necessary to elicit full repressive 

activity156.  
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1.3.3.3 MicroRNA regulation of ion channels involved in pacemaking 

MiRNAs are predicted to regulate up to 30% of protein coding genes157 and alterations in 

the miRNA signature of the heart have been observed throughout development158 and in 

disease states, including hypertrophy159 and heart failure160. The ability of miRNAs to 

regulate genes involved in cardiac electrical function is well-established, with numerous 

miRNAs identified to directly target cardiac ion channels and Ca2+ cycling proteins, including 

those important in SAN pacemaking (see Table 1.1 for a summary). 

Profiling of miRNAs in the human SAN showed a distinct expression profile compared to 

the RA: 18 miRNAs showed increased SAN expression, whilst 48 miRNAs were less 

abundant in the SAN compared to the RA161. Several of these miRNAs were predicted to 

target genes coding for important SAN transcripts, including HCN4, CACN1C, CACNA1D, 

CACNA1G, KCNH2, RYR2, GJC1, TBX3 and TBX18161. Thus, indicating the potential ability 

of miRNAs to mediate the SAN gene programme. The authors further investigated the effect 

of miR-486-3p on HCN4 and SAN pacemaking by microinjecting miRNA mimics into the 

isolated rat SAN161. A reduction in isolated SAN beating rate was demonstrated in 

accordance with a reduction in HCN4 mRNA and protein expression161. Using a luciferase-

reporter assay, a direct repressional effect of miR-486-3p on human HCN4 3’UTR activity 

was demonstrated161. In follow-up studies, the same group identified that miR-486-3p also 

targeted the 3’UTR of human Cav1.3 and Cav3.1 genes162. Thus, indicating the potential 

importance of this miRNA in regulating pacemaker activity in the normally functioning SAN. 

In mouse studies, numerous SAN miRNAs show dysregulation in states of physiological 

and pathophysiological remodelling. In a model of endurance exercise training which 

displays bradycardia due to HCN4/If reduction49,163, next generation sequencing identified 

25 upregulated and 6 downregulated miRNAs in the trained vs control SAN163. Training-

upregulated miR-423-5p was shown to repress mouse HCN4 3’UTR activity by luciferase-

reporter assay. Moreover, in vivo suppression of miR-423-5p by administration of a miRNA 

silencing oligomer (known as an anti-miRNA) restored heart rate, intrinsic SAN beating rate, 

If and HCN4 levels in exercise-trained mice163. Thus, indicating a role for miRNA-mediated 

regulation of physiological electrical remodelling in the adult SAN. Alteration in miRNAs has 

also been demonstrated to be associated with electrical remodelling in the AVN of exercise-

trained mice, with miR-211-5p and miR-432 identified as likely post-transcriptional 

regulators of HCN4 and Cav1.2, based on 3’UTR luciferase-reporter assays and miRNA 

manipulation in a pacemaker-like immortalised cell line120. 

Dysregulation of miRNAs is also evident in the SAN in the context of heart failure. Next 

generation sequencing of SAN biopsies from heart failure patients identified upregulation of 

21 miRNAs and downregulation of 26 miRNAs compared to healthy donors164. Bioinformatic 

analysis of the genes predicted to be targeted by dysregulated miRNAs revealed 
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enrichment of cardiac dilation, necrosis, fibrosis and tachy-brady arrhythmia pathways164. 

Similar dysregulation of SAN miRNAs was observed in a mouse model of pressure 

overload-induced heart failure (trans-aortic constriction model) which displays bradycardia 

associated with a downregulation of HCN4/If 48. Moreover, in vivo targeting of miR-370-3p 

using an anti-miRNA was shown to restore heart rate, intrinsic SAN beating rate and 

HCN4/If 48. 

As described, there is abundant evidence for the direct regulation of key SAN pacemaking 

genes by miRNAs. However, there is also evidence for indirect regulation of SAN gene 

expression by the interaction of miRNAs and transcription factors. For example, two 

miRNAs (miR-17-92 and miR-106b-25) have been identified to be under the transcriptional 

regulation of PITX2 (pituitary homeobox protein 2)165, which regulates bilateral asymmetry 

in the heart165. In turn, PITX2 mediates the expression of SHOX2 and TBX3 to regulate SAN 

development and function165. Analysis of bioinformatically predicted interactions between 

miRNAs and mRNAs which showed opposing enrichment in the human SAN and right 

atrium identified associations between several miRNAs and transcription factors (e.g. miR-

486-3p and NKX2-5, and miR-422a and TBX3)161,166. Additionally, in the aforementioned 

exercise-training model, upregulation of the HCN4-targeting miR-423-5p in the mouse SAN 

was found to be under the regulation of NKX2-5163, a known negative repressor of the SAN 

gene programme. Therefore, it is likely that miRNAs and transcription factors function 

cooperatively throughout SAN development, and in physiological and pathophysiological 

remodelling to regulate pacemaker function. 
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Table 1.1: MiRNAs reported to modulate ion channel expression in the heart. 

Reproduced with adaptations from Lozano-Velasco et al.167. 
Current MiRNA Gene Function Reference 

 miR-98, miR-106, miR-200, miR-
219, miR-125, miR-153 

 INa ↑ , INa 
↓ 

168,169 

INa miR-192-5p Scn5a INa ↓ 170 
 miR-200c  - 171 
 miR-143  INa ↓ 172 
 miR-24   INa ↓ 173 
 miR-423-5p  If ↓ 163 
 miR-370-3p  If ↓ 48 
If miR-486-3p Hcn4 If ↓ 161 
 miR-1, miR-133  If ↑ 49,174–176 
 miR-211-5p, miR-432  If ↓ 120 
 miR-1, miR-133 Hcn2 If ↑ 49,174–176 
 miR-1  Ito↓ 177 

Ito miR-223-3p Kcnd2 Ito↓ 178 
 miR-34b/c  Ito= 179 
 miR-200  Ito↓ 180 
 miR-200 Kcnd3 Ito↓ 180 

IKur miR-1 Kcna5 IKur ↓ 181 

IKr miR-134, miR-103a, miR-143, 
miR-3619 

Kcnh2 IKr ↓ 182 

IKs miR-1, miR-133 Kcne1 IKs ↓ 183,184 
 miR-1, miR-133 Kcnq1 IKs ↓ 183 
 miR-1, miR-133 Kcnb2 IKs ↓ 184 
 miR-1  IK1 ↑ , IK1 

↓ 
185–187 

IK1 miR-16 Kcnj2 IKs ↓ 188 
 miR-26  IKs ↑ 189,190 
 miR-212  IKs ↓ 191,192 
 miR-29 Kcnj12 IKs ↓ 193 
 miR-211/222 Kcnj5 IKs ↓ 194 
 miR-328  ICa,L ↓ 195 
 miR-21, miR-208b  ICa,L ↓ 196,197 
 miR-20a, miR-3135b  ICa,L ↓ 198 
 miR-499  ICa,L ↓ 199 

ICa,L miR-135b Cacna1c ICa,L ↓ 200 
 miR-221/222  ICa,L ↓ 194 
 miR-211-3p, miR-432  ICa,L ↓ 120 
 miR-328 Cacnb1 ICa,L ↓ 195 
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Current MiRNA Gene Function Reference 
ICa,L miR-21, miR-208b Cacnb2 ICa,L ↓ 196,197 

miR-329, miR-499 Cacnb2 ICa,L ↓ 199 
 miR-106b   201,202 
 miR-129 Ryr2 - 203 
 miR-1, miR-133   204,205 
 miR-24   206,207 
 miR-25   208,209 
 miR-328   210,211 
 miR-29c   212 

Ca2+ 
cycling 

miR-21 Serca2a - 213 

 miR-208b   197 
 miR-22   214 
 miR-214   215 
 miR-1954   216 
 miR-376b, miR-1, miR-26a, miR-

30d, miR-181 
  217 

 miR-1, miR-21 Pln - 218 
 miR-208a   219 
 miR-132 Slc8a1                 - 

(NCX) 
220 

 miR-1   215 
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1.4 Circadian rhythms 

One of the earliest observations of a biological timekeeping system in nature was made in 

1729 by Jean-Jacques d’Ortous de Mairan, a French astronomer who observed that leaf 

movement of the Mimosa fudica plant showed regular time-of-day dependence, even when 

the plant was confined to complete darkness221. Subsequently, it took almost 200 years to 

realise this phenomenon was present in animals when, in 1922, Curt Richter described 

persisting activity rhythms in rats maintained in total darkness and at a constant 

temperature222. In the 1930s, Erwin Bünning reported that the period of leaf movement in 

the bean plant was 24.4 h in constant light, not 24 h, and that this was heritable; as such, 

discovering that this timekeeping in photoperiodism was endogenous and could be 

entrained to external stimuli223, i.e. the normal light-dark cycle from the Earth’s rotation on 

its axis around the sun. Coined by Franz Halberg in the 1950s, the term circadian is derived 

from the Latin circa meaning ‘about’, and dian as a derivative of dies meaning ‘day’224. The 

full definition of circadian is restricted to an endogenously generated, self-sustaining rhythm 

with a period of ~24 h; to characterise a rhythm as circadian it must be measured in the 

absence of environmental cues which are known as zeitgebers (German for ‘time-giver’), 

that entrain the circadian system. The term ‘diurnal’ is used to describe rhythms observed 

under synchronisation to environmental cues (e.g. the light-dark cycle), and is used 

throughout this thesis. The study of circadian and diurnal rhythms involves the estimation 

of period (time between the peak of two successive cycles), the MESOR (mid-line 

estimating statistic of rhythm), the peak and trough (estimated maximal and minimal values 

across the cycle), the amplitude (half the difference between the peak and trough), and the 

acrophase (or phase; the time at which the rhythm is estimated to peak) (Fig.1.7).  

Figure 1.7: Diagram of circadian rhythm parameters. 

A 24 h cosine curve fit with arrows indicating the peak (maximum value) and trough (minimum 
value) of the fitted data. The period is indicated as the time between 2 consecutive peaks and the 
acrophase is indicated as the time of rhythm peak. The MESOR (mid-line estimating statistic of 
rhythm) is indicated as the horizontal dashed line halfway between the peak and trough. The 
amplitude is half the peak-trough difference.  
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Early studies of circadian rhythmicity in humans were performed by Jürgen Aschoff and 

colleagues225. In a series of experiments, Aschoff and his graduate students were kept in 

isolation in an underground bunker and observed, revealing persisting sleep-wake cycles 

and body temperature rhythms226. Subsequently, it has been established that circadian 

rhythms are present in almost all behavioural and physiological processes and parameters, 

including feeding227, metabolism228, hormone secretion (e.g. melatonin, cortisol)229, and in 

cardiovascular function230,231. Circadian rhythms in physiology peak in accordance with their 

functional requirement, for example, heart rate is higher during the active period (light period 

in diurnal species, and dark period in nocturnal species)230,232. As such, allowing anticipation 

and adaptation to respond to daily patterns of physiological demand and the maintenance 

of homeostasis.  

Disruption of normal circadian rhythmicity has been shown to be a cause or an effect of 

disease, e.g. cardiovascular disease233,234, metabolic disease235 and cancer236. In modern 

life, where shift-work, jet-lag from international travel and exposure to ‘blue’ light from 

devices (which can all impact adjustment to the normal light-dark cycle and result in 

mistiming of other environmental cues) is common-place, the effects of circadian disruption 

are increasingly apparent235. For example, studies have shown that shift-work is a risk factor 

for inflammation, hypertension and cardiovascular disease233,234. In a lab-based protocol of 

circadian misalignment for 8 days in humans, increases in inflammatory markers and blood 

pressure were observed237. Time-of-day dependent rhythmicity in the presentation of 

cardiovascular events is also apparent. For example, sudden cardiac death occurs most 

frequently on waking between 7 – 9 am238, myocardial infarction incidence peaks between 

6 am and noon238, and cardiac arrhythmia onset tends to peak in the morning hours239. 

Given this background, there is a critical requirement to understand the molecular 

mechanisms underpinning circadian rhythms in cardiac physiology. 

In recent decades, major scientific advances have expanded our knowledge of the 

regulation of circadian rhythms in physiology and disease. Key to this was the elucidation 

of the functional components of the molecular mechanism which underpins the system. 

Reflecting the importance of circadian biology to modern medicine, the 2017 Nobel Prize in 

Physiology and Medicine was awarded to Michael Rosbash, Jeffrey Hall and Michael Young 

for their discovery of the molecular mechanisms controlling circadian rhythms240.  
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1.4.1 The molecular circadian clock mechanism 

At the core of the circadian time-keeping mechanism is a transcriptional-translational 

feedback loop, which operates cell-autonomously to generate rhythms in gene expression 

with a period of ~24 h241 (Fig. 1.8). The positive limb of the loop comprises the 

transcriptional activators CLOCK (clock locomotor output cycles kaput; or it’s paralogue 

NPAS2) and BMAL1 (brain and muscle Arnt-like 1, also known as ARNTL), which form E-

box binding heterodimers on target genes241. CLOCK:BMAL1 promotes transcription of the 

genes encoding the period (Per1, Per2 and Per3) and cryptochrome (Cry1 and Cry2) 

proteins. CRY and PER proteins accumulate in the cytoplasm and, in association with 

casein kinases 1d and 1e242 (Csnk1d/e), translocate to the nucleus, inhibiting the activity of 

CLOCK and BMAL1243 and forming the negative limb of the loop. The period (or tau) of the 

loop is primarily determined by the stability of the PER and CRY repressor proteins, which 

is dependent on their phosphorylation, and ubiquitylation by E3 ligases. As PER and CRY 

levels decrease, the inhibition on CLOCK and BMAL1 is relieved, allowing Per and Cry 

transcription to continue, thus renewing the cycle244,245.   

Complementing the primary loop, an accessory loop regulates the rhythmic transcription of 

Bmal1241. Nuclear receptor transcription factors REV-ERBa (Nr1d1) and REV-ERBb 

(Nr1d2) bind to RevDR2 and retinoic acid-related orphan receptor (ROR)-binding elements 

(ROREs) to suppress Bmal1 transcription, competing with the with transcriptional activators 

RORa/b/g241. A third feedback loop involves the PARbZip (proline and acidic amino acid-

rich basic leucine zipper) D-box interacting transcription factors, including activator DBP (D-

box binding protein), HLF (human leukaemia factor) and TEF (thyrotroph embryonic factor). 

Acting as transcriptional activators, these factors compete with the repressor NFIL3 (nuclear 

factor, interleukin 3 regulated) to influence the phase of transcription of several clock genes, 

including Per1, Per2, Nr1d1, Nr1d2, Rora and Rorb241. Depending on the complement of 

cis-regulatory elements present in promoters and enhancers of target genes, varying 

phases of gene expression can be rhythmically generated by these feedback loops246.  
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Figure 1.8: The molecular circadian clock mechanism 

At the core of the molecular circadian clock mechanism, CLOCK and BMAL1 bind E-box sites 
Cry1, Cry2, Per1 and Per2 genes to promote their transcription. The CRY and PER proteins 
associate with casein kinases and translocate to the nucleus where they repress their own 
transcription. The stability of these proteins is affected by E3 ubiquitin ligase pathways. CLOCK 
and BMAL1 binding to E-box sites on other clock genes (e.g. Nr1d1, Nr1d2, Dbp) to promote their 
transcription. The protein products of these genes bind to their respective response elements 
(ROREs and D-boxes) on other genes to promote transcription. REV-ERBs repress transcription 
of Bmal1 and Nfil3. In turn NFIL3 suppresses the activities of DBP, resulting in rhythmic 
transcription of Rora/Rorb. Together, these transcriptional translational feedback loops regulate 
the rhythmic transcription of genes within the circadian mechanism, and also of clock controlled 
genes (Ccg) which may have a combination of the response elements required for CLOCK:BMAL1 
(E-box), DBP (D-box) or ROR/REV-ERB binding (RORE). Inset, the pre-mRNA levels of these 
various clock transcription factors gives an overview of the relative phasing of their expression in 
the mouse liver. Figure from Takahashi241. 
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1.4.2 The suprachiasmatic nucleus 

The suprachiasmatic nucleus (SCN) serves as the primary circadian pacemaker in 

mammals. Located in the ventroanterior hypothalamus, the SCN comprises two bilateral 

nuclei which sit above the optic chiasm and adjacent to the third ventricle247. The importance 

of the SCN in circadian timekeeping was demonstrated in early lesioning studies. Following 

electrolytic ablation of the SCN in rats, loss of rhythmicity in locomotor activity248, drinking 

behaviour248 and corticosterone levels249 was observed, demonstrating the critical 

importance of the SCN in generating wide-ranging physiological rhythms. Studies in the tau 

mutant hamster, which displays a shortened endogenous rhythm of 20 h, revealed the 

ability of the SCN to determine circadian period250. On receiving an SCN graft from tau 

mutant hamsters, wildtype recipients displayed a shortened locomotor activity rhythm, 

despite not otherwise harbouring the tau mutation250. As such, these early studies defined 

the SCN as the key orchestrator of circadian rhythms in physiology and behaviour in 

mammals. In mice, the circadian rhythm in heart rate is lost following SCN lesioning251 or in 

the absence of the key SCN neurotransmitter, vasoactive intestinal peptide252. 

The neurons of the SCN (~20,000 in mice) are anatomically divided into ‘core’ and ‘shell’ 

subregions247. The core receives information on photic cues directly from the retina, 

projecting to the shell neurons, which in turn project their efferent axons to other brain 

regions, including neuroendocrine and brainstem autonomic nuclei, to elicit physiological 

and behavioural rhythms247. SCN neurons are primarily GABAergic and form multiple 

subtypes based on the co-expression of several neuropeptides, including vasoactive 

intestinal peptide and arginine vasopressin253. Located primarily in the core, vasoactive 

intestinal peptide-expressing neurons play a key role in synchronising SCN neurons, 

promoting robust intercellular coupling in the SCN253.  

Light signals (photic cues) are a dominant zeitgeber in mammals and are received by the 

SCN via a neural connection with the eye via a specialised subset of cells known as 

intrinsically photosensitive retinal ganglion cells247. Comprising only 1-2% of retinal ganglion 

cells, intrinsically photosensitive retinal ganglion cells project via the retinohypothalamic 

tract to the SCN core and other brain areas, including the intergeniculate leaflet247. 

Displaying maximal sensitivity to short wavelength blue-spectrum light, intrinsically 

photosensitive retinal ganglion cells convey information about brightness of light to the SCN, 

which is used as the primary stimulus for the SCN247. The SCN also receives non-photic 

inputs (which modulate photic inputs) from other regions of the brain, including the 

intergeniculate leaflet and the midbrain ralphe nuclei which are responsible for the release 

of serotonin247. The transmission of temporal information from the SCN is enabled by 

circadian clock-mediated fluctuations in the functional expression of ion channels, which 

elicits daily variation in membrane excitability, action potential firing frequency and 
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neurotransmitter release254. Most efferent neurons from the SCN synapse nuclei in the 

medial areas of the thalamus and hypothalamus where neuro-endocrine centres and pre-

autonomic neurons are located (e.g. in the paraventricular nucleus)254. It is through these 

neuro-humoral outputs that the SCN synchronises peripheral oscillators.  

 

1.4.3 Circadian rhythmicity in peripheral organs 

The molecular circadian clock mechanism exists in almost every tissue and organ system 

studied, including the heart255,256. Studies of organ explant culture from PER2:LUC mice, 

which emit a bioluminescent signal demonstrating PER2 expression under a luciferase 

reporter, have been used to demonstrate that peripheral organs display self-sustaining 

rhythms257. However, compared to the SCN these rhythms display altered period and 

phasing257, indicating the requirement for synchronisation by the SCN in vivo. In the heart, 

the local circadian clock is disrupted in response to lesioning of the SCN251, yet not upon 

block of the autonomic nervous system251, indicating another SCN-mediated output 

pathway may be more important in synchronising the local cardiac clock. There is evidence 

that glucocorticoid secretion may play role in this, as administration of the synthetic 

glucocorticoid dexamethasone during the light period was shown to phase-shift Bmal1 and 

Per1 expression in the heart258. In contrast, restricting feeding to the light period in mice 

(their inactive period) – which is known to phase-shift the liver clock – does not appear to 

impact the local clock in the heart259.  

Transcriptomic studies employing microarrays and RNA sequencing have revealed the 

extent of circadian rhythmicity across peripheral organs256,260,261. Martino et al.260 reported 

~13% of genes in the heart (and 8% of the proteome262) to display significant 24 h 

rhythmicity in mice housed under standard 12 h: 12 h light dark conditions (i.e. diurnal 

conditions). These genes could be categorised using bioinformatics into biological functions 

including transcription and translation, cell growth, mitochondrial function and cellular 

signalling260. In mice housed in constant darkness, ~6-8% of genes expressed in the heart 

displayed circadian rhythmicity256,261. Studies comparing the rhythmic transcriptome across 

organs have revealed a remarkable divergence in genes which show circadian rhythmicity, 

with rhythmic genes in each organ reflecting those required for their individual function256. 

Storch et al.261 compared the circadian transcriptome of the mouse liver and heart, reporting 

575 genes to oscillate in the liver and 462 genes to oscillate in the heart. Only 52 genes 

were rhythmic in both tissues (including core circadian clock genes) and ~28% of these 

genes showed an altered phase of expression between the organs261. Zhang et al.256 

profiled 12 mouse organs, including the liver, kidney and heart, and found 3 to 16% of genes 

to be rhythmic in each tissue. However, in total they reported 43% of all protein coding 

genes to display a circadian rhythm in at least one organ256. Transcript rhythmicity was 
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tissue-specific, with only 10 genes (mostly core circadian clock genes) displaying 

rhythmicity in all organs. Additionally, they reported that 1,400 genes displayed altered 

phase of rhythmicity between different organs, whilst core clock genes were in phase across 

all organs256.  

The primary mechanisms by which the circadian clock regulates the rhythmic transcription 

of other genes is via binding of CLOCK:BMAL1241, REV-ERBs and RORs263, and DBP264 to 

target genes at E-box, ROREs and D-box elements, respectively. To elucidate the 

proportion of rhythmic genes under the regulation of the local circadian clock, many studies 

have used transgenic mouse models that result in tissue-specific perturbation of the local 

clock. For example, Young et al.265 demonstrated that in mice with cardiomyocyte-specific 

Bmal1 deficiency (under the a-MHC promoter), termed the CBK model, ~61% of genes 

which were rhythmic in the ventricle of wild-type littermates lost rhythmicity. In the 

cardiomyocyte-specific circadian clock mutant mouse model (which has a dominant 

negative CLOCK protein expressed under the a-MHC promoter), ~75% of genes in the atria 

and ~60% of genes in the ventricle showed loss of rhythmicity compared to wildtype 

controls266. These studies indicate that a large proportion of rhythmic genes are under the 

regulation of the local cardiac clock. However, there is also a sizeable proportion of genes 

which retain rhythmicity in the absence of its normal function, suggesting factors extrinsic 

to the local clock may also regulate rhythmic gene expression.  

The study of the day-night proteome has been somewhat limited in the heart. Podobed et 

al.262 used two-dimensional gel electrophoresis and liquid chromatography mass 

spectrometry to study protein expression in the working myocardium at 6 time points over 

the 24 h cycle. Using this methodology, a total of 1,147 proteins were identified in the heart, 

90 of which (~8%) showed statistically significant 24 h rhythmicity; 38 proteins were more 

abundant during the light period, and 52 were more abundant during the dark period262. This 

included circadian clock transcription factor PER2, and the cAMP-dependent PKA. Though 

8% rhythmicity in the proteome is approximately in line with ~13% of diurnal transcript 

rhythmicity in the working myocardium260, the total number of identified proteins was 

relatively low. For example, 7,248 proteins (including all major ion channel classes) have 

been identified in the SAN using an alternative, high-resolution peptide-based proteomics 

sample preparation method10. Therefore, application of high-resolution protein 

quantification methods is likely to reveal a more detailed understanding of the day-night 

proteome in the heart.   
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1.4.4 Regulation of tissue-specific circadian rhythms in gene expression 

In the last decade, the understanding of the regulation of tissue-specific circadian 

rhythmicity in gene expression has markedly advanced as a result of studies in mice utilising 

epigenetic ‘omics technologies. Many studies have investigated the dynamics of the core 

clock activator BMAL1 binding to regions on the genome to determine that tissue-specific 

rhythms in gene expression can at least be partly attributed to the local circadian clock in 

peripheral tissues267–270. Analyses of the BMAL1 cistrome (the genome-wide set of cis-

acting targets of a trans-acting factor), measured using ChIP-seq, have revealed that 

BMAL1 target genes in a given organ are enriched in gene ontologies relevant to its 

respective function269,270. For example, the BMAL1 binding sites in the heart show marked 

divergence from those in the liver and kidney, with heart-specific ChIP-seq peaks enriched 

for gene ontologies including cardiac muscle adaptation and regulation of blood pressure270. 

In contrast, liver- and kidney-specific ChIP-seq peaks were enriched for gene ontologies 

including cholesterol homeostasis and mesonephric duct development, respectively270. 

Overlapping BMAL1 binding sites between the organs were enriched for gene ontologies 

including circadian rhythm and glucose homeostasis270. Additionally, tissue-specific ChIP-

seq peaks were shown to overlap with tissue-specific regions of accessible chromatin270. 

Analyses of these BMAL1-bound regions of accessible chromatin further found an 

enrichment of tissue-specific transcription factors, which included MEF2 transcription 

factors in the heart, hepatocyte nuclear factor 6 in the liver, and paired box 8 in the kidney270.  

In a subsequent point-of-view article, the authors of the study proposed that the regulation 

of circadian transcriptional output by BMAL1 requires the cooperativity with other tissue-

specific or environmentally-triggered transcription factors: binding of a non-clock 

transcription factor may remodel chromatin to permit CLOCK:BMAL1 binding; or 

CLOCK:BMAL1 binding may remodel to permit the binding of a non-clock transcription 

factor required for rhythmic output271,272. Qu et al.273 provided evidence for this mechanism 

in the liver, demonstrating that the hepatocyte nuclear factor 4A functions to remodel 

chromatin accessibility to recruit BMAL1 binding. This model of regulation may in part 

explain findings that most BMAL1 target genes do not display rhythmicity, and that genes 

with common BMAL1 binding sites are not rhythmic in every tissue270. In addition, BMAL1 

target genes display varying phases of rhythmicity, despite ubiquitous peak DNA binding of 

BMAL1 during the mid-light period in mice267. Therefore, it seems likely that cooperativity 

with other transcription factors which regulate chromatin and genes on a tissue-specific 

basis, or in response to environmental stimuli, is required to regulate BMAL1-dependent 

rhythmic gene transcription.  

Importantly, a study in liver has revealed a marked disconnect between rhythmicity in 

nascent RNA – which is a true measurement of transcriptional output – and steady-state 
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mRNA274. Measured in animals under diurnal conditions, Menet et al.274 reported that only 

~30% of genes which displayed 24 h oscillation in steady-state mRNA levels (as measured 

by RNA-seq) also displayed significant rhythmicity at the nascent RNA level; the remaining 

70% of rhythmic genes displayed either variable or relatively constant transcription across 

the diurnal 24 h cycle. Thus, indicating that rhythmic transcription is not sufficient to explain 

gene expression rhythms. Post-transcriptional mechanisms which impact mRNA 

processing, stability, and nuclear export were proposed to be major regulators of rhythmic 

gene expression274. MiRNAs have been identified as an important post-transcriptional 

regulator of circadian rhythms in gene expression, and show rhythmicity in expression in 

several tissues, including the SCN275, liver276,277 and the heart278. MiRNAs have been 

reported to be rhythmically transcribed by the circadian clock, and in turn to regulate its 

components279,280. Regulation of rhythmic genes outside of the circadian clock is also 

apparent. Genetic knockout of the endoribonuclease Dicer, which is critical for miRNA 

biogenesis, demonstrated the ability of miRNAs to drive a small proportion (~2%) of 

rhythms, and modulate the phase or amplitude of ~30% of rhythmic genes in the liver277. 

There have been few studies of rhythmic miRNAs in the heart. Alibhai et al.281 demonstrated 

dysregulation of several miRNAs (including miR-17 and miR-92a) in the hearts of mice with 

cardiac-specific mutation of Clock, demonstrating clock regulation of miRNAs in the heart. 

Several rhythmic miRNAs (including miR-21) have also been linked to cardio-

protection278,282. It seems likely that, given the wide-ranging known functions of miRNAs in 

the heart, that miRNAs play a role in mediating gene expression rhythms across several 

functions, including SAN pacemaking.  
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1.5 Regulation of the diurnal rhythm in heart rate 
1.5.1 Diurnal rhythms in cardiac electrical activity 

Over the last 3 decades, electrocardiogram (ECG) recordings in mice have been become 

an increasingly popular and valuable tool for studying cardiac electrophysiology and 

arrhythmias. The electrical activity of the heart can be measured by ECG in both humans 

and mice (Fig.1.9)283. A typical human ECG trace has a P wave representing atrial 

depolarisation, a QRS complex representing ventricular depolarisation and contraction, and 

a T wave representing ventricular repolarisation and relaxation. Atrial repolarisation is 

typically too small to visualise on a standard ECG. The morphology of the mouse ECG 

differs to that of humans due to the differences between the cardiac action potentials. In 

mice, the first myocytes begin to repolarise whilst depolarisation across the ventricles is not 

yet complete. This is represented by a J wave on the ECG with a subsequent small T wave 

indicating the final repolarisation of the ventricles. In mice, there is no ST segment (between 

the end of the QRS and T wave) on the ECG trace. In humans, this represents the Phase 

2 plateau of the cardiac action potential. However, in mice the repolarisation happens 

rapidly, and the Phase 2 plateau is not readily distinguishable. This results from variations 

in the repolarising currents active in mice and humans: in mice, Ito and IKur mediate the rapid 

repolarisation, and IK1 in later stages, whilst IKs is not very important; in humans IKr, IKs and 

later IK1 play a key role283. 

The R wave of the ECG typically has the largest deflection from the isoelectric baseline, 

allowing reliable detection by automated ECG analysis software. The period between two 

consecutive R waves, known as the RR interval, is generally regarded as the time for one 

heartbeat, with heart rate calculated as 60/RR interval. The heart rate of mice is ~10 times 

higher than that of humans, relating to their smaller body mass and heart size283. Despite 

the differences outlined above in repolarisation mechanisms, there is good comparability of 

mice and human hearts regarding SAN function, atrial activation and AVN function283,284. 

For example, the SAN action potential amplitude, maximum diastolic depolarisation and 

upstroke velocity is similar between mice and humans284. However, there is a shorter action 

potential duration resulting from differences in the delayed rectifier repolarising currents284. 

Further, mice are known to recapitulate many of the cardiac arrhythmias observed in 

humans283 and the mouse model provides the opportunity to perform mechanistic and 

preclinical study of cardiac arrhythmias with in vivo context that is not afforded by human 

cell models, e.g. human induced pluripotent stem cell-derived cardiomyocytes.  
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Figure 1.9: Human and mouse electrocardiogram waveform morphologies 

Represented as a graph of voltage against time, the electrocardiogram (ECG) provides a visual 
representation of the electrical activity of the heart. Figure adapted from Kaese and Verheule283. 

 

Several ECG parameters display marked daily variation in both humans and other species, 

including mice. In continuous ECG recordings (Holter recordings) taken over 24 h in healthy 

humans, the RR interval increases at night, corresponding to a decrease in heart rate, whilst 

the PR interval (reflecting AVN conduction), the QRS duration (reflecting His-Purkinje 

conduction) and uncorrected and heart rate-corrected QT intervals (reflecting ventricular 

repolarisation) are all slower at night285,286. Similar diurnal rhythmicity is observed in these 

ECG parameters in mice, though the rhythms show opposing phases, with heart rate higher 

during the dark period (when mice are active)232,287–289. 

Cardiac arrhythmias also display a time-of-day dependent preponderance285. 

Bradyarrhythmias (abnormally slow heart rhythms) occur mostly during the night in humans 

(in active period when heart rate is low). In studies of healthy adults, Holter recordings 

revealed a remarkable prevalence of sinus bradycardia (<40 bpm; 24% of subjects), sinus 

pauses > 2 s (4-10%), first degree AV block (8-12%) and Wenkebach second degree AV 

block (6-11%) during the night290. The prevalence of bradyarrhythmias in healthy adults 

suggests that this could result from the normal slowing of SAN pacemaking and AVN 

conduction at night. Similar bradyarrhythmias have been reported to occur in rats during the 

light (sleep) period291. In SCN lesioned rats, the diurnal rhythm in bradyarrhythmias was 

abolished, indicating that the central clock is required to elicit rhythms in both heart rate and 

cardiac arrhythmias292.  
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Ventricular arrhythmias also show time-of-day dependence in humans, most frequently 

occurring in the late morning285. This is reflected in Holter recordings which show a peak of 

ventricular tachycardia onset between around noon293, and a morning peak in the 

implantable cardioverter-defibrillator shocks delivered to patients at risk of ventricular 

tachycardia or ventricular fibrillation294. This presentation of ventricular arrhythmias and 

sudden cardiac death is commonly attributed to heightened sympathetic nerve activity in 

the morning, and b-adrenergic blockers administered to patients following myocardial 

infarction have been shown to prevent this295. However, there is also evidence to support 

time-of-day dependence in the arrhythmic substrate of the heart. In mice, catecholamines 

administrated in the early dark period induced bidirectional ventricular tachycardia in 6 of 6 

mice studied, whereas catecholamine administration in the light period induced this 

arrhythmia in only 1 of 6 mice296. Similarly, pacing-induced ventricular tachycardia 

presentation in the isolated Langendorff-perfused heart occurred more frequently in hearts 

isolated during the dark period, compared to those isolated during the light period296. 

It is not yet clear if a similar ‘substrate’ could underlie the prevalence of bradyarrhythmias 

during the respective inactive period in humans and rodents. However, veteran athletes 

have been reported to display resting heart rates at night as low as <30 bpm297, and also 

display a diurnal rhythm in the presentation of sinus pauses which occurred more frequently 

in athletes compared to controls298. Whilst this was previously thought to occur as a result 

of increased vagal tone in athletes299, studies in exercised-trained mice have revealed that 

remodelling of HCN4 and If can explain this lower resting heart rate49. Therefore, it seems 

plausible that lower HCN4 expression during the inactive period under normal conditions 

could contribute to lower resting heart rate.   

It is important to note that cardiac function, and electrical activity, can be acutely adjusted 

in response to several inputs, and there are likely to be multiple mechanisms which impact 

the normal diurnal rhythmicity in observed ECG parameters. For example, changes to 

temperature300, locomotor activity301, arousal state302 and exposure to light303 could all 

impact these rhythms. However, studies in humans have shown that even resting heart 

rate, measured whilst lying down in darkness without access to food for 2 h, follows a diurnal 

rhythm304. Moreover, the response of heart rate to light exposure was shown to vary under 

these conditions depending on the time of day, thus indicating that heart rate in humans is 

regulated by the SCN304.  
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1.5.2 Role of the SCN vs the local cardiac clock 

Rodent studies manipulating the central SCN clock and the local cardiac clock have 

elucidated some of the mechanisms which regulate the diurnal rhythm in heart rate. 

Following ablation of the SCN in rats305 and mice251, the circadian rhythm in heart rate is 

completely abolished. However, since behavioural rhythms are also perturbed by SCN 

ablation, this factor cannot be dissected from these observations. In mice deficient in the 

key SCN neurotransmitter, vasoactive intestinal peptide, the day-night difference in heart 

rate is markedly dampened, whilst a day-night difference in activity levels persists under 12 

h: 12h light-dark conditions252, indicating a key role for the SCN in setting the diurnal rhythm 

in heart rate.  

Several studies have assessed the effect of destabilising the circadian clock in the SCN 

and in the heart using transgenic mouse models. In mice with global deficiency of Bmal1 

the diurnal rhythm in heart rate is lost and animals develop cardiomyopathies, succumbing 

to a premature death306,307. No dark-phase increase in heart rate was observed in Bmal1 

deficient mice306. In mice globally expressing a dominant negative Clock mutant protein, a 

marked attenuation of the diurnal rhythm in heart rate was observed, with no dark-phase 

increase308. In both these models, the central clock in the SCN and peripheral clocks are 

disturbed. In contrast to this, when only the local clock in the heart was disrupted, the daily 

rhythm in heart rate appeared largely unaffected. In CBK mice, the 24 h rhythm in heart rate 

was preserved, although at a lower average rate, under both diurnal conditions and in 

constant darkness309. Similarly, in mice with cardiomyocyte-specific inducible deletion of 

Bmal1 (iCSDBmal1-/- model, generated by crossing the floxed Bmal1 mouse with the Myh6-

MerCreMer mouse), the 24 h rhythm in heart rate persisted289. Though compared to CBK 

mice, there was a smaller reduction in the average heart rate of the iCSDBmal1-/- mice. 

Taken together, these studies suggest that the diurnal rhythm in heart rate in vivo is centrally 

regulated by the SCN as opposed to the local cardiac clock.  

 

1.5.3 Role of the autonomic nervous system 

For >90 years, the circadian rhythm in heart rate has been attributed to daily variation in 

extra-cardiac influences, with a special emphasis on ANS signalling310,311. There is a 

functional, neuroanatomical connection between the master circadian clock in the SCN and 

the heart. The SCN provides GABAergic inputs to the pre-autonomic neurons located in the 

paraventricular nucleus, axons of which selectively project to brainstem sympathetic or 

parasympathetic nuclei that supply the heart, including the SAN312,313. This neuroanatomical 

connection has been shown using retrograde studies in rats312. The regulation of heart rate 

via this neural pathway has also been demonstrated: inhibition of GABAergic inputs to the 

paraventricular nucleus increases heart rate, and this is reversed by b-adrenergic receptor 
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blockade314. Thus, the ANS is regarded as a signalling conduit by which temporal 

information from the SCN (and likely other rhythmic behavioural inputs which influence the 

ANS activity) can be transmitted to the heart. The regulation of heart rate rhythms by daily 

variation in autonomic input appears logical as ionic conductance and Ca2+ cycling, which 

govern the cardiac action potential and heart rate, are affected by changes in sympathetic 

and parasympathetic activity. Support for this autonomic-centric theory comes from studies 

which use heart rate variability (HRV) as an indirect measurement of cardiac autonomic 

tone. HRV is based on spectral beat-to-beat analysis of heart rate, whereby different 

frequencies are correlated to sympathetic and parasympathetic activity315. Use of this 

method has identified high vagal tone at night in humans which is thought to underlie lower 

nocturnal heart rate316. However, biophysical analysis of heart rate variability has 

demonstrated that changes in absolute heart rate can explain much of the changes in heart 

rate variability observed: an increase in heart rate variability occurs in accordance with a 

decrease in heart rate315. Therefore, the interpretation of studies based on HRV can be 

confounded where measures of absolute heart rate are not taken into consideration299. 

Transgenic mouse models of autonomic receptor knockout or overexpression further 

challenge the idea that heart rate rhythmicity is mediated by the ANS alone: knockout of β1-

, β2- or all three β-adrenoceptors317,318 or the M2 receptor318 had little impact on the circadian 

rhythm in heart rate in mice. It is not known if behavioural activity rhythms or other factors 

could compensate for receptor knockout. Additionally, human cardiac transplant recipients 

(i.e. denervated hearts) displayed diurnal variation in heart rate up to 36 months post-

surgery319. The contribution of autonomic tone to heart rate rhythmicity has also been tested 

by pharmacologically blocking sympathetic and parasympathetic supply to the heart. In 

spontaneously hypertensive rats, Oosting et al.320 performed a series of experiments 

assessing the effect of acute autonomic block by venous infusion of drugs over 24 hours. 

Complete autonomic block by metoprolol (a β-AR blocker) and methyl-atropine (a 

cholinergic receptor blocker) did not affect the diurnal rhythm in heart rate320. Similarly, heart 

rate rhythmicity persisted under blockade of the autonomic ganglia with hexamethonium320. 

Hence these studies challenge the widely accepted notion that rhythmic fluctuations in 

autonomic tone acutely control the diurnal rhythm in heart rate. However, there is evidence 

for abrogation of the diurnal rhythm in heart rate following sustained autonomic block. In a 

study by Tong et al.251, autonomic block was performed by intraperitoneal injections of 

atropine (0.5 mg/kg) and propranolol (1 mg/kg) every 6 h for 2 weeks in mice. Following 

this, the diurnal rhythm in heart rate was abolished, bringing into question the acute vs 

sustained effects of autonomic block on heart rate rhythmicity. 
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1.5.4 Role of rhythmic cardiac ion channel remodelling  

As opposed to the proposed effect of rhythmic modulation of heart rate by the acute 

influence of autonomic tone on ionic conductance (which takes place over a matter of 

seconds), it is possible that daily remodelling of ion channels and Ca2+ cycling components 

may also have a role in setting heart rate rhythms. Long-range modulation of heart rate has 

previously been shown to occur concurrent to alterations in the gene and protein expression 

of ion channels and Ca2+ cycling proteins in the SAN. For example, in heart failure-induced 

SAN dysfunction, there is a marked downregulation of coupled-clock transcripts, with 

functional reduction in HCN4/If and other key components48. Several cardiac ion channels, 

which contribute various ionic currents to the cardiac action potential, have been reported 

to display rhythmic transcript expression in the working myocardium. For example, 

Yamashita et al.321 examined the expression of cardiac K+ channels across the diurnal cycle. 

They identified 24 h rhythms in the transient outward channel Kcnd2 (Kv4.2) and the delayed 

rectifier channel Kcna5 (Kv1.5) at the mRNA level, which interestingly showed opposing 

phases of expression – Kcna5 was high during the dark (active) period, whilst Kcnd2 peaked 

during the light (inactive) period. Corresponding day-night variation was observed at the 

protein level, and in macroscopic K+ currents in isolated cardiomyocytes321.  

Subsequently, several studies have reported rhythmicity in cardiac ion channels in the 

rodent working myocardium by measuring their mRNA expression at several time points 

across the 24 h light-dark cycle. These studies confirmed 24 h rhythms in Kcnd2251,322 and 

Kcna5251, and identified rhythmicity in the delayed rectifier K+ channels Kcnh2 (ERG)288, 

Kcnq1 (Kv11.1)323 and regulatory subunit Kcnip2 (KChIP2)251,322, the fast Na+ channels 

Scna5a (Nav1.5)289 and auxiliary subunit Scn4b (Nab4), and the inward rectifier Kcnj2 

(Kir2.1)289. In addition, gap junction channels important for fast conduction in the working 

myocardium, Cx40 (Gja5) and Cx43 (Gja1), and the slow conductance Cx45 (Gjc1) also 

display rhythmicity in the mouse atria and ventricles323,324. In the guinea pig heart, 

expression of the L-type Ca2+ channel CACNA1C (Cav1.2)325 was shown to peak in the light 

period (in accordance with the active period), with a corresponding day-night variation in 

ICaL density in isolated cardiomyocytes. Several of these cardiac ion channels have 

demonstrated importance in the SAN pacemaking mechanism (as described in Section 
1.1.4), and is conceivable that they may also display rhythmicity in the SAN.  

The Ca2+ cycling dynamics in the isolated Langendorff-perfused mouse heart have also 

been investigated at 4 time points across the light-dark cycle326. In accordance with the 

active period of the mouse, Ca2+ transient duration and decay was shortest during the early 

dark period326. However, no time-of-day dependent alterations in the expression or 

phosphorylation of the Ca2+ handling proteins SERCA2, RyR2 or phospholamban were 

observed326. Increased action potential duration and a shorter effective refractory period 
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(the period of time in which a cell cannot respond to a new stimulus) was also observed 

during the early dark period, and it was suggested that the observed rhythmic Ca2+ 

dynamics in the isolated heart may be driven by time-of-day dependent variation in the 

cardiac action potential326. Therefore, there is evidence for the role of transcriptional 

rhythms in the heart in regulating daily variation in intrinsic cardiac electrical activity.  

 

1.5.5 Regulation of rhythmic cardiac ion channel remodelling  

Transgenic mouse models have been utilised to investigate whether rhythmic cardiac ion 

channels are regulated by the local clock in the heart. In the global Bmal1-/- model, 

rhythmicity in Kcnip2 was lost322. In the iCSDBmal1-/- model, rhythmicity was lost in Kcnh2, 

Kcnj2, Kcnq1, Scn5a, Scn4b, Gja1 and Gjc1288,289,323. In correspondence with attenuation 

of Kcnh2 and Scn5a rhythmicity in the iCSDBmal1-/- model, mice displayed a reduction in 

macroscopic INa and IKr and also displayed prolongation of the QT interval and QRS 

duration288,289. In the CBK model, several ion channels displayed reduced expression levels 

(including Cacna1c, Kcnip2, Kcnq1, Kcnh2 and Scn5a), but these were only measured at 2 

time points296. Direct transcriptional regulation of cardiac ion channels by the circadian clock 

has been demonstrated for Kcnh2 and Scn5a in an in vitro assay – co-transfection of 

CLOCK and BMAL1 with gene promoter luciferase reporter constructs resulted in promoter 

activation and rhythmic promoter activity as demonstrated by bioluminescent activity from 

the transfected cells288,289.  

Indirect regulation of rhythmic cardiac ion channels by the local cardiac clock is also 

apparent. CLOCK:BMAL1 regulation of Cacna1c has been described to occur via the PI3K-

Akt signalling pathway in the guinea pig heart325. Jeyaraj et al.322 reported the BMAL1-

regulated transcription factor KLF15 to mediate the rhythmic transcription of Kcnip2 

(KChIP2), a regulator of Kcnd2 (Kv4.2). Moreover, in mice deficient in Klf15, they observed 

a reduction in KChIP2 oscillation, and a reduction in cardiac K+ currents322. The authors 

suggested that KChIP2 was responsible for the circadian rhythm in ventricular 

repolarisation. However, Gottlieb et al.287 demonstrated that the circadian rhythm in 

ventricular repolarisation was unchanged in mice with cardiomyocyte-specific KChIP2 

deficiency, suggesting that KLF15 may regulate other genes which control cardiac 

arrhythmogenesis. Schroder et al.323 have also reported loss of rhythmicity in Klf15 in the 

iCSDBmal1-/- mouse model. In addition, they observed a reduction in the rhythmic 

expression of cardiac-specific transcription factors Tbx5 and Gata4, with concomitant 

perturbation of mRNA rhythms of cardiac ion channels which these factors are known to 

regulate (e.g. Scn5a)323,327. Thus, providing a potential framework for indirect regulation of 

rhythmic cardiac ion channel expression by cardiac transcription factors.  
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There is also evidence that cardiac ion channel rhythmicity can be regulated directly by the 

SCN via the ANS. Tong et al.251,324 described loss of rhythmicity in Kcnd2, Kcnip2, Kcna5, 

Kcnk3, Gja1 and Gja5 in the atria and ventricles of mice in response to ablation of the SCN, 

with a concurrent loss of rhythmicity in the clock genes Bmal1, Per2 and Dbp. Similarly, 

following sustained autonomic block for 2 weeks, ion channel rhythmicity was lost. However, 

rhythmicity in the local cardiac clock persisted, albeit with dampening of amplitude216. This 

study indicates that SCN-mediated autonomic signals to heart may regulate the rhythmic 

expression of cardiac ion channels via a mechanism that does not involve the local cardiac 

clock. This could explain why a proportion of genes do not lose rhythmicity following genetic 

disruption of the local cardiac clock265,266. 

 

1.6 Summary of background and general hypotheses 

There is a lack of mechanistic information regarding the regulation of the diurnal rhythm in 

heart rate. Whilst autonomic tone has long-been regarded as the key mediator of this (see 

Section 1.5.3), observations of daily rhythms in (i) cardiac ion channel expression (see 

Section 1.5.4) and (ii) circadian clock genes in other regions of the heart (see Section 
1.4.3) provided indication that there may be an alternative mechanism that is intrinsic to the 

SAN. Additionally, prior to the commencement of this PhD project, studies by D’Souza 

described a functional circadian clock in the mouse SAN and identified a day vs night 

variation in the expression of coupled-clock components328. 

In this thesis, I investigated the relative contribution of autonomic tone and physical activity 

in setting the heart rate diurnal rhythm. I studied the impact of rhythmic HCN4 expression 

on the day-night rhythm in SAN pacemaking, and on finding a prominent role, proceeded to 

examine the molecular events that result in transcriptional rhythms in Hcn4. Given the 

available evidence in the literature for (i) the cooperative regulation of tissue-specific 

rhythmic gene expression (see Section 1.4.4), and (ii) ion channel rhythmicity mediated by 

factors other than the circadian clock (see Section 1.5.5), I adopted a wide-angled 

approach, incorporating studies assessing chromatin accessibility (a key determinant of 

gene transcription), SAN-specific transcription factors, and miRNAs, which have an 

established role in the post-transcriptional regulation of cardiac ion channels. In the context 

of diurnal rhythms, none of these potential contributory mechanisms had previously been 

investigated in the SAN or in the working myocardium. 

In these studies, the role of the parasympathetic system was not explored in detail. This 

decision was based on observations from my laboratory group of (i) the persistence of day-

night variation in heart rate in rats following unilateral right vagotomy, and (ii) the persistence 

of the diurnal rhythm in heart rate in mice lacking GIRK4 – the primary mediator of the 

negative chronotropic effect of parasympathetic signalling in the SAN328.  
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General Hypotheses 

In this thesis the following hypotheses were tested:  

1. The day-night rhythm in heart rate is independent from acute changes in autonomic 

tone and physical activity. Instead, it is due to a diurnal rhythm in intrinsic SAN 

pacemaking, characterised by transcriptional rhythms in key ion channels and other 

proteins that underlie spontaneous diastolic depolarisation (Chapter 3). 

2. Rhythms in circadian clock and SAN-specific transcription factors (Chapter 3), 

chromatin accessibility (Chapter 5) and miRNAs (Chapter 6) underpin the day-night 

rhythm in ion channel expression in the SAN. 

3. The sympathetic nervous system (Chapter 4) mediates rhythmic gene transcription 

in the SAN. 

A series of approaches ranging from the whole animal to the SAN nucleus were undertaken 

to address these hypotheses. In Chapter 3, biotelemetry, in vivo pharmacology, 

extracellular recordings of the isolated SAN, western blotting and gene expression profiling 

with microfluidic cards were performed to (i) assess the contribution of activity and 

autonomic tone to the diurnal variation in heart rate, (ii) investigate a diurnal rhythm in the 

isolated SAN and interrogate the underlying molecular signature. These data have helped 

overturn a >90-year consensus on the mechanisms that control heart rate rhythms and have 

been published in Heart Rhythm328. 

Subsequently a non-canonical role of the sympathetic arm of the autonomic nervous system 

in regulating rhythmic SAN gene transcription was sought (Chapter 4) using approaches 

detailed in Chapter 3. The data in Chapter 4 demonstrate for the first time, that chronic and 

systemic suppression of b-adrenergic signalling abolishes the day-night rhythm in ion 

channel expression and SAN pacemaking, despite persistence of rhythmic circadian clock 

gene expression. These data, published in Philosophical Transactions of the Royal Society 

B329, challenge the currently accepted paradigm that a Bmal1 dependent local circadian 

clock is the central mediator of cardiac excitability rhythms and instead highlight an 

important yet underappreciated role for SAN transcription factors.  

Building on this finding, experiments were performed to investigate which transcription 

factors were directly involved in SAN excitability rhythms (Chapter 5). Towards this an 

ATAC-seq pipeline followed by bioinformatics analysis of transcription factor motifs was 

developed for SAN nuclei to study transcription factor motifs in regions of chromatin that 

displayed differential accessibility over the day-night cycle. Within the timeframe of this 

thesis, this was not fully achieved. However, the process of pipeline development has led 

to the first description of chromatin accessibility rhythms in ventricular cardiomyocytes and 
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led to the elucidation of a new link between glucocorticoid rhythms and ventricular 

excitability. These data are under invited revision for publication in Circulation Research. 

Finally, given the link between miRNAs and If established by studies in my laboratory, I also 

investigated whether miRNAs participate in the diurnal rhythm in HCN4. A range of methods 

including miRNA expression profiling, bioinformatics analysis, reporter gene assays and cell 

culture were utilised in this work. 

Taken together, my work has provided fundamental insight into a basic biological process, 

new mechanistic information into electrical excitability rhythms in both nodal and ventricular 

cardiomyocytes and has set the scene for further investigation of miRNA control of the 

diurnal variation in SAN pacemaking. 

 

 

 

 

 

 

 

 

 

 

 

 

  



 62 

Chapter 2 General Materials and methods 

This chapter describes methods that are common to multiple results chapters. Specific 

methods for each results chapter are described in the methods section of the chapter.  

 

2.1 Experimental animals and ethical approval 

All animal experiments were performed on male C57BL/6J mice (aged 8-12 weeks) 

obtained from Envigo. Mice were housed under a strict 12 h: 12 h light-dark cycle in a 

temperature-controlled environment (22°C) with access to food and water ad libitum. 

Animals were housed under these conditions for at least 7 days prior to procedure or tissue 

collection. Tissue was collected at specified time points across the 24 h cycle, with zeitgeber 

time (ZT) 0 denoting the start of the light period and ZT12 the start of the dark period. At 

the end of experiments, mice were sacrificed by cervical dislocation. All animal procedures 

were approved by the University of Manchester in accordance with the UK Animals 

(Scientific Procedures) Act 1986. 

 

2.2 Unconscious electrocardiography 

Unconscious ECGs were recorded in mice under isoflurane anaesthetic (induced at 2% and 

maintained at 1.5% in 100% O2). Mice were placed on a heat pad throughout the procedure. 

Needle electrodes were placed subcutaneously on the right and left forelimbs, and on the 

left hindlimb. Electrodes were connected to a Bio Amp (ADInstruments) with low-pass/high-

pass filters adjusted to maximise signal-to-noise ratio. ECG signals were recorded at 1 Hz 

using a PowerLab and LabChart V7 software (ADInstruments). The ECG analysis module 

of LabChart was used to analyse ECG waveforms for heart rate (inverse of RR interval), 

PR interval, QRS duration and Bazett’s heart rate corrected QT interval (QTc = QT/√RR, 

https://www.mousephenotype.org/impress/ProcedureInfo?action=list&procID=936).  

 

2.3 Biotelemetry 
2.3.1 Implantation of telemetry devices 

Mice (aged 8-10 weeks) were implanted with subcutaneous telemetry transmitters 

(PhysioTel™ ETA-F10, Data Sciences International, DSI) under isoflurane inhalation 

anaesthetic (induced at 2% and maintained at 1.5% in 100% O2), as previously described328. 

Animal body temperature was maintained throughout the surgery using a heat mat and the 

procedure was carried out under sterile conditions. A 2 cm midline incision was made over 

the sternum and blunt dissection was used to make a subcutaneous pocket for the device 

in the right flank of the animal above the hip. Leads were placed intramuscularly across the 
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chest wall using non-dissolvable sutures: the positive lead was placed on the left pectoral 

muscle below the heart and the negative lead was placed at the top right sternum. Post-

surgical fluids (1 ml saline) and analgesia (0.1 mg/kg buprenorphine) were given by 

intraperitoneal injection (i.p.) at 10 min prior to the end of surgery. The midline incision was 

sutured with an interrupted mattress suture. Animals were allowed to recover for at least 7-

10 days prior to recordings and were singly housed in the recording room for 2 days prior 

to recording.  

 

2.3.2 ECG, temperature and locomotor activity recordings 

Signals from biotelemetry transmitters were detected by under-cage RPC-1 PhysioTel™ 

receivers and communicated to the acquisition computer via a Matrix 2.0 (MX2) device. 

Signals were recorded using Ponemah™ V6 acquisition software (DSI). ECGs were 

recorded at 2 kHz, allowing high-resolution, quality ECG traces to be acquired. Automatic 

R wave detection was performed in Ponemah, with accuracy checked at multiple random 

traces across the length of recordings. Heart rate (bpm) was calculated as 60/RR interval, 

the period between successive R waves (Fig.1.9). The recording system enabled 

determination of locomotor activity in counts/min based on locomotion-related changes in 

implanted transmitter signal strength relative to a fixed reference point on the receiver. 

Activity counts typically ranged from 0 (stationary) to 30 (high locomotor activity) counts/min. 

Body temperature (°C) was also recorded and was lower than expected core body 

temperature values (~37°C) due to the subcutaneous placement of the device.  

Baseline recordings were acquired over 53 hours (i.e. > 2 light-dark cycles) prior to 

subsequent pharmacological block experiments. The HCN blocker ivabradine hydrochloride 

(6 mg/kg i.p. Sigma, #SML0281) was administered at ZT0 and ZT12 and the average heart 

rate for 30 min, starting 10 min after injection, was compared to a time-matched 30 min 

recording from a baseline cycle (see Section 2.6 for justification of drug and dosing 

selection). Injection volumes were calculated taking into consideration the weight of the 

implanted telemetry transmitter (1.6 g). 

 

2.4 Dissection of SAN preparations 

SAN preparations were rapidly dissected following animal sacrifice for use in extracellular 

potential recording experiments, tissue transfection and tissue collection. All dissections 

were performed in Tyrode’s solution (100 mM NaCl, 4 mM KCl, 1.2 mM MgSO4, 1.2 mM 

KH2PO4, 25 mM NaHCO3, 1.8 mM CaCl2 and 10 mM glucose) which was bubbled with 95% 

O2 and 5% CO2 and maintained at 37±0.5 °C. Preparations comprised the SAN, superior 

vena cava, inferior vena cava, right atrial muscle and a small piece of right ventricle to 
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enable anchorage (Fig.2.1). Biopsies collected for molecular analyses comprised the SAN 

region only (indicated by the dashed red line in Fig.2.1). 

 

Figure 2.1: Isolated mouse SAN preparation 

Photograph of an isolated mouse sinoatrial node (SAN) preparation. The red dashed circle 
indicates the location of the SAN. The dashed black line indicates the location of the Crista 
terminalis. The black circle indicates the location of the inferior vena cava (IVC) lumen. RA = right 
atrium, RV = right ventricle, SVC = superior vena cava.  

 

 

 

2.5 Extracellular potential recordings 

Following dissection, SAN preparations were immediately transferred to a tissue chamber 

and superfused with Tyrode’s solution which was continuously bubbled with 95% O2 and 

5% CO2 and maintained at 37±0.5 °C at a flow rate of 10 ml/min. Extracellular potentials 

were recorded using needle electrodes (29 G, ADinstruments) placed approximately 5 mm 

apart in the pectinate muscle of the right atrium. An earth electrode was placed in the 

silicone base of the tissue chamber. Electrodes were connected to a Bio Amp 

(ADinstruments) with low-pass/high-pass filters adjusted to maximise the signal-to-noise 

ratio. A PowerLab and LabChart V7 software (ADInstruments) were used to record 

extracellular potentials continuously throughout the experiment. A baseline recording of 15 

min was obtained prior to switching the superfusion solution to 2 mM of If blocker Cs+ (CsCl, 

Sigma, #203025; see Section 2.6 for justification of compound selection). After 20 min of 

Cs+ treatment, the superfusion solution was switched back to Tyrode’s solution only 

(washout) for 20 min. Waveforms were analysed using the Peak Analysis Module for 

LabChart to determine the average period between ~100 consecutive potentials. Beating 

rate was calculated as 60/period at baseline and at 20 min Cs+ treatment. 
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2.6 Justification of use of HCN blockers 

HCN blockers were used to estimate the contribution of If to heart rate in vivo and intrinsic 

beating rate in the isolated SAN. Extracellular application of 2 mM Cs+ is well-characterised 

to block If in isolated SAN myocytes and tissue49,67,86,330,331. Cs+ ions bind within the HCN 

channel pore, obstructing the flow of K+ and Na+ to block If. Block of If by Cs+ is voltage-

dependent, with greater block achieved at lower membrane potentials330. In isolated rabbit 

SAN myocytes, 2 mM Cs+ almost completely blocks If in the range of pacemaker 

potentials332. Several studies have utilised this concentration to study If block in isolated 

SAN myocytes and tissue preparations. However, HCN channels show structural similarity 

to K+ channels and Cs+ has been shown to block the inwardly rectifying K+ current, IK1. For 

example, in sheep purkinje fibres 20 mM Cs+ completely blocked IK1
333

 and in cat ventricular 

myocytes, 1 mM Cs+ blocked 42% of IK1 at -100 mV334. It is not clear from the literature what 

the effect of 2 mM Cs+ would be on IK1
67. However, as block of IK1 is voltage-dependent334, 

less block of IK1 would be expected in the range of pacemaker potentials. Importantly, as 

discussed in Section 1.1.4.3, IK1 is not thought to play a significant role in the SAN. 

Moreover, 2 mM Cs+ has a negligible effect on the L-type Ca2+ current, ICa,L and the delayed 

rectifier K+ current, both of which play an important role in the SAN. Therefore, although Cs+ 

is not a specific HCN blocker, 2 mM Cs+ is thought to be selective for If in the range of 

pacemaker potentials. 

To study the effect of If block on heart rate in vivo, the pharmacological HCN blocker 6 

mg/kg ivabradine was administered to mice. Ivabradine is prescribed clinically for the 

management of chronic stable angina symptoms and for inappropriate sinus tachycardia, 

acting to lower heart rate without affecting inotropy. It acts from the intracellular side, binding 

to a site in the pore of open HCN channels to block cation flow, and shows use-dependency, 

requiring repetitive hyperpolarisation for its activity. Non-specific effects of ivabradine have 

been documented in the literature. In patch clamp recordings of isolated rabbit SAN 

myocytes, 10 µM ivabradine reduces ICa,L by 18%335. Block of Nav1.5 channels has been 

shown to occur with an IC50 of 30 µM336. Moreover, the repolarising current IKr has been 

reported to be blocked with an IC50 of 2-3 µM337 or 11 µM336. As such, it is recommended to 

use a lower concentration of ivabradine for If block (which has an IC50 of 2.8 µM335) to avoid 

non-specific effects. However, non-specific effects of ivabradine cannot be ruled out as 

block of If may alter intracellular [Na+], with subsequent effect on intracellular [Ca2+] due to 

the Na+-Ca2+ exchanger338,339. Although ivabradine is not a specific If blocker, in the absence 

of an alternative, it provides a reasonable (and widely used) methodology to test the role of 

If in day-night rhythms in pacemaking in vivo. Notably, neither blocker is specific for HCN4 

and contributions of other HCN channel isoforms cannot be ruled out in If block experiments. 

However, it is well-established that HCN4 is the predominant isoform expressed in the SAN, 

which is responsible for the majority of If.  
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Whilst ivabradine could also be applied to the ex vivo tissue preparation to study If block, 

Cs+ was chosen as a cost-effective alternative given it’s well-documented use, including in 

our laboratory. 

 

2.7 Quantitative polymerase chain reaction 
2.7.1 RNA isolation from tissue 

Total RNA was extracted from SAN biopsies using the RNeasy Micro kit (Qiagen, #74004) 

or left ventricle biopsies using the RNeasy Mini kit (Qiagen, #74104) with adaptations. 

Carrier RNA (4 ng/µl) was added to buffer RLT, pre-warmed to 55°C. Samples were 

homogenised for 1.5 min by Ultra-Turrax T10 rotor stator homogeniser in buffer RLT. To 

degrade protein, 5 μl of proteinase K was added to the lysate and samples incubated at 

55°C for 10 min before proceeding. All subsequent steps were followed as described in the 

manufacturer’s protocol, with the inclusion of the on-column deoxyribonuclease (DNase) I 

treatment to eliminate genomic DNA contamination. RNA was eluted in nuclease-free H2O 

(12 μl for mouse SAN; 30 μl for mouse left ventricle) and samples stored at -80°C. 

 

2.7.2 RNA isolation from cells 

Total RNA was extracted from cells using the TRIzol total transcriptome isolation method 

and PureLink RNA Mini Kit (Invitrogen, #12183018A). Adherent cell cultures were washed 

in PBS prior to the addition of TRIzol, a phenol and guanidium isothiocyanate monophasic 

solution. Lysates were homogenised by pipetting and incubated for 5 min for nucleoprotein 

complex dissociation prior to the addition of the phase separation reagent chloroform (0.2 

ml per 1 ml TRIzol). Samples were mixed by shaking, incubated for 2-3 min and then 

centrifuged at 12,000 × g for 15 min at 4°C. The upper aqueous phase containing RNA was 

transferred to a new 1.5 ml microfuge tube, ensuring to avoid contamination from the DNA, 

protein and lipid-containing interphase and red phenol-chloroform phase. An equal volume 

of 100% ethanol was added to the collected aqueous phase prior to continuing the column-

based RNA extraction protocol according to manufacturer’s instructions, with the inclusion 

of an on-column DNase I treatment. RNA was eluted in 20 µl nuclease-free H2O and 

samples stored at -80°C.  

 

2.7.3 Assessment of RNA concentration and quality 

A NanoDrop ND-1000 spectrophotometer (Thermo Fisher) was used to determine RNA 

concentration and purity. RNA was deemed to be of adequate purity if the 260/280 nm 

absorbance ratio was  ³ 1.8 and most samples had a ratio of ~2.0. 
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2.7.4 Reverse transcription of RNA to complementary DNA (cDNA) 

The High-Capacity RNA-to-cDNA™ kit (Applied Biosystems, #4387406) was used to 

convert 150 ng RNA to cDNA in a total volume of 20 µl, containing 10 µl 2× RT Buffer Mix 

(containing deoxynucleotide triphosphates, random octamers and oligo dT-16), 1 µl 20× 

Enzyme Mix (containing Moloney Murine leukemia virus reverse transcriptase and RNase 

inhibitor protein) and nuclease-free H2O. Reverse transcription reactions were performed at 

37°C for 60 min, then stopped by heating to 95°C for 5 min in a Veriti 96-well thermal cycler 

(Applied Biosystems). Following reverse transcription, samples were stored at -20°C until 

use. 

 

2.7.5 TaqMan qPCR array cards 

Custom-designed TaqMan Array microfluidic cards (Applied Biosystems, format 96a 

#4342259) were used to measure the mRNA expression of 90 genes of interest and 6 

reference transcripts (Gapdh, Hmbs, Ipo8, Pgk1, Rn18s and Tbp). The TaqMan array cards 

contained 384 reaction chambers loaded with forward and reverse PCR primer mixes and 

TaqMan probes containing a 6-carboxyfluorescein fluorophore and a non-fluorescent 

quencher. The target-specific TaqMan probes are degraded by the 5’-nuclease activity of 

Taq polymerase upon amplification of the target sequence, dissociating the fluorophore 

from the quencher and allowing detection of the fluorescent signal. 

The array cards contained 384 reaction chambers for individual qPCR reactions, allowing 

4 samples to be loaded on each card (4 ´ 96 targets). Samples were prepared by mixing 

cDNA in a 1:1 ratio with 2× TaqMan Fast Advanced Master Mix (Thermo Fisher, #444456) 

and a total of 34 ng cDNA (converted from total RNA) was loaded into each microfluidic 

card port. Array cards were centrifuged at 1200 rpm for 2 × 1 min and sealed using the 

TaqMan Array Micro Fluidic Card Sealer (Thermo Fisher). Thermal cycling was performed 

on a QuantStudio 7 Flex Real-Time PCR System (Applied Biosystems), according to Table 
2.1 below. Data were collected using QuantStudio Software V1.3 (Applied Biosystems). 

 

2.7.6 Single assay qPCR 

Single assay qPCR was performed using the SYBR Green method, which relies on the 

binding of the fluorescent dye SYBR Green to double-stranded DNA. Emission of green 

light from the DNA-dye complex enables fluorescent detection which increases with PCR 

product accumulation. QuantiTect Primer Assays (Qiagen), listed in Table 2.2 were used 

for all single assay qPCR experiments. cDNA was diluted 1:10 in nuclease-free H2O for use 

in reactions. Experiments were performed in duplicate in 384 well plates in 10 µl reactions 

comprising: 5 µl 2× Power SYBR Green Master Mix (Thermo Fisher, #4368577), 1 µl 
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QuantiTect primer mix, 1 µl cDNA and 3 µl nuclease-free H2O. Thermal cycling was 

performed on a QuantStudio 7 Flex Real-Time PCR System, according to Table 2.3 below. 

Melt curves were generated to ensure that SYBR Green qPCR assays produced single, 

specific amplification products, indicated by the presence of a peak at a single melting 

temperature. Data were collected using QuantStudio Software V1.3. 

 

Table 2.1: Thermal cycling parameters for TaqMan qPCR array cards 
Step Temperature Time PCR stage 

UNG incubation 50°C 2 min - 

Polymerase activation [1] 92°C 10 min [2] - 

PCR (40 cycles) 95°C 1 sec Denature 

60°C 20 sec Anneal/Extend 

UNG = Uracil-N-glycosylase, to remove uracil from DNA. [1] To activate AmpliTaq Fast DNA 
Polymerase. [2] To fully dissolve the primers and probes on the card. 
 

 

Table 2.2: QuantiTect qPCR primer assay details 
Type Gene name 

(Transcript 
bound) 

Description Catalogue no. 
(Qiagen) 

Exons 
bound  

Gene of 
interest 

Hcn4 
(NM_001081192)  

HCN4 ion channel QT01053514  
 

4/5 

Dbp 

(NM_016974) 
D site albumin promoter 

binding protein 
QT00103089 3/4 

Per1 

(NM_0011065) 
Period circadian clock 1 QT00113337 1/2 

Reference 
gene 

Ipo8 

(NM_001081113)  
Importin 8 QT00291977  

 
Information 
not given 

Hprt 

(NM_013556)  
Hypoxanthine 

phosphoribosyltransferase 
QT00166768  

 
3/4/5 

Gapdh 
(NM_008084)  

Glyeraldehyde 3-
phosphate 

dehydrogenase 

QT01658692  
 

2/3 
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Table 2.3: Thermal cycling parameters for single assay SYBR Green qPCR 
Stage Temperature Time Step 

Polymerase activation [1] 95°C 10 min - 

PCR (40 cycles) 95°C 15 sec Denature 

60°C 1 min Anneal/Extend 

Melt curve 95°C 15 sec  

60°C 1 min  

95°C 15 sec Dissociation (ramp 
rate 0.05°C/s) 

[1] To activate AmpliTaq Gold DNA Polymerase 
 

 

2.7.7 Quality check and pre-processing of qPCR data 

Following raw data collection, experimental files were imported to Applied Biosystems 

Relative Quantification online application (Thermo Fisher Connect™) for data quality 

checks. For each transcript, amplification plots were assessed, ensuring appropriate 

amplification curve shape, baseline settings and placement of the threshold line in the mid-

geometric phase. Cycle threshold (Ct) values – the number of cycles required to reach 

threshold – were calculated automatically and those samples with Ct > 36 excluded from 

further analysis. Amplification curves for technical replicates were visually assessed for 

reproducibility.  

 

2.7.8 Calculation of PCR efficiency values 

PCR efficiency is the ratio of target molecules at the end vs start of a PCR cycle. As DNA 

has 2 strands, it can maximally double in a PCR cycle, with an efficiency of 2 (100%). 

TaqMan qPCR assays have 100% efficiency, however, SYBR Green assays may have 

lower efficiency due to reliance of DNA-dye binding, affecting measures of relative 

quantification. Efficiency of SYBR Green assays was calculated from the geometric phase 

of amplification curves using LinRegPCR software340. The mean PCR efficiency across all 

reactions for each transcript was calculated for each experiment and used as the efficiency 

value in the relative quantification calculation. All calculated PCR efficiencies were above 

the minimum recommended value of 1.7 (85%). 

 

2.7.9 Selection of stable reference transcripts by geNorm 

Stably expressed reference transcripts across experimental sample groups are required for 

robust relative quantification of gene expression data. The geNorm algorithm, as part of the 

RealTime StatMiner V4.3 package (Integromics), was utilised to determine the most stable 
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reference transcript(s) for each qPCR assay. For every reference transcript, geNorm 

calculates the pairwise variation with all other reference transcripts as the standard 

deviation of the log-transformed Ct expression ratios. The gene-stability measure, M, is 

calculated as the mean pairwise variation of a particular reference transcript with every 

other reference transcript341. Reference transcripts with the lowest M value are most stably 

expressed and were selected alone or in combination for relative quantification of gene 

expression. Reference transcripts used for each experiment are given in corresponding 

figure legends. Where qPCR data were generated across a 24 h time-series, reference 

transcripts which displayed 24 h rhythmicity in Ct values (as determined by JTK_Cycle342, 

see Section 2.9.3) were excluded. 

 

2.7.10 Relative quantification of gene expression 

Relative gene expression was according to the following equation: 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒	𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 = 	
𝐺𝑂𝐼	𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦!"#

𝑅𝑒𝑓	𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦!"#
 

where GOI = gene of interest and Ref = reference transcript. This method has been 

described by Pfaffl343, and allows the inclusion of calculated PCR efficiencies for both 

transcripts. Where a combination of reference transcripts was used, the mean Ct and PCR 

efficiency value was used in calculations. For data collected at time points across the 24 h 

cycle, data were normalised to the mean of ZT0 for plotting. 

 

2.8 Protein isolation and Western blotting 

For experiments in Chapter 3, SAN samples were homogenised in 90 µl RIPA buffer 

(Sigma, #R0278) containing protease inhibitor cocktail tablet (Roche, #11836153001). 

Homogenisation was performed at 4°C for 2 × 30 sec cycles at 6 m/s on an MP FastPrep-

24 in 2 ml tubes containing FastPrep metal bead lysing matrix (1.4 mm). Protein 

concentration was estimated by Pierce BCA assay (Thermo Fisher, #23225), according to 

manufacturer’s instructions. 

For experiments in Chapter 6, SAN protein was isolated during the RNA extraction process 

using the RNeasy Micro Kit, according to manufacturer’s instructions. Briefly, the Proteinase 

K was not added and the first column flow-through (containing proteins) was collected on 

ice and mixed with 4× sample volume of cold (-20°C) acetone to precipitate proteins from 

the mixture. After at least 1 h of -20°C storage, samples were pelleted by centrifugation at 

4°C for 10 min at 13,000 × g. The supernatant was carefully removed and the pellet washed 

in 100% ethanol, then centrifuged again. Subsequently, the supernatant was removed and 
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pellets allowed to air dry prior to resuspension in 2× Laemmli sample buffer (Sigma, 

#S3401) containing 6 M urea and heated to 37°C for 15 min, or until the pellet dissolved. 

All protein samples were denatured in 2× Laemmli sample buffer containing 6 M urea and 

heated to 37°C for 15 min. This method was used to prevent the formation of protein 

complexes which were observed on sample boiling. 10 µg protein or 2  µl Precision Plus 

unstained protein standard (Strep-tagged, Bio-Rad #1610363) were loaded on 4-20% Mini-

PROTEAN TGX stain-free precast gels (Bio-Rad). Proteins were separated by SDS-PAGE 

at 110 V in a Mini-PROTEAN Tetra cell containing 1× Tris-Glycine-SDS running buffer (Bio-

Rad). Prior to transfer, protein separation was visualised by activating the stain-free 

technology in the gels using a ChemiDoc MP Imaging System and Image Lab software V6.1 

(Bio-Rad). Proteins were transferred on to 0.45 µM PVDF membranes for 30 min at 25 V 

using the Trans-Blot Turbo Transfer kit (#1704274) and system (Bio-Rad). Images were 

captured of the stain-free blot by ChemiDoc MP and used to calculate total protein. Blocking 

was performed in 5% non-fat milk in 1× tris-buffered saline + 0.1% tween (TBS-T) for 1 h at 

room temperature with agitation. Membranes were incubated with the polyclonal rabbit anti-

HCN4 (Alomone Labs, #APC-052) at 1:200 in 5% non-fat milk in 1× TBS-T overnight with 

agitation at 4°C. Membranes were washed in TBS-T for 3 × 5 min then incubated in anti-

rabbit IgG, HRP-linked secondary antibody (Cell Signalling Technology, #7074S) at 1:3000 

in 2% bovine serum albumin in 1× TBS-T for 1 h at room temperature with agitation. The 

protein ladder was detected using Precision Protein StrepTactin-HRP conjugate (Bio-Rad, 

#1610381) at 1:5000 in the secondary antibody mixture. Membranes were washed in TBS-

T for 3 × 5 min. Chemiluminescent detection was performed by incubating membranes in 

Clarity Western ECL Substrate (Bio-Rad, #1705061) for 5 min before imaging on a 

ChemiDoc MP. The chemiluminescent signal intensity was normalised to quantification of 

total protein, calculated and volume-adjusted using Image Lab by selection of equivalent 

lane segments across the blot on the total protein image. All blots were run in duplicate.  

 

2.9 Statistical analyses and data presentation 
2.9.1 Statistical analysis of group differences 

Paired and unpaired t-tests, correlations, univariate analysis of variance (ANOVA), repeated 

measures ANOVA, mixed-effects models and multiple comparisons tests were performed 

using Prism V9 (GraphPad). Equivalent non-parametric tests were used as specified where 

data did not follow a Gaussian distribution, as determined by Shapiro-Wilk test.  

 

2.9.2 Cosinor analysis of biotelemetry measured variables 

The Chronomics Analysis Toolkit344 (CATkit package in R) was implemented to analyse 24 

h rhythms in hourly telemetry-recorded variables. The CAT Cosinor function was used, 
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fitting a 24 h period cosine curve to the data by Least Squares, resulting in the following 

model:   

𝑌(𝑡) = 𝑀 + 𝐴 cos @
2𝜋𝑡
𝜏
+ 	ϕ	E + 𝑒(𝑡) 

, Y is the data collected at times (t, = 1, … , N) where M is MESOR (mid-line estimating 

statistic of rhythm), A is amplitude (one half of peak-to-trough variation), ϕ is the acrophase 

(time of rhythm peak), 𝜏 is the period, and e(t) is the error term at each time (Fig.1.7). P 

values were obtained from a zero-amplitude F-test which compared the model sum of 

squares to the residual sum of squares. 

 

2.9.3 Statistical assessment of 24 h rhythmicity in gene expression 

The non-parametric algorithm JTK_Cycle342 was applied in R for the detection of rhythmic 

transcripts. JTK_Cycle was developed for the identification of cycling transcripts in large 

datasets and is robust to outliers. It combines Jonckheere-Terpstra non-parametric test for 

detecting monotonic ordering of data and Kendall’s tau measure of rank correlation, and 

has been found to be more reliable than alternative methods, including Fishers G test and 

COSOPT342. Whilst analysis of variance (ANOVA) is often applied to time-series data to test 

for differences between timepoints, this method does not account for the periodic nature of 

cycling phenomena. Moreover, JTK_Cycle enables computationally efficient estimation of 

phase (LAG, time of peak expression) and amplitude measurements of all genes of interest 

simultaneously. Rhythmic genes were identified as those which oscillated with a 24 h period 

against a null hypothesis that time series values are independent and the rank ordering of 

time series values is random (P<0.05, Bonferroni adjusted for multiple period testing). Whilst 

there is an option to apply multiple testing for all targets in the experiment, this is not strictly 

applied across the literature as it can result in the under-detection of oscillating transcripts. 

Whilst the method is most commonly applied to large datasets (e.g. RNA sequencing data), 

JTK_Cycle was applied to the medium-throughput datasets generated in this study (i.e. 

qPCR card array card data of 96 or 384 targets) for computational efficiency, and extended 

to single assay qPCR data for coherence of data analyses. 

 

2.9.4 Data presentation 

All graphs were constructed using Prism V9, unless otherwise stated. Individual and/or 

group mean data are presented, with error bars indicating standard error of the mean 

(SEM).   
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Chapter 3 Investigating ion channel rhythms in the SAN 
3.1 Introduction 

Cardiac electrical activity displays a distinct time-of-day variation285. Daily rhythms in heart 

rate and other ECG parameters align with the respective active and rest periods of 

mammals: in nocturnal rodents heart rate is higher during the dark period285. Thus, the heart 

is primed in anticipation of daily patterns of physiological demand. These temporal changes 

are regulated by the body’s inherent timekeeping mechanism known as the circadian clock. 

As detailed in Section 1.4, circadian regulation follows a hierarchical structure and a central 

clock in the SCN of the hypothalamus is ultimately responsible for heart rate rhythmicity345. 

At the molecular level, the circadian oscillator comprises self-sustaining transcriptional-

translational feedback loops241, and peripheral oscillators are found across the body’s 

organs, including the heart255. 

For >90 years, the circadian variation in heart rate has been attributed to daily rhythms in 

ANS signalling to the SAN, in particular high vagal tone during sleep310,311. The evidence for 

high vagal tone at night in humans is largely based on studies that use heart rate variability 

as a surrogate measurement of autonomic tone. However, conclusions based on heart rate 

variability alone require further scrutiny as heart rate variability is closely linked to absolute 

heart rate315. The contribution of autonomic tone to heart rate rhythmicity has also been 

tested by pharmacologically blocking sympathetic and parasympathetic supply to the heart. 

In spontaneously hypertensive rats, Oosting et al.320 observed no alteration in the circadian 

rhythm in heart rate following 24 h constant venous perfusion with metoprolol and methyl-

atropine320. Similarly, heart rate rhythmicity persisted under blockade of the autonomic 

ganglia with hexamethonium320. Transgenic mouse models of autonomic receptor knockout 

or overexpression further challenge the idea that heart rate rhythmicity is mediated by the 

ANS alone: knockout of β1-, β2- or all three β-adrenoceptors317,318 or the M2 receptor318 had 

little impact on the diurnal rhythm in heart rate in mice. Hence these studies challenge the 

widely accepted notion that rhythmic fluctuations in autonomic tone is the sole regulator of 

the diurnal rhythm in heart rate.  

Based on several reports of daily rhythmicity in cardiac ion channels in the working 

myocardium251,288,289,321,322,325, in this study it was hypothesised that daily heart rate rhythms 

occur due to intrinsic diurnal remodelling of SAN coupled-clock transcripts resulting in faster 

intrinsic pacemaking during the active phase of the animal. The specific contribution of the 

key pacemaking ion channel HCN4 in mediating heart rate rhythms was also investigated.  
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Specific Aims: 

1. To demonstrate that the day-night rhythm in heart rate cannot be attributed to activity 

rhythms or acute autonomic input and is instead intrinsic to the SAN 

2. To test whether there are time-of-day dependent changes in the expression of 

transcripts underlying pacemaker mechanisms in the SAN  

3. To assess the physiological impact of Hcn4 transcript rhythms on the day-night heart 

rate rhythm and SAN pacemaking 

 

3.2 Materials and methods 
3.2.1 General methods  

Adult male C57BL/6J mice were implanted with subcutaneous biotelemetry devices for 

ECG, locomotor activity and temperature recordings (as detailed in Section 2.3) and 

variables continuously recorded over 53 hours. Biotelemetry data analyses are described 

in Sections 2.3 and 2.9.2. Extracellular potentials were recorded from SAN preparations 

and 2 mM Cs+ applied to block HCN channels, as described in Section 2.5. Gene 

expression was measured by qPCR as described in Section 2.7. Western blotting was 

performed as described in Section 2.8. 

 

3.2.2 Pharmacological block of the ANS 

3-lead ECGs were recorded under anaesthetic at ZT0 and ZT12, as described in Section 
2.2. After a 10 min period allowing heart rate to stabilise, the ECG was recorded for 2 min 

and average heart rate calculated. Subsequently, the b-AR antagonist propranolol 

hydrochloride was administered (1 mg/kg, i.p.), followed by administration of the cholinergic 

antagonist atropine (1 mg/kg, i.p.) after ~15 min or when the effect of sympathetic block 

with propranolol had reached steady-state. Heart rate was allowed to stabilise (~5 min) in 

response to atropine, and the ECG was recorded for a further 5 min and average heart rate 

calculated.  

The selected drugs are commonly used to block b-adrenergic and cholinergic receptors in 

the heart, and the selected doses have previously been used by our laboratory 

group48,120,163,328. Other studies, including those by the Backx group346,347 use a much higher 

propranolol dose of 10 mg/kg i.p. in mice. Propranolol blocks b-adrenergic receptors with 

an IC50 of 12 nM according to information available from drug manufacturers 

(http://www.selleckchem.com/products/propranolol-hcl.html). In experiments carried out in 

cell lines, propranolol has been shown to block Nav1.5 with an IC50 of 2.7 µM348 and HCN 

channels with an IC50 of 50.5 µM349. At 10 mg/kg i.p. our laboratory group has estimated, 

based on estimations of propranolol availability, mouse body mass and drug partitioning 
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into the blood, that the effective concentration would be between ~6 µM and ~66 µM, 

depending on if the drug partitioned into all body water (~60% body mass of mouse), or 

blood only (58.5 ml/kg)328. Therefore, this dose would be high enough to non-specifically 

block HCN and Nav1.5 channels328. As such, a dose 10 times lower was used in our group’s 

experiments, and by this reasoning, 1 mg/kg would not be expected to block HCN channels 

and to block less Nav1.5 channels. A dose of 1 mg/kg of atropine is expected to result in 

complete block of the cardiac muscarinic receptors, since the M2 receptors are blocked by 

atropine with an IC50 of 0.76-1.5 nM350–352.  
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3.3 Results 
3.3.1 Heart rate displays a diurnal rhythm independent of activity 

Biotelemetry was used to investigate in vivo daily rhythms in mice housed under a 12 h 

light, 12 h dark cycle. Recordings took place over 53 hours (i.e. >2 light-dark cycles) and 

robust daily rhythms were observed in heart rate (Fig.3.1A), locomotor activity (Fig.3.1B) 

and subcutaneous body temperature (Fig.3.1C), as shown averaged over the 24 h cycle. 

As given in Fig.3.1A-B, heart rate and activity displayed broadly similar patterns across the 

24 h cycle, with dips in heart rate tracking bouts of lower locomotor activity during the dark 

period where mice are known to sleep (akin to an afternoon nap in humans). Temperature 

measurements remained relatively steady throughout the dark period, whilst tracking these 

bouts of lower activity to a lesser degree (Fig.3.1C). Cosinor analysis was performed to 

determine the rhythmic parameters of these biological rhythms, by fitting the data to a cosine 

curve with a 24 h period by Least Squares (Table 3.1). Each animal displayed robust 24 h 

rhythmicity in the measured variables (P<0.001).  

Figure 3.1: Heart rate displays a diurnal rhythm independent of activity 

Biotelemetry recordings of (A) heart rate (beats/min, bpm), (B) locomotor activity (counts/min) and 
(C) subcutaneous temperature (°C) in n=4 mice. Data are mean hourly values for each individual 
from a 53 hour recording (>2 light-dark cycles). D, Phase (peak time) of heart rate, locomotor activity 
and temperature as determined by cosinor analysis. Group differences were tested by paired t test 
(D). Values indicate P value (a=0.05). Data are mean ± SEM. HR = heart rate; Act = activity; Temp 
= temperature. 
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However, variability was observed between individual animals across the estimated 

parameters (Table 3.1). The ‘percent rhythm’ (proportion of the overall variance accounted 

for by the model fit) varied between individuals, and did not show correlation between 

variables (Pearson’s correlation, P>0.05 for heart rate vs activity, heart rate vs temperature 

and activity vs temperature). Interestingly, there was a significant correlation observed 

between the MESOR (mean value based on distribution of values across the cycle) for 

activity and temperature (P=0.028), suggesting interdependence between these variables. 

The MESOR of heart rate did not show correlation with activity or temperature (P>0.05), 

indicating variation in heart rate that could not be accounted for by changes in activity or 

temperature. Further highlighting a degree of independence of the heart rate rhythm, the 

acrophase of heart rate (estimated peak of rhythm by cosine curve fit) occurred significantly 

earlier than activity or temperature (Fig.3.1D). In accordance with this finding, heart rate 

was observed to increase rapidly at ZT11 in anticipation of lights off (Fig.3.1A) compared 

to a relatively modest activity increase at this time point (Fig.3.1B). 

Table 3.1: Cosinor analysis of heart rate, temperature and activity telemetry variables 
Variable Subject PR P value MESOR ± 

S.E. 
Amp. ± 

S.E. 

Acrophase 
(ZT, h) 

 

Heart rate 
(bpm) 

#1 38.48 <0.001 531.4 ± 6.2 49.3 ± 8.8 14.6 

#2 30.63 <0.001 511.9 ± 4.6 30.9 ± 6.6 14.4 

#3 38.14 <0.001 573.4 ± 6.4 49.9 ± 9.0 15.6 

#4 26.92 <0.001 523.5 ± 5.2 31.3 ± 7.3 16.4 

 

Activity 

(counts/min) 

#1 21.94 0.002 3.75 ± 0.45 2.38 ± 0.64 15.8 

#2 32.36 <0.001 3.88 ± 0.41 2.81 ± 0.57 16.3 

#3 31.36 <0.001 6.69 ± 0.71 4.71 ± 0.99 16.0 

#4 27.94 <0.001 6.82 ± 0.77 4.63 ± 1.05 18.3 

 

Subcut. 
Temperature 

(°C) 

#1 51.55 <0.001 34.86 ± 0.04 0.42 ± 0.06 16.9 

#2 51.26 <0.001 34.70 ± 0.03 0.33 ± 0.05 16.4 

#3 44.42 <0.001 35.38 ± 0.03 0.25 ± 0.04 16.7 

#4 60.84 <0.001 35.34 ± 0.03 0.34 ± 0.04 17.2 

PR = percent rhythm; MESOR = mid-line estimating statistic of rhythm / rhythm-adjusted mean of 
heart rate; S.E. = standard error; ZT = zeitgeber time; subcut = subcutaneous. 
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In the conscious, free-moving mouse, heart rate was highest at the start of the dark (active) 

period, displaying a ~28% increase at ZT12 (635 ± 30 bpm) compared to the start of the 

light (rest) period (494 ± 14 bpm at ZT0; P<0.05 vs ZT12 heart rate) (Fig.3.2A). To dissect 

the contribution of activity from day-night heart rate variation, a 3 lead ECG was recorded 

in mice under isoflurane anaesthetic. Fig.3.2B shows that in the immobilised, unconscious 

mouse, a day-night difference in heart rate persisted, increasing ~12% from 443 ± 5 bpm at 

ZT0 to 497 ± 13 bpm at ZT12 (P<0.001). Therefore, indicating that day-night heart rate 

variation could not be fully accounted for by fluctuations in locomotor activity levels. 

 

Figure 3.2: Pacemaking displays intrinsic day-night variation independent of autonomic 
signalling 

A, In vivo heart rate measured by ECG telemetry at zeitgeber time (ZT) 0 and ZT12 (n=4/4). B, In 
vivo heart rate measured by ECG under isoflurane anaesthetic at ZT0 and ZT12 (n=9/9) at 
baseline and following intraperitoneal injection of 1 mg/kg propranolol and 1 mg/kg atropine 
(n=9/9). C, Beating rate of the isolated sinoatrial node (SAN) measured by extracellular potential 
recordings at ZT0 and ZT12 (n=8/6). Group differences were tested by paired t test (A), 2-way 
ANOVA (B) or unpaired t test (C). Values indicate P value (a=0.05). Individual data and mean ± 
SEM are shown. HR = heart rate; bpm = beats per min; ANS = autonomic nervous system. 
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3.3.2 SAN pacemaking displays an intrinsic day-night variation 

The prevailing view is that heart rate rhythmicity results from ANS signalling-related acute 

changes in conductance of ionic currents involved in pacemaking310. To test the involvement 

of autonomic signalling in setting day-night heart rate variation, anaesthetised mice were 

administered pharmacological ANS blockers at ZT0 and ZT12. Block of sympathetic and 

parasympathetic signalling was achieved by administration of 1 mg/kg propranolol and 1 

mg/kg atropine, respectively (see Section 3.2.2 for dosing justification). Fig.3.2B shows 

that the day-night difference in heart rate persisted under autonomic block, increasing by 

~6.5% from 425 ± 5 bpm at ZT0 to 454 ± 10 bpm at ZT12. Thus, indicating that day-night 

heart rate dynamics cannot be fully attributed to autonomic signalling (or locomotor activity) 

and suggesting that intrinsic SAN pacemaking shows time-of-day dependent variation. 

To further investigate this, SAN preparations were isolated at ZT0 and ZT12 and 

extracellular potentials recorded ex vivo from the right atrial muscle. Intrinsic beating rate of 

the denervated preparation increased by ~13% from 419 ± 9 bpm at ZT0 to 473 ± 16 bpm 

at ZT12 (Fig.3.2C; P<0.01). There was no significant difference at ZT0 or ZT12 between 

the isolated SAN rate and the in vivo heart rate following ANS block under anaesthetic 

(P>0.05 data not shown), indicating that these methods gave comparable measurements 

of intrinsic SAN rate. Taken together, these data demonstrate that SAN pacemaking 

displays intrinsic day-night rhythmicity independent of ANS input or locomotor activity.  

 

3.3.3 Transcriptional rhythms in SAN pacemaking mechanisms 

SAN pacemaking is the concerted effect of time- and voltage-dependent membrane ion 

channels and intracellular Ca2+ cycling proteins, known as the ‘coupled-clock’33. It was 

reasoned that intrinsic day-night variation in SAN pacemaking in the absence of autonomic 

input could occur because of an endogenous day-night variation in the expression of 

coupled-clock components. Custom-designed TaqMan qPCR array cards were used to 

measure the mRNA expression of 54 coupled-clock components and 6 reference transcripts 

at 4 time points across the 24 h cycle: ZT0 and ZT6 (when heart rate is low during the rest 

period), and ZT12 and ZT18 (when heart rate is higher during the active period). The 

presence of statistically significant 24 h rhythms, and rhythm characteristics such as phase 

and amplitude were determined using the (widely employed) non-parametric algorithm 

JTK_Cycle (P<0.05 = rhythmic; see Section 2.9.3 for further details). The results of all 

measured genes including 24 h mean expression values for abundance are given in Table 
S 3.1. Selected transcripts of relevance are presented here. 

Rhythmic transcript expression was observed across several classes of SAN ion channels 

and intracellular Ca2+ cycling proteins, and of the 54 transcripts assessed, 19 were rhythmic 

(~35%). This included Hcn4 (Fig.3.3A) and its less abundant isoform Hcn1 (Fig.3.3B), 
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peaking at ~ZT18 and ~ZT21, respectively. The Hcn2 channel showed very low expression 

and was not rhythmic (Table S 3.1). Notably, Na+ channel transcripts (Scn5a, Scn1b and 

Scn1a) were not rhythmic in the SAN (Table S 3.1).  

 

Figure 3.3: Expression of HCN channels and Ca2+ handling genes in the SAN across the 24 
h cycle 

Ion channels and Ca2+ handling genes measured at zeitgeber time (ZT) 0, 6, 12 and 18 (n=4/5/5/5 
per group) in the sinoatrial node (SAN) by quantitative polymerase chain reaction using custom-
designed TaqMan array cards. ZT0 is replotted as ZT24 for visual aid only. Fitted curve indicates 
significant 24 h oscillation (JTK_Cycle adjusted P<0.05). Expression is relative to reference 
transcripts Ipo8 and Hmbs and normalised to mean of ZT0 for plotting. Data shown as mean ± 
SEM are shown. 

 

Of the 7 Ca2+ channel subunits measured, 2 displayed significant 24 h rhythmicity: the L-

type Ca2+ channel Cacna1c (Cav1.2; Fig.3.3C) and subunit Cacna2d2 (Cava2d2 Fig.3.3D; 

known to be enriched in the SAN43,353), peaking at ~ZT21 and ~ZT18, respectively. The T-

type Ca2+ channels Cacna1g (Cav3.1) and Cacna1h (Cav3.2) showed a trend towards 

rhythmicity with increased expression during the dark period (P<0.1), whilst Cacna1d 

(Cav1.3), Cacnb2 (Cavb2) and Cacna2d1 (Cava2d1) were not rhythmic in the SAN (Table 
S 3.1). The intracellular Ca2+ handling components, Ryr2 (RyR2; Fig.3.3E) and its isoform 

Ryr3 (RyR3; Table S 3.1), and the Na+-Ca2+ exchanger Slc8a1 (NCX1; Fig.3.3F) also 

displayed 24 h rhythmicity, all peaking at ~ZT21. The SERCA2a gene (Atp2a2) showed 

high abundance and a trend towards rhythmicity (P<0.1) with high expression during the 

dark period, whilst other Ca2+ handling genes (Pln, Sln, Casq2 and Camk2d) did not display 

significant 24 h oscillations in the SAN (Table S 3.1). 
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The expression of all 3 of the delayed rectifier K+ channels, which provide a repolarising 

current and contribute to the SAN diastolic depolarisation, displayed robust 24 rhythms. 

Kcnh2 (ERG1; Fig.3.4A) was the most abundantly expressed (Table S 3.1), peaking at 

~ZT18, whilst Kcnq1 (Kv7.1; Fig.3.4B) peaked at ~ZT21 and Kcna5 (Kv1.5; Fig.3.4C) 

peaked at ~ZT18. The Ca2+-activated small conductance K+ channel Kcnn2 (SK2; 

Fig.3.4D), which contributes to repolarisation, also displayed significant 24 h rhythmicity, 

peaking at ~ZT18. The acetylcholine-activated inward rectifier, Kcnj5 (GIRK4) displayed 

robust rhythmicity, peaking at ~ZT21 (Fig.3.4E), whilst its more abundant isoform Kcnj11 

(GIRK1) showed a trend towards rhythmicity (P<0.1), also showing higher expression 

during the dark period (Table S 3.1).  

 

 

Figure 3.4: Expression of repolarising K+ channels in the SAN across the 24 h cycle 

K+ ion channel subunit genes measured at zeitgeber time (ZT) 0, 6, 12 and 18 (n=4/5/5/5 per 
group) in the sinoatrial node (SAN) by quantitative polymerase chain reaction using custom-
designed TaqMan array cards. ZT0 is replotted as ZT24 for visual aid only. Fitted curve indicates 
significant 24 h oscillation (JTK_Cycle adjusted P<0.05). Expression is relative to reference 
transcripts Ipo8 and Hmbs and normalised to mean of ZT0 for plotting. Data shown as mean ± 
SEM are shown. 
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Surprisingly, despite its known low expression and function in the SAN, the inward rectifier 

Kcnj2 (Kir2.1) displayed a significant 24 h rhythm in mRNA (Fig.3.5A), peaking in expression 

at ~ZT0. In accordance with this phase of expression, the ATP-sensitive inward rectifier K+ 

channels Kcnj8 (Kir6.1; Fig.3.5B), Kcnj11 (Kir6.2; Fig.3.5C) and Abcc8 (SUR1; Table S 
3.1) also displayed rhythmicity, peaking at ~ZT0. Of the 6 measured transient outward K+ 

channels, 3 displayed 24 h oscillations in gene expression: Kcnd2 (Kv4.2; Fig.3.5D) and 

Kcnd3 (Kv4.3, Fig.3.5E) peaked at ~ZT12 and ~ZT18, respectively; Kcna4 (Kv1.4) – despite 

showing very low abundance (Table S 3.1) – was rhythmic, peaking at ~ZT18 (Fig.3.5F).  

 

 

Figure 3.5: Expression of inward rectifier and transient outward K+ channels in the SAN 
across the 24 h cycle 

K+ ion channel subunit genes measured at zeitgeber time (ZT) 0, 6, 12 and 18 (n=4/5/5/5 per 
group) in the sinoatrial node (SAN) by quantitative polymerase chain reaction using custom-
designed TaqMan array cards. ZT0 is replotted as ZT24 for visual aid only. Fitted curve indicates 
significant 24 h oscillation (JTK_Cycle adjusted P<0.05). Expression is relative to reference 
transcripts Ipo8 and Hmbs and normalised to mean of ZT0 for plotting. Data shown as mean ± 
SEM are shown. 

 

Most rhythmic ion channel and Ca2+ cycling genes had maximal expression during the dark 

period, i.e. during the active phase of the animal when heart rate is higher, with 12/19 genes 

peaking in expression at ~ZT18-21. Taken together, these data demonstrate time-of-day 

dependent variation in the expression of multiple components of the coupled-clock which 

may contribute to day-night variation in intrinsic SAN rate and heart rate in vivo.  
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3.3.4 Time-of-day dependent variation in SAN transcription factors 

The SAN gene programme is known to be regulated by several transcription factors (as 

discussed in Section 1.3.2). To investigate whether transcription factors in the SAN display 

rhythmicity in accordance with genes involved in the coupled-clock mechanism, the mRNA 

expression of 14 transcription factors known to regulate SAN development or function was 

measured across the 24 h cycle. SAN-specific transcription factors, known to limit the atrial 

phenotype or promote expression of important SAN ion channels (including Hcn4), 

displayed significant 24 h rhythmicity, peaking in accordance with the majority of ion channel 

genes: Tbx3 (Fig.3.6A) and Tbx18 (Fig.3.6B) at ~ZT18, and Shox2 (Fig.3.6C) at ~ZT21. 

Transcription factors known to repress the SAN gene programme (e.g. Nkx2.5 and Pitx2) 

were not rhythmic in the SAN (Table S 3.1). Other cardiac-specific transcription factors 

displayed significant time-of-day dependent oscillations, including Mef2c (Fig.3.6D; a 

known regulator of Hcn4146, Tbx5 (Fig.3.6E) and Gata6 (Fig.3.6F). The ubiquitously 

expressed serum response factor (Srf) peaked in expression at ~ZT0, whereas Krüppel-like 

factors Klf4 and Klf15 peaked at ~ZT9, in line with the known phase of expression of KLF15 

in the ventricle322,354 (Table S 3.1). 

 

Figure 3.6: Expression of cardiac transcription factors in the SAN across the 24 h cycle 

Cardiac transcription factors measured at zeitgeber time (ZT) 0, 6, 12 and 18 (n=4/5/5/5 per 
group) in the sinoatrial node (SAN) by quantitative polymerase chain reaction using custom-
designed TaqMan array cards. ZT0 is replotted as ZT24 for visual aid only. Fitted curve 
indicates significant 24 h oscillation (JTK_Cycle adjusted P<0.05). Expression is relative to 
reference transcripts Ipo8 and Hmbs and normalised to mean of ZT0 for plotting. Data shown 
as mean ± SEM are shown. 
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3.3.5 A peripheral circadian clock in the SAN 

Circadian clock transcription factors act in peripheral organs to orchestrate rhythmic gene 

transcription, including in the ventricles and atria of the heart. To investigate the presence 

of the circadian clock in the SAN, mRNA expression of circadian clock genes and circadian 

clock regulated transcription factors was measured across the 24 h cycle. Canonical clock 

genes displayed robust 24 h oscillation, including the core clock activators, Bmal1 

(Fig.3.7A) and Clock (Fig.3.7B) which peaked at ~ZT0-3. Period (Per1, Per2 and Per3; 

Fig.3.7C-E) and cryptochrome isoforms (Cry1 and Cry2; Fig.3.7F-G) – which negatively 

regulate BMAL1 and CLOCK – displayed an expected expression phase, peaking at ~ZT9-

12 and ~ZT15-18, respectively. Modest rhythmicity was detected in Csnk1e (casein kinase 

1 epsilon) which phosphorylates PER proteins to mark them for ubiquitination (Fig.3.7H).  

 

Figure 3.7: Expression of core circadian clock transcription factors in the SAN across the 
24 h cycle 

Circadian clock transcription factors measured at zeitgeber time (ZT) 0, 6, 12 and 18 (n=4/5/5/5 
per group) in the sinoatrial node (SAN) by quantitative polymerase chain reaction using custom-
designed TaqMan array cards. ZT0 is replotted as ZT24 for visual aid only. Fitted curve indicates 
significant 24 h oscillation (JTK_Cycle adjusted P<0.05). Expression is relative to reference 
transcripts Ipo8 and Hmbs and normalised to mean of ZT0 for plotting. Data shown as mean ± 
SEM are shown 
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The transcriptional repressors Nr1d1 (REV-ERBa; Fig.3.8A) and Nr1d2 (REV-ERBb; 

Fig.3.8B) peaked at ~ZT9 and 12, respectively. Similarly, Bhlhe40 (DEC1) and Bhlhe41 

(DEC2) – repressors which compete with BMAL1 and CLOCK at E-box sites – showed 

increased expression at ~ZT9 and 12, respectively (Table S 3.1). The D-box binding 

transcription factors, Dbp (Fig.3.8C), Tef (Fig.3.8D) and Hlf (Fig.3.8E) all displayed robust 

24 h oscillations, peaking at ~ZT12. 

 

 

Figure 3.8: Expression of circadian clock transcription factors in the SAN across the 24 h 
cycle 

Circadian clock transcription factors measured at zeitgeber time (ZT) 0, 6, 12 and 18 (n=4/5/5/5 
per group) in the SAN by quantitative polymerase chain reaction using custom-designed TaqMan 
array cards. ZT0 is replotted as ZT24 for visual aid only. Fitted curve indicates significant 24 h 
oscillation (JTK_Cycle adjusted P<0.05). Expression is relative to reference transcripts Ipo8 and 
Hmbs and normalised to mean of ZT0 for plotting. Data shown as mean ± SEM are shown 
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3.3.6 Role of HCN4 remodelling in the day-night difference in pacemaking 

Confirming array card findings, 24 h rhythmicity in Hcn4 was observed using single assay 

qPCR, peaking at ~ZT20 (Fig.3.9A). To assess whether this translated into changes in 

HCN4 protein expression, Western blotting was performed on SAN biopsies isolated at ZT0, 

6 and 12. A right atrial sample was included on the Western blot, with the absence of HCN4 

band indicating specificity of the antibody (Fig.3.9B; uncropped Western blot data shown in 

Figure S 3.1). HCN4 protein levels were quantified relative to total lane protein, with 

significantly higher expression observed at ZT12 vs ZT6 (P<0.05; Fig.3.9C), but not at ZT12 

vs ZT0. In line with these findings, patch clamp experiments in isolated SAN myocytes 

performed by collaborators in the DiFrancesco group at the University of Milan 

demonstrated an increased If density in cells isolated at ZT12 compared to ZT6 (data 

reproduced from328 in Figure S 3.2). Thus, establishing time-of-day dependent expression 

and function of HCN4 channels.  

 

Figure 3.9: Time-of-day dependent HCN4 remodelling in the SAN 

A, Hcn4 mRNA expression measured by single assay quantitative polymerase chain reaction at 
zeitgeber time (ZT) 0, 6, 12 and 18 in the SAN (n=8 per time point). Expression is relative to a 
reference transcripts Ipo8 and Hprt. Curve fit indicates significant 24 h oscillation (JTK_Cycle 
adjusted P<0.05). ZT24 is ZT0 replotted for visual aid only. B, HCN4 protein expression measured 
at ZT 0, 6 and 12 (n=5 per group) in the SAN. Representative blot image shows lack of HCN4 
expression in a right atrial sample (RA) as a negative control. C, HCN4 protein was quantified 
against total protein from stain-free membrane and plotted with ZT0 replotted as ZT24 as visual 
aid only. Dotted curve fit shown to visual aid only, not tested by JTK_Cycle. Group differences 
tested by 1-way ANOVA with Tukey’s multiple comparison test. Values indicate P value (a=0.05). 
Data are mean ± SEM.  
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To test the role of these newly discovered HCN4 and If rhythms in the day-night difference 

in heart rate, pharmacological block experiments were performed. First, the If blocker 

ivabradine (6 mg/kg i.p.) was administered to telemetered mice to block HCN channels. A 

~21% decrease in heart rate was observed following administration at ~ZT0 (494 ± 14 bpm 

at baseline to 390 ± 18 bpm following ivabradine; Fig.3.10A). The effect of ivabradine was 

greater at ZT12, resulting in ~38% reduction in heart rate from 636 ± 30 bpm at baseline to 

395 ± 20 bpm following ivabradine (Fig.3.10A). Due to the significantly higher heart rate 

lowering effect of ivabradine at ZT12 compared to ZT0 (Fig.3.10B), the day-night difference 

in heart rate in vivo was abolished (Fig.3.10A). Representative ECG recordings are shown 

in Fig.3.10C. 

 

 

Figure 3.10: The effect of HCN blocker ivabradine on in vivo heart rate at ZT0 and ZT12 

A, In vivo heart rate (HR) measured by ECG biotelemetry at zeitgeber (ZT) 0 and 12, at baseline 
(n=4 per time point) and after intraperitoneal administration of 6 mg/kg ivabradine (IVA; n=3 per 
time point). B, change in heart rate between baseline measurements and following ivabradine 
administration. C, Representative ECG recordings. Group differences tested by repeated 
measures 2-way ANOVA with Šidak’s multiple comparison test (A) or paired t test (B). Values 
shown indicate P value (a=0.05). Data are mean ± SEM. bpm, beats per min. 
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In further experiments, HCN blocker 2 mM Cs+ was applied to the isolated SAN to assess 

the effect of If block on intrinsic SAN beating rate ex vivo. At ZT0, application of 2 mM Cs+ 

lowered SAN beating rate by ~14% from 419 ± 9 bpm to 360 ± 15 bpm. The effect of Cs+ 

was greater at ZT12, lowering SAN beating rate by ~22% from 473 ± 16 bpm to 368 ± 13 

bpm. Due to the significantly higher rate-lowering effect of Cs+ at ZT12 compared to ZT0 

(Fig.3.11B), the day-night difference in SAN beating rate ex vivo was abolished (Fig.3.11A). 

Representative extracellular potential recordings are shown in Fig.3.11C. Taken together, 

these results demonstrate that HCN channels (namely HCN4 – the predominant SAN 

isoform in mice43) and If are key to the diurnal rhythm in spontaneous SAN pacemaking as 

well as heart rate in vivo.  

 

 
 
 

 

Figure 3.11: The effect of HCN blocker Cs+ on ex vivo SAN beating rate at ZT0 and ZT12 

A, Extracellular potential recording of intrinsic sinoatrial node (SAN) rate in preparations isolated 
at zeitgeber (ZT) 0 and 12: measurements taken at baseline and following administration of 2 mM 
Cs+ (n=8 at baseline and n=6 for Cs+ at ZT0; n=6 at baseline and n=7 for Cs+ at ZT12). B, 
Difference in beating rate before and after Cs+ application. C, Representative extracellular 
potential recordings. Group differences tested by 2-way ANOVA with Šidak’s multiple comparison 
test (A) or unpaired t test (B). Values shown indicated P value (a=0.05). Data are mean ± SEM. 
bpm, beats per min. 
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3.4 Discussion 

The results presented in this chapter show that the diurnal rhythm in heart rate in mice 

cannot be fully attributed to locomotor activity and autonomic tone, and that intrinsic SAN 

pacemaking activity displays time-of-day dependent variation. Diurnal rhythms in genes 

underpinning the coupled-clock pacemaking mechanism presents the possibility that day-

night differences in heart rate are underpinned by transcriptional rhythms. In particular, a 

key role for HCN4 and If in setting the day-night variation in SAN pacemaking and heart rate 

was identified. The identification of transcription factors specific to the SAN and circadian 

clock transcription factor mRNA rhythms presents potential regulatory factors controlling 

rhythmic pacemaking gene expression.  

 

3.4.1 Independence of heart rate rhythm from locomotor activity and ANS 

Physical activity is known to acutely influence heart rate301. Reflecting this, heart rate was 

observed to generally track locomotor activity patterns across the 24 h cycle. However, 

there were notable differences in the activity and heart rate rhythms: heart rate increased 

earlier than activity, resulting in a (slight but significant) advanced acrophase in this study. 

The contribution of locomotor activity to heart rate rhythms has since been investigated by 

other groups. Barazi et al.347 assessed heart rate rhythmicity in the free-moving, telemetered 

mouse in comparison to heart rate measurements taken in anaesthetised, immobile mice 

at ZT0, 6, 12 and 18, and found that only ~1/3 of the rhythmicity in heart rate could be 

accounted for by locomotor activity. The observations in this study of a dampened but 

significant ZT0 vs ZT12 difference in heart rate in anaesthetised mice agrees with their 

findings347, and confirms that heart rate accelerates during the dark period in the absence 

of increased locomotor activity. 

A logical explanation for increased ZT12 heart rate in the absence of increased activity may 

be increased sympathetic nerve activity: daily heart rate rhythms in vivo are commonly 

attributed to the effect of autonomic signalling on acute ionic conductance. However, the 

data presented in this study provide evidence that the diurnal rhythm in heart rate in vivo 

cannot be entirely attributed to the ANS, since a day-night difference persisted following 

acute pharmacological block of the ANS. Interestingly, Barazi et al.347 described a complete 

flattening of the heart rate rhythm in anaesthetised mice following ANS block. However, 

high-dose concentrations of propranolol (10 mg/kg, i.p.) and atropine (2 mg/kg, i.p.) were 

used in their study, which are likely to non-specifically block ionic currents important for SAN 

pacemaking (see Section 3.2.2), complicating the interpretation of their ANS block data. 

Data from isolated SAN preparations showing a ZT0 vs ZT12 difference in beating rate 

provides compelling evidence of an intrinsic mechanism which regulates daily variation in 

SAN pacemaking. This is further supported by reports by others of a ZT0 vs ZT12 difference 
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in the beating rate of the isolated Langendorff-perfused mouse heart296,355, and the 

persistence of a ZT12 vs ZT0 difference in intrinsic heart rate following ANS block296. 

 

3.4.2 The role of ion channel remodelling in day-night heart rate rhythms 

Accompanying the day-night differences in heart rate in vivo and intrinsic SAN pacemaking, 

diurnal fluctuations were observed in the expression of several ion channels and Ca2+ 

cycling components of the coupled-clock mechanism of SAN pacemaking. Notably, most 

rhythmic pacemaking genes displayed a phase concurrent with heart rate, i.e. higher gene 

expression in the dark (active) period, when heart rate rhythms peak. In accordance with 

peak gene expression rhythms at ~ZT18-20, Barazi et al.347 have reported heart rate in the 

anaesthetised mouse (in the absence of an effect of activity) to peak at ~ZT18 and trough 

at ~ZT6. If functionally translated, the increased dark (active) period expression of several 

of the identified genes is appropriate to explain increased SAN pacemaking and heart rate 

at this time.  

In this study, the contribution of HCN4 and If was investigated. HCN4 serves as a marker 

of the SAN, with its functional expression limited to the cardiac conduction system 

throughout development, and If is a key determinant of the diastolic depolarisation that plays 

a predominant role in setting intrinsic heart rate. Previous studies have shown the 

importance of HCN and If for SAN pacemaker function in physiological conditions (e.g. 

exercise training49, ageing25 and pregnancy119) and in pathophysiological conditions (e.g. 

heart failure28,48, diabetes30 and atrial fibrillation356). Though the Hcn4 transcript rhythm did 

not align with protein expression or If current density exactly (and ZT18 time points were 

only studied for transcript), all measurements showed time-of-day dependence with a 

preponderance to increased night-time expression or function, when heart rate is higher, 

and a nadir during the light period, when heart rate it lower. It is possible that slight phasing 

alterations could be explained by post-transcriptional mechanisms, which are known to 

regulate the majority of rhythmic genes274. Increased functional HCN4 expression during 

the dark period would act to increase the rate of diastolic depolarisation via If, and vice versa 

in the light period. In experiments performed by a collaborator (data reproduced from328 in 

Figure S 3.1) the density of If in SAN myocytes isolated during the dark period was higher 

than those isolated during the light period. Thus, indicating functional temporal remodelling 

of HCN channels, which could explain the day-night difference observed in SAN 

pacemaking and intrinsic heart rate in vivo. Correspondingly, block of If either in vivo or in 

the isolated SAN resulted in a greater effect during the dark period (ZT12) compared to the 

light period (ZT0), abolishing the day-night difference in rate. Interestingly, the effect of 

HCN/If blockers was increased at ZT12 vs ZT0, though the HCN4 protein expression 

estimated by Western blot was not significantly different between these time points. 
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Notwithstanding, the data presented on HCN4/If provide the first characterised mechanism 

contributing to intrinsic day-night rhythms in SAN pacemaking.  

As SAN pacemaking operates as a coupled-clock mechanism33,34, the contribution of other 

pacemaking components to regulating daily rhythms in intrinsic SAN pacemaking also 

requires further exploration. There is evidence for time-of-day dependence of L-type Ca2+ 

channel activity in the heart: in cardiomyocytes isolated from guinea pigs (diurnal animals), 

ICaL displayed increased density during the wake period325. If the same holds true in the SAN 

of mice, increased ICaL during dark (active) period would increase the slope of the SAN 

action potential upstroke and Ca2+ influx. Concurrent with this, increased RyR and NCX 

activity at this time point would facilitate increased SR Ca2+ release and Na+-Ca2+ 

exchanging at the sarcolemmal membrane, contributing to a net effect of increased rate of 

early diastolic depolarisation. However, at least in the working myocardium, protein 

expression of Ca2+ cycling components and their phosphorylation state do not display 

rhythmicity326. Several of the oscillating K+ channel genes identified in the SAN have 

previously been reported to display rhythmicity in the working myocardium. For example, 

multiple studies have reported 24 h oscillations in Kcnd2: Yamashita et al.321 reported peak 

mRNA and protein expression at ~ZT6 in the rat atrium and ventricles (with corresponding 

time-of-day dependent variation in Ito); Schroder et al.288 reported rhythmic mRNA 

expression peaking at ~ZT12 in the mouse heart (similar phase to the SAN in this study); 

and Jeyaraj et al.322 reported a similar phase at ~CT12 in heart of mice housed in complete 

darkness (circadian time = CT, used to denote time under constant darkness). Theoretically, 

increased functional expression of transient outward K+ channels in the SAN during the dark 

(active) period could increase the rate of repolarisation, thus decreasing action potential 

duration and increasing rate of diastolic depolarisation. Similarly, increased dark period 

expression of the delayed rectifier K+ channels Kcnh2, Kcnq1 (which have previously been 

reported to display rhythmicity in the heart288,323) may act to increase the rate of diastolic 

depolarisation via an increase in late-phase repolarisation. However, further consideration 

of the combined effects of these time-of-day dependent changes is required, particularly in 

the context of the balance of inward and outward currents. Computational modelling 

methods to study the relative contribution of coupled-clock components to the SAN action 

potential33 over the diurnal cycle may yield greater insight into this. Time-of-day dependent 

expression of Kcna5 and density of IKur have been reported in the rat atrium and ventricle321, 

indicating the potential of daily variation in functional delayed rectifier K+ channels. In 

contrast to studies in the working myocardium, 24 h oscillations in Scn5a289 and Kcnip2322 

were not apparent in the SAN. Both of these ion channels are known to display higher 

expression in the working myocardium15,43, and compared to working myocardium Nav1.5 

(Scn5a) does not carry the main Phase 0 depolarising current in the SAN – this is mediated 

by L-type Ca2+ channels. Additionally, though Jeyaraj et al. described a diurnal mechanism 
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for KChIP2 in regulating repolarisation in the ventricle, others have failed to show 

rhythmicity in its expression322,323.  

Discrepancies in the identification of ‘rhythmic’ genes is not uncommon in the literature, and 

may result from error introduced by methodological differences (e.g. number of animals, 

sampling method, number of time points, profiling and analysis method)357. Results of a 

subsequent study performed by our laboratory group which used RNA-seq to investigate 

the diurnal transcriptome in the mouse SAN across 6 timepoints did not fully agree with the 

results of this study, for example, Hcn4 narrowly missed statistical significance (P=0.072)358. 

Further Hayter et al. report no diurnal variation of Hcn4 in the SAN296, yet Schroder et al. 

report diurnal variation in Hcn4, with increased dark-period expression in the ventricle323. 

Here, a significant 24 h rhythm in Hcn4 is reported in 2 independent experiments using 

TaqMan array cards and single assay qPCR, whilst 2 other independent reports from our 

laboratory group285,328 have shown qualitatively similar results: higher expression during the 

dark period and lower expression during the light period. Despite some variations between 

the datasets, in the RNA-seq study it was shown that ~44% of SAN genes display a diurnal 

rhythm, including widespread rhythms in ion channels358; this is in comparison to ~13% of 

genes in the ventricle260 and suggests that the function of the SAN displays a much higher 

rhythmic component. This in line with the findings in the present study of many more 

rhythmic cardiac ion channels in the SAN than have previously been reported in the working 

myocardium. However, rhythmicity in mRNA transcript levels may not necessarily translate 

to functional changes, and ion channels are known to be impacted by trafficking and by 

post-transcriptional mechanisms which determine channel availability on the cell 

membrane357. To gain a comprehensive understanding of how the observed rhythms in 

gene expression may translate to functional changes in pacemaking mechanisms, 

proteomic analysis of the SAN across the 24 h cycle, with corresponding 

electrophysiological studies of ionic currents and Ca2+ dynamics is required. 

 

3.4.3 A peripheral circadian clock in the SAN 

Circadian clock transcription factors act in peripheral organs to orchestrate rhythmic gene 

transcription, including in the ventricles and atria of the heart265,266. The 24 h mRNA 

expression profiles of circadian clock genes in the SAN followed expected phasing: Bmal1 

and Clock peaked at ~ZT0-3, whilst their target genes (e.g. Per2 and Dbp) were in 

antiphase, peaking ~ZT12. These findings are in line with RNA-seq data measured at 6 

time points in the mouse SAN358, and with circadian studies of the working myocardium255. 

Functionality of the SAN circadian clock was demonstrated in studies performed in our 

laboratory group: the isolated SAN of the PER2:LUC luciferase reporter mouse displayed 

an intrinsic 24 h rhythm in PER2 bioluminescent signal in culture, which was abrogated in 
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the Cry1/Cry2 global knockout PER2:LUC mouse328. Therefore, showing for the first time a 

functional circadian clock in the SAN. 

The primary understanding of clock-control of cardiac ion channel transcription is by 

CLOCK:BMAL1 binding to E-boxes359. Schroder et al. have described this direct regulatory 

mechanism for Kcnh2288 and Scn5a289, whilst other studies have observed loss of 

rhythmicity in cardiac ion channels subsequent to perturbation of the clock, without defining 

the mechanism. Parallel studies from our laboratory group reported a loss in the day-night 

difference in Hcn4 expression in the SAN in the CBK mouse model, with perturbation of the 

day-night difference in intrinsic SAN pacemaking358. Furthermore, intronic BMAL1 E-box 

binding sites on Hcn4 were identified by ChIP-qPCR358. Rhythmic expression of Hcn4 in the 

mouse ventricle showed similar disruption in the iCSDBmal1-/- model323. Thus, there is 

strong evidence for direct circadian clock regulation of cardiac ion channel rhythms and 

function. However, there is a notable disparity between the phase of BMAL1 DNA binding 

in vivo (reported to peak in the mid-light period ubiquitously267) and the expression phase 

of many rhythmic cardiac genes: in both the mouse ventricle and SAN the diurnal 

transcriptome shows biphasic peaks – one at ~ZT6 (in line with CLOCK:BMAL1 binding) 

and one at ~ZT18 (anti-phase to CLOCK:BMAL1 binding)354,358. As discussed in Section 
1.4.4, the current understanding of the regulation of tissue-specific rhythmic gene 

expression is multi-factorial. Combinatorial transcriptional regulation of rhythmic cardiac ion 

channels and post-transcriptional mechanisms are likely to play a role and this requires 

further investigation. 

 

3.4.4 The role of cardiac transcription factors 

The SAN gene programme is known to be regulated by several transcription factors (see 

Section 1.3.2). In this study, rhythmic mRNA expression was demonstrated in several 

transcription factors known to regulate cardiac ion channels. Notably, 24 h oscillation was 

observed in transcription factors known to repress the atrial phenotype and promote the 

SAN gene expression programme (e.g. Tbx3, Tbx18 and Shox2), whilst transcription factors 

which act to repress the SAN phenotype were not rhythmic (e.g. Nkx2.5). Moreover, the 

phase of the transcription factor mRNA rhythms was appropriate to explain the rhythmic 

transcription of putative and known target ion channels. For example, 3 transcription factors 

which are known to regulate Hcn4 displayed an appropriate phase to explain its rhythmic 

transcription: Mef2c146, Tbx3135 and Tbx18133 peaking at ~ZT18-21. Rhythmicity in Tbx5 and 

Gata6 aligned with the phasing of Tbx5 and Gata4 reported by Schroder et al. in the 

ventricle323. However, Scn5a – a known target of Tbx5327 – was not rhythmic in the SAN in 

this study. Tissue-specific differences in transcription factor binding sites in the heart 

(including for TBX5) have previously been described, and this finding may be a result of 

such a mechanism143. It is not clear from the current study whether rhythmic transcription 
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factors are under the direct regulation of the local circadian clock in the SAN, and this 

warrants investigation. In a separate study, our laboratory group have shown that ~49% of 

identified transcription factors in the mouse SAN display a diurnal rhythm358, indicating their 

likely importance in the regulation of SAN transcriptome rhythmicity and daily variation in 

pacemaker function. Further studies are required to determine the protein expression of 

SAN transcription factors over the 24 h cycle, and to determine whether they bind to 

promoter or enhancer regions of rhythmic SAN pacemaking genes (e.g. Hcn4) in a time-

dependent manner which could explain their oscillation. 

 

3.4.5 Study limitations and future considerations 

In this study, and those carried out in the remainder of this thesis, the mouse has been used 

as a model organism to study cardiac electrophysiology and gene expression. As discussed 

in Section 1.5.1, there are differences between the mouse and human ECG due to variation 

in the cardiac action potential, and the contributing ionic currents283. However, in regard to 

SAN function, this is known to be comparable across species, with the coupled-clock 

mechanism and the constituent ion channels governing the diastolic depolarisation are 

generally conserved (albeit with some isoform difference)15,34,43. Whilst there are no human 

studies regarding diurnal rhythms in gene expression in the SAN, there is evidence for ion 

channel rhythmicity in the working myocardium: McTiernan et al.360 reported daily variation 

in the expression of circadian clock genes (e.g. BMAL1, PER2, DBP) and cardiac ion 

channels (including SCN5A, KCNA5, SLC8A1 and KCND3) in ventricular biopsies from 

human heart failure patients. As expected, the clock genes (and ion channels) in human 

hearts showed a phase advance when compared to rodent species due to the diurnal vs 

nocturnal activity of these species. Phase inversion in physiological rhythms (e.g. heart rate) 

and gene expression rhythms is known to occur in diurnal vs nocturnal species, and may 

raise questions to the utility of rodent species in studying circadian (or diurnal) rhythmicity. 

However, mice recapitulate the electrophysiological rhythms of humans and are a 

commonly used model species in this field. Nonetheless, extrapolating these findings in 

mice to human physiology should be exercised with caution.  

 

3.5 Conclusions 

The results of this chapter present a paradigm shift in the understanding of the regulation 

of the diurnal rhythm in SAN pacemaking and heart rate. Opposing the prevailing theory 

that daily heart rate rhythms are regulated by fluctuations in autonomic tone, a mechanism 

intrinsic to the SAN is presented: day-night differences in intrinsic SAN pacemaking 

continues in the absence of autonomic input or locomotor activity, with concomitant rhythms 

in coupled-clock transcripts. A key role for HCN4/If in setting day-night variation in SAN 

pacemaking is described, providing the first physiologically characterised mechanism to 
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date. Further studies are required to (i) determine the contribution of other pacemaking ion 

channels and Ca2+ handling proteins to daily variation in SAN pacemaking, and (ii) to 

determine how rhythmic SAN genes are transcriptionally regulated.  
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3.6 Supplemental results 
3.6.1 Mean expression values and JTK_Cycle results for all transcripts  

Table S 3.1: JTK_Cycle results and 24 h mean expression values for measured genes 
Gene Protein Adj.P value Phase 24 h mean 24 h SEM Amplitude 

HCN channels 

Hcn1 HCN1 0.0079 18 3.36 0.27 0.80 

Hcn4 HCN4 0.0472 21 5.57 0.49 2.12 

Hcn2 HCN2 1 0 0.73 0.04 0.06 

Ca2+ channels 

Cacna2d2 Cavα2δ2 0.0008 18 8.79 0.53 1.95 

Cacna1c Cav1.2 0.0231 21 4.42 0.27 0.91 

Cacna1d Cav1.3 0.1343 21 0.56 0.03 0.07 

Cacna1g Cav3.1 0.0903 21 3.20 0.31 0.84 

Cacna1h Cav3.2 0.0903 21 6.11 0.32 0.92 

Cacnb2 Cavβ2 0.7772 15 0.70 0.07 0.15 

Cacna2d1 Cavα2δ1 1 18 2.63 0.15 0.16 

Intracellular Ca2+ handling 

Ryr2 RyR2 0.0179 21 42.85 3.13 8.34 

Ryr3 RyR3 0.0472 21 0.34 0.04 0.15 

Slc8a1 NCX1 0.0005 21 9.74 0.65 2.94 

Atp2a2 SERCA2a 0.0903 21 236.24 12.75 45.98 

Pln Phospholamban 0.1623 21 2.52 0.15 0.44 

Camk2d Camk2δ 0.3806 0 10.71 0.44 1.05 

Casq2 Calsequestrin 2 0.3806 18 24.57 1.93 4.55 

Sln Sarcolipin 0.9982 21 147.14 13.23 12.79 

Cl- channels 

Clcn2 CLC-2 0.0903 9 0.14 0.01 0.04 

Cftr CFTR 0.5021 18 0.06 0.01 0.02 

Transient outward K+ channels 

Kcna4 Kv1.4 0.0043 18 0.04 0.00 0.02 

Kcnd2 Kv4.2 0.0137 12 0.44 0.02 0.07 

Kcnd3 Kv4.3 0.0375 18 0.59 0.03 0.10 
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Gene Protein Adj.P value Phase 24 h mean 24 h SEM Amplitude 

Transient outward K+ channels 

Kcna2 Kv1.2 0.3247 21 0.51 0.02 0.05 

Kcnb1 Kv2.1 0.5144 21 3.34 0.16 0.33 

Kcnip2 KChIP2 0.5144 6 0.67 0.03 0.07 

Delayed rectifier K+ channels 

Kcnh2 ERG1 0.0016 18 7.32 0.46 1.74 

Kcna5 Kv1.5 0.0059 6 2.41 0.16 0.68 

Kcnq1 KVLQT1 0.0179 21 2.24 0.16 0.65 

Inward rectifier K+ channels 

Kcnj5 Kir3.4 (GIRK4) 0.0008 21 7.72 0.59 2.61 

Kcnj2 Kir2.1 0.0059 0 1.13 0.09 0.43 

Abcc8 SUR1 0.0137 0 2.38 0.13 0.50 

Kcnj8 Kir6.1 0.0179 0 0.53 0.03 0.10 

Kcnj11 Kir6.2 0.0231 0 1.56 0.09 0.23 

Kcnj3 Kir3.1 (GIRK1) 0.0903 21 17.77 1.13 3.61 

Kcnj12 Kir2.2 0.2754 21 4.19 0.24 0.68 

Kcnj14 Kir2.4 0.2754 21 0.26 0.02 0.05 

Kcnj4 Kir2.3 0.8471 21 0.01 0.00 0.01 

Abcc9 SUR2 0.8829 18 2.77 0.14 0.18 

Miscellaneous K+ channels 

Kcnn2 SK2 0.0059 18 0.96 0.07 0.25 

Trpc3 TRPC3 0.1623 0 0.31 0.02 0.06 

Kcnk3 TASK1 0.4437 9 22.25 1.25 3.16 

Kcnn1 SK1 0.4437 18 0.33 0.02 0.04 

Kcnn3 SK3 1 0 0.05 0.00 0.00 

Na+ channels 

Scn5a Nav1.5 0.1105 21 11.16 0.56 1.62 

Scn1b Navβ.1 0.3806 12 1.24 0.07 0.12 

Scn1a Navβ.1 0.9292 9 0.02 0.01 0.01 

Na+-K+ pump 

Atp1a2 Na+-K+ pump α2 
subunit 0.2754 6 13.04 0.68 1.38 
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Gene Protein Adj.P value Phase 24 h mean 24 h SEM Amplitude 

Na+-K+ pump 

Atp1a1 Na+-K+ pump α1 
subunit 0.3806 0 21.27 0.94 2.43 

Atp1a3 Na+-K+ pump α3 
subunit 1 12 0.35 0.04 0.05 

Gap junction channels 

Gja5 Cx40 0.1343 6 2.13 0.15 0.28 

Gja1 Cx43 0.1623 0 23.54 1.22 3.96 

Gjc1 Cx45 0.9982 9 0.02 0.00 0.00 

Gjc3 Cx30.2 1 18 0.08 0.01 0.01 

Circadian clock transcription factors 

Bmal1 

Aryl 
hydrocarbon 

receptor nuclear 
translocator-like 

protein 1 

< 0.0001 3 0.33 0.06 0.24 

Bmal2 

Aryl 
hydrocarbon 

receptor nuclear 
translocator-like 

protein 2 

0.3806 6 0.05 0.00 0.01 

Bhlhe40 
Class E basic 

helix-loop-helix 
protein 40 

0.0002 9 2.72 0.29 1.31 

Bhlhe41 
Class E basic 

helix-loop-helix 
protein 41 

0.0043 15 2.29 0.26 0.92 

Clock 

Circadian 
locomotor output 

cycles protein 
kaput 

0.0008 3 2.08 0.11 0.50 

Cry1 Cryptochrome-1 0.0001 21 1.05 0.11 0.58 

Cry2 Cryptochrome-2 0.0375 15 0.42 0.04 0.12 

Csnk1e Casein kinase I 
isoform epsilon 0.0231 18 3.71 0.19 0.68 

Nr1d1 

Nuclear receptor 
subfamily 1 

group D 
member 1 

0.0005 9 4.20 0.88 4.25 

Nr1d2 

Nuclear receptor 
subfamily 1 

group D 
member 2 

0.0016 12 2.19 0.29 0.92 
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Gene Protein Adj.P value Phase 24 h mean 24 h SEM Amplitude 

Circadian clock transcription factors 

Per1 Period circadian 
protein 1 0.0004 12 3.76 0.42 1.96 

Per2 Period circadian 
protein 2 0.0008 15 0.59 0.08 0.25 

Per3 Period circadian 
protein 3 < 0.0001 15 1.18 0.18 0.77 

Rora Nuclear receptor 
ROR-alpha 0.1947 18 1.47 0.07 0.16 

Timeless Protein timeless 
homolog 0.2323 3 0.33 0.02 0.04 

Dbp D site-binding 
protein < 0.0001 12 5.93 1.21 5.77 

Hlf Hepatic 
leukaemia factor 0.0001 15 1.84 0.15 0.75 

Tef Thyrotroph 
embryonic factor < 0.0001 15 4.85 0.39 1.70 

Transcription factors 

Arid1a 

AT-rich 
interactive 

domain protein 
1A 

1 18 1.44 0.13 0.20 

Gata6 GATA-binding 
protein 6 0.0295 21 4.75 0.22 0.78 

Hand2 

Heart- and 
neural creat 
derivatives-
expressed 
protein 2 

0.0733 18 2.93 0.22 0.73 

Isl1 
Insulin gene 

enhancer 
protein 1 

0.4437 15 0.59 0.07 0.15 

Klf15 Krüppel-like 
factor 15 0.0375 9 2.78 0.20 0.55 

Klf4 Krüppel-like 
factor 4 0.0137 9 4.37 0.33 0.68 

Lhx1 LIM/homeobox 
protein Lhx1 1 12 0.01 0.00 0.00 

Mef2c 
Myocyte 

enhancer factor-
2 c 

0.0375 18 1.67 0.10 0.25 

Nkx2-5 NK2 homeobox 
5 0.1105 0 5.85 0.49 1.35 

Pitx2 Paired like 
homeodomain 2 0.4437 21 0.61 0.05 0.11 

Rest 
RE-1 silencing 
transcription 

factor 
1 18 0.79 0.03 0.04 
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Gene Protein Adj.P value Phase 24 h mean 24 h SEM Amplitude 

Transcription factors 

Shox2 Short stature 
homeobox 2 0.0231 21 0.68 0.06 0.17 

Srf Serum response 
factor 0.0079 0 6.34 0.29 1.19 

Tbx18 
T-box 

transcription 
factor 18 

0.0043 18 0.50 0.05 0.16 

Tbx3 
T-box 

transcription 
factor 3 

0.0002 18 4.63 0.46 1.51 

Tbx5 
T-box 

transcription 
factor 5 

0.0179 21 9.39 0.52 1.84 

Cardiac hormones 

Nppa Atrial natriuretic 
peptide 1 0 182.29 16.89 10.31 

Nppb Brain natriuretic 
peptide 0.5144 21 4.49 0.66 1.61 

Gene expressed measured at zeitgeber time (ZT) 0, 6, 12 and 18 in the SAN by quantitative 
polymerase chain reaction using custom-designed TaqMan array cards. Data were analysed by 
JTK_Cycle to determine statistically significant 24 h rhythm (adjusted P<0.05), amplitude and phase. 
Expression is relative to reference transcripts Ipo8 and Hmbs. Mean 24 h data is the expression level 
averaged across all time points to give relative abundance of gene in SAN. Grey fill = P<0.05. 

 
3.6.2 Uncropped membrane for HCN4 Western blot  
The uncropped full Western blot membranes for Fig.3.9B is given below in Figure S 3.1. 

Two unspecific bands are shown at lower molecular weights than the HCN4 band in the 

SAN samples; these bands are also present in the right atrial sample (lane 2) whilst the 

specific HCN4 band is not.  

 

Figure S 3.1: Uncropped membranes for HCN4 blot and total protein 

Full membrane images for result Fig.3.9B. A, HCN4 blot. B, stain-free total protein image. Sample 
lane 1 = ladder; lane 2 = right atrial sample; lanes 3-4 = SAN ZT0; lanes 5-6 = SAN ZT6; lanes 7-8 
= SAN ZT12. Lanes 9-10 = samples from a different experiment, not analysed or shown in Fig.3.9B.   
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3.6.3 Time-of-day dependence of If in isolated SAN myocytes  

Figure S 3.2: Time-of-day dependence of If in isolated SAN myocytes 

Figure reproduced from Wang et al.328 with patch-clamp data performed by collaborators. Figure 
legend text below is excerpt from the publication: “A: Families of recordings of If made from SN 
cells isolated at ZT0, ZT6 and ZT12. B: Current-voltage relationships for If recorded from SN cells 
isolated at ZT0 (n=38 cells per 4 mice), ZT6 (n=38 cells per 3 mice), and ZT12 (n=27 cells per 5 
mice). C: HCN4 protein expression from the Western blot at ZT0 (n=10), ZT 6 (n=5), and ZT 12 
(n=10). Data pooled from 2 sets of independent experiments and protein expression are 
normalized to those at ZT0. D: Density of If at -120 mV at ZT0 (n=38 cells per 4 mice), ZT6 (n=38 
cells per 3 mice), and ZT12 (n=27 cells per 5 mice). E: Amplitude of If at -120 mV at ZT0, ZT6, and 
ZT12 (same data as in panel D). F: Cell capacitance at ZT0, ZT6, and ZT12 (same data as in panel 
D). *P<0.05. HCN4 = hyperpolarization activated cyclic nucleotide gated potassium channel 4; If = 
funny current; SN = sinus node; ZT = zeitgeber time.” 
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Chapter 4 Non-canonical role of the sympathetic nervous 
system in the day-night rhythm in SAN pacemaking 
4.1 Introduction 

In the preceding Chapter 3, a day-night rhythm in intrinsic heart rate was described that 

could be explained by rhythmic oscillation of genes underpinning the coupled-clock 

mechanism. Importantly, the role of the ANS in mediating daily rhythms in intrinsic heart 

rate was challenged based on the persistence of day-night variation in SAN pacemaking 

after acute pharmacological block of the ANS, and in the isolated, denervated SAN. 

However, the ANS is known to be an important signalling conduit between the SCN – master 

circadian regulator in the hypothalamus – and the heart, and the diurnal rhythm in heart rate 

is lost on disruption of the central clock by thermal lesioning of the SCN251. Tong et al. 

demonstrated that sustained pharmacological block of the ANS (by administration of 0.5 

mg/kg atropine and 1 mg/kg propranolol every 6 h for 2 weeks) mimicked the effect of SCN 

lesion, completely abolishing the diurnal rhythm in heart rate251. This is in contrast to studies 

of acute autonomic block, where a day-night difference in intrinsic heart rate in vivo 

persisted296,328.  

In addition to the loss of diurnal variation in heart rate, Tong et al. reported a pronounced 

loss of 24 h rhythmicity in the expression of key ion channels251 (Kcna5, Kcnd2, Kcnk3, 

Kcnip2) and gap junctions324 (Gja1/Cx43, Gja5/Cx40) in the atria and ventricles following 

either SCN lesion or sustained autonomic block. This could not be attributed to the local 

cardiac clock as 24 h rhythms in Bmal1, Per2 and Dbp persisted following autonomic block, 

but not SCN lesion251. On this basis, the authors suggested that the 24 h variation in these 

cardiac ion channels was regulated by ANS-mediated signals from the SCN to the heart, 

occurring independently of the local cardiac clock, which has previously been shown to 

regulate ion channel rhythms, including Hcn4 in the SAN328. At least in the case of Kcnd2, 

there is further evidence for extra-cardiac regulation, since the diurnal rhythm in Kcnd2 in 

the heart persists in the iCSDBmal1-/- model289. Based on the report by Tong et al., it seems 

likely that this is mediated by the ANS251.   

There is varying evidence for the circadian variation in autonomic input to the heart. The 

current evidence for diurnal variation in parasympathetic nervous system activity stems from 

heart rate variability measurements which are confounded by a dependence on measures 

of absolute heart rate315 (see Section 1.5.3). Moreover, in the ambulatory dog model of 

heart failure, no day-night difference in direct vagus nerve recordings was observed361. In 

addition, our laboratory group has reported no alteration in day-night heart rate in 

unilaterally vagotomised rats, or in mice lacking Kcnj5 (GIRK4) which carries the 

acetylcholine-activated K+ current (IKAch), a key mediator of the negative chronotropic effect 
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of vagal stimulation on heart rate328. Furthermore, the diurnal rhythm in heart rate also 

persisted following pharmacological block of the parasympathetic nervous system by 14 

day osmotic mini-pump administration of atropine in rats362. There is more compelling 

experimental evidence for a circadian rhythm in sympathetic nervous system activity. In the 

ambulatory dog model of heart failure, direct nerve recordings from the sympathetic stellate 

ganglion which supplies the heart showed day-night variation361. Furthermore, there is a 

circadian rhythm in plasma catecholamines released from the adrenal medulla363,364, and in 

the catecholamine content of the heart365. In all cases, measures of sympathetic activity 

were higher during the active period. Dampening of the diurnal rhythm in heart rate in 

response to sustained b-AR block has been observed, including a reduction in heart rate 

amplitude following oral propranolol administration in both mice366,367 and humans368. 

Importantly, there is evidence in the literature for the direct regulation of gene transcription 

by sympathetic b-adrenergic signalling, which can occur via multiple signalling cascades 

including those involving protein kinases, Ca2+/calmodulin-dependent protein kinase or 

mitogen-activated protein kinases. Each of these signalling pathways can phosphorylate 

the ubiquitous transcription factor CREB (cAMP response element binding protein), which 

promotes gene transcription by binding to CREs on target genes. Transcriptional regulation 

via these mechanisms has been reported for L-type Ca2+ channel subunits, including Cav1.2 

and Cava2d369, and for various K+ channels, including Kcna4 (Kv1.4) Kcna5 (Kv1.5), Kcnd2 

(Kv4.2) and Kcnd3 (Kv4.3)370,371. Therefore, there is an existing framework for b-adrenergic 

regulation of cardiac ion channels. Fur 

To date, there have been no systematic studies of the local clock or extracardiac (e.g. ANS) 

influence on setting the normal diurnal variation of genes involved in SAN pacemaking. In 

the context of Tong et al.’s findings of (i) abolished diurnal variation in intrinsic heart rate 

and (ii) loss of diurnal rhythmicity of ion channels in the working myocardium251,324, it is 

postulated that sustained autonomic block could alter the normal diurnal variation of SAN 

transcripts and intrinsic heart rate. Given the background of evidence for diurnal rhythmicity 

in sympathetic nervous system signalling and b-adrenergic regulation of cardiac ion 

transcription, the current study aimed to delineate a role for the sympathetic nervous system 

in this mechanism. The effect of sustained b-adrenergic block using the non-selective b-

adrenergic blocker propranolol on daily rhythms in heart rate, intrinsic SAN beating rate, 

and the expression of clock genes, ion channels, Ca2+ cycling genes and transcription 

factors in the SAN was assessed. Left ventricular expression of the same set of genes was 

also measured. Additionally, the impact of sustained b-adrenergic receptor block on Hcn4-

mediated regulation of heart rate rhythmicity was also tested. It was hypothesised that 

sustained b-adrenergic blockade would dampen daily rhythms in heart rate in vivo and 

intrinsic SAN beating rate, concomitant with perturbed transcript oscillation of SAN ion 

channels and Ca2+ cycling proteins. 
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Specific Aims: 

1. To determine the effect of sustained b-AR block on heart rate and locomotor activity 

rhythmicity in vivo 

2. To assess the effect of sustained b-AR block on day-night variation in intrinsic SAN 

pacemaking 

3. To test whether sustained b-AR block impacts time-of-day dependent changes in 

transcripts underlying pacemaker mechanisms in the SAN  

4. To test whether sustained b-AR block impacts the time-of-day dependent changes 

in transcripts important to left ventricular function 

5. To test whether sustained b-AR block impacts the local circadian clock in the SAN 

and left ventricle 

6. To test whether sustained b-AR block impacts day-night remodelling of Hcn4 and If 

 

4.2 Materials and methods 
4.2.1 General methods 

Adult male C57BL/6J mice (aged 9-10 weeks) were implanted with subcutaneous 

biotelemetry devices for ECG and locomotor activity recordings (as detailed in Section 2.3) 

and variables continuously recorded over 53 hours. Biotelemetry data analyses are 

described in Sections 2.3 and 2.9.2. Extracellular potentials were recorded from isolated 

SAN preparations and 2mM Cs+ applied to block HCN channels, as described in Section 
2.5. Tissue biopsies were collected from the SAN (as detailed in Section 2.4) or the free 

wall of the left ventricle (mid-point between the base and apex) for molecular analysis. Gene 

expression was measured by qPCR as described in Section 2.7 and analysed for 

rhythmicity as described in Section 2.9.3.  

 

4.2.2 Administration of the b-AR blocker propranolol 

Oral administration of propranolol in drinking water is commonly used in rodent 

studies366,367,372,373 and circumvents issues relating to its relatively short half-life of 3-6 h in 

mice374. DL-Propranolol hydrochloride (Sigma, P0884) was administered in drinking water 

at a concentration of 0.7 g/l, providing an approximate daily dose of 3.5 mg/day based on 

water consumption. The dose was selected based on a study by Fabritz et al.367 who 

observed heart rate reduction and dampening of 24 h heart rate after 5 days, and estimated 

propranolol to be at therapeutic plasma levels. The drug was changed every 3-4 days and 

water bottles were covered in foil to prevent light exposure. Under control conditions, 

animals received standard drinking water. 
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4.2.3 Analysis of biotelemetry data 

Biotelemetry data were collected and analysed as described in Section 2.3. An activity 

correction was applied to the data by filtering for heart rates recorded during 1 min of 

inactivity only. Spectral analysis of uncorrected heart rate data was carried out by Prof. 

Henggui Zhang using a discrete fast Fourier transform, which is a built-in function MatLab 

(MathWorks), with a sampling interval of 1 min used. The fast Fourier transform converts 

time-domain signals to frequency-domain spectra, allowing periodic signals to be extracted. 

In this analysis, the 1/24 h frequency signal (period = 24 h) was identified as dominant, and 

a statistical comparison was made between control and propranolol-treated groups for the 

1/24 h frequency signal. 

 

4.2.4 Conscious ECG recording using ECGenie 

Non-invasive ECGs were recorded using the ECGenie™ system (Mouse Specifics, Inc.), 

which comprises an electrode-embedded platform to passively detect the signal from 

mouse paws and is connected to an e-MOUSE amplifier. ECG signals were recorded and 

analysed using a PowerLab and LabChart software V7 (ADInstruments). A 5 min 

acclimatisation period was allowed prior to data collection. R wave detection on traces of at 

least 100 consecutive beats allowed calculation of heart rate. Recordings were performed 

at ~ZT 2-3 on propranolol treated animals (day 20) and age-matched control animals. 

 

4.2.5 Unconscious ECG and isoprenaline challenge 

3 lead ECGs were recorded under isoflurane anaesthetic at ~ZT6 in propranolol-treated 

animals (day 20 of treatment) and age-matched controls (as described in Section 2.2). 

Baseline measurements were taken after a 10 min period in which heart rate stabilised. The 

non-selective b-AR agonist isoprenaline hydrochloride (2 mg/kg i.p.; Sigma, I6504) was 

administered and heart rate calculated every 10 s for 1 min using LabChart (as described 

in Section 2.2).  
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4.3 Results 
4.3.1 Sustained b-AR block lowers 24 h heart rate  

Adult male C57BL/6J mice were subjected to sustained β-AR block by propranolol dosing 

in the drinking water (~3.5 mg/day) for 15-21 days (Fig.4.1A); this and similar protocols 

have been widely used366,367,372,373. As compared to age-matched control mice that received 

standard drinking water, propranolol treatment had no effect on body weight (Fig.4.1B). A 

3 lead ECG was recorded in control and propranolol-treated animals under isoflurane 

anaesthetic at ~ZT6 (i.e. during the inactive period). As expected following block of 

cardiac b-AR signalling, sustained propranolol treatment led to a reduction in heart rate 

(Fig.4.1C): a ~12% rate reduction from 427 ± 18 bpm (control) to 377 ± 6 bpm (propranolol-

treated). No effect of propranolol treatment was observed on PR interval, QRS duration or 

QTc interval (Bazett’s corrected using LabChart) (Fig.4.1D-F). ECG biotelemetry was used 

to measure heart rate in the conscious, free-moving animal over 53 h (i.e. >2 light-dark 

cycles) at baseline and following 2 weeks propranolol administration (recordings made on 

days 15 – 17). Mean 24 h heart rate displayed a ~20% reduction, from 542 ± 7 bpm at 

baseline to 432 ± 4 bpm following sustained propranolol treatment (Fig.4.1G). 

In a separate set of non-telemetered animals, the heart rate-lowering effect of propranolol 

was confirmed using the ECGenie recording platform with measurements made at ~ZT3 

(i.e. the inactive period, Fig.4.1H). The heart rate of control animals measured by ECGenie 

(742 ± 15 bpm) was ~34% higher than in telemetered control animals (552 ± 22 bpm), likely 

reflecting high activity levels of the animals on the ECGenie recording platform and a stress 

response to the recording set up (Fig.4.1H). A 2-way ANOVA was used to assess the 

difference between telemetry and ECG recordings, with a significant effect of recording 

method and treatment observed (P<0.05). Despite the stress response to the ECGenie, a 

heart rate reduction of ~15% was observed in propranolol-treated animals compared to 

control (Fig.4.1H), reflecting the effect of β-AR block. 
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Figure 4.1: Heart rate response following sustained b-AR block 

Mice were treated with ~3.5 mg/day propranolol in drinking water (PRO) or standard drinking water 
(CTRL=control). A, Timeline to show days of interventions or measurements before (black line, 
baseline) and after treatment (red line). B, Body weight measured at 21 days PRO treatment and in 
age-matched controls (n=8/8); unpaired t-test. ECGs were recorded under isoflurane anaesthetic at 
~ZT 6 in control and propranolol-treated animals (n=8/8) and analysed for heart rate (C), PR interval 
(D, ms), QRS duration (E, ms) and QTc interval (F, ms); unpaired t-test. G, Mean 24 h heart rate 
recorded in vivo by ECG telemetry over >2 light-dark cycles (53 hours) at baseline (n=8) and during 
propranolol treatment (n=7); paired t-test. H, In vivo conscious heart rate measured by ECG telemetry 
and ECGenie™ recording platform at ~ZT 3 before and after propranolol treatment; 2-way ANOVA 
with Šídák's multiple comparisons test. I, Response to intraperitoneal injection of the non-selective β-
AR agonist isoprenaline (2 mg/kg) under anaesthetic with exponential curve fit and time constant (t); 
repeated measures 2-way ANOVA with Šídák's multiple comparisons test. P values are shown where 
differences are statistically significant (α=0.05). Individual data and mean ± SEM are shown. HR = 
heart rate; bpm = beats per min. 
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To further test the efficacy of the block, mice were administered the non-selective β-AR 

agonist isoprenaline (2 mg/kg i.p.) under anaesthetic at ~ZT6 and the heart rate recorded 

by 3 lead ECG. Maximal heart rate in response to isoprenaline treatment did not differ 

between groups (Fig.4.1I; control: 621 ± 7 bpm vs propranolol: 576 ± 24 bpm; P>0.05, 

tested by mixed-effects model across all time points). Propranolol is a competitive 

antagonist of isoprenaline, and it is well-established that antagonism of b-ARs with blockers 

(including propranolol) is surmountable by increasing concentrations of b-agonists, such as 

isoprenaline, due to the law of mass action375. Isoprenaline is a potent agonist of b-

adrenoceptors, and 2 mg/kg i.p. has previously been shown to accelerate heart rate to the 

same maximal rate in conscious, telemetered mice under control conditions or receiving 

~3.5 mg/day propranolol367, similar to this study.  

However, there was a difference in the initial response: in control animals heart rate 

increased in an exponential manner to a maximum with a time constant, t, of 18.62 s, 

whereas in propranolol-treated animals heart rate increased with a t of 64.06 s (Fig.4.1I). 
The initial delay in heart rate acceleration in response to isoprenaline in propranolol-treated 

mice (right-ward shift of heart rate against time) likely reflects the proportion of b-ARs which 

were initially bound by propranolol prior to reversal due to competition with a high 

concentration of isoprenaline. Interestingly, the isoprenaline-induced maximal heart rate 

under anaesthetic did not reach that of conscious heart rate measured by ECGenie in 

control animals (ECGenie: 742 ± 14 bpm vs isoprenaline: 626 ± 7 bpm; P<0.002, Mann-

Whitney test), and it is possible that the anaesthetic prevented true maximal heart rates 

being reached in response to isoprenaline. The same isoprenaline dose has been shown 

to increase heart rate to a maximal value of 725 ± 41 bpm in control, and 699 ± 71 bpm in 

propranolol-treated conscious, telemetered mice367. 

 

4.3.2 Sustained b-AR block suppresses night-time activity levels 

In mice, sustained b-AR block has been reported to reduce locomotor activity during the 

night (when mice are active)376 and a similar decrease in locomotor activity (measured using 

telemetry) was observed in this study (Fig.4.2A). Across the 24 h cycle, activity levels in 

control mice increased during the dark period, showing a drop in the mid-dark period and a 

further increase towards the end of the dark period (Fig.4.2A; in line with findings presented 

from a separate group of animals in Chapter 3). Following propranolol treatment, activity 

levels showed a reduction during the night, particularly at the start of the dark period 

(Fig.4.2A). Activity levels were averaged over the 12 h light (day) and 12 h dark period 

(night). A mixed-effects model showed that both time and treatment had a significant effect 

on activity level (P<0.05), and that activity was higher during the night compared to the day, 

both at baseline and following propranolol treatment (Fig.4.2B). However, following 
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propranolol treatment there was a ~53% decrease in night-time activity level compared to 

baseline (P<0.05, mixed-effects model; Fig.4.2A). Therefore, the data indicated a 

pronounced effect of propranolol treatment on activity levels during the active period in 

mice. 

 

 

Figure 4.2: Sustained b-AR block alters night-time locomotor activity levels 

Telemetry-record activity measurements under control conditions (n=8) and after treatment with 
propranolol (n=7). A, Mean hourly locomotor activity (counts/min) across the 24 h cycle. B, Mean 
activity during the day (12 h light period, open circles) and night (12 h dark period, closed circles). 
Group differences were compared by mixed-effects model with Šídák's multiple comparisons test. 
P values shown where differences were significant (α=0.05). Individual data and mean ± SEM are 
shown.  
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4.3.3 Sustained b-AR block reduces the day-night variation in heart rate in 

vivo  

Sympathetic activity to the heart is expected to follow locomotor activity levels and could 

have influenced the data in the present study301. To assess the impact of altered activity 

levels on heart rate, mean hourly heart rate (from telemetry recordings) was calculated 

across the 24 h cycle, and an activity correction was applied by only considering the heart 

rate recorded during 1 min periods of inactivity, i.e. at an activity count of zero. Fig.4.3A 
shows the mean heart rate in vivo measured using telemetry over 24 h during 1 min periods 

of inactivity (dashed line) as well as at all times (solid line); correction of heart rate for 

locomotor activity in this manner had only a modest effect on the data. Fig.4.3A also shows 

that the day-night rhythm in heart rate was similar regardless of whether heart rate was 

corrected for locomotor activity and this suggests that the day-night rhythm in heart rate 

was not contingent on fluctuations in locomotor activity, in line observations made in 

Chapter 3 and a previous study from our laboratory group328. 

In control mice, as seen in other studies, heart rate displayed a marked diurnal rhythm, 

which was higher during the awake (night) period. In control and propranolol-treated mice, 

the mean 12 h heart rate at night was significantly higher than during the day (Fig.4.3B). 

However, the magnitude of the day-night difference was reduced (P=0.0542) in propranolol-

treated mice, compared to control mice (Fig.4.3C). It was observed empirically that heart 

rate was stable during the day-time in control mice, but appeared to show a steady rise 

during the light period following propranolol treatment. To investigate this further, heart rate 

at ZT6 (mid-light period) was compared to heart rate at ZT12. Heart rate was significantly 

higher at ZT12 vs ZT6 in control and propranolol-treated animals (Fig.4.3D). However, the 

magnitude of the ZT12 vs ZT6 difference was significantly reduced in propranolol-treated 

mice compared to control mice (Fig.4.3E). Therefore, the data indicate that sustained b-AR 

block reduces the day-night variation in heart rate in vivo. 
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Figure 4.3: Effect of sustained b-AR block on day-night heart rate 

In vivo heart rate measured by ECG telemetry at baseline (control, n=8) and following propranolol 
treatment (n=7). A, Mean hourly heart rate at each time point averaged over the 24 h cycle. 
Dashed line shows activity-corrected data (1 min bins at zero activity used only) to account for 
activity differences between treatment groups. Non-corrected heart rate shown in B-E. B, Mean 
heart rate during day (12 h light period) and at night (12 h dark period). C, Difference in heart rate 
between night and day for control and propranolol-treated mice. D, Mean hourly heart rate at 
zeitgeber time (ZT) 6 and 12. E, Difference in heart rate between ZT12-ZT6 for control and 
propranolol-treated mice. Group differences were tested by mixed-effects model with Šídák's 
multiple comparisons test (B,D) or paired t test (C,E). Values shown indicate P values (α=0.05). 
Individual data and/or mean ± SEM are shown. bpm = beats per min. HR = heart rate. 
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To further investigate the difference in the diurnal pattern of heart rate following propranolol 

treatment, a fast Fourier transform was applied to the data (analysis performed by Prof. 

Henggui Zhang). The transform converts the time-domain signals of a waveform (the day-

night rhythm in this instance) into its different frequency components. The transform is 

shown in Fig.4.4A and the lowest frequency components are shown in Fig.4.4B. As 

expected, the main component had a frequency of 1/24 h (i.e. a 24 h periodicity) in control 

and propranolol-treated mice - the dotted vertical line shown in Fig.4.4A corresponds to a 

frequency of 1/24 h. The amplitude of the 1/24 h component was significantly reduced 

following propranolol treatment (Fig.4.4C). Fig.4.4B also shows that the amplitude of higher 

frequency components was reduced following propranolol treatment but this was not tested 

statistically. In summary, in vivo there is a diurnal rhythm in heart rate and this is significantly 

dampened following sustained b-AR block. 

 

 

Figure 4.4: Fast Fourier transform of heart rate data 

A, Mean fast Fourier transform of the heart rate (not activity corrected) from control and 
propranolol-treated mice over at least 48 h (n=6 per group). B, Details of the fast Fourier transform 
at the lowest frequencies – dotted vertical line shows a frequency of 1/24 h. C, Amplitude of the 
1/24 h component of the fast Fourier transform in control and propranolol treated mice (n=6 per 
group). Group means tested by ratio paired t test. Value shown indicate P value (α=0.05). 
Individual data and mean ± SEM are shown.  
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4.3.4 Sustained b-AR block abolishes the day-night rhythm in SAN 
pacemaking 

To study the effect of sustained b-AR block on the intrinsic pacemaker activity of the SAN, 

extracellular potentials were recorded from the isolated SAN of control and propranolol-

treated mice isolated at ZT0 and ZT12. The intrinsic SAN beating rate was significantly 

higher at ZT12 compared to ZT0 in control mice, increasing ~11% from 415 ± 12 bpm at 

ZT0 to 459 ± 11 bpm at ZT12 (Fig.4.5). A similar ZT0 vs ZT12 difference in SAN beating 

rate was reported in Chapter 3 in an independent set of experiments. In mice following 

sustained b-AR block, this day-night difference in beating rate was abolished (Fig.4.5). 

Interestingly, this occurred because of a reduction in intrinsic SAN rate at ZT12; there was 

no change in the intrinsic SAN rate at ZT0 (Fig.4.5). These effects are broadly consistent 

with data from mice in vivo (Fig.4.3). In summary, the day-night rhythm in intrinsic SAN 

pacemaking was abolished following sustained b-AR block.  

 

 

Figure 4.5: Effect of sustained b-AR block on day-night SAN pacemaking 

Ex vivo SAN beating rate measured by extracellular potential recordings in right atrial preparations 
isolated at ZT0 and ZT12 in control (n=9/10) and propranolol-treated mice (n=6/6). Group 
differences were tested by 2-way ANOVA with Tukey’s multiple comparison test. Values shown 
indicate P values (α=0.05). Individual data and mean ± SEM are shown. bpm = beats per min. 
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4.3.5 Circadian clock transcripts in the SAN are rhythmic after sustained b-
AR block 

As previously reported in Chapter 3, transcripts in the SAN including ion channels, Ca2+ 

handling genes, and transcription factors display time-of-day dependent oscillations. To 

investigate whether perturbation of these transcript rhythms may underlie the propranolol-

induced alterations in in vivo heart rate and intrinsic SAN rate, custom-designed TaqMan 

qPCR array cards were used to measure their expression in the SAN at ZT0, 6, 12 and 18 

in control and propranolol-treated mice. The control data presented are reproduced from 

Chapter 3. Of all 90 transcripts measured, 51 of 90 displayed significant 24 h oscillations 

(P<0.05, JTK_Cycle); of these, 17 genes were rhythmic in both groups. A further 26 genes 

were rhythmic in the control group only, and 8 genes were uniquely rhythmic in the 

propranolol-treated group (shown in a heatmap in Fig.4.6).  

Surprisingly, most of the genes which retained rhythmicity in the mice following sustained 

b-AR block were circadian clock transcription factors. Rhythmicity was retained in the core 

circadian clock transcripts (Bmal1, Clock, Per1, Per2, Per3 and Cry1; Fig.4.7A-F), although 

Clock (Fig.4.7B) and Per3 (Fig.4.7E) displayed increased amplitude. However, rhythmicity 

was lost in Cry2 (Fig.4.7G). Rhythmicity was also lost in Csnk1e (casein kinase 1Ɛ; 

Fig.4.7H), which phosphorylates PER proteins to mark them for degradation. Both Nr1d1 

(Rev-Erb alpha; Fig.4.7I) and Nr1d2 (Rev-Erb beta; Fig.4.7J) retained rhythmicity, but 

oscillated with increased amplitude. Whilst no change was observed in Bhlhe40 (DEC1; 

Fig.4.7K), a phase advance and reduction in amplitude was observed for Bhlhe41 (DEC2; 

Fig.4.7L). The clock-controlled output transcription factor transcripts, Dbp, Tef and Hlf, also 

displayed an increased amplitude of oscillation (Fig.4.7M-O). A 24 h oscillation in circadian 

clock transcripts in the left ventricle also persisted following sustained b-AR block (with the 

exception of Csnk1e; Fig.S 6.1). 
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Figure 4.6: Heat maps of genes which retained, lost, or gained rhythmicity in the SAN after 
sustained b-AR block 

Heat maps displaying mean value per time point for genes measured at zeitgeber time (ZT) 0, 6, 
12 and 18 in control (n=4/5/5/5 per group) and propranolol-treated animals (n=5 per group) using 
custom-designed Taqman qPCR array cards. Gene expression was normalised to a combination 
of the housekeeping genes Ipo8 and Hmbs using the DCt method. 24 h rhythmicity in expression 
was determined by JTK_Cycle (rhythmic = adjusted P<0.05). Genes displayed are those that were 
rhythmic in both groups, control only or propranolol-treated only. Data were z-scored by gene for 
each group. Genes in each section are ordered by time of peak expression (phase; LAG value 
from JTK_Cycle) in control. Heat maps were constructed using the online tool heatmapper.ca 
without clustering.  
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Figure 4.7: Clock gene expression across the 24 h cycle in control and propranolol-treated 
animals 

Clock gene and clock-controlled transcription factors measured at zeitgeber time (ZT) 0, 6, 12 and 
18 in control (n=4/5/5/5 per group) and propranolol-treated animals (n=5 per group) using custom-
designed TaqMan qPCR array cards. Gene expression was normalised to a combination of the 
housekeeping genes Ipo8 and Hmbs using the DCt method. 24 h rhythmicity in expression was 
determined by JTK_Cycle (rhythmic = adjusted P<0.05), with curve fit lines indicating significant 
24 h oscillation. Data are displayed normalised to control ZT0 mean, and ZT0 is replotted as ZT24 
as a visual aid only. Data are mean ± SEM. 
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4.3.6 Pacemaker ion channel transcripts lost rhythmicity in the SAN 

following sustained b-AR block 

A loss of the 24 h rhythmicity in many important pacemaker ion channel transcripts was 

observed in the SAN following sustained b-AR block. For example, there was a loss of 

rhythmicity in the case of Hcn4 (Fig.4.8A) and the less abundant isoform, Hcn1 (Fig.4.8B); 

As demonstrated in Chapter 3, Hcn4 plays an important role in the mediating daily rhythms 

in heart rate and therefore the loss of its rhythmicity may play an important role in the 

reduced day-night variation in intrinsic SAN rate and heart rate following sustained b-AR 

block. Rhythmicity was also lost in transcripts for the voltage-gated Ca2+ channel, Cacna1c 

(Cav1.2; Fig.4.8C), and the Ca2+ channel accessory subunit, Cacna2d2 (Cava2d2; 

Fig.4.8D), which is known to be upregulated in the SAN compared to the working 

myocardium43,353. Following sustained b-AR block, rhythmicity in the Na+-Ca2+ exchanger, 

Slc8a1 (NCX1; Fig.4.8E), and the ryanodine receptor, Ryr2 (Fig.4.8F), was lost. The Ryr3 

isoform retained rhythmicity, but oscillated with a dampened amplitude and an altered 

phase (Fig.S 6.2). Several K+ channel transcripts were altered following sustained 

propranolol treatment. Transcripts for the transient outward K+ channels, Kcnd2 (Kv4.2; 

Fig.4.8G) and Kcnd3 (Kv4.3; Fig.4.8H), lost rhythmicity, whereas the transient outward K+ 

channel, Kcna4 (Kv1.4; Fig.4.8I), oscillated at increased amplitude with higher expression. 

Transcripts for the delayed rectifier K+ channel, Kcna5 (Kv1.5; Fig.S 6.2), displayed a phase 

alteration, whereas other delayed rectifier K+ channel transcripts, Kcnh2 (ERG; Fig.4.8I) 
and Kcnq1 (KvLQT1; Fig.4.8J), lost rhythmicity. Transcripts for the inward rectifier K+ 

channels, Kncj2, Kcnj5, Kcnj8 and Kcnj11 (Kir2.1, Kir3.4, Kir6.1 and Kir6.2; Fig.4.8K-N), as 

well as miscellaneous K+ channels (Kcnn2/SK2 and Abcc8/SUR1; Fig.4.8O,P) also lost 

rhythmicity. Interestingly, several ion channel transcripts (Scn1b, Kcnn3/SK3, Clcn2 and 

Abcc9/SUR2; Fig.S 6.2) and two gap junction transcripts (Gja1/Cx43 and Gja5/Cx40) 

gained rhythmicity following sustained b-AR block (Fig.S 6.2).  

In summary, following sustained b-AR block, there is a loss of normal diurnal remodelling 

of important pacemaker ion channel and Ca2+ cycling transcripts in the SAN, which may 

explain the loss or reduction of day-night heart rate rhythms following sustained propranolol 

treatment. However, key circadian clock transcripts in the SAN retain their rhythmicity 

following sustained b-AR block and this has important implications for our understanding of 

the mechanism underlying the circadian rhythm in the pacemaker transcripts.  
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Figure 4.8: SAN ion channels that lose 24 h rhythmicity after sustained b-AR block 

Ion channel and Ca2+-handling protein genes measured in the SAN at zeitgeber time (ZT) 0, 6, 12 
and 18 in control (n=4/5/5/5 per group) and propranolol-treated animals (n=5 per group) using 
custom-designed TaqMan qPCR array cards. Gene expression was normalised to a combination 
of the housekeeping genes Ipo8 and Hmbs using the DCt method. 24 h rhythmicity in expression 
was determined by JTK_Cycle (rhythmic = adjusted P<0.05), with curve fit lines indicating 
significant 24 h oscillation. Data are displayed normalised to control ZT0 mean, and ZT0 is 
replotted as ZT24 as a visual aid only. Data are mean ± SEM. 
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Following sustained b-AR block, alterations were also observed in the rhythmic expression 

of several transcripts in the left ventricle that are known to underpin excitation-contraction 

coupling, including Ryr2, Slc8a1 and Pln (ryanodine receptor, Na+-Ca2+ exchanger and 

phospholamban; Fig.S 6.3). Interestingly, in the left ventricle, there was a marked phase-

shift in Kcnd2 (Kv4.2; Fig.S 6.3), which has previously been shown to be altered in the 

ventricle following sustained double autonomic block251, and a reduction in the amplitude of 

Kcnh2 (Fig.S 6.3) which is known to be regulated by the local cardiac clock288. 

 

4.3.7 SAN transcription factors lose rhythmicity following sustained b-AR 
block 

Several transcription factor transcripts known to be important for regulating the development 

and function of the SAN show a diurnal rhythm358 (as reported in Chapter 3). Following 

sustained b-AR block, Shox2 (Fig.4.9A) and Tbx3, Tbx5 and Tbx18 (Fig.4.9B-D) all lost 

rhythmicity. Two additional cardiac-enriched transcription factor transcripts also displayed 

perturbed rhythms: Gata6 (Fig.4.9E) and Mef2c (Fig.4.9F). Three ubiquitously expressed 

transcription factor transcripts, which are known to play a role in the maintaining the cardiac 

gene programme, were also altered following sustained b-AR block: Srf (Fig.4.9G) and Klf4 

(Fig.4.9H) lost rhythmicity, whilst Klf15 (reported to regulate 75% of the oscillatory 

transcripts in the heart354) showed a phase delay (Fig.4.9I). It is possible that the loss of the 

diurnal rhythm in these transcription factors plays a role in the loss of the diurnal rhythm in 

the pacemaker transcripts. Mef2c and Klf15 oscillations were also altered in the left ventricle 

(Fig.S 6.3).  
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Figure 4.9: Transcription factors in the SAN lose rhythmicity after sustained b-AR block 

Transcription factor genes measured in the SAN at zeitgeber time (ZT) 0, 6, 12 and 18 in control 
(n=4/5/5/5 per group) and propranolol-treated animals (n=5 per group) using custom-designed 
TaqMan qPCR array cards. Gene expression was normalised to a combination of the 
housekeeping genes Ipo8 and Hmbs using the DCt method. 24 h rhythmicity in expression was 
determined by JTK_Cycle (rhythmic = adjusted P<0.05), with curve fit lines indicating significant 
24 h oscillation. Data are displayed normalised to control ZT0 mean, and ZT0 is replotted as ZT24 
as a visual aid only. Data are mean ± SEM. 
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4.3.8 HCN function is altered following sustained b-AR block 

It was previously reported that block of If (HCN channels) abolished the day-night difference 

in heart rate in vivo and in intrinsic SAN pacemaking in control mice (Chapter 3 – control 

data reproduced in Fig.4.10A). To test whether sustained b-AR block influenced HCN 

function, propranolol-treated mice were administered the If blocker ivabradine (6 mg/kg) at 

ZT0 and ZT12. As was observed in control mice, block of If in propranolol-treated mice 

significantly decreased heart rate at ZT0 (~35% reduction from 412 ± 9 bpm to 268 ± 10 

bpm) and at ZT12 (~37% reduction from 504 ± 13 bpm to 317 ± 19 bpm), which abolished 

the day-night difference in heart rate (Fig.4.10A). Block of If by ivabradine had a substantial 

effect on heart rate at ZT12 in the control mice, but a significantly smaller effect at ZT0 in 

the control mice (Fig.4.10B) – this is consistent with a greater functional importance of If at 

ZT12, which in turn may explain the higher heart rate at ZT12. However, after sustained b-

AR block, the effect of ivabradine was not statistically different at ZT0 and ZT12 (Fig.4.10B); 

notably, the effect of ivabradine appeared to be increased at ZT0 and decreased at ZT12 

in propranolol-treated mice compared to controls, though these differences were not 

statistically significant.  

To further probe whether the loss of the day-night variation in intrinsic SAN pacemaking 

following sustained b-AR block (Fig.4.5) resulted due to functional changes in HCN channel 

remodelling, the HCN blocker 2 mM Cs+ was applied to the SAN isolated at ZT0 and ZT12 

from control and propranolol-treated mice. Confirming previous results in an independent 

set of experiments (Chapter 3), 2 mM Cs+ abolished the day-night difference in SAN 

pacemaking in control mice (Fig.4.11; P=0.023 for ZT0 baseline [415 ± 12 bpm] vs ZT12 

baseline [459 ± 11 bpm]; P>0.05 for ZT0 Cs+ [319 ± 14 bpm] vs ZT12 Cs+ [341 ± 10 bpm]; 

2-way ANOVA with Tukey’s multiple comparison test). In propranolol-treated mice, there 

was no significant difference between day-night intrinsic SAN rate (as reported in Fig.4.11). 

Application of 2 mM Cs+ resulted in a significant decrease in ZT0 intrinsic rate (Fig.4.11; 

from 413 ± 12 bpm to 308 ±15 bpm). However, the reduction in rate following 2 mM Cs+ 

application at ZT12 for propranolol-treated mice was not significant (Fig.4.11; 410 ± 13 to 

370 ± 24 bpm). Thus, the data indicated that following sustained b-AR block, the normal 

day-night response to HCN block was altered both in vivo and in the isolated SAN.  
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Figure 4.10: The day-night effect of ivabradine on heart rate following sustained b-AR block 

A, In vivo heart rate (HR) measured by ECG biotelemetry at zeitgeber (ZT) 0 and 12, at baseline 
and after intraperitoneal administration of 6 mg/kg ivabradine in control mice (n=4 at ZT0, n=3 at 
ZT12) and mice following sustained propranolol treatment (n=7 at ZT0, n=5 at ZT12). B, The rate-
lowering effect of ivabradine (change in HR between baseline and ivabradine treatment) in control 
animals (n=3 per time point) and propranolol-treated animals (n=5 per time point). Group 
differences tested by repeated-measures 2-way ANOVA with Šidák’s multiple comparison test. 
Values shown indicate P values (α=0.05). Individual data and mean ± SEM are shown.  
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Figure 4.11: Effect of HCN block on day-night intrinsic SAN rate following sustained b-AR 
block 

Extracellular potential recording of intrinsic sinoatrial node (SAN) rate in preparations isolated at 
zeitgeber (ZT) 0 and 12: measurements taken at baseline and following administration of 2 mM 
Cs+. Control animals: n=9 at baseline and n=9 for Cs+ at ZT0; n=10 at baseline and n=10 for Cs+ 
at ZT12. Propranolol-treated animals: n=6 at baseline and n=6 for Cs+ at ZT0; n=6 at baseline and 
n=6 for Cs+ at ZT12. Group differences tested by 2-way ANOVA with Šidak’s multiple comparison 
test. Values shown indicated P value (a=0.05). Individual data and mean ± SEM are shown. bpm 
= beats per min. 
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4.4 Discussion 

The diurnal rhythm in heart rate has previously been attributed to the activity of the 

autonomic nerves innervating the SAN bringing about acute changes in ionic conductance 

and Ca2+ cycling310,311. However, the results of Chapter 3 indicated that there is also an 

intrinsic component, comprising a diurnal rhythm in pacemaker ion channel gene 

expression mediating day-night changes in intrinsic heart rate. In this study, evidence was 

presented which shows that the sympathetic nervous system is involved, but in an 

unexpected, ‘non-canonical’ fashion. Sustained block of sympathetic nervous system 

signalling by administration of propranolol in the drinking water attenuated or abolished the 

diurnal expression of several pacemaking ion channel and Ca2+ cycling transcripts, intrinsic 

SAN pacemaking and the heart rate in vivo. This could not be attributed to disruption of the 

local circadian clock in the SAN, and it is proposed that rhythmic b-adrenergic input to the 

heart is necessary to orchestrate day-night rhythms in ion channel gene expression and 

intrinsic pacemaker function. The observed dysregulation of tissue-specific transcription 

factors following sustained b-AR block also provides a potential indirect mechanism by 

which this is mediated. 

 

4.4.1 Attenuation of diurnal rhythm in cardiac ion channels and intrinsic 
SAN rate 

The primary aim of this study was to investigate whether sustained b-AR block affected 

diurnal gene expression rhythms in the SAN, to provide evidence for b-adrenergic 

signalling-mediated transcriptional regulation of day-night variation of pacemaker function. 

A remarkable dysregulation in the normal diurnal remodelling of several ion channel classes 

(and Ca2+ cycling genes) known to contribute to the SAN action potential and coupled-clock 

mechanism was observed. In absence of disruption to the local cardiac clock, it is here 

proposed that the propranolol-induced loss of ion channel rhythmicity is likely attributable 

to block of SCN-mediated rhythmic b-adrenergic input to the heart. If functionally translated, 

the dysregulated rhythmicity of several of the observed ion channels could explain the 

abrogation of the day-night rhythm in intrinsic SAN pacemaking observed following 

sustained b-AR block.  

Centrally-mediated neuronal regulation of cardiac ion channel rhythmicity has been 

proposed previously by Tong et al.251,324 and Schroder et al.289. In line with Tong et al.’s 

study of sustained double autonomic block251, rhythmicity was lost or altered in Kcnd2, 

Kcna5 and Kcnk3 in the SAN, and Kcnd2 and Kcnk3 in the left ventricle. Therefore, 

providing evidence that the sympathetic branch of the autonomic nervous system is 

required to regulate the diurnal expression of these (and other) ion channels in the SAN 

and the left ventricle. Transcriptional regulation of Kcnd2 (and other ion channels showing 
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dysregulated rhythmicity the present study, e.g. Kcna5, Cacna1c, Kcna4 and Kcnd3)369–371 

by b-adrenergic signalling pathways has previously been described. Furthermore, in mice 

with cardiomyocyte-specific inactivation of CREB, isolated ventricular cardiomyocytes 

displayed a reduction in the peak amplitude of IK, INa and ICaL with a prolongation of the 

action potential duration377. Thus, there is an established link between downstream effectors 

of b-adrenergic signalling and cardiac ion channel transcription and function. Therefore, it 

is plausible that rhythmic SCN-mediated b-adrenergic input to the heart could directly 

regulate the rhythmic transcription of these various cardiac ion channels, resulting in 

functional daily remodelling. The cAMP/CREB pathway also plays a significant role in the 

SCN, where CREB is a key mediator in the resetting of the SCN in response to light 

exposure378. Based on the findings of this study and the available literature regarding 

CREB-mediated transcription of cardiac ion channels, there is a requirement to test whether 

this mechanism also acts in a diurnal manner to regulate normal rhythms in cardiac ion 

channels. In the mouse SAN at least, diurnal transcript expression of Creb1 has been 

observed by RNA-seq (Fig.S 4.4 data reproduced from Wang et al.358).  

 

4.4.2 Evidence for b-adrenergic regulation of functional Hcn remodelling 

Daily remodelling of HCN4 and If was previously characterised to contribute to day-night 

variation in SAN pacemaking (Chapter 3). In this study, the normal response to block of If 

was altered following sustained b-AR block: there was no day-night (ZT0 vs ZT12) 

difference in the heart rate-lowering effect of ivabradine which is observed in control mice. 

This was consistent with the hypothesis that the diurnal rhythm in heart rate involves a 

diurnal rhythm in Hcn4 (and possibly other Hcn transcripts), and the reduction in the diurnal 

rhythm in heart rate following sustained b-AR blockade may be in part due to of the loss of 

the normal diurnal rhythm in Hcn transcripts. To further probe this mechanism, the HCN 

blocker Cs+ was applied to the isolated SAN of control and propranolol-treated mice at ZT0 

and ZT12. Again, the normal response to HCN block in the isolated SAN was altered. The 

Hcn transcript levels did not appear to be significantly altered at ZT0 and ZT12 following 

sustained b-AR block. However, it was previously observed that Hcn4 transcript levels did 

not align exactly with protein or If density (Chapter 3), but notably displayed a common 

nadir at ZT6. To fully elucidate whether sustained b-AR block alters the normal diurnal 

remodelling of HCN channel expression and function, HCN channel protein expression and 

If current density measurements in propranolol-treated mice are required, with studies 

performed at an increased number of time points. Similarly, proteomic and 

electrophysiological studies are required to investigate the functional consequence of the 

altered diurnal remodelling of other SAN transcripts.  
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4.4.3 β-adrenergic signalling mediated regulation of cardiac transcription 
factors  

Several transcription factors known to regulate cardiac ion channels in the SAN (and left 

ventricle) displayed a loss or alteration of rhythmicity following sustained b-AR block, 

indicating a potential indirect mechanism whereby b-adrenergic signalling may influence 

rhythmic cardiac gene expression. Loss of 24 h oscillation was observed in the SAN specific 

transcription factor Shox2379; Tbx3 and Tbx18 which regulate the pacemaking phenotype 

and can promote ectopic Hcn4 expression133,380; and Mef2c which is a direct regulator of 

Hcn4146. Notably, these transcription factors showed similar gene expression patterns 

across time as many SAN ion channels: upregulation and loss of 24 h rhythmicity. b-

adrenergic regulation of MEF2 transcription factors at least is well-established381, and MEF2 

transcription factors are known to regulate many cardiac genes. Additionally, the 

transcription factor Klf15 displayed altered rhythmicity in both the SAN and the left ventricle 

following sustained b-AR block. In mouse heart, cardiomyocyte-specific knockout of Klf15 

has been reported to result in the loss of the diurnal rhythm of 75% of the normally rhythmic 

transcripts354. Therefore, it is possible that Klf15-mediated alteration of SAN and left 

ventricle transcripts may have occurred, e.g. Kcnd2 which has previously been shown to 

display altered rhythmicity in mice with cardiomyocyte-specific Klf15 deficiency322.  

 

4.4.4 The cardiac clock keeps ticking following sustained b-AR block 

Sustained b-AR block had little effect on peripheral circadian clock transcripts in the heart: 

most core clock genes showed consistent diurnal rhythms in the SAN and the left ventricle 

in control and propranolol-treated animals. However, b-adrenergic control of cardiac clock 

gene transcription – in particular Per isoforms – is well documented in vitro. Exposing adult 

rat cardiomyocytes to noradrenaline in culture can initiate rhythmic clock gene 

expression382. Similarly, cultured ventricular explants from neonatal PER2:LUC reporter 

mice show amplified PER2 rhythms after isoprenaline application383. In addition, a recent 

study has linked acute propranolol administration in the light-phase to a reduction in the 

dark-phase increase in cardiac Per1 in mice in vivo365. These studies suggest that SCN-

mediated rhythms in b-adrenergic signalling entrain the local cardiac clock. However, 

cardiac clock gene rhythmicity is maintained in Dbh-/- mice that are deficient in dopamine b-

hydroxylase, an enzyme required for catecholamine synthesis384. Furthermore, in studies 

of sustained double autonomic block in mice251, or sustained propranolol or atenolol 

treatment in rats385, rhythmicity in ventricular and atrial clock genes continues (albeit with 

suppression of amplitude of Bmal1385, Per2251, or Dbp251). Amplitude reduction in these 

genes was not observed in the current study in either the SAN or left ventricle; it is possible 

that discrepancies between studies may be due to differences in species, use of 

transgenics, treatment (drug, route, length), and assays used to measure genes. However, 
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there is a clear disconnect between in vitro and in vivo clock regulation by b-adrenergic 

signalling. It is likely that other systemic factors (e.g. glucocorticoid386 and 

mineralocorticoid387 signalling) are either more important or also contribute to entraining the 

cardiac clock in vivo.  

Some unexpected changes in SAN clock gene expression were observed following 

sustained b-AR block. Notably, several clock transcription factors displayed increased 

amplitude in the SAN, including those known to influence target gene rhythmicity by binding 

to D-boxes (Dbp, Tef, Hlf) or Rev Response Elements (ROREs; Nr1d1 and Nr1d2) on the 

genome. It is not clear what impact this would have on SAN ion channel expression as the 

current understanding of clock-controlled cardiac ion channels is based on direct E-box 

binding by CLOCK and BMAL1288,289,328, transcripts of which were unchanged in the SAN of 

propranolol-treated mice. Nevertheless, a contribution of this to altered ion channel 

rhythmicity cannot be ruled out.  

 

4.5.5 A cooperative mechanism between the central and local clock? 

The findings of this study must also be viewed in the context of previously described reports 

of clock-controlled regulation of ion channel gene expression rhythmicity. Several of the 

cardiac ion channels which lost 24 h oscillation following sustained b-AR block have also 

been reported to lose rhythmicity following clock disruption, or to be regulated by clock 

transcription factors: Hcn4323,328, Kcnh2288, Cacna1c325, Kcnj2323 and Kcnq1323. These 

seemingly conflicting findings may be explained by combinatorial regulation of gene 

transcription – gene transcription is controlled by several different transcription factors 

(binding at promoter or enhancer sites), with a specific combination needed for the gene to 

be transcribed121. For example, it is feasible that rhythmic transcription of Hcn4 (and other 

ion channels) requires both the local clock and a downstream effector of b-adrenergic 

signalling, which could explain why abrogation of either leads to the loss of the diurnal 

rhythm in transcript expression, and in turn intrinsic SAN pacemaking. A framework for 

cooperative regulation of diurnal gene expression has been proposed by Trott and Menet271, 

whereby tissue-specific transcription factors establish enhancers near target gene loci, 

allowing the recruitment of circadian clock and other ubiquitous transcription factors (e.g. 

CLOCK:BMAL1 or CREB) in a tissue-specific manner. Further work is required to confirm 

cardiac transcription factor rhythmicity at the protein level. Moreover, rhythmic transcription 

factor binding to putative target gene promoters or enhancers needs to be demonstrated, 

as well as the consequences of b-AR block on this.  
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4.4.6 The impact of propranolol treatment on activity and in vivo heart rate 

Analysis of telemetry data revealed reduced locomotor activity in propranolol-treated mice. 

Whilst day-time activity levels (when mice are less active) remained unchanged, there was 

a significant reduction in activity during the dark (wake) period. Similar observations have 

been made in mice376 and in rats administered various b-AR blockers during the dark 

period388. Witte et al. reported no effect of sustained propranolol dosing on activity rhythms 

in mice366; the differing results of these studies could be due to inherent behavioural 

differences between mouse strains, as C57BL/6J mice (used in this study) are known to 

display a much higher basal activity level and a distinct behaviour profile compared to other 

strains, including CD1 mice389 which were studied by Witte et al.366. It is also possible that 

this was a dose-related effect, as this study used a higher propranolol dose than Witte et 

al.366 (0.5 g/l vs 0.7 g/l in drinking water) in line with Fabritz et al367, who did not report any 

activity results in their study. An activity correction was applied to the data to account for 

the differences in activity levels between treatment groups, though this did not have a 

marked effect on the data and therefore was not used for subsequent analysis.  

Although some of the day-night measures of heart rate remained significantly different 

between control and propranolol-treated mice, it was recognised that the overall patterning 

of the heart rate appeared to be different. Notably, a steady increase in heart rate was 

observed during the day-time in propranolol-treated mice, whilst heart rate was relatively 

stable during this period in control mice. Probing this further, it was shown that the 

magnitude of the ZT6 vs ZT12 heart rate difference was significantly reduced in the 

propranolol-treated mice compared to control mice. To further investigate in vivo heart rate 

patterning differences, a fast Fourier transform was applied to the data. This method was 

selected instead of the commonly applied Cosinor analysis method due to the irregular 

patterning of the in vivo heart rate of propranolol-treated mice compared to control mice. 

For example, there appeared to be alterations not only to the day-time pattern, but also to 

the ‘peaks’ and ‘troughs’ present during the dark period. The fitting of a 24 h cosine function 

to this data was considered unlikely to enable appreciation of these differences. 

Interestingly, there are varying reports in the literature regarding the pattern of ECG 

telemetry-recorded heart rate in mice. For example, here and in Chapter 3 the telemetry-

recorded heart rate displayed the same pattern – peaking at lights off (ZT12) with a mid-

dark period drop and then an increase prior to lights on. This has previously been reported 

in the mice on the C57BL/6J background strain as used in this study296,328. However, in the 

same strain of mice and other strains, the data has been reported to display a more 

sinusoidal pattern328,366. The reasons for this are not clear but may reflect differences in 

housing, resolution (frequency) of recording and methods of data analysis. In this study, a 

high-resolution 2 kHz frequency was used to record ECG data, and the heart rate data were 
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minute-averaged, then hour-averaged. In other studies, shorter ECG segments selected at 

each hour have been analysed. 

Using the fast Fourier transform analysis, it was shown that the main frequency component 

was 1/24 h in both control and propranolol-treated animals, indicating that the diurnal rhythm 

in heart rate persisted. However, the amplitude of 1/24 h component was reduced. Others 

have previously shown a reduction in the amplitude of heart rate following propranolol 

treatment, with a persistence of the diurnal rhythm366. Persistence of diurnal heart rate 

rhythms have also been demonstrated in mice deficient in cardiac b1- and b2-ARs317,318, and 

in Dbh-/- mice384. Therefore, it appears that in the absence of intrinsic day-night variation in 

SAN ion channels and intrinsic SAN rate, the in vivo heart rate rhythm is suppressed but 

does persist. It is not clear whether this rhythmicity may result from maintained 

parasympathetic tone imparting a negative chronotropic effect. However, complete 

abolishment of the diurnal rhythm in heart rate after sustained double autonomic block was 

reported by Tong et al.251. Notably, their study only reported 4 time points of heart rate 

measurements and the route of propranolol (and atropine) administration was 

intraperitoneal injection (compared to oral consumption in the drinking water in this study). 

A day-night difference in drinking behaviour has been reported in mice previously, with mice 

reported to drink more during the late dark-period (ZT21) compared to during the day390. 

Therefore, an effect on in vivo heart rate rhythmicity mediated by time-of-day dependent 

consumption should not be ruled out. However, propranolol is reported to have a half-life of 

3-6 h in mice374, and mice are reported to consume water even during the light-period390, so 

the effect of propranolol would be expected to persist over the 24 h cycle in this study. In 

future studies, it is suggested that a drug delivery strategy which enables controlled, 

prolonged delivery (e.g. the use of an osmotic mini-pump) should be used in conjunction 

with mass spectrometry to assess plasma levels of propranolol in control and treated mice 

across the diurnal cycle. 

 

4.4.7 Study limitations and considerations for future work 

Left ventricular transcription factors, ion channels and Ca2+ handling genes were measured 

in this study to provide a comparison to available data in the literature251,324, and to the data 

generated from SAN biopsies. This data revealed novel insights into how ventricular ion 

channels are transcriptionally mediated on a diurnal basis, and provides scope for much 

further investigation of how b-adrenergic signalling mediates time-of-day dependent 

rhythms in ventricular excitability. Notably, in this study significant 24 h rhythmicity was not 

detected in some ion channels which have previously been reported to display a diurnal 

rhythm (e.g. Scn5a289 and Kcnip2251,322). As discussed in Section 3.4.2, there are variable 

reports in the literature regarding ion channel rhythmicity. It is also possible that the specific 

sampling of the left ventricle free wall compared to ‘heart’ or ‘ventricle’ used in other studies 
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could account for some differences, since – as observed in this study – rhythmic ion channel 

expression is likely to vary between regions of the heart. Within the scope of this study, it 

was not possible to extend analysis of telemetry-recorded ECG variables to parameters 

relevant to ventricular function (e.g. QRS interval, or QTc interval), or to assess the effect 

of sustained b-AR block on the day-night susceptibility of ventricular arrhythmias (previously 

shown to be increased at ZT12 vs ZT0296). Future work in this line is warranted, particularly 

in the context of the observation of a marked phase-shift Kcnd2, as rhythmic gene 

expression of this ion channel subunit has been reported to translate to functional day-night 

variation in the density of Ito321. Thus, these data can be used to direct future studies to 

understand of the regulation of cardiac ion channel rhythmicity outside of the SAN.  

In this study, the non-selective b-AR blocker propranolol was used to block sympathetic 

input to the heart. Many studies employ b1-AR selective blockers (e.g. metoprolol) to study 

block of cardiac sympathetic NS receptors, given that the b1-AR is the most abundant 

isoform in the heart103. However, the b2:b1 ratio is increased in the SAN compared to the 

working myocardium, indicating the potential importance of b2-ARs in the positive 

chronotropic response to b-adrenergic stimulation103. Further, signalling via both b1- and b1-

ARs is known to impact downstream gene transcription391. Propranolol is known to block b-

ARs outside of the heart, and the implications of this were not assessed in this study. 

Further, it is known that propranolol (due to its lipophilicity) can readily cross the blood-brain 

barrier and exert effects on the central nervous system392, which can result in 

neuropsychiatric effects including fatigue and sleep disorders in humans393, and memory 

impairment in mice394. It is not clear whether central nervous system effects manifested in 

the mice used in this study. Though hydrophilic b1-AR selective antagonists (e.g. atenolol) 

are termed ‘cardio-selective’, their effects on the central nervous system have also been 

described392. Interestingly, a study in Wistar rats dosed with 30 mg/kg/day propranolol or 

atenolol showed negligible effects of these drugs on the expression of SCN circadian clock 

genes, suggesting that the central clock is unaffected by b-AR blockers385. 

 

4.5 Conclusions 

The data presented in this chapter defines an important but non-canonical role for the 

sympathetic nervous system in the diurnal rhythm in intrinsic heart rate. Surprisingly, this 

does not involve the short-term regulation of pacemaker ion channels but instead involves 

the regulation of rhythmic SAN ion channel and Ca2+ cycling gene expression. Abrogation 

of daily rhythms in SAN ion channels and Ca2+ cycling genes following sustained b-AR block 

was concomitant to perturbation of the normal day-night rhythm in intrinsic SAN 

pacemaking, and the data presented suggest that Hcn4 expression and function may be 

involved in this mechanism. These findings highlight the requirement to assess the relative 
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contributions of (i) the local cardiac clock, and (ii) sympathetic nervous system signalling to 

the regulation of diurnal pacemaker ion channel transcription and function.  The existing 

framework for direct b-adrenergic signalling-mediated regulation of cardiac ion channel 

transcription, and novel findings of altered rhythmicity in SAN transcription factors provides 

a basis for future interrogation of the factors mediating the long-range, diurnal rhythmicity 

of SAN gene expression.  
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4.6 Supplemental results 
 

  

Figure S 4.1: Clock gene expression in the left ventricle is unaltered by sustained b-AR block 

Clock gene and clock-controlled transcription factors measured at zeitgeber time (ZT) 0, 6, 12 and 
18 in the left ventricle of control (n=5 per group) and propranolol-treated (n=5 per group) animals 
using custom-designed TaqMan qPCR array cards. Gene expression was normalised to a 
combination of the housekeeping genes Ipo8 and Hmbs using the DCt method. 24 h rhythmicity in 
expression was determined by JTK_Cycle (rhythmic = adjusted P<0.05), with curve fit lines indicating 
significant 24 h oscillation. Data are displayed normalised to control ZT0 mean, and ZT0 is replotted 
as ZT24 as a visual aid only. Data are mean ± SEM. 
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Figure S 4.2: Additional SAN ion channels which displayed altered rhythmicity following 
sustained b-AR block 

Ion channels and Ca2+ cycling genes measured at zeitgeber time (ZT) 0, 6, 12 and 18 in the SAN 
of control (n=4/5/5/5 per group) and propranolol-treated (n=5 per group) animals using custom-
designed TaqMan qPCR array cards. Gene expression was normalised to a combination of the 
housekeeping genes Ipo8 and Hmbs using the DCt method. 24 h rhythmicity in expression was 
determined by JTK_Cycle (rhythmic = adjusted P<0.05), with curve fit lines indicating significant 
24 h oscillation. Data are displayed normalised to control ZT0 mean, and ZT0 is replotted as 
ZT24 as a visual aid only. Data are mean ± SEM. 
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Figure S 4.3: Left ventricular genes displayed altered rhythmicity following sustained b-AR block 

Ion channels and Ca2+ cycling genes measured at zeitgeber time (ZT) 0, 6, 12 and 18 in the left ventricle 
of control (n=5 per group) and propranolol-treated (n=5 per group) animals using custom-designed 
TaqMan qPCR array cards. Gene expression was normalised to a combination of the housekeeping 
genes Ipo8 and Hmbs using the DCt method. 24 h rhythmicity in expression was determined by 
JTK_Cycle (rhythmic = adjusted P<0.05), with curve fit lines indicating significant 24 h oscillation. Data 
are displayed normalised to control ZT0 mean, and ZT0 is replotted as ZT24 as a visual aid only. Data 
are mean ± SEM. 
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Figure S 4.4: Diurnal rhythm of Creb1 (cAMP response element binding protein 1) in the SAN 

Mean (± SEM) transcript abundance shown (n = 3 per time point) at 6 time points over 24 h cycle in 
the mouse SAN measured by RNA sequencing (24 h data repeat of 0 h data); the data have been 
fitted with a cosine function by a Least Squares fitting method and the R2 value is given; the adjusted 
P value from JTK_Cycle for significance of a 24 h rhythm is also given. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

0 6 12 18 24
0

200

400

600

800

ZT(h)
Tr

an
sc

rip
t a

bu
nd

an
ce

Creb1

R2=0.69
P=0.00027



 136 

Chapter 5 Day-night variation in cardiomyocyte 
chromatin accessibility  
5.1 Introduction 

Diurnal rhythms in mammalian gene expression display marked divergence across different 

organs, reflecting the functional requirements of each tissue. In mouse, it is estimated that 

~43% of protein coding genes display 24 h oscillations. However, at the individual tissue 

level, only 3-16% of genes are rhythmic, and there is very little overlap in oscillating genes 

between different tissues256. Where overlap is present, different phase of rhythmic gene 

expression is apparent256. Thus, indicating that factors other than local circadian clock 

genes are responsible for setting tissue-specific gene expression rhythms.  

In both the SAN and working myocardium, transcripts for key ion channels and other 

proteins which underlie the spontaneous diastolic depolarisation and ventricular cardiac 

excitability display diurnal rhythmicity (Chapters 3 & 4)288,289,296,323,328. Several of these 

genes have previously been shown to be under direct clock regulation by BMAL1 and/or 

CLOCK  (e.g. Hcn4, Kcnh2 and Scn5a288,289,328), or to be impacted by disruption of the 

cardiac clock (e.g. Hcn4, Kcnh2, Kcnj2, Kcnq1, Kcnip2, Scn5a, Cacna1c, Scn4b, Gja1 and 

Gjc1288,289,296,323,328). However, it is not yet clear what other factors are involved in regulating 

their rhythmic expression, and in mice with cardiomyocyte-specific Bmal1 deficiency, the 

diurnal rhythm in heart rate persists289,309. In Chapter 4, evidence was provided for a non-

canonical role of the sympathetic nervous system in regulating cardiac ion channel 

expression: sustained b-AR block perturbed rhythms in ion channel expression without an 

impact on the local cardiac clock. Moreover, SAN and cardiac-specific transcription factors 

known to regulate ion channel expression were also impacted by sustained b-AR block. 

Thus, providing a potential framework via which sympathetic signalling (and potentially 

other systemic inputs to the heart) may regulate diurnal ion channel remodelling and 

electrical excitability in the heart. Interestingly, Ray et al.395 have described a mechanism 

by which expressional rhythms in peripheral organs persist in global Bmal1 deficient mice: 

synchronisation of explanted tissues or cells with the glucocorticoid dexamethasone is 

sufficient to drive and sustain rhythmic gene expression in the liver and in fibroblasts. The 

authors proposed that ETS transcription factors were involved in mediating this395.  

It is now well-recognised that cooperative action of transcription factors is required to 

mediate gene expression at a tissue-specific level. Given the marked divergence of diurnal 

gene expression rhythms across tissues256, the contributions of circadian clock, tissue-

specific, and/or systemic inputs is likely to be required to mediate gene expression rhythms 

in a given tissue. To date, there have been no studies which have systematically explored 

the transcriptional regulation of rhythmic cardiac gene expression, either in the SAN or in 
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the working myocardium. To determine which transcription factors may be involved in 

regulating diurnal cardiac gene expression rhythms, unbiased global approaches are 

required to first determine (i) the DNA regulatory regions of interest, and (ii) the putative 

transcription factors which bind to these regions to regulate gene expression. The 

accessibility of promoters, enhancers and other cis-regulatory elements to the basal 

transcriptional machinery and other transcription factors is mediated by chromatin 

dynamics, with transcription factors requiring chromatin to be accessible to bind and elicit 

their effects on gene transcription122. In the context of rhythmic gene transcription, the 

identification of chromatin regions which show time-of-day dependent accessibility can 

provide information on the temporal activity of these DNA regulatory elements, i.e. the time 

at which they are most active and gene transcription is potentially influenced by transcription 

factor binding.  

There are several established methods available to study chromatin accessibility, which rely 

on enzymes which preferentially bind and cut genomic DNA in accessible chromatin 

regions. For example, DNase-seq has been applied to the liver, identifying DNase I 

hypersensitive sites (accessible chromatin regions) at promoter and enhancer regions 

which vary across the 24 h cycle and align with the phasing of gene expression rhythms396. 

In the liver, transcription factor motif analysis identified enrichment of motifs for BMAL1, 

CREB and glucocorticoid receptors in chromatin regions which showed diurnal rhythms in 

accessibility396. Thus, studying differential chromatin accessibility can provide large-scale, 

unbiased hypothesis-generating data to direct future investigation of transcriptional 

regulation. Studying daily variation in chromatin accessibility in the heart provides a starting 

point to identify factors regulating diurnal rhythms in cardiac gene expression and 

excitability. Diurnal changes in chromatin accessibility and recruitment of transcription 

factors has not been systematically addressed in the heart.  

The Assay for Transposase-Accessible chromatin with high-throughput sequencing (ATAC-

seq) is a powerful tool to investigate genome-wide chromatin accessibility, which does not 

require prior knowledge of regulatory elements. This method utilises the hyperactive Tn5 

transposase enzyme, which randomly fragments DNA in accessible chromatin regions and 

inserts transposons (sequencing adapters) at fragment ends. Fragments are amplified by 

PCR to create libraries and sequenced, with accessible chromatin regions identified as 

areas which show fragment read counts above a specified background threshold. Statistical 

comparisons can then be made between groups (e.g. time points) to identify regions which 

show differential chromatin accessibility. Due to the low input requirements of ATAC-seq 

(500 - 50,000 nuclei), this method is particularly suitable for small tissue samples (e.g. 

mouse SAN), and has been adopted by researchers studying SAN development to identify 

SAN-specific enhancers in neonatal tissue143. However, to date no study has used ATAC-

seq in adult mouse SAN tissue.  
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In this study, experiments were performed to identify which transcription factors were 

directly involved in SAN excitability rhythms. Towards this an ATAC-seq pipeline followed 

by bioinformatics analysis of transcription factor motifs was developed for SAN nuclei to 

study transcription factor motifs in regions of chromatin that displayed differential 

accessibility over the day-night cycle. Within the timeframe of this thesis, this was not fully 

achieved due to technical limitations in ATAC-seq library preparation from mouse SAN 

myocytes. However, parallel experiments were performed in cardiomyocyte nuclei derived 

from mouse left ventricle samples, identifying for the first time, day-night differentially 

accessible chromatin regions mapping to promoter and non-promoter regions associated 

with rhythmic cardiac genes involved in cardiac excitability and contractile function. 

Furthermore, the glucocorticoid receptor (GR) was identified as a potential direct 

transcriptional regulator of diurnal rhythms in ventricular cardiomyocytes. 

 

Specific Aims: 

1. To develop a method for isolation of cardiomyocyte nuclei from adult mouse SAN 

by modifying published protocols applied to mouse ventricular samples 

2. To profile day-night chromatin accessibility in the SAN and left ventricle using ATAC-

seq 

3. To investigate day-night variation in cardiomyocyte chromatin accessibility and the 

gene ontology of the associated genes 

4. To identify transcription factor motifs enriched in day-night differentially accessible 

chromatin regions 

5. To explore the overlap between day-night differentially accessible chromatin regions 

and glucocorticoid receptor binding sites using publicly available ChIP-seq data   

 

5.2 Materials and methods 
5.2.1 General materials and methods 

SAN tissue biopsies were obtained from adult male C57BL/6J mice (aged 9-10 weeks) as 

detailed in Section 2.4, and left ventricular biopsies were collected from the free wall of the 

left ventricle spanning the base to the apex of the heart. Tissue was collected at specified 

time points across the 24 h cycle: zeitgeber time (ZT) 0 as the start of the light period and 

ZT12 as the start of the dark period. 

 

5.2.2 Nuclei isolation  

Five pooled SAN samples were minced in a petri dish on dry ice using a sterile blade, 

ensuring freeze-thaw did not occur. Subsequently, 1 ml ice cold lysis buffer (containing 0.32 

M sucrose, 5 mM CaCl2, 3 mM MgAc, 2 mM EDTA pH 8, 0.5 mM EGTA, 10 mM Tris-HCl 
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pH 8, 1 mM DTT, 1´ protease inhibitor cocktail, 80 U/ml Rnasin Plus) containing 0.4% Triton 

X-100 was added, and the tissue and buffer were transferred to a 1 ml dounce homogeniser 

(Active Motif, #40401) on ice. To further break up the tissue and release nuclei, 10 ´ strokes 

using the loose pestle were performed followed by a 10 min incubation, then 2-3 ´ strokes 

with the tight pestle to form a homogenous solution. To eliminate cellular debris, the 

suspension was passed through a 100 µM pluriStrainer and a 40 µM FlowMi filter. Nuclei 

isolation from the left ventricle followed a similar protocol with some adaptations. Three 

pooled left ventricle samples were added directly to 1 ml cold lysis buffer (containing 0.2% 

Triton X-100) and quickly minced into small pieces using microdissection scissors in a petri 

dish on ice. In a 1 ml dounce homogeniser, 18 ´ loose strokes were immediately followed 

by 3-4 ´ tight strokes. To eliminate very large debris from the bulkier left ventricle tissue, 

the suspension was passed over 2 layers of sterile cotton gauze prior to filtration with a 100 

µM pluriStrainer (pluriSelect) and a 40 µM Flowmi filter (Sigma). Filtered suspensions were 

centrifuged at 1000 ́  g for 8 min at 4°C to pellet the nuclei. The nuclei pellet was suspended 

in 200 µl ATAC resuspension buffer with tween (ATAC-RSB+Tween; 10 mM Tris-HCl pH 

7.4, 10 mM NaCl, 3 mM MgCl2, 0.1% Tween-20) and a 5 µl aliquot added in a 1:1 ratio with 

trypan blue for counting using a manual haemocytometer and light microscope. 

 

5.2.3 Pericentriolar material 1 (PCM1) antibody labelling 

PCM1 is a centrosome protein which is present on the nuclear surface of terminally 

differentiated myocytes397. In the heart, antibody labelling for PCM1+ nuclei has been used 

to select cardiomyocyte nuclei using downstream fluorescence-activated nuclei sorting or 

magnetic bead immunoprecipitation398,399. To select for cardiomyocyte nuclei only, nuclei 

suspensions were pelleted (1000 ´ g for 8 min at 4°C) in ATAC-RSB-Tween and then 

resuspended in 500 µl staining buffer (phosphate-buffered saline (PBS) + 2.5% bovine 

serum albumin) containing rabbit anti-PCM1 primary antibody (1:400, Atlas Antibodies 

#HPA023374). Tubes were agitated on a rocker at 4°C for 1h. Nuclei were pelleted (1000 

´ g for 8 min at 4°C) again prior to resuspension in staining buffer containing goat anti-rabbit 

Cy5 secondary antibody (1:1000, Abcam #ab97077) and DAPI (1:10,000). Tubes were 

agitated on a rocker at 4°C for 1h. Subsequently, nuclei were pelleted again and 

resuspended in ATAC-RSB-Tween for imaging flow cytometry or fluorescence-activated 

nuclei sorting. 

 

5.2.4 Imaging flow cytometry and fluorescence-activated nuclei sorting 

During protocol optimisation, PCM1+ nuclei were visualised using an ImageStreamX Mk-II 

system (Amnis), which combines fluorescence microscopy with flow cytometry. DAPI signal 

was detected with a 375 nm ultraviolet laser excitation and emission was collected with a 
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457/45 nm bandpass filter. The Cy5 signal was detected with a 642 nm laser excitation and 

emission was collected with a 702/85 nm emission filter set. The ImageStream Data 

Analysis and Exploration Software (Amnis) was used to visualise stained nuclei.   

Sorting of single nuclei was performed on a BD Influx Cell Sorter (BD Biosciences) by Dr. 

Gareth Howell (Flow Cytometry Core Facility at the University of Manchester) using a 

100 µm diameter nozzle and 20 PSI. System alignment and drop delay settings were 

established using Cytometry Set Up and Tracking (CS&T) beads (BD Biosciences) and 

AccuDrop beads (BD Biosciences) respectively prior to the sort. Nuclear fraction samples 

were stained with DAPI and Cy5 before running on the cell sorter. DAPI signal was detected 

with a 355 nm ultraviolet laser excitation and emission was collected with a 450/50 nm 

bandpass filter. Cy5 labelled antibody was excited with a 640nm red laser and emitted signal 

was collected with a 670/30 nm emission filter set. Nuclei concentration was adjusted to run 

samples at 5,000 events per second and sorted nuclei were collected into individual 1.5 ml 

polypropylene tubes containing ATAC-RSB-Tween. Sort gates were established using an 

DAPI stained control of isolated left ventricular nuclei. 

 

5.2.5 ATAC-seq library preparation and sequencing  
5.2.5.1 Transposition and DNA clean up 

Two independent biological replicates per time point and tissue were generated for library 

construction using the Omni-ATAC-Seq protocol400. 50,000 nuclei were pelleted by 

centrifugation at 1000 ´ g for 8 min at 4°C in ATAC-RSB-Tween. The supernatant was 

discarded ensuring not to disturb the pellet. Tn5 transposition mixtures were prepared using 

the Illumina Tagment DNA TDE1 Enzyme and Buffer kit (#20034197) to a final volume of 

50 µl containing 25 µl 2´ TD buffer, 2.5 µl TDE1 transposase, 16.5 µl PBS, 0.5 µl 0.5% 

digitonin, 0.5 µl 10% Tween-20 and 5 µl nuclease-free H2O. The transposition mixture was 

added to the nuclei pellet, pipetting up and down 10 ´ to mix. Reactions were incubated at 

37°C for 30 min at 1000 rpm in an Eppendorf Thermomixer. Following transposition, DNA 

was cleaned using the Zymo DNA Clean and Concentrator-5 kit (#D4014), eluting the 

purified DNA fragments in a final volume of 20 µl.  

 

5.2.5.2 Library fragment amplification and size selection 

Following the transposase reaction, the DNA fragments were PCR amplified with unique 

dual indexing primers (Table 5.1; Integrated DNA Technologies) to produce libraries for 

sequencing. Library pre-amplification was performed in reactions containing 20 µl DNA, 25 

µl NEBNext High-Fidelity 2 ´ PCR master mix (New England BioLabs, #M0541S) and 6.25 

µl of primer mix. Thermal cycling was performed at 72°C for 5 min, 98°C for 30 sec, then 5 
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cycles of 98°C for 10 sec, 63°C for 30 sec and 72°C for 1 min. Over-amplification of libraries 

can reduce library complexity by increasing the number of duplicate reads which would 

need to be removed for downstream analysis, and preferentially amplifying short DNA 

fragments. qPCR was used to determine the number of additional amplification cycles 

required for each sample in 15 µl reactions: 5 µl pre-amplified mixture, 5 µl NEBNext High-

Fidelity 2 ´ PCR master mix, 1.25 µl primer mix, 0.24 µl 25´ SYBR Green I (Invitrogen, 

#S7563) and 3.51 µl nuclease-free H2O. Thermal cycling was performed on a QuantStudio 

7 Flex Real-Time PCR System (Applied Biosystems): 98°C for 30 sec. then 20 cycles of 

98°C for 10 sec, 63°C for 30 sec and 72°C for 1 min. Data were collected using QuantStudio 

Software V1.3 (Applied Biosystems). Relative fluorescence (Rn) values were exported and 

analysed in Microsoft Excel to determine additional PCR cycles, by determining the number 

of cycles required for the amplification to reach the exponential phase (1/3 of the maximum-

minimum Rn)401. Additional PCR amplification cycles were performed in a thermal cycler. 

Following library amplification, a double-sided fragment size selection was performed using 

Ampure XP beads (Beckman Coulter, #A63880) using a final 1.8´ bead buffer:sample ratio 

to remove primer dimers and fragments >1,000 bp. Library fragment size distribution was 

assessed by Agilent TapeStation 2200 using Agilent D1000 ScreenTape (#5067-5582) and 

reagents (#5067-5583). 

Table 5.1: Unique dual index primers used for ATAC-seq library preparation 
Lane* Sample Primer names Primer sequences (indexes in red) 

1 SAN_ZT0_1 IDT8_UDI_1_1 AAT GAT ACG GCG ACC ACC GAG ATC TAC 

ACA TAT GCG CTC GTC GGC AGC GT*C 

 SAN_ZT0_1 IDT8_UDI_1_2 CAA GCA GAA GAC GGC ATA CGA GAT ACG 

ATC AGG TCT CGT GGG CTC G*G 

SAN_ZT6_1 IDT8_UDI_2_1 AAT GAT ACG GCG ACC ACC GAG ATC TAC 
ACT GGT ACA GTC GTC GGC AGC GT*C 

 SAN_ZT6_1 IDT8_UDI_2_2 CAA GCA GAA GAC GGC ATA CGA GAT TCG 

AGA GTG TCT CGT GGG CTC G*G 

SAN_ZT12_1 IDT8_UDI_3_1 AAT GAT ACG GCG ACC ACC GAG ATC TAC 

ACA ACC GTT CTC GTC GGC AGC GT*C 

1 SAN_ZT12_1 IDT8_UDI_3_2 CAA GCA GAA GAC GGC ATA CGA GAT CTA 

GCT CAG TCT CGT GGG CTC G*G 

SAN_ZT18_1 IDT8_UDI_4_1 AAT GAT ACG GCG ACC ACC GAG ATC TAC 
ACT AAC CGG TTC GTC GGC AGC GT*C 

 SAN_ZT18_1 IDT8_UDI_4_2 CAA GCA GAA GAC GGC ATA CGA GAT ATC 

GTC TCG TCT CGT GGG CTC G*G 

LV_ZT0_1 IDT8_UDI_5_1 AAT GAT ACG GCG ACC ACC GAG ATC TAC 

ACG AAC ATC GTC GTC GGC AGC GT*C 
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Lane* Sample Primer names Primer sequences (barcode in red) 

1  LV_ZT0_1 IDT8_UDI_5_2 CAA GCA GAA GAC GGC ATA CGA GAT TCG 

ACA AGG TCT CGT GGG CTC G*G 

LV_ZT12_1 IDT8_UDI_6_1 AAT GAT ACG GCG ACC ACC GAG ATC TAC 
ACC CTT GTA GTC GTC GGC AGC GT*C 

 LV_ZT12_1 IDT8_UDI_6_2 CAA GCA GAA GAC GGC ATA CGA GAT CCT 

TGG AAG TCT CGT GGG CTC G*G 

2 SAN_ZT0_2 IDT8_UDI_7_1 AAT GAT ACG GCG ACC ACC GAG ATC TAC 

ACT CAG GCT TTC GTC GGC AGC GT*C 

 SAN_ZT0_2 IDT8_UDI_7_2 CAA GCA GAA GAC GGC ATA CGA GAT ATC 

ATG CGG TCT CGT GGG CTC G*G 

SAN_ZT6_2 IDT8_UDI_8_1 AAT GAT ACG GCG ACC ACC GAG ATC TAC 

ACG TTC TCG TTC GTC GGC AGC GT*C 

 SAN_ZT6_2 IDT8_UDI_8_2 CAA GCA GAA GAC GGC ATA CGA GAT TGT 

TCC GTG TCT CGT GGG CTC G*G 

SAN_ZT12_2 IDT8_UDI_9_1 AAT GAT ACG GCG ACC ACC GAG ATC TAC 
ACA GAA CGA GTC GTC GGC AGC GT*C 

 SAN_ZT12_2 IDT8_UDI_9_2 CAA GCA GAA GAC GGC ATA CGA GAT ATT 

AGC CGG TCT CGT GGG CTC G*G 

SAN_ZT18_2 IDT8_UDI_10_1 AAT GAT ACG GCG ACC ACC GAG ATC TAC 

ACT GCT TCC ATC GTC GGC AGC GT*C 

 SAN_ZT18_2 IDT8_UDI_10_2 CAA GCA GAA GAC GGC ATA CGA GAT CGA 

TCG ATG TCT CGT GGG CTC G*G 

LV_ZT0_2 IDT8_UDI_11_1 AAT GAT ACG GCG ACC ACC GAG ATC TAC 

ACC TTC GAC TTC GTC GGC AGC GT*C 

 LV_ZT0_2 IDT8_UDI_11_2 CAA GCA GAA GAC GGC ATA CGA GAT GAT 

CTT GCG TCT CGT GGG CTC G*G 

LV_ZT12_2 IDT8_UDI_12_1 AAT GAT ACG GCG ACC ACC GAG ATC TAC 

ACC ACC TGT TTC GTC GGC AGC GT*C 

 LV_ZT12_2 IDT8_UDI_12_2 CAA GCA GAA GAC GGC ATA CGA GAT AGG 

ATA GCG TCT CGT GGG CTC G*G 

*Biological duplicates were run on independent lanes of the HiSeq 4000 for high-throughput 
sequencing.  
 

5.2.6 Bioinformatic analysis of ATAC-seq data 
5.2.6.1 Sequencing, quality control and data processing 

All ATAC-seq libraries were 75 bp paired-end sequenced on an Illumina HiSeq 4000 

System. Ian Donaldson (Experimental Officer at the Core Genomics Facility at the 

University of Manchester) performed data quality control checks and ran a bioinformatic 

pipeline for the analysis of ATAC-seq data. Unmapped reads were checked using a quality 

control pipeline consisting of FastQC v0.11.3 
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(http://www.bioinformatics.babraham.ac.uk/projects/fastqc/) and FastQ Screen v0.14.0 

(https://www.bioinformatics.babraham.ac.uk/projects/fastq_screen/).  

Reads were trimmed to remove adapters and low quality bases using Trimmomatic v0.39 
402; reads were truncated at a sliding 4 bp window, starting 5’, with a mean quality <Q20, 

and removed if the final length was less than 35 bp. Additional flags included: 

‘SLIDINGWINDOW:4:20 MINLEN:35. Paired-end reads were mapped to the mouse 

genome (UCSC mm10) using Bowtie2 v2.4.1 403 using additional parameters (‘-X 2000 –

very-sensitive). Samtools v1.9 404 was used to create (view) and sort (sort) BAM files from 

the SAM files output from Bowtie2. Picard v2.1.0 MarkDuplicates was used to remove 

duplicate reads on the same strand. Reads located in blacklist regions 

(https://github.com/Boyle-Lab/Blacklist/raw/master/lists/mm10-blacklist.v2.bed.gz) were 

removed using bedtools intersect v2.27.1. Subsequently, reads were filtered to retain only 

concordant read pairs with a minimum quality score of 30, using samtools view (-f2 -q30). 

Prior to peak calling, read pairs were removed that mapped to the mitochondrial genome or 

unassembled contigs, using the Linus bash tool ‘sed’ (sed 

'/chrM/d;/random/d;/chrUn/d'). The Linux bash tool 'awk' was used to only extract read pairs 

mapping to the mitochondrial genome for quality control (awk '/chrM/ {print}'). 

Fragment length distribution plots were generated from individual BAM files using 

ATACgraph405. Histogram data was used to determine the proportion of library fragments 

from nucleosome-free regions (<100 bp) and nucleosome bound regions (>100 bp). Plots 

of nucleosome-free fragments around the transcription start site (TSS) were generated by 

deepTools v3.5.1 406 in Galaxy, using computeMatrix and plotProfile. BAM files filtered for 

<100 bp fragments only, and the genomic coordinates of all mouse genes (UCSC mm10) 

were used as the input, and fragments were centred around the TSS.  

 

5.2.6.2 Identification of accessible chromatin 

Accessible chromatin peaks were identified using MACS2 v2.2.7.1 407  by Ian Donaldson, 

using additional parameters (--format BAMPE –gsize hs --keep-dup all –qvalue 0.01 --

nolambda --bdg ms --SPMR --call-summits). MACS2 was designed for ChIP-seq analysis 

but is widely used for ATAC-seq peak calling in the absence of specific software for ATAC-

seq peak calling408. DNA fragment coverage profiles generated by MACS2 were converted 

into bigwig and bigBed format using the UCSC tools bedClip, bedGraphToBigWig and 

bedToBigBed. BED files containing the genomic intervals of peaks were intersected using 

bedtools intersect to identify a set of consensus regions which were accessible in at least 

one sample from each group.  
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5.2.6.3 Annotation of accessible chromatin to genomic regions 

ChIPseeker v1.18.0 409 in Galaxy was used to annotate the accessible reigons to genomic 

features using, specifying the promoter region as -2000 bp (upstream) / +500 bp 

(downstream) from the TSS. These parameters are commonly used in annotating mouse 

genomic regions, though the promoter location may vary between genes. The gene 

annotation for Gencode vM22 (knownCanonical) was downloaded from the UCSC table 

browser.  

 

5.2.6.4 Differential accessibility analysis 

Differential accessibility analysis was performed by Ian Donaldson using DiffBind v.3.4.0410 

in R v4.1.2 to find accessible peaks which showed significant quantitative differences 

between ZT0 and ZT12. The ‘peak’ input consisted of 200 bp coordinates in BED format, 

centred upon the summits output by MACS2 (chr, start, end, q-value). The ‘read’ input were 

the final filtered BAM files used in the MACS2 peak calling. A standard workflow was used 

guided by the R vignette 

(https://bioconductor.org/packages/release/bioc/vignettes/DiffBind/inst/doc/DiffBind.pdf). 

The dba.count parameters were set to ‘minOverlap=2, summits=FALSE’ to allow 

overlapping regions to be added to each other for differential accessibility analysis, thus 

output ‘peaks’ were longer than 200 bp. A false discovery rate (FDR) cut-off of <0.05 was 

applied. Principal component analysis plots and heatmaps to show similarities between 

samples were generated as an output of DiffBind. To visualise differentially accessible 

chromatin peaks, read coverage data was inputted to heatmapper.ca and Z-scored, with 

hierarchical clustering applied to create a heatmap.  

 

5.2.6.5 Gene ontology (GO) 

GOEnrichment v2.0.1 on the Galaxy platform was used to identify biological processes that 

were enriched in gene sets. GO analysis was performed separately for the closest 

annotated genes to chromatin regions more accessible at ZT0 and at ZT12. A background 

list of genes was generated from a publicly available RNA-seq dataset of neonatal CD1 

mouse PCM1+ sorted ventricular nuclei (GSE95762, downloaded from the NCBI gene 

expression omnibus). All genes with an RNA-seq read count > 1 were included in the 

background list. A Benjamini-Hochberg q-value cut-off <0.05 was applied to determine 

significantly enriched biological processes.  
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5.2.6.6 Analysis of rhythmic cardiac gene expression 

To determine which genes annotated to differentially accessible peaks showed rhythmic 

expression in the heart, the publicly available Circadian Expression Profiles Data Base 

(CircaDb, CircaDb.org) was utilised. This database contains curated DNA microarray and 

RNA-seq datasets from several mouse organs, searchable by JTK_Cycle parameters. For 

mouse heart, CircaDb contains 2 Affymetrix microarray datasets for (i) heart samples 

collected under constant darkness, and (ii) heart samples collected under 12 h: 12 h light-

dark conditions. Gene lists were inputted to CircaDb with a JTK_Cycle P value < 0.05 

applied to identify rhythmic genes in both heart microarray datasets. The output was filtered 

for duplicate hits, retaining data from samples collected under light-dark conditions, where 

available. The JTK_Cycle LAG (phase) estimate was used to plot gene expression phase 

histograms for rhythmic genes.  

 

5.2.6.7 Transcription factor motif enrichment analysis 

Transcription factor motif enrichment analysis was performed using SeqPos on the 

Cistrome platform411 on Galaxy. The curated Cistrome motif database (containing motifs 

from Transfac, JASPAR, UniPROBE, hPDI and from ChIP-seq data) was used to search 

for motifs within +/- 300 bp of peak summits (default settings) associated with chromatin 

regions more accessible at ZT0 and ZT12. SeqPos calculates the distance of motifs from 

peak summits to find the most enriched motifs near peak summits. SeqPos returned 

clusters of enriched DNA binding motifs based on Z-score (more negative value 

representing more enriched) and a -log10*(p-value).  

 

5.2.6.8 Comparison of ATAC-seq peaks to ChIP-seq data 

Publicly available ChIP-seq were downloaded from the NCBI GEO for adult mouse heart 

active promoter and enhancer histone modification H3K27ac (GSE124008 from Akerberg 

et al.412) and BMAL1 (GSE110604 from Beytebiere et al.270), and neonatal rat ventricular 

myocyte NR3C1 (GSE114767 from Severinova et al.413) binding sites. The LiftOver tool in 

Galaxy was used to convert the genomic interval BED files of ChIP-seq peaks to the mouse 

mm10 genome build, where required. To determine overlap between ChIP-seq peaks and 

accessible chromatin regions, bedtools intersect in Galaxy was used to intersect the 

genomic intervals, returning overlapping genomic intervals between datasets only.  
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5.2.6.9 Visualisation of ATAC-seq signal at gene loci 

To visualise ATAC-seq signal around gene loci, bigwig coverage files for each sample were 

inputted to pyGenomeTracks, specifying the genomic coordinates around selected genes. 

Tracks showing NRC31 and BMAL1 ChIP-seq peak location were also included. Reference 

transcripts for knownGenes from UCSC was used to show transcript location.  

 

5.2.7 Data presentation 
Unless otherwise specified, statistical analysis and graph construction was performed in 

GraphPad Prism V9.  
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5.3 Results 
5.3.1 Isolation and PCM1+ enrichment of cardiomyocyte nuclei 

Nuclei isolation from fibrous tissue, such as cardiac tissue, is challenging and requires 

mechanical homogenisation to release the nuclei into suspension. In this study, a protocol 

was adapted from Bhattacharyya et al.399 for nuclei isolation from mouse whole heart, which 

utilises dounce homogenisation and a lysis buffer optimised for mouse heart. Using this 

method, ~500,000 nuclei were isolated from 3 pooled left ventricle samples. There are no 

established protocols in the literature to isolate nuclei from adult mouse SAN, which has a 

higher connective tissue content that the left ventricle and is much smaller in volume. 

Several protocol alterations were made during optimisation in an attempt to isolate an 

adequate number of SAN nuclei. It was found that increasing the concentration of detergent 

and including a 10 min lysis incubation following initial douncing was sufficient to isolate 

~70,000 intact nuclei (showing a rounded appearance with intact borders by light 

microscopy) from 5 pooled SAN samples.  

Cardiac tissue is composed of several cell types including cardiomyocytes, fibroblasts, 

endothelial cells, epicardial cells and immune cell. Single-cell technologies have revealed 

that the gene expression profile of each constituent cell type varies according to cellular 

function10,353,414. Therefore, to select for nuclei derived from cardiomyocytes only, nuclei 

were immunostained with an antibody against PCM1, an established marker of 

cardiomyocyte nuclei, and a Cy5-conjugated secondary antibody397. Successful PCM1 

immunostaining was confirmed using an ImageStreamX Mk-II System, which combines flow 

cytometry with fluorescence microscopy (Fig.5.1A). Fluorescence-activated nuclei sorting 

was used to the isolate PCM1+ nuclei population and determine the proportion of 

cardiomyocyte nuclei in the samples (performed by Dr. Gareth Howell, Flow Cytometry Core 

Facility). After selecting single events, DAPI+ nuclei were selected and a Cy5+(PCM1+) sort 

gate was set in comparison to control left ventricle sample stained with DAPI only 

(Fig.5.1B). A discrete population of nuclei which showed high Cy5+ signal was gated, 

ensuring the population was clean and free of background. For left ventricle samples, ~21% 

of nuclei were PCM1+. However, in the SAN only ~3% of nuclei were PCM1+. Therefore, it 

was not possible to isolate adequate numbers of cardiomyocyte nuclei from the SAN 

samples using this method, particularly given the low starting number of input nuclei. For 

downstream ATAC-seq, PCM1+ nuclei sorted from the left ventricle were used as the input, 

whilst a mixed population of nuclei (unsorted) from the SAN were used.  
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Figure 5.1: PCM1 immunostaining and fluorescence-activated nuclei sorting 

A, Images from a single left ventricular cardiomyocyte nucleus in the DAPI, brightfield (BF) and 
Cy5 channels taken by ImageStream Mk-II. Cy5 indicates PCM1+ immunolabelling. B-D, Flow 
cytometry dot plots demonstrating the gating strategy for sorting of PCM1+ nuclei (nuclei gate 
shown in red), using a DAPI stained control left ventricular sample to determine the Cy5+ sort gate 
(enclosed in blue).  
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5.3.2 Quality control of ATAC-seq data 

Libraries for ATAC-seq were prepared using ~50,000 nuclei per sample, and two 

independent biological replicates were prepared for the SAN at ZT0, 6, 12 and 18, and for 

the left ventricle at ZT0 and ZT12. Good quality ATAC-seq libraries require the preservation 

of normal chromatin structure401,408. The Tn5 transposase integrates in regions of accessible 

chromatin which can be in nucleosome-free regions, or at accessible regions of DNA 

between nucleosomes. Prior to sequencing, library fragment sizes were assessed by 

TapeStation (Fig.5.2). Left ventricular samples displayed a laddering pattern in fragment 

size, with band sizes corresponding to nucleosome-free (<200 bp) and nucleosome-bound 

fragments at successive ~150 bp intervals, corresponding to the length of DNA wrapped 

around each nucleosome (Fig.5.2A). This laddering pattern was not observed in the SAN 

samples, which had a prominent band at <200 bp only (Fig.5.2B). Although the typical 

laddering pattern of DNA fragments is indicative of a good quality ATAC-seq library, this is 

not always the case. Indeed, quality ATAC-seq data has been generated from libraries 

which did not display this banding pattern, especially those derived from frozen tissue-

isolated nuclei415.  

Due to the limited quality control metrics available prior to sequencing, all SAN and left 

ventricle libraries were paired-end sequenced to provide a definitive answer on the success 

of the experiment. All libraries passed FastQC quality control metrics, including per base 

sequence quality, GC content and length distribution (see Fig.5.3A-C). The alignment rate 

(mapping rate) of the paired reads to the mouse mm10 genome was >94% for all libraries, 

whilst the unique mapping rate was ~66% (Table 5.2) following removal of reads mapping 

to blacklisted regions, mitochondria, and duplicate reads. Only a small proportion of reads 

(< 2%) mapped to mitochondrial DNA (Table 5.2).  
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Table 5.2: Mapping statistics for ATAC-seq libraries 

 

 

 

Figure 5.2: TapeStation fragment analysis of ATAC-seq libraries 

Signal intensity plots from TapeStation fragment size analysis of (A) left ventricular cardiomyocyte 
and (B) SAN ATAC-seq libraries. Upper and lower markers were assigned as analysis cut-off 
points.  

Sample Paired reads 
after trimming

Aligned paired 
reads

Alignment 
rate

Final paired 
reads 

% reads 
mapped to 

chrM
SAN ZT0_1 64,236,075 63,165,438 98.33% 41,774,133 0.89%
SAN ZT0_2 54,172,960 53,653,325 99.04% 36,072,644 0.81%
SAN ZT6_1 60,678,556 60,135,387 99.10% 41,439,180 0.65%
SAN ZT6_2 71,829,370 71,230,620 99.17% 47,450,950 0.70%
SAN ZT12_1 56,998,378 54,059,455 94.84% 36,547,476 0.89%
SAN ZT12_2 59,132,673 58,599,098 99.10% 39,264,863 0.78%
SAN ZT18_1 59,568,435 59,057,491 99.14% 38,893,640 0.80%
SAN ZT18_2 72,071,440 71,383,898 99.05% 48,659,346 0.71%

LV ZT0_1 67,785,569 67,054,683 98.92% 43,005,302 1.41%
LV ZT0_2 35,923,537 35,584,097 99.06% 24,225,021 1.78%
LV ZT12_1 69,567,766 68,817,332 98.92% 44,874,392 1.52%
LV ZT12_2 72,387,759 71,713,625 99.07% 45,865,159 1.34%
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Figure 5.3: FastQC sequencing quality control metrics 

Graphs generated by MultiQC for all SAN and left ventricular samples, showing FastQC metrics 
for (A) mean quality score, (B) GC content and (C) sequence fragment length distribution.  
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To assess the quality of the ATAC-seq signal, fragment length distribution histograms were 

generated from insert size information from the paired-end reads. The typical oscillating 

pattern was observed for all left ventricle samples: a peak <150 bp reflecting Tn5 

integrations in the nucleosome-free chromatin regions was followed by smaller peaks 

representing mononucleosome, dinucleosome and trinucleosome bound DNA (Fig. 5.4A). 

SAN libraries showed a single <150 bp peak (Fig.5.4B), indicating lack of chromatin 

structure and failure of the ATAC-seq experiment. The data was partitioned into 

nucleosome-free (<100 bp) and nucleosome-bound (>100 bp) fragments for further library 

quality checks. For left ventricular samples, the nucleosome bound:free ratio was ~2:1 

(Fig.5.4C), similar to previous observations in PCM1+ sorted ventricular nuclei399. The SAN 

bound:free ratio was ~1:2 (Fig.5.4D), again suggesting lack of chromatin structure and 

library quality, potentially due to over-fragmentation with the Tn5 transposase. Good quality 

ATAC-seq libraries show enrichment of nucleosome-free fragments around the TSS, which 

tend to be devoid of nucleosomes401,408. Enrichment of nucleosome-free fragments around 

the TSS was observed for left ventricle samples (Fig.5.4E) but to a lesser extent for SAN 

libraries (Fig.5.4F). Therefore, given the quality issues with the SAN ATAC-seq libraries, 

further analysis was not possible on these samples. 
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Figure 5.4: Fragment length distribution and TSS enrichment of ATAC-seq data 

Representative fragment length distribution plots for ATAC-seq libraries from left ventricle (A) and 
sinoatrial node (B, SAN) samples. Proportion of nucleosome-free (<100 bp) and nucleosome-
bound (>100 bp) fragments in left ventricle (C) and SAN (D) ATAC-seq libraries. Coverage of 
nucleosome-free fragments around the transcription start site (TSS) of all genes in representative 
left ventricle (E) and SAN (F) libraries. FPKM = fragments per kilobase million. 
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5.3.3 Identification of accessible chromatin regions 

MACS2 was used to identify regions of accessible chromatin in left ventricle samples, with 

the --call summits function used to identify discrete 200 bp regions which showed 

accessibility (therein called peaks). Table 5.3 gives the number of fragments used by 

MACS2 per sample, the number of accessible regions called and the number of 200 bp 

peaks identified per sample. Notably, although one ZT0 replicate had a lower number of 

reads (and therefore fragments used by MACS2), the number of accessible regions called 

was similar to other samples (Table 5.3). The fraction of reads in peaks (i.e. the proportion 

of reads mapping to the called peaks and are therefore usable) was > 0.2 for all samples 

(Table 5.3), meeting the recommended acceptable value of 0.2 for ATAC-seq data given 

by ENCODE (www.encodeproject.org/atac-seq/). 

Table 5.3: MACS2 peak calling summary 

Sample MACS2 
fragments No. of regions No. of 200 bp 

peaks 
Fraction of 

reads in 
peaks (FRiP) 

LV ZT0_1 42,375,668 63,860 132,979 0.21 
LV ZT0_2 23,783,213 64,424 117,297 0.21 
LV ZT12_1 44,171,207 75,935 167,021 0.23 
LV ZT12_2 45,230,046 81,620 174,094 0.22 

To check the data quality, pyGenomeTracks was used to visualise the ATAC-seq coverage 

(accessible sites) around selected gene loci. Across all samples, a high degree of 

accessibility was observed in the promoter and downstream regions for the ventricular 

marker brain naturietic peptide (Nppb), but not atrial natriuretic peptide (Nppa; Fig.5.5A) or 

the fibroblast marker vimentin416 (Vim; Fig.5.5B), which are known to show little to no 

expression in ventricular cardiomyocytes (data for Nppa and Nppb expression in mouse 

bulk left ventricle shown in Fig.5.5C).  

A consensus set of 52,510 accessible regions was generated by intersecting the genomic 

intervals of the called MACS2 regions; sites were included where an accessible region was 

present in at least 1 sample from each group. A Pearson’s correlation plot with hierarchical 

clustering was generated to assess the similarity in read coverage at consensus sites 

(Fig.5.5D). A high degree of similarity was observed between all samples (correlation 

coefficient > 0.85), as expected since all samples were left ventricular. Time points showed 

good clustering, however, the cross-correlation between ZT0 biological replicates was lower 

than that between ZT12 replicates (Fig.5.5D). ChIPseeker was used to annotate the 

genomic regions associated with consensus sites, identifying that (as is typical of ATAC-

seq data408), just over a quarter of ATAC-seq peaks were located in the promoter regions 

(+2 kb / -0.5 kb from TSS; 28.2%), where chromatin accessibility is required for active gene 

transcription. A large proportion of accessible sites were annotated to intronic regions 

(43.6%), where enhancer elements are known to be located, and 18.6% of accessible sites 
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were found at intergenic regions, potentially comprising distal regulatory regions. A small 

proportion of accessible regions were annotated to exons (6.7%), 3’UTR (3%) and 5’UTR 

(0.5%) regions.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.5: Accessible chromatin region specificity, similarity and annotation 

Genome tracks showing ATAC-seq coverage around (A) Nppb and Nppa and (B) Vim gene loci, 
created using pyGenomeTracks. Zeitgeber time (ZT) 0 biological replicates are shown in green and 
ZT12 shown in red. Yellow area indicates differentially accessible region. Reference gene 
transcripts are shown above the tracks with blue bars indicating exons. C, qPCR measured 
expression of Nppa and Nppb in mouse bulk left ventricle at ZT0 (n=5); data plotted as fold-change 
relative to mean Nppa expression. Error bars = SEM and P value shown on graph (paired student’s 
t-test, a=0.05). D, Heatmap showing results of Pearson’s correlation test comparing ATAC-seq 
coverage at 52,510 consensus accessible sites. E, ChIPseeker annotation of consensus accessible 
sites to genomic regions (promoter = -2 kb/ +0.5 kb from TSS).   
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5.3.4 Day-night differential chromatin accessibility 

To assess day-night variation in chromatin accessibility, differential analysis was performed 

using DiffBind. In total, 734 peaks showed significant quantitative differences in day vs night 

(ZT0 vs ZT12) accessibility (FDR<0.05). Principal component analysis showed that most of 

the variance between groups could be explained by Principal Component 1 (94%), whilst 

4% of the variance between ZT0 replicates could be explained by Principal Component 2 

(Fig.5.6A). A heatmap was generated using DiffBind to show the correlation of peak scores 

for each sample. Good clustering of time points was observed, though cross-correlation 

between ZT0 replicates was slightly lower than between ZT12 replicates (Fig.5.6B).  

 

 

Figure 5.6: PCA and correlation of day-night differentially accessible peaks 

Differential analysis was performed using DiffBind. A, Principal component analysis (PCA) of ZT0 
vs ZT12 differentially accessible peaks. B, Peak score correlation heatmap with clustering for ZT0 
vs ZT12 differentially accessible peaks.  
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Of the 734 differentially accessible (DA) peaks identified, 611 peaks (83%) showed greater 

accessibility at ZT12, and 123 peaks (17%) showed greater accessibility at ZT0 

(Fig.5.7A,B). ChIPseeker was used to annotate DA peaks to genomic regions (Fig. 5.7C). 

In total, the 734 DA chromatin peaks were annotated to 512 unique closest genes at intronic 

(49.1%), intergenic (25.9%), promoter (15.4%), exon (5.3%), 3’UTR (4.1%) and 5’UTR 

(0.1%) regions. To determine whether the identified DA peaks were associated with active 

promoter or enhancer regions, the genomic intervals of DA peaks were intersected with the 

genomic intervals of H3K27ac ChIP-seq peaks – a marker of active enhancers – identified 

in adult mouse heart (publicly available dataset from Akerberg et al.412). In total, 73% of day-

night DA peaks had associated H3K27ac ChIP-seq peaks, indicating their potential 

importance as active enhancer or promoter cis-regulatory DNA elements.  

To predict the function of the identified potential cis-regulatory regions within the DA peaks, 

the closest annotated genes for ZT0 (91 genes) and ZT12 DA peaks (423 genes) were used 

to perform gene ontology (GO) analysis using GOEnrichment. A background set of genes 

expressed (read count >1) in PCM1+ neonatal mouse cardiomyocyte nuclei was used (an 

adult mouse dataset was not available). For the genes which showed greater chromatin 

accessibility at ZT12, enrichment was observed in several biological processes related to 

cardiac contractile function (Fig.5.7D). The most significant term (Benjamini-Hochberg 

adjusted P<0.001) was ‘cardiac muscle contraction’, which included the genes Kcnh2, Ryr2, 

Scn5a and Casq2. Only one significant term – ‘regulation of the force of heart contraction’ 

– was returned for genes annotated to ZT0 DA peaks (Fig.5.7D). 

 



 158 

 

5.3.5 Day-night chromatin accessibility broadly aligns with diurnal gene 
expression  

Chromatin accessibility at both promoter proximal and distal sites has previously been 

shown to oscillate in phase with rhythmic gene transcription in the liver396. To determine if 

day-night variation in chromatin accessibility was in alignment with the phase of diurnal 

gene expression in the heart, publicly available mouse heart Affymetrix microarray data 

from the CircaDb.org online database was utilised (see Section 5.2.6.6 for further details). 

The closest annotated genes for DA peaks at ZT0 and ZT12 were used to mine the 

database and a JTK_Cycle P value cut-off <0.05 was applied to identify rhythmic genes. 

Using this analysis method, it was found that 39 of the 91 genes (~43%) with ZT0 DA peaks 

were present in the CircaDb.org microarray datasets. 17 of these 39 genes (~43%) 

 

Figure 5.7: Day-night chromatin accessibility variation in left ventricular cardiomyocytes 

A, Heat map showing Z-score of read counts for the 734 DA peaks identified by DiffBind. B Pie 
chart showing the percentage of DA peaks more accessible at ZT0 vs ZT12. C Pie chart of 
ChIPseeker genomic region annotation for DA peaks (promoter = -2 kb/+0.5kb of TSS). D, 
Enriched gene ontology (GO) biological process terms determined by GOEnrichment for the 
closest annotated genes to DA peaks at ZT0 and ZT12. A q-value (Benjamini-Hochberg adjusted 
P value) cut-off of 0.05 was applied. Example genes are displayed next to corresponding bars.    
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displayed significant 24 h rhythmicity in the heart (JTK_Cycle adj.P<0.05; Fig.5.8A). The 

17 rhythmic genes were associated with a total of 35 DA peaks, primarily located in intronic 

(51.4%) and intergenic regions (22.9%) of the genome; only 2 (5.7%) peaks were annotated 

to promoter regions (Fig.5.8B). Phase analysis using JTK_Cycle LAG estimate identified 

that most rhythmic genes with ZT0 DA peaks showed maximal expression during the early 

light period (~ZT1-4) or the late dark period (~ZT20-23) (Fig.5.8C). Notable genes 

displaying phase-matching between chromatin accessibility and gene expression included 

circadian clock genes Bmal1 and Nfil3, and the fast-conductance gap junction protein Cx43 

(Gja1). The microarray gene expression of Gja1 is plotted as an example in Fig.5.8E.  

For DA peaks more accessible at ZT12, 241 of the 423 annotated closest genes (~57%) 

were present in the CircaDb.org microarray datasets. 120 of these 241 genes (~50%) 

displayed significant 24 h rhythmicity in the heart (JTK_Cycle adj.P<0.05; Fig.5.8F). The 

120 rhythmic genes were associated with a total of 209 DA peaks, which were primarily 

located in intronic (56.5%), promoter (21.1%) and intergenic regions (13.4%) of the genome 

(Fig.5.8G). Phase analysis identified that most rhythmic genes with ZT12 DA peaks showed 

maximal expression in the early-mid dark period (~ZT12-ZT18) and the late-light period 

(~ZT9) (Fig.5.8H). Notable genes displaying phase-matching between chromatin 

accessibility and gene expression included circadian clock genes Per1, Dbp, Tef and Hlf, 

the transcription factor Klf15 – which has been shown to regulate rhythmic cardiac gene 

expression –, contractile proteins Tcap and Myh7, and cardiac ion channels Kcnh2 and 

Scn5a (Fig.5.8I). The microarray gene expression of Kcnh2 is plotted as an example in 

Fig.5.8J.   

In summary, day-night variation in left ventricular chromatin accessibility at various genomic 

regions broadly aligned with the phase of rhythmic gene expression in the heart. Thus, 

indicating that the identified DA chromatin regions may have functional importance as DNA 

cis-regulatory elements influencing diurnal ventricular gene expression.   
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Figure 5.8: Comparison of day-night DA chromatin with diurnal cardiac gene expression 

A,F: Circle plots showing the number of DA ATAC-seq peaks more accessible at ZT0 (A) and 
ZT12 (F), the number of closest annotated genes (using ChIPseeker), and the number of these 
genes which are rhythmic in the heart. B,G: ChIPseeker annotation of genomic regions for DA 
ATAC-seq peaks associated rhythmic genes; promoter = -2 kb/ +0.5 kb from TSS. C,H: Histogram 
of phase (JTK_Cycle LAG) for rhythmic genes. D,I: Selected rhythmic genes and phase. 
Microarray data from CircaDb.org for Gja1 (E) and Kcnh2 (J) plotted normalized to mean of ZT3. 
Error bars = SEM.  
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5.3.6 Transcription factor motif analysis 

DNA regulatory elements require chromatin to be accessible to allow factors which regulate 

gene expression to bind to their target DNA sequence (motif). Transcription factor motif 

analysis was performed using SeqPos to identify predicted transcription factor binding sites 

which were enriched in DA peaks more accessible at ZT0 and ZT12 (Fig.5.9A). Motif 

analysis identified 2 clusters of transcription factor binding sites enriched at chromatin 

regions which showed greater accessibility at ZT0 (Fig.5.9A). The first cluster comprised 

motifs for several transcription factors which form subunits of the Activating Protein-1 (AP-

1) complex, including JUN and FOS. The second cluster comprised the T-box 21 (TBX21) 

transcription factor only.  

Three clusters of transcription factor binding sites were enriched at chromatin regions which 

were more accessible at ZT12 (Fig.5.9A). The nuclear hormone receptor family 

transcription factor motifs showed the greatest enrichment and significance. This family 

included NR3C1, the glucocorticoid receptor (GR) which has dual function as a cell 

membrane receptor for glucocorticoids (e.g. cortisol and corticosterone), and as a 

transcription factor which binds to glucocorticoid responsive elements (GREs) on DNA417. 

The second ZT12 cluster was the MADS family of cardiac-specific MEF2 transcription 

factors, which have previously been reported to be enriched in cardiac-specific ATAC-seq 

peaks418. This family included motifs for MEF2C which displays dark-phase diurnal 

rhythmicity at the mRNA level in the left ventricle (Fig.5.9B, qPCR data reproduced from 

Chapter 4). The third ZT12 cluster comprised the leucine zipper PARbZip family of D-box 

binding circadian clock output transcription factors (DBP, HLF, TEF and NFIL3). At the 

mRNA level, the D-box activating transcription factors Dbp, Hlf and Tef oscillate with a 

phase of ~ZT11-15 in the heart (Fig.5.9C-E, qPCR data reproduced from Chapter 4; 

Fig.5.8I), whilst the repressive factor Nfil3 displays anti-phase expression (Fig.5.8D, 

~ZT21). 
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Figure 5.9: Transcription factor motif analysis at DA chromatin regions 

A, Analysis of transcription factor motifs was performed using the SeqPos tool on the Cistrome 
platform in Galaxy. Chromatin regions more accessible at ZT0 and ZT12 were analysed separately. 
Underlined transcription factor indicates which motif matrix, -10*log(pval) and Z-score are presented 
in the table. B-E, Data reproduced from Chapter 4. mRNA expression of transcription factor genes 
measured at zeitgeber time (ZT) 0, 6, 12 and 18 in the left ventricle using TaqMan qPCR array cards 
(n=5/time point). ZT0 is replotted as ZT24 as a visual aid. Curved line indicates significant 24 h 
oscillation, as tested by JTK_Cycle (adj.P<0.05). Data are plotted normalised to ZT0 value. Data are 
mean±SEM. NHR = nuclear hormone receptor.   

 

5.3.7 The GR targets rhythmic genes at ZT12 DA chromatin sites 

Plasma levels of the endogenous glucocorticoids are well-documented to display circadian 

rhythmicity in mammals. In mice, plasma corticosterone levels peak at the light-dark 

transition (~ZT12)419, in line with findings of enriched GR motifs in DA peaks more 

accessible at this time point (Fig.5.9A). A publicly available GR ChIP-seq dataset (from 

Severinova et al.413) generated in rat neonatal ventricular myocytes was used to determine 

whether the potential cis-regulatory regions identified in ZT12 DA peaks were GR target 

regions. The genomic intervals of GR ChIP-seq peaks and ZT12 DA peaks were 

intersected, revealing that 128/611 (~21%) of chromatin peaks more accessible at ZT12 

were potential direct GR targets (Fig.5.10A). These peaks annotated to 111 unique closest 

genes (ZT12 GR target genes; Fig.5.10B). To determine if ZT12 GR target genes were 

rhythmically expressed in the heart, this gene set was compared to the previously identified 

120 rhythmic genes with ZT12 DA peaks. In total, 40 genes (33.3% of ZT12 DA rhythmic 

genes) were identified to be potential GR target genes which show rhythmic expression in 
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the heart and phase-matching of chromatin accessibility and expression (i.e. greater 

chromatin accessibility at night and dark-period expression phase; Fig.5.10B).  

Within this set of 40 ZT12 DA rhythmic potential GR-target genes, several genes involved 

in cardiac excitability were identified (e.g. Kcnh2, Hcn4, Scn5a and Kcnj12; Fig.5.10C). The 

ATAC-seq signal around the Kcnh2 gene locus is shown as an example in Fig.5.10D: one 

DA intronic peak is shown to overlap with a GR ChIP-seq peak; 2 additional GR ChIP-seq 

peaks overlap with Kcnh2 chromatin regions which showed no ZT0 vs ZT12 difference in 

accessibility.  

Additional ZT12 DA rhythmic potential GR-target genes (Fig.5.10C) included: (i) the core 

circadian clock gene Per1, which is a known target of the GR420 and contains many GR 

binding sites in its gene locus, including one ZT12 DA site in the promoter region 

(Fig.5.10C,E); (ii) Ppargc1a (peroxisome proliferator-activated receptor gamma coactivator 

1-alpha, PGC-1a), a glucocorticoid-activated transcriptional coactivator which is a key 

regulator of circadian rhythms in metabolism in the heart421; (iii) the glucocorticoid-

responsive zinc finger transcription factor Zbtb16 (zinc finger and BTB domain containing 

16), which has previously been shown to be involved in regulating circadian rhythms in 

blood pressure422; (iv) Fkbp5, a GR co-chaperone which is known to be under transcriptional 

regulation by the GR and to antagonise GR activation423; and (v) Wee1, a G2-M phase 

transition cell cycle regulating kinase which is a known clock-controlled gene, and has been 

implicated in clock control of cardiomyocyte proliferation424.  

In summary, ~21% of chromatin regions which display greater accessibility at night (ZT12) 

in left ventricular cardiomyocytes were shown to be potential direct GR target sites, based 

on integration with publicly available GR ChIP-seq data. Moreover, a third of the 120 

rhythmic genes which show phase-aligned chromatin accessibility and gene expression 

during the dark period, were identified as potential direct GR targets. These results indicate 

that day-night rhythms in GR binding may transcriptionally regulate genes involved in 

cardiac excitability and the local cardiac clock.  
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5.3.8 Overlap of BMAL1 target genes with ZT12 DA GR target genes 

Much of the available literature regarding the transcriptional regulation of rhythmic gene 

expression relates to CLOCK:BMAL1 binding to E-box DNA regulatory regions. However, 

there is a notable disparity between the phase of BMAL1 DNA binding in vivo (reported to 

peak during the mid-light period267 and the expression phase of many rhythmic cardiac 

genes. Therefore, other transcription factors are proposed to be involved in mediating 

BMAL1-dependent transcription of rhythmic genes by combinatorial action. To determine 

the overlap between rhythmic genes with ZT12 DA chromatin and BMAL1 target genes in 

the heart, a publicly available BMAL1 ChIP-seq data set from mouse heart was utilised270. 

Of the 120 ZT12 DA rhythmic genes, only 39 (~1/3) had an associated BMAL1 binding site 

within the gene locus (Fig.5.10F). Therefore, indicating that factors other than BMAL1 

regulate their rhythmic gene expression. Comparisons were also made to the GR-target 

rhythmic genes identified above: 9 rhythmic genes with DA chromatin at ZT12 were BMAL1 

and GR target genes (e.g. Kcnh; Fig.5.10D,F), 29 rhythmic genes with DA chromatin at 

ZT12 were BMAL1 targets only (e.g. Dbp, Klf15), and 31 rhythmic genes with DA chromatin 

were GR targets only (e.g. Zbtb16, Fkbp5, Ppargc1a and Hcn4) (Fig.5.10F). 

In summary, the data indicate that 2/3 of rhythmic genes with associated night-time 

accessible chromatin are unlikely to be targets of BMAL1, and therefore other factors must 

regulate their rhythmic gene expression. A small proportion of genes were found to be high-

confidence targets of both GR and BMAL1, but a larger proportion of genes were found to 

be targeted by one of these transcription factors only. Of the 120 rhythmic genes with 

associated ZT12 DA chromatin, 51 (43%) were not associated with GR or BMAL1 binding, 

and are likely to be regulated by other transcription factors.  
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Figure 5.10: Comparison of ZT12 DA chromatin to GR and BMAL1 ChIP-seq data 

A-B, Venn diagrams showing comparison between ZT0 vs ZT12 mouse left ventricular 
cardiomyocyte ATAC-seq data and publicly available rat neonatal ventricular cardiomyocyte 
glucocorticoid receptor (GR) ChIP-seq data from413 A, Comparison of called peaks – genomic 
intervals intersected with bedtools intersect. B, Comparison of genes annotated to high-confidence 
ZT12 differentially accessible (DA) GR-binding sites with rhythmic genes associated with ZT12 DA 
chromatin peaks. C, Number and genomic regions of ZT12 DA peaks for high-confidence GR-
bound rhythmic genes, annotated by ChIPseeker (promoter = -2 kb/ +0.5 kb from TSS). Genome 
tracks showing ATAC-seq signal for Kcnh2 (D) and Per1 (F) genes created using 
pyGenomeTracks using ATAC-seq bigwig coverage files. Zeitgeber (ZT) 0 biological duplicates 
are shown in green and ZT12 shown in red. Reference gene transcripts are shown above the 
tracks with blue bars indicating promoter and exon regions and the x-axis scale given for each 
transcript in kilobases (kb). Yellow overlay indicates DA regions identified by DiffBind. The location 
of GR (orange) and BMAL1 (blue) ChIP-seq peaks are shown. G, Venn diagram comparing data 
in (B) to BMAL1 target genes identified in the mouse heart by ChIP-seq (publicly available from270). 
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5.4 Discussion 

For the first-time, the results of this study demonstrate that there is day-night variation in 

the chromatin landscape of the mammalian heart. Focusing on mouse left ventricular 

cardiomyocytes, a number of novel observations are described in this chapter. These 

include: (i) Most DA chromatin regions showed greater accessibility at night (ZT12), when 

cardiac excitability and contractile activity in mice is increased425; (ii) In line with this, genes 

associated with night-time DA chromatin were enriched for cardiac contraction GO terms, 

and displayed dark-phase expression profiles. This, and observations of overlap with 

H3K27ac marks of active promoter/enhancer sites, indicated that the identified DA 

chromatin regions were likely to be functionally relevant cis-regulatory DNA regions. (iii) 

Transcription factor motif analysis identified GREs to be enriched at active-phase 

accessible chromatin regions, and analysis of GR ChIP-seq data identified potential 

rhythmic GR target genes associated with night-time accessible chromatin. Subsequent 

experiments performed in the D’Souza laboratory have corroborated and extended these 

findings. In these studies, GR sites identified in this chapter were verified by ChIP-qPCR. 

Importantly, both pharmacological GR block and transgenic knockout of the GR abrogated 

ion channel rhythms and abolished the ZT12 susceptibility to pacing-induced ventricular 

arrhythmias. Taken together, this work has established the GR as a new and critical 

regulator of the daily rhythms in cardiac electrical excitability.  

 

5.4.1 Day-night variation in chromatin accessibility occurs primarily at 
enhancer regions and broadly aligns with gene expression 

Differential analysis revealed 734 chromatin sites which showed significant day-night 

variation in accessibility in left ventricular cardiomyocyte nuclei. The majority of these 

regions were more accessible at night (ZT12), corresponding to the active period in mice 

when cardiac contractility is increased425. In comparison to a study in mouse liver which 

mapped DNase I hypersensitive sites across the diurnal cycle396, identifying ~5,000 

rhythmic sites, the number of sites identified in this study was relatively low. It is likely that 

greater resolution of the data set (i.e. by increasing the number of time points) would reveal 

further DA sites of interest. A large proportion of differentially accessible chromatin regions 

mapped to intronic and distal intergenic regions, which are known to be the primary 

locations of enhancer elements. The regulation of rhythmic gene transcription by enhancer 

elements has previously been demonstrated by Fang et al.426, who utilised Global Run On 

sequencing to measure the circadian activity of enhancer RNA transcription. Performed in 

mouse liver tissue, they identified several thousand enhancers which showed varying 

phases of activity that were associated with transcription factor motifs and binding, and 

predicted the phase of gene expression in vivo426. Thus, demonstrating the importance of 

rhythmic enhancer activity in generating varying phases of rhythmic gene transcription. On 
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this basis, the identification of day-night variation in potential enhancer regions in intronic 

and intergenic regions in this study indicates that similar regulation of diurnal gene 

expression may occur in cardiomyocytes. The integration of DA chromatin regions with 

H3K27ac ChIP-seq signals from mouse heart indicated that the majority of DA regions were 

located in active promoter or enhancer regions, providing further computational evidence 

that DA ATAC-seq peaks identified here include regulatory elements that mediate gene 

expression in ventricular cardiomyocytes. To further corroborate these findings and 

demonstrate day-night variation in the activity of these sites, ChIP-seq for H3K27ac could 

be performed at ZT0 and ZT12. Daily variation in H3K27ac histone modifications have 

previously been demonstrated in the liver, associated with corresponding rhythms in DA 

chromatin regions (measured by DNase-seq) and RNA pol II recruitment (measured by 

RNA pol II ChIP-seq) at promoter and enhancer regions396.  

 

5.4.2 Association of DA chromatin regions with gene expression 

The rhythmic genes associated with DA chromatin regions showed broadly aligned phasing 

in terms of chromatin accessibility and expression, i.e. chromatin regions which were more 

accessible at ZT12 were annotated to rhythmic genes which showed dark-phase expression 

profiles (and vice versa for ZT0). Correlation between the phase of gene transcription and 

chromatin accessibility396 or enhancer RNA activity426 has previously been demonstrated in 

the liver. In this study, a total of 137 rhythmic genes were identified to display DA chromatin. 

Several of these genes have previously been shown to display diurnal rhythmicity in the 

heart, including circadian clock genes (e.g. Per1, Dbp, Tef, Hlf and Bmal1 – see Chapter 
4) and genes involved in the circadian regulation of metabolism, such as Pparga1c421. 

Notably, several genes involved in cardiac excitability were identified. This included Kcnh2 

and Scn5a, which have previously been shown to display a diurnal rhythm dark-phase 

expression, and to be regulated by BMAL1288,289. Interestingly, Hcn4 – which displays 

diurnal expression in the SAN (Chapter 3) and the working myocardium at the transcript 

level323 – also contained one intronic DA chromatin region which was more accessible at 

ZT12, in line with increased gene expression during the dark period. Additional genes of 

interest included those associated with cardiac contractile function, including Tcap, which 

codes for the Titin-cap (or telethonin) protein, a critical regulator of cardiac sarcomeres 

which shows increased dark period expression and is transcriptionally regulated by 

CLOCK:BMAL1427. It is likely that this dataset under-estimated of the total number of 

rhythmically expressed genes which display DA chromatin due to the low sampling 

resolution of 2 time points. Increasing the sampling resolution to 4-6 time points could 

identify further cis-regulatory sites of interest and allow more stringent association between 

the phase of chromatin accessibility and gene expression. It is also notable that Nascent-

seq in liver has demonstrated that only ~30% of genes are rhythmically transcribed, whilst 

the remaining 70% of rhythmic genes are proposed to be post-transcriptionally regulated274. 
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This has not been investigated in the heart, but it is likely that post-transcriptional regulators 

(e.g. miRNAs – see Chapter 6) also regulate rhythmic cardiac gene expression.  

In the analysis applied, it was not possible to determine the exact proportion of genes with 

associated DA chromatin regions which were rhythmic vs arrhythmic at the transcript level. 

This was due to the use of mouse microarray data from the CircaDb.org database, which 

did not contain data for all genes annotated to DA peaks. It was observed that many DA 

peaks annotated to lesser studied genes without canonical names, which are unlikely to 

feature in microarray datasets. It is also possible that some genes annotated to DA 

chromatin regions are either not expressed in the heart, or do not show rhythmic expression. 

In future analyses, the gene set should be limited to only those which show expression in 

cardiomyocytes. The use of single-cell cardiomyocyte RNA-seq sampled over the 24 h cycle 

could help to overcome this, allowing the filtering out of non-expressed genes. In addition, 

this would prevent any potential contamination from genes expressed in other cell types 

(e.g. fibroblasts, immune cells), which is a confounding factor when making comparisons to 

RNA-seq data generated from bulk tissue samples.  

 

5.4.3 Enrichment of transcription factor motifs in DA chromatin regions 

Motif analysis was used to identify the potential cis-regulatory factors controlling rhythmic 

gene transcription at DA chromatin regions. For chromatin regions more accessible at ZT0, 

enrichment was observed for TBX21 and immediate early gene transcription factor (e.g. 

FOS, JUN) motifs. Interestingly, immediate early genes are known to display light-induced 

expression in the SCN and are thought to play a key role in entrainment to photic signals428. 

However, it is not clear whether information on photic signals is relayed to heart by a 

mechanism involving immediate early genes. There are no indications in the literature of 

the involvement of TBX21 in circadian rhythmicity in the heart, and its classical function is 

to regulate immune cell function429. Neither Tbx21 or the immediate early genes display 

rhythmicity at the transcript level in the heart (investigated using CircaDb.org). For 

chromatin regions more accessible at ZT12, enrichment was observed for MEF2 motifs, 

which have previously been demonstrated to be enriched in cardiomyocyte-specific 

accessible chromatin regions430. The MEF2 transcription factors display diurnal transcript 

rhythms in the heart (see Chapter 4) and are known to regulate the expression of genes 

involved in actin cytoskeleton and sarcomere organisation431. MEF2 transcription factor 

binding sites are important components of cardiac-specific enhancer regions. Interestingly, 

MEF2D transcription factors are known to play a key role in mediating circadian rhythmicity: 

global deficiency of Mef2d results in a lengthening of the circadian period and a marked 

alteration in behaviour, which occurs without alteration to circadian clock genes432. Thus, 

the authors concluded the effects of Mef2d on circadian rhythmicity occurs downstream of 

the clock432. Therefore, the role of MEF2 transcription factors in regulating cardiac rhythms 
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warrants further investigation. The enrichment of motifs for D-box binding transcription 

factors observed in this study was in line with previous reports in the liver of D-box enhancer 

activity phase426, and with the known expression phase of the genes encoding these 

transcription factors (e.g. Dbp, Tef and Hlf). These transcription factors display robust 

oscillation in the heart (see Chapters 3 & 4), and it is likely that they regulate the rhythmic 

expression of several cardiomyocyte genes. However, to my knowledge, there is a lack of 

available data in the literature describing this. Integration of the ATAC-seq data presented 

in this chapter with ChIP-seq data for D-box binding and MEF2 transcription factors could 

reveal previously unidentified important roles for these factors in regulating diurnal cardiac 

gene expression. 

Whilst motif analysis allows inference of potential regulatory factors enriched at DA 

chromatin regions, this method – as with other methods utilised to study cistromes – is 

subject to false-positive results. Additional methods (e.g. ChIP-seq) can be used to provide 

further confidence in identified transcription factor binding sites. An alternative method to 

infer transcription factor binding using ATAC-seq data is to examine the peak signals for 

small transcription factor ‘footprints’ – regions where the signal is lower due to transcription 

factor occupancy408. Transcription factor footprinting analysis requires enhanced resolution 

with a read count of >200 M per sample401,408. It was not possible to perform this analysis 

with the current data set, which had a read count of ~43 M for most samples (slightly less 

than the recommended 50 M reads408, but in line with published studies399). In future studies, 

a greater depth of sequencing could be performed (by running fewer samples per 

sequencing lane) to increase the resolution of the data and allow footprinting analysis. 

 

5.4.4 The GR as a regulator of diurnal rhythms in cardiac excitability  

The top-ranking motif at ZT12 DA chromatin regions was for the GR. Daily variation in 

endogenous plasma glucocorticoids are known to peak in mice at the light-dark transition 

(~ZT12), and are rhythmically secreted under SCN-mediated regulation of the 

hypothalamic-pituitary axis419,433. There is a wealth of information linking the GR with cardiac 

structure and function. For example, endogenous glucocorticoid levels are high in late 

gestation, promoting the development of foetal to neonatal organs, including the heart434. 

Studies in animal models have revealed the requirement of glucocorticoids for normal 

cardiac development434, and for the formation and preservation of t-tubules and the cardiac 

dyad435. Mice with cardiomyocyte-specific GR knockout (under the a-MHC promoter) exhibit 

normal cardiac function at 1 month old but display progressive cardiac hypertrophy and 

develop systolic heart failure by 6 months of age, with downregulation of cardiac contractility 

genes and upregulation of genes involved cardiac hypertrophy436. Human patients with 

adrenal insufficiency (e.g. due to Addison’s disease, characterised by reduced adrenal 
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hormone secretion) exhibit hypotension, cardiac arrhythmias, and less commonly dilated 

cardiomyopathy and heart failure437.  

Excessive glucocorticoid activity is also detrimental to normal cardiac function434. 

Exogenous synthetic glucocorticoids, which are commonly used as short or long-term anti-

inflammatory agents, have been linked to the development of cardiovascular disease in 

humans434, and the presentation of cardiac arrhythmias, including sinus bradycardia, atrial 

fibrillation and ventricular tachycardias438. In mice, cardiomyocyte-specific tetracycline-

inducible overexpression of the human GR (under the aMHC promoter) exhibit bradycardia 

and AV block439. Additional ECG abnormalities in this mouse model included prolonged 

QRS duration and an increase in QTc dispersion (an indirect measure of abnormal 

ventricular repolarisation), with decreased INa, IKs and Ito density and increased ICaL observed 

in patch-clamp recordings of isolated cardiomyocytes439. The cardiac phenotype in mice 

occurred without adverse structural remodelling. Thus, there is an established link between 

glucocorticoid signalling and the regulation of cardiac ion channel function and excitability. 

The identification of rhythmic cardiac ion channels (e.g. Kcnh2 and Scn5a) and clock genes 

(e.g. Per1) displaying ZT12 DA chromatin as high-confidence GR target sites indicated a 

potential glucocorticoid-sensitive mechanism by which the cardiomyocyte circadian clock, 

ion channel expression and electrical excitability are regulated.  

Based on these findings, subsequent ChIP-qPCR experiments performed by D’Souza and 

collaborators have identified trends towards increased ZT12 vs ZT0 binding of the GR to 

DA chromatin sites on Kcnh2 and Scn5a genes, using left ventricle tissue isolated from 

mice. Additional experiments have tested the effect of the GR antagonist RU-486 on cardiac 

gene expression and ventricular arrhythmia susceptibility. RU-486 was administered to 

mice at ZT6 (6 h before the peak of corticosterone secretion) for 4 days at 20 mg/kg i.p. – 

a dose which does not activate basal activity of the hypothalamic-pituitary axis419. 

Antagonism of the GR suppressed the day-night variation of circadian clock genes (e.g. 

Per1 and Per2) and cardiac ion channels, including Kcnh2 and Scn5a. Furthermore, RU-

486 treatment completely abrogated the ZT12 susceptibility to pacing-induced ventricular 

arrhythmias measured in the Langendorff-perfused mouse heart. Subsequently, to 

determine that this effect was due to a cardiomyocyte-autonomous effect of glucocorticoid 

signalling via the GR, the effect of cardiomyocyte-specific GR knockout440 on pacing-

induced ventricular arrhythmias was assessed. Remarkably, compared to floxed control 

mice, the susceptibility to pacing-induced ventricular arrhythmias at ZT12 was completely 

abrogated. Thus, highlighting a previously unsuspected mechanistic role for rhythmic 

glucocorticoid signalling, acting via the GR, in ventricular excitability rhythms. On-going 

experiments are assessing the effect of cardiac-specific GR knockout on ZT0 vs ZT12 

current density measurements of IKr (Kcnh2/ERG) and INa (Scn5a/Nav1.5) using patch-

clamp. 
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Glucocorticoids are also well-established to influence circadian clock gene expression, and 

synthetic glucocorticoids are widely used as clock synchronisers in in vitro cell and organ 

explant cultures441. For example, dexamethasone treatment of atrial explants increased the 

amplitude of PER2:LUC reporter signal rhythmicity442. However, the impact of exogenous 

glucocorticoids on cardiac clock expression in vivo is time-dependent and not deleterious 

to overall clock function: Wintzinger et al.421 showed that acute light-phase administration 

of prednisone increased the amplitude of Bmal1 and Clock rhythms, without changing their 

rhythmicity. However, acute dark-phase administration induced the expression of Per1 and 

Cry2 during the light period (when they usually show a trough in expression), without an 

effect on Bmal1 or Clock expression rhythms421. It will be important to further investigate 

whether the effects of rhythmic GR signalling on ventricular excitability and arrhythmia 

susceptibility are related to an alteration in cardiac clock gene expression, and these 

experiments are currently ongoing using RNAseq in cardiac-specific GR knockout mice 

compared to floxed controls. Recently, similar protection from ZT12 ventricular arrhythmia 

susceptibility was demonstrated in Langendorff-perfused hearts isolated from CBK mice296. 

Therefore, it is possible that rhythmic glucocorticoid signalling and the local cardiac clock 

act collectively to increase night-time ventricular excitability in mice, resulting in 

susceptibility to ventricular arrhythmias at this time-point.  

Further work is required to investigate whether rhythmic glucocorticoid binding to target 

genes is sufficient to drive rhythmic cardiac ion channel gene expression, or whether other 

clock transcription factors (e.g. BMAL1, or D-box binding factors) are required for 

combinatorial regulation of rhythmic gene transcription. An initial analysis of the overlap 

between BMAL1 target genes in the heart and rhythmic GR target genes with ZT12 DA 

chromatin sites is presented in Fig.5.10F. The data indicate, at least for the identified sites, 

that GR and BMAL1 act independently: most rhythmic genes with night-time accessible 

chromatin regions were not high-confidence targets of both BMAL1 and GR. However, the 

results highlight Kcnh2 and Per1 as potential targets of both the GR and BMAL1. Notably, 

whilst binding sites overlap for these transcription factors for Per1, the GR and BMAL1 bind 

to different regions in the gene loci for Kcnh2. To investigate whether transcription factor 

binding at different genomic regions interact to elicit rhythmic transcription, epigenetics 

technologies which enable the study of the three-dimensional organisation of the genome 

(e.g. 4C or Hi-C) could be used to demonstrate promoter-enhancer interactions via DNA 

looping at selected gene loci443. The contribution of other clock transcription factors (e.g. D-

box binding and REV-ERBa/b) also cannot be ruled out. Taken together, these findings 

demonstrate a novel and important role of glucocorticoid signalling in the direct regulation 

of diurnal transcription of cardiac ion channels and cardiac excitability in the heart. This has 

important implications in understanding the well-established time-of-day presentation of 

lethal ventricular arrhythmias.  
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5.4.5 Study limitations and future considerations  

It was not possible in the timeframe of this thesis to develop a successful ATAC-seq strategy 

for adult mouse SAN cardiomyocytes. The nuclei preparations from SAN samples were 

mixed population due to unsuccessful attempts to isolate adequate numbers of 

cardiomyocyte nuclei from the samples. The resulting high background observed in the 

ATAC-seq signal may have been due to over-tagmentation (due to the use of a higher 

concentration of detergent in the lysis buffer), combined with high background signal at 

gene loci due to the mixed cell population used. Only a small fraction of isolated SAN nuclei 

(~3%) were PCM1+, which was not conducive to sorting methods, with risks of losing the 

nuclei during centrifugation steps. Previous studies which have performed ATAC-seq on 

SAN myocyte nuclei have utilised transgenic reporter mice (e.g. Hcn4:GFP), digesting the 

tissue into single cell suspensions and selecting for GFP+ cells prior to nuclei isolation143. 

However, this methodology has only been applied to embryonic SAN samples, which due 

to their lower connective tissue content are more readily digested into a single cell 

suspension. Furthermore, Hcn4:GFP+ nuclei were shown to comprise only 2-5% of isolated 

embryonic SAN nuclei143, in line with the proportion of PCM1+ nuclei identified in this study. 

It is possible to perform ATAC-seq on as low as 500 input nuclei per library preparation. 

Whilst this was considered during the course of this thesis, the timeframe and prohibitive 

cost of multiple sequencing runs required for optimisation did not permit for this. Future 

efforts should be made to optimise adult mouse SAN nuclei isolation and sorting methods, 

and the ATAC transposition reaction for a low input of SAN myocyte nuclei. 

 

5.5 Conclusions 

The data presented in this chapter are the first description of the chromatin accessibility and 

cis-regulatory landscape which accompanies rhythmic transcription during diurnal cycles in 

ventricular cardiomyocytes. Time-of-day dependent accessibility in chromatin regions 

broadly aligned with the phasing of gene expression in the heart, and annotated genes 

showed enrichment in biological processes relevant to cardiac contractile function. The 

enrichment of MEF2 and DBP motifs in night-time accessible chromatin regions aligned 

with the known time of transcription factor binding, and provides insight into the yet 

unexplored roles of these transcription factors in mediating diurnal rhythmicity in the heart. 

Notably, the identification of GREs as the most enriched motif at ZT12, with high-confidence 

target sites on rhythmic cardiac ion channels, presents a new hypothesis regarding the role 

of rhythmic glucocorticoid signalling in regulating the diurnal rhythm in cardiac excitability. 

These findings have prompted detailed mechanistic study of the role of the GR in ventricular 

transcriptional rhythms and its functional consequences for the diurnal rhythm in ventricular 

arrhythmia susceptibility. 
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Chapter 6 MiRNAs display a diurnal rhythm in the SAN 
6.1 Introduction 

In the preceding Chapters, this thesis has considered the regulation of rhythmic gene 

expression in the SAN with a focus on transcription factors which promote rhythmic 

transcription. However, it is known that the majority of rhythmic steady-state mRNAs are 

not underpinned by rhythmic transcription: in the liver, only ~30% of genes which display 

24 h oscillation in steady-state mRNA levels also display significant rhythmicity at the 

nascent RNA level274. Therefore, post-transcriptional mechanisms which impact mRNA 

processing, stability, and nuclear export are also proposed to be major regulators of 

rhythmic gene expression274.  

MiRNAs are endogenous, non-coding small RNAs (~22 nucleotides) that have emerged as 

central regulators of gene expression, exerting post-transcriptional repressive effects on 

~30% of protein-coding genes by degradation or translational inhibition of mRNAs (see 

Section 1.3.3). The concept that miRNAs play fundamental roles in cardiac excitability and 

arrhythmia pathophysiology by direct post-transcriptional targeting of ion channels has 

gained progressive ground over the past decade (see Section 1.3.3, Table 1.1 for 

extensive publication list). However, the role of miRNAs in regulating diurnal rhythms in 

cardiac excitability has not, to my knowledge, previously been investigated.  

MiRNAs have been identified as important post-transcriptional regulators of circadian 

rhythms in gene expression, and display rhythmic expression in several mammalian tissues, 

including the SCN275, liver276,277 and the heart278. Individual miRNAs are known to target up 

to several target genes, and the functions of rhythmic miRNAs are likely to be wide-ranging 

and complex. Several studies have focused on the regulation of specific clock genes by 

miRNAs, for example, identifying reciprocal regulation between Bmal1 and miR-142-3p280, 

and between Clock and miR-17-5p444. Zhou et al.445 performed a genome-wide screen of 

989 chemically synthesised miRNAs mimics on Bmal1 and Per2 luciferase reporter cell 

lines, identifying a combined total of 120 miRNAs which modified rhythmic reporter activity 

of these genes. Important insights into the overall contribution of miRNAs to circadian 

rhythmicity have been gained from cell and mouse models deficient in miRNAs due to 

knockout of the endonuclease Dicer277,446, which is required for cytoplasmic processing of 

pre-miRNA hairpins to mature miRNA153. Conditional global knockout of Dicer resulted in a 

~2 h shortening of the period of gene expression rhythms in the liver and mouse embryonic 

fibroblasts, which was linked to an increased rate of PER2 accumulation in the cytoplasm446. 

In a separate study, ~30% of all rhythmic genes in the liver displayed altered phase or 

amplitude following hepatocyte-specific Dicer knockout, indicating an important role of 

miRNAs in regulating the diurnal liver transcriptome277. However, only a small proportion of 

rhythmic liver genes (~2%) lost rhythmicity on Dicer knockout, with the authors suggesting 
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that the key function of miRNAs is modulating clock-driven gene expression rhythms277. 

Interestingly, the expression of Dicer has been shown to display tissue-specific 

rhythmicity447, presenting a potential mechanism by which miRNAs could impart tissue-

specificity to target gene expression rhythms.  

There have been few studies of diurnal rhythmicity of miRNAs in the heart278. Alibhai et al.281 

demonstrated dysregulation of several miRNAs (including miR-17 and miR-92a) in the 

hearts of mice with cardiac-specific mutation of Clock, demonstrating direct clock regulation 

of miRNAs in the heart. Bartman et al.282 identified miR-21 to display a day-night rhythm in 

the heart of mice, linked to PER2-dependent cardio-protection of ischaemia-reperfusion 

injury, though the expression of this miR-21 was found to be highly enriched in fibroblasts 

with low cardiomyocyte expression in this study278,282. Though miRNA rhythmicity in the 

heart is not well-studied, the requirement of cardiac miRNAs is known to be critical for 

normal heart development: mice with cardiomyocyte-specific Dicer knockout (under the a-

MHC promoter) die within 4 days of birth, with a marked decrease in cardiac contractility 

and associated contractile proteins448. Furthermore, cardiomyocyte-specific Dicer knockout 

mice which displayed marked bradycardia (~50% reduction in heart rate) compared to 

wildtype littermates448. However, the mechanism underpinning this was not investigated.  

Work from our laboratory group has shown that miRNA-mediated remodelling of 

pacemaking ion channel expression underpins SAN pacemaking in both physiological and 

disease contexts48,163. For example, in a mouse model of endurance exercise training, sinus 

bradycardia presents due to downregulation of SAN HCN4/If, mediated by miR-423-5p163. 

In the transverse aortic constriction mouse model of pressure-induced heart failure, 

bradycardia presents associated with miR-370-3p induced downregulation of HCN4/If in the 

SAN48. A similar miRNA-mediated mechanism regulating ion channel remodelling exists in 

the AVN: exercise-induced downregulation of HCN4/If and Cav1.2/ICa,L in the mouse AVN is 

mediated by miR-211-5p and miR-432, with animals displaying AV block120. Several other 

cardiac ion channels (which are also known to display rhythmicity in the SAN, e.g. Hcn2, 

Kcnh2 and Kcnd2, see Chapter 3) have also been reported to be functionally regulated by 

various miRNAs (see Table 1.1, Section 1.3.3). Though not studied in the context of the 

heart, post-transcriptional regulation of ion channels by oscillating miRNAs has previously 

been reported in the retina and cerebral vasculature. Shi et al.449 identified antiphase diurnal 

expression of miR-26a and the L-type voltage-gated Ca2+ channel alpha1C subunit (L-

VGGCalpha1C, analogous to Cacna1c/Cav1.2) in chick retinal cells. Using luciferase 

reporter assays, they confirmed miR-26a targeting of the L-VGGCalpha1C 3’UTR – the 

most common site of miRNA binding –, and further demonstrated downregulation of the L-

VGGC current density in chicken cone photoreceptor cells following transfection with 

precursor gga-mir-26a449. In rat cerebral arteries, Chen et al. reported diurnal variation in 

Cav1.2 protein expression and current density, associated with antiphase diurnal expression 
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of miR-203450. Using luciferase reporter assays, the authors demonstrated miR-203 

suppression of Cacna1c 3’UTR activity, and proposed that oscillating miR-203 regulated 

the diurnal rhythm in Cav1.2450. 

 

Based on these established mechanistic links between (i) miRNAs and diurnal rhythmicity, 

and (ii) miRNAs and regulation of pacemaking ion channels (including HCN4), this 

Chapter tested the general hypothesis that diurnal rhythms in miRNAs contribute to the 

day-night rhythm in ion channel expression in the SAN, with specific emphasis on HCN4.  

 

Specific aims: 

1. To determine whether miRNAs in the mouse SAN display a diurnal rhythm 

2. To investigate potential 3’UTR gene targets of rhythmic SAN miRNAs (all rhythmic 

SAN transcripts and selected important genes) 

3. To identify rhythmic SAN miRNAs predicted to target Hcn4 3’UTR 

4. To validate miRNA target binding to the Hcn4 3’UTR using luciferase reporter 

assays and site-directed mutagenesis 

5. To investigate the effect of miRNA modulation on endogenous HCN4 levels in the 

mouse SAN 

 

 

 

 

 

 

 

. 
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6.2 Materials and methods 
6.2.1 General methods 

SAN tissue biopsies were obtained from adult male C57BL/6J mice (aged 9-10 weeks) as 

detailed in Section 2.4. Tissue was collected at specified time points across the 24 h cycle: 

zeitgeber time (ZT) 0 as the start of the light period and ZT12 as the start of the dark period. 

Total RNA was isolated from SAN tissue samples as detailed in Section 2.7.1, from cells 

as detailed in Section 2.7.2, and Western blotting was performed as detailed in Section 
2.8. 

 

6.2.2 TaqMan MiRNA array card qPCR  

TaqMan Array Rodent MiRNA A+B Cards Set v3.0 (ThermoFisher, #4444909) were used 

to measure the expression of 748 miRNAs in SAN samples. Each card (A and B) contained 

374 miRNA assays and 6 reference small nucleolar RNA assays. A specific protocol was 

followed for preparation of cDNA for use with TaqMan miRNA array cards. Synthesis of 

cDNA was performed using the TaqMan MiRNA Reverse Transcription kit (ThermoFisher), 

according to manufacturer’s instructions. 65 ng of input RNA was used and cDNA synthesis 

performed for both pool A and pool B miRNA RT primer mixes. The reverse transcription 

thermal cycling conditions comprised 40 cycles of 16°C for 2 min, 42°C for 1 min and 50°C 

for 1 sec. The reaction was stopped by holding at 85°C for 5 min. Following reverse 

transcription, 2.5 µl of the reaction product was used in a pre-amplification reaction, using 

TaqMan Pre-Amp Master Mix and Megaplex Pre-Amp Primers. The following thermal 

cycling conditions were used:  

Table 6.1: Thermal cycling conditions for miRNA pre-amplification 
Step Temperature Time PCR stage 

Polymerase activation [1] 95°C 10 min [2] - 

Anneal 55°C 2 min - 

Extend 72°C 2 min - 

PCR (12 cycles) 95°C 15 sec Denature 

60°C 4 min Anneal/Extend 

Enzyme deactivation 99.9°C 10 min - 

 

Each array card contained 384 reaction chambers for individual qPCR reactions, with each 

sample loaded one an A and B card. Samples were prepared by mixing cDNA in a 1:1 ratio 

with 2× TaqMan™ Fast Advanced Master Mix (Thermo Fisher, #444456) and a total of 34 

ng cDNA (converted from total RNA) was loaded into each microfluidic card port. Array 

cards were centrifuged at 1200 rpm for 2 × 1 min and sealed using the TaqMan™ Array 

Micro Fluidic Card Sealer (Thermo Fisher). Thermal cycling was performed on a 
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QuantStudio 7 Flex Real-Time PCR System (Applied Biosystems), according to Table 6.2 

below. Data were collected using QuantStudio Software V1.3 (Applied Biosystems). 

Table 6.2: Thermal cycling conditions for TaqMan miRNA card qPCR 
Step Temperature Time PCR stage 

Polymerase activation [1] 92°C 10 min [2] - 

PCR (40 cycles) 95°C 1 sec Denature 

60°C 20 sec Anneal/Extend 

 

The analysis of miRNA qPCR was carried out as detailed in Sections 2.7.7, 2.7.9 and 

2.7.10. Outliers in the data for biological replicates were identified using median of absolute 

deviation analysis, with values ³ 2.5 units of deviation removed451. 

 

6.2.3 MiRNA nomenclature and annotation analysis 

The annotation of miRNAs was investigated using the miRBase.org, a curated online public 

repository for miRNA sequences and annotations452. Here, the naming convention used by 

miRBase was followed453. Briefly, the numbering of miRNAs is sequential, based on the 

date of discovery; mouse miRNA gene loci are given in the style ‘Mir203’; pre-miRNAs and 

families are denoted ‘mir-203’; numeral suffixes are given to genes which express identical 

miRNAs (e.g. Mir1a-1 and Mir1a-2); letter suffixes are given where mature sequences are 

closely related (e.g. Mir125a and Mir125b); and mature miRNAs are given in the style ‘miR-

203-3p’ or ‘miR-203-5p’, with the -3p and -5p denoting origin from the 3’ or 5’ arm of the 

pre-miRNA stem-loop, respectively. Where given, the three-letter prefix before ‘miR’ 

denotes the mature miRNA species, e.g. mmu-miR-133a-3p for mouse, hsa-miR-133a-3p 

for human. The online database miRIAD.org was used to obtain information on host genes 

for intragenic miRNAs454.  

 

6.2.4 Bioinformatic analysis of predicted miRNA-gene targets  

TargetScan Mouse v7.1 was used to identify ‘global’ predicted miRNA targets on the 3’UTR 

of rhythmic SAN transcripts. This bioinformatic tool predicts miRNA target genes based on 

the presence of conserved 6mer, 7mer and 8mer sites (6, 7 and 8 nucleotide matches, 

respectively) in the target gene 3’UTR which match the seed region of the miRNA157. All 

TargetScan target predictions were downloaded for conserved miRNA families. First, the 

list was filtered to contain only the predictions for the identified rhythmic miRNAs. 

Subsequently, the list of predicted miRNA target genes was compared and limited to a list 

of all rhythmic SAN transcripts from Wang et al.358 (JTK_Cycle P<0.05, RNA-seq of mouse 

SAN at 6 time points). The resulting list gave all rhythmic SAN genes predicted to be 

targeted by rhythmic SAN miRNAs, which was used as the input for GO analysis. GO 
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analysis was performed using the Database for Annotation, Visualisation and Integrated 

Discovery (DAVID)455. All expressed SAN transcripts (read count >1) from Wang et al.358 

were used as the background list and an FDR cut-off of <0.05 was applied.  

Further analysis of predicted miRNA targets was limited to genes previously confirmed to 

display a diurnal rhythm (JTK_Cycle, P<0.05) using qPCR at 4 time points in the mouse 

SAN (data first presented in Chapter 3, see Section 3.6). Finally, miRNA target predictions 

focused on the Hcn4 3’UTR only. For this analysis, three online bioinformatics tools were 

used: TargetScan Mouse was used to predict miRNA targets based on conserved sites 

which match the miRNA seed157; RNA22, which identifies predictions using a model based 

on heteroduplex patterning, with reliance on the sequences of known mature miRNAs456; 

and STarMir (Sfold) which uses thermodynamic and target structural features to provide 

miRNA target predictions457. The decision to use multiple, differing prediction algorithms for 

this analysis was taken based on the known exceptions to the commonly employed ‘seed 

site’ rule used, where functional miRNA binding sites have been reported that do not follow 

seed site conservation457.  

 

6.2.5 Mammalian cell culture 

H9C2 rat embryonic myoblasts (ATCC® CRL-1446™) and Shox2 mouse embryonic stem 

cell-derived nodal cardiac myocytes (ATCC® CRL-3256™) were maintained in standard in 

a humidified incubator at 37°C and 5% CO2 and passaged at 80% confluence. H9C2 cells 

were cultured in growth medium comprising Dubecco’s Modified Eagle Medium (DMEM, 

Gibco), 10% fetal bovine serum (FBS, Gibco), 1% penicillin-streptomycin and 1% non-

essential amino acids (Gibco), and dissociated in 0.25% Trypsin-EDTA (Gibco). Shox2 cells 

were cultured in Mouse ES Cell Basal Medium (ATCC, #SCRR-2011) containing 15% FBS, 

1% penicillin-streptomycin and 0.05 mM b-mercaptoethanol, and dissociated in Accutase 

(Sigma). Cell cultures were tested regularly for the presence of mycoplasma. 

 

6.2.6 In vitro validation of miRNA target binding 

Luciferase reporter assays were performed to confirm miRNA binding to the 3’UTR of Hcn4. 

This methodology is widely used in the literature to test miRNA-3’UTR binding and has 

previously been used by our laboratory group48,120,163.  

 
6.2.6.1 3’UTR luciferase reporter constructs and miRNA mimics 

Luciferase reporter constructs were purchased from GeneCopoeia: pmHcn4-3’UTR-Luc 

(GeneCopoeia MmT100218-MT06) and pControl-Luc (Negative control plasmid without 

3’UTR sequence, GeneCopoeia CmiT000001-MT06). A diagrammatic representation of the 

constructs is shown in Figure 6.1: the Hcn4 3’UTR sequence (2446 bp) was inserted 
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downstream of firefly luciferase, which was used as the primary reporter and driven by the 

SV40 promoter (Fig.6.1A). In the absence of miRNA targeting, the firefly luciferase protein 

is expressed. In the presence of miRNA binding to the 3’UTR sequence, the firefly luciferase 

mRNA is destabilised and translation blocked, resulting in a reduction in the bioluminescent 

signal. Synthetic renilla luciferase expression driven by the CMV promoter acted as a 

control reporter to normalise for transfection efficiency. Mature, double-stranded miRNA 

oligos (miRIDIAN microRNA Mimics) designed to mimic endogenous miRNAs were 

purchased from Horizon Discovery (Table 6.3).  

 

6.2.6.2 3’UTR luciferase reporter assay 

H9C2 cells were used to perform 3'UTR luciferase reporter assays. 24 h prior to 

transfection, 1´105 H9C2 cells were plated in 48 well plates. Cells were transfected with 

0.25 µg 3'UTR plasmid and 25 nM of miRNA mimic (or negative control miRNA mimic based 

on cel-miR-67, see Table 6.3), using 1.25 µl of Lipofectamine 2000 (Invitrogen, #11668030) 

according to manufacturer’s instructions. At 24 h post-transfection, firefly and renilla 

luciferase activities were measured sequentially using the Dual-Luciferase Reporter Assay 

(Promega, E1910) on the GloMax Explorer System (Promega), according to manufacturer’s 

instructions. It is possible to measure bioluminescence emitted due to both firefly and renilla 

luciferase activity in the same sample due to their different biochemical reaction 

requirements: firefly luciferase oxidises luciferin to oxyluciferin, requiring Mg2+, O2 and ATP, 

whilst renilla luciferase oxidises coelenterzine in the presence of O2. Firefly luciferase 

bioluminescent signal was normalised to renilla to account for any transfection variability 

and the result expressed as the ratio of firefly to renilla. 
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Figure 6.1: Plasmid maps of 3’UTR luciferase reporter constructs 

Maps showing construct features of the (A) pmHcn4-3’UTR-Luc and (B) pControl-Luc luciferase 
reporter plasmids, including: SV40 promoter, firefly luciferase, CMV promoter, renilla luciferase, 
and the ampicillin resistance gene (AmpR). A, the Hcn4 3’UTR sequence location (downstream 
of firefly luciferase) and the EcoRI and SpeI restriction sites are shown. Maps were created in 
SnapGene using plasmid sequence information provided from GeneCopoeia.  
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Table 6.3: Mature miRNA mimic sequences and catalogue numbers 

Catalogue No. MiRNA Name Mature miRNA Sequence 

CN-001000-01 Negative Control #1 
(based on cel-miR-67) UCACAACCUCCUAGAAAGAGUAGA 

C-310486-07 mmu-let-7d-5p AGAGGUAGUAGGUUGCAUAGUU 
C-310392-07 mmu-miR-125a-5p UCCCUGAGACCCUUUAACCUGUGA 
C-310393-05 mmu-miR-125b-5p UCCCUGAGACCCUAACUUGUGA 
C-310397-07 mmu-miR-127-3p UCGGAUCCGUCUGAGCUUGGCU 
C-310398-07 mmu-miR-128-3p UCACAGUGAACCGGUCUCUUU 
C-310407-07 mmu-miR-133a-3p UUUGGUCCCCUUCAACCAGCUG 
C-310423-05 mmu-miR-146a-5p UGAGAACUGAAUUCCAUGGGUU 
C-310716-01 mmu-miR-146b-5p UGAGAACUGAAUUCCAUAGGCU 
C-310425-05 mmu-miR-150-5p UCUCCCAACCCUUGUACCAGUG 
C-310439-07 mmu-miR-185-5p UGGAGAGAAAGGCAGUUCCUGA 
C-310898-01 mmu-miR-18a-3p ACUGCCCUAAGUGCUCCUUCUG 
C-310497-07 mmu-miR-192-5p CUGACCUAUGAAUUGACAGCC 
Not available mmu-miR-1937b AUCCCGGACGAGCCCCCA 
C-310454-07 mmu-miR-199a-3p ACAGUAGUCUGCACAUUGGUUA 
C-310459-07 mmu-miR-203-3p GUGAAAUGUUUAGGACCACUAG 
C-310460-07 mmu-miR-204-5p UUCCCUUUGUCAUCCUAUGCCU 
C-310575-05 mmu-miR-218-5p UUGUGCUUGAUCUAACCAUGU 
C-310444-05 mmu-miR-24-3p UGGCUCAGUUCAGCAGGAACAG 
C-310564-05 mmu-miR-25-3p CAUUGCACUUGUCUCGGUCUGA 
C-310380-05 mmu-miR-27b-3p UUCACAGUGGCUAAGUUCUGC 
Not available mmu-miR-29b-2-5p CUGGUUUCACAUGGUGGCUUAGAUU 
C-310803-01 mmu-miR-31-3p UGCUAUGCCAACAUAUUGCCAUC 
C-310548-07 mmu-miR-339-5p UCCCUGUCCUCCAGGAGCUCACG 
C-310631-05 mmu-miR-452-5p UGUUUGCAGAGGAAACUGAGAC 
C-310744-03 mmu-miR-455-3p GCAGUCCACGGGCAUAUACAC 
C-310850-01 mmu-miR-466e-5p GAUGUGUGUGUACAUGUACAUA 

NB: The miRIDIAN miRNA mimics are double-stranded oligos designed to mimic endogenous 
miRNA activity, with chemical modifications to promote active miRNA strand uptake to the RNA-
induced silencing complex. 
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6.2.7 Site-directed mutagenesis of Hcn4 3’UTR miRNA target sites 

Site-directed mutagenesis was performed to introduce point mutations in predicted miRNA 

binding sites on pmHcn4-3’UTR-Luc. This methodology was based on the QuikChange 

method from Agilent, which involves the annealing of mutagenic primers to parental plasmid 

DNA with primer extension to synthesize the mutant circular DNA strands containing 

staggered nicks. This is followed by digestion of the non-mutated parental template DNA, 

and subsequent transformation of the mutant plasmid into competent E.coli to repair the 

nicks. The mutagenic primers were designed to contain the desired point mutations (base 

substitutions within the miRNA binding site) flanked on either side with ~10-15 correct 

bases. In accordance with the recommendations of the QuikChange protocol, forward and 

reverse complementary primers were designed to anneal to the same sequence on 

opposing strands, to be ~25 - 45 bases long, to have a melting temperature (Tm)  ³ 78°C, 

and to avoid the formation of secondary structures (e.g. primer dimers). The following 

equation was used to determine Tm: 

𝑇𝑚 = 81.5 + 0.41(%𝐺𝐶) −
675
𝑁

−%	𝑚𝑖𝑠𝑚𝑎𝑡𝑐ℎ 

where N is the number of bases (length) of the primer, %GC is the percentage of G and C 

bases in the primer (optimal = 40%), and % mismatch is the percentage of bases in the 

sequence which have been mutated. Primers were purchased from Sigma, and the forward 

primer sequences are shown in Table 6.4. 

Mutant strands were synthesised in a 50 μl PCR reaction containing 20 ng of parental 

template DNA (pmHcn4-3’UTR-Luc), 1´ Cloned Pfu reaction buffer (Agilent), 125 ng of 

forward and reverse primers, 240 μM deoxynucleotide triphosphates (Promega, #U151A) 

and 2.5 U of Pfu Turbo DNA polymerase (Agilent #600153-82; for primer extension). 

Reactions were subject to initial denaturation at 95°C for 30 sec, followed by 12 PCR cycles 

of 95°C for 30 sec, 45°C for 1 min and 65°C for 2 min/kb of plasmid. Following mutant strand 

synthesis, reactions were treated with DpnI endonuclease (37°C for 1 h, followed by 90°C 

for 20 min for enzyme deactivation) to digest the methylated and hemimethylated parental 

template DNA and select for the synthesised DNA containing point mutations.  
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Table 6.4: Site-directed mutagenesis primer sequences 

Name Forward primer sequence 5'-3' 
3'UTR site 
mutated 

(bp) 
HCN4 SDM 
miR-133a-

3p 

AGAGAGGGAGGGAGGGAGCGAGGGCGGTGCTGACAAGGCC
CAAAG 247-259 

HCN4 SDM 
miR-125a-

5p 
TCTCTCCCAGCCCACACGCAAGGGGACCCCTG 768-772 

HCN4 SDM 
miR-146a-

5p 
CAGGCTCTGGGGGAACTACTGTCTCCCAGCCCTCA 751-756 

HCN4 SDM 
miR-203-3p 

CTGGGGGGTGAGGATTATGCTTTCTCCCTTATGACAGGTGAG
GAAAC 1032-1051 

NB: Reverse primer sequences were complementary to the forward primer sequences shown. Red 
indicates location of mutated bases.  

 

Synthesis of mutant DNA plasmids using Pfu polymerase introduces staggered nicks, so 

mutant DNA was transformed into XL1-Blue chemically competent E.coli (Agilent) for nick 

repair with endogenous DNA ligase. Heat shock bacterial transformation was performed 

adding mutant DNA to E.coli in a 1:50 μl ratio, and incubating on ice for 10 min followed by 

45 sec in a 42°C water bath, and then 2 min on ice. To grow transformed E.coli, 1 ml LB 

broth (without ampicillin) was added and tubes incubated for 1 h at 37°C. Subsequently, 50 

μl of cells were plated on LB agar plates containing ampicillin and incubated overnight at 

37°C. The reporter constructs contained the ampicillin resistance gene (Fig.6.1), allowing 

for ampicillin-based selection of colonies. Single colony transformants were selected and 

added to 4 ml LB broth + ampicillin, and grown overnight at 37°C in a shaking incubator. 

Subsequently, mutant plasmid DNA was isolated from 1 ml of cells using the QIAprep Spin 

Miniprep kit (Qiagen), according to manufacturer’s instructions. Sanger sequencing was 

used to confirm the presence of the desired point mutations in mutant plasmids, using 

forward (5'-GATCCGCGAGATCCTGAT-3') and reverse sequencing primers (5'-

CCTATTGGCGTTACTATG-3') and was performed by the Genomic Technologies Core 

Facility, with electropherograms inspected to confirm the presence of the desired mutations.  

To alleviate risk that erroneous mutations had been inserted into the vector backbone during 

site-directed mutagenesis, the mutated Hcn4 3’UTR sequences were excised and re-

inserted into an unaltered vector backbone using restriction digest (see Fig.6.1A for 

restriction enzymes sites). Parental template DNA (unaltered plasmid) and mutant plasmids 

were digested using EcoRI and SpeI in a 1:1:1 ratio with CutSmart buffer (NEB) at 37°C for 

1 h. Subsequently, digested parental template DNA was treated with 5 U of Antarctic 

Phosphatase (NEB) at 37°C for 30 min, then 80°C for 2 min, to remove 5’ phosphate groups 

from the vector to prevent self-ligation and facilitate downstream ligation of the mutant 
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3’UTR into the vector. The linearised DNA fragments were separated by gel electrophoresis 

in a 0.5% agarose gel containing SafeView and run at 100 V. A UV light block was used to 

visualise and aid the excision of gel bands containing mutated Hcn4 3’UTR fragments 

(2,446 bp) and the vector backbone fragment from the template plasmid (6,271 bp). DNA 

was extracted from gel bands and cleaned up using QiaQuick Gel Extraction kit (Qiagen), 

according to manufacturer’s instructions.  

Ligation of mutated Hcn4 3’UTR insert fragments with the parental DNA vector backbone 

was performed according to the following equation: 

 

Insert (ng)  = { Vector (ng) * Insert (kb) }  *  molecular ratio of insert / vector 

    Vector (kb) 

 

Ligation reactions contained 100 ng vector DNA, 84 ng insert DNA, 1´ T4 DNA ligase buffer, 

T4 DNA ligase (Promega, #M1801) and nuclease-free H2O in a total volume of 20 μl. 

Ligation was performed at 37°C for 1 h prior to bacterial transformation (as described above) 

and isolation of the final mutant Hcn4 3’UTR plasmid DNA using the PureLink HiPure 

Plasmid Maxiprep kit (ThermoFisher), according to manufacturer’s instructions. Sanger 

sequencing was performed to confirm successful ligation and plasmid DNA concentration 

and quality was measured by NanoDrop 1000. Mutant Hcn4 3’UTR plasmids were used to 

perform luciferase reporter assays as detailed in Section 6.2.3.2.  

 

6.2.8 MiRNA manipulation in the isolated, cultured SAN 

SAN preparations (comprising the right atrial appendage, the crista terminalis, the SAN and 

part of the atrial septum) were dissected under sterile conditions in 37°C Tyrode’s buffer, 

then pinned onto glass petri dishes with a silicon base containing 4 ml sterile culture 

medium: Advanced DMEM/F12 (Gibco #11550446) containing 5% penicillin-streptomycin, 

5% nystatin anti-fungal agent (Sigma, #N9150), and 10% FBS. Preparations were 

maintained in a humidified incubator at 37°C and 5% CO2 on a gentle rocking platform. 

Transfection mixtures were prepared in 1 ml OptiMEM I Reduced Serum  Medium (Gibco, 

#31985062) containing 12.5 µl DharmaFECT 1 transfection reagent (Horizon Discovery, 

#T-2001-01), according to manufacturer’s instructions. The transfection mixture was added 

to the cultured SAN preparation to give a final concentration of 50 nM of Dharmacon miRNA 

mimics (Table 6.3) or hairpin inhibitors (Table 6.5). After 48 h, SAN preparations were 

washed 3´ in sterile PBS and the SAN snap-frozen in liquid N2 for subsequent molecular 

analyses.  
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Table 6.5: miRIDIAN miRNA hairpin inhibitor sequences and catalogue numbers 

Catalogue No. Mature miRNA name Mature miRNA sequence 

CN-001000-01 Negative Control #1 (based 
on cel-miR-67) UCACAACCUCCUAGAAAGAGUAGA 

IH-310407-08 mmu-miR-133a-3p UUUGGUCCCCUUCAACCAGCUG  
IH-310392-08 mmu-miR-125a-5p UCCCUGAGACCCUUUAACCUGUGA 

The miRIDIAN miRNA hairpin inhibitors are single-strand RNA oligos with a unique secondary 
structure which sequester the complementary strand of a mature miRNA, suppressing endogenous 
miRNA levels. The inhibitor sequences are proprietary, and designed to bind the mature miRNA 
sequence displayed. 
 

6.2.9 Single assay qPCR for miRNA and mRNA 

Single assay qPCR for mature miRNAs and mRNA was performed using the miScript PCR 

System (Qiagen). Following total RNA extraction from samples using the RNeasy Micro Kit 

(Qiagen), RNA to cDNA synthesis was performed using the miScript II RT Kit in 20 µl 

reactions containing 20 ng RNA, 4 µl 5x miScript HiFlex Buffer, 2 µl 10´ miScript nucleic 

mix, 2 µl miScript reverse transcriptase and nuclease-free H2O. Reverse transcription 

reactions were performed at 37°C for 60 min, then stopped by heating to 95°C for 5 min in 

a Veriti 96-well thermal cycler (Applied Biosystems).  

qPCR reactions were prepared using the miScript SYBR Green PCR Kit: 1 μl cDNA, 1 μl 

10´ miScript Universal Primer, 1 μl 10´ miScript Primer Assay (see Table 6.6) and 5 μl 2´ 

QuantiTect SYBR Green PCR Master Mix. Thermal cycling was performed on a 

QuantStudio 7 Flex Real-Time PCR System (Applied Biosystems): 95°C for 10 min, 

followed by 40 cycles of 94°C for 15 sec, 55°C for 30 sec and 70°C for 30 sec. For mRNA 

detection from the same samples, the miScript Universal Primer was omitted and 

QuantiTect qPCR primers were used (see Table 2.3, Section 2.7.6). Data were collected 

using QuantStudio Software V1.3 (Applied Biosystems). Stable housekeeper selection was 

performed as detailed in Section 2.7.9. Quantification of miRNA expression relative to the 

selected reference transcript was performed as detailed in Section 2.7.10. 

Table 6.6: miScript qPCR primer assay details 
Type MiRNA Catalogue no. (Qiagen) 

miRNA of interest mmu-miR-125a-5p Mm_miR-125a_1 

mmu-miR-133a-3p Mm_miR-133a_2 

Reference RNA SNORD61 Hs_SNORD61_11 

SNORD95 Hs_SNORD95_11 

RNU6-2 Hs_RNU6-2_11 
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6.2.10 Transfection of Shox2 cells with siRNA and plasmids 

For loss-of-function experiments, Shox2 cells were plated at 5´104 cells per well in a 24 

well plate. After 24 h, cells were transfected with Bmal1-targeting short interfering RNA 

(siRNA). Transfection mixtures were prepared in Opti-MEM I Reduced Serum Medium 

using 5 µl DharmaFECT 1, according to manufacturer’s instructions. Each well was 

transfected with 50 nM siRNA, and for control experiments all steps were followed with the 

omission of the siRNA (mock transfection). For gain-of-function experiments, Shox2 cells 

were plated at 4´105 cells per cell in a 6 well plate. After 24 h, each well was transfected 

with 2.5 µg of Bmal1 cDNA overexpression construct pBMPC3 (Bmal1; Addgene, #31367) 

or empty vector (pcDNA3.1; Invitrogen). Transfection mixtures were prepared in Opti-MEM 

I Reduced Serum Medium using 6 µl Lipofectamine 2000, according to manufacturer’s 

instructions. In both experiments, growth medium was refreshed after 24 h. After 48 h, cells 

were washed in 1´ PBS, lysed in TRIzol reagent (Invitrogen, #15596026) and stored at -

80°C prior to RNA isolation as detailed in Section 2.7.2. 

 

6.2.11 Data presentation  

All graphs and statistical tests were performed using GraphPad Prism unless otherwise 

stated. Radar plots were generated using the fmsb package v0.7.5 and radarchart function 

in R v4.1.0 using phase (LAG) values from JTK_Cycle results.  
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6.3 Results 
6.3.1 MiRNAs display a diurnal rhythm in the mouse SAN 

To investigate whether miRNAs in the mouse SAN display diurnal rhythmicity, TaqMan 

Rodent MiRNA qPCR array cards were used to profile the expression of 748 mature 

miRNAs in mouse SAN biopsies collected at ZT0, 6, 12 and 18 (n=8 per time point). Using 

JTK_Cycle, it was determined that 74 miRNAs (~10% of all miRNAs measured) displayed 

a significant 24 h rhythm in the mouse SAN (Fig.6.2A; Table 6.7). Annotations of the 

miRNAs were investigated using miRBase, identifying miRNAs to belong to 53 unique 

families of miRNAs (Table 6.7) derived from the same common evolutionary ancestor and 

likely to have similar physiological functions149–151. The mir-10 family was the most 

represented in the dataset, with 5/74 of the identified rhythmic mature miRNAs belonging 

to this family (miR-10a-5p, miR-100-5p, miR-125a-5p, miR-125b-5p and miR-99b-5p). 

MiRNAs can be transcribed from intergenic locations or intragenic regions. Using the online 

database miRIAD, it was found that 31 rhythmic SAN miRNAs were transcribed from 

intergenic miRNA genes, 34 from intragenic regions, and 6 miRNAs had both an intragenic 

host gene and an intergenic miRNA gene (Supplemental Table 6.1). MiRNAs can also be 

transcribed together from the same host gene, or by the clustered transcription of adjacent 

genes149,150. Here, it was identified that several rhythmic miRNAs belonged to known 

clusters which are transcribed together, e.g. miR-1/133, miR-199a/214, miR-23b/27b/24-1, 

and miR-99b/let-7e/125a. Notably, 3 ‘miRNAs’ (miR-1935, miR-1937b and miR-1944) had 

been listed in miRBase as likely being previously misannotated as bona fide miRNAs, 

although they were not excluded from the analyses performed in this study.  

Phase analysis (of JTK_Cycle LAG value) identified that most rhythmic miRNAs (59/74, 

~80%) were estimated to peak in expression during the 12 h light period, when mice are 

inactive (Table 6.7): 7 at ZT6, 52 at ZT9, 11 at ZT12, 2 at ZT15, 2 at ZT18 and 1 at ZT21. 

MiRNAs are negative regulators of gene and protein expression, and in the context of 

regulating target gene rhythmicity, antiphase miRNA expression compared to target gene 

expression would be expected has previously been described280,444,449. The phase of 

rhythmic miRNA expression was compared to the phase of 7,134 rhythmic SAN transcripts 

(JTK_Cycle P<0.05) identified in a separate RNA-seq study by our laboratory group (Wang 

et al.358). Most rhythmic miRNAs peaked in expression at a time point (~ZT9) which fell 

between the bimodal phase distribution of rhythmic SAN transcripts, which showed peaks 

at ~ZT6 and ~ZT18 (Fig.2B). This expression pattern is suggestive of the potential of 

miRNAs to regulate gene expression rhythms in the SAN.  
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Figure 6.2: Expression and phase distribution of rhythmic SAN miRNAs 

A, Heatmap of all rhythmic SAN miRNAs (JTK_Cycle adj.P<0.05) measured at zeitgeber time (ZT) 
0, 6, 12 and 18 (n=7/8/8/8 per group) using TaqMan miRNA qPCR array cards. Data are displayed 
as the mean Z-score value for each time point and ordered by phase (LAG value from JTK_Cycle). 
B, Radar plot of phase distribution of rhythmic SAN miRNAs (blue, from A) and 7,134 rhythmic 
SAN transcripts (red) measured at 6 time points by RNA-seq (from Wang et al.358).  
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Table 6.7: JTK_Cycle results for all rhythmic SAN miRNAs 
Mature miRNA Family Adj.P Period Phase  Amplitude 
mmu-let-7d-5p let-7 0.0242 24 9 0.1174 

mmu-miR-1a-3p mir-1 0.0115 24 9 0.0047 
mmu-miR-100-5p mir-10 0.0025 24 15 0.0058 
mmu-miR-10a-5p mir-10 0.0010 24 9 0.0022 
mmu-miR-125a-5p mir-10 0.0001 24 9 0.0093 
mmu-miR-125b-5p mir-10 0.0027 24 9 0.0321 
mmu-miR-99b-5p mir-10 0.0345 24 9 0.0210 
mmu-miR-127-3p mir-127 0.0004 24 9 0.0078 
mmu-miR-128-3p mir-138 0.0012 24 9 0.0006 
mmu-miR-132-3p mir-132 0.0033 24 9 0.0043 
mmu-miR-133a-3p mir-133 0.0010 24 9 0.4053 
mmu-miR-145a-5p mir-144 0.0027 24 12 0.0754 
mmu-miR-146a-5p mir-146 0.0003 24 9 0.0084 
mmu-miR-146b-5p mir-146 0.0001 24 9 0.0006 
mmu-miR-150-5p mir-150 0.0003 24 9 0.0696 
mmu-miR-152-3p mir-148 0.0024 24 9 0.0005 
mmu-miR-16-5p mir-15 0.0007 24 9 0.0079 

mmu-miR-195a-5p mir-15 0.0032 24 9 0.0010 
mmu-miR-181a-5p mir-181 0.0054 24 9 0.0055 

mmu-miR-181c mir-181 0.0387 24 9 0.0004 
mmu-miR-184-3p mir-184 0.0000 24 9 0.0007 
mmu-miR-185-5p mir-185 0.0073 24 9 0.0011 
mmu-miR-186-5p mir-186 0.0081 24 9 0.0004 
mmu-miR-18a-3p mir-17 0.0127 24 21 0.0021 
mmu-miR-106b-3p mir-17 0.0237 24 12 0.0087 
mmu-miR-191-5p mir-191 0.0001 24 9 0.0891 
mmu-miR-192-5p mir-192 0.0469 24 6 0.0004 
mmu-miR-1935 NA 0.0015 24 9 0.0023 
mmu-miR-1937b NA 0.0369 24 6 3.4998 
mmu-miR-1944 NA 0.0086 24 15 0.0012 

mmu-miR-195a-5p mir-15 0.0032 24 9 0.0010 
mmu-miR-199a-3p mir-199 0.0000 24 9 0.0073 
mmu-miR-199b-5p mir-199 0.0088 24 12 0.0005 

mmu-miR-200c mir-8 0.0358 24 9 0.0021 
mmu-miR-203-3p mir-203 0.0081 24 9 0.0015 
mmu-miR-204-5p mir-204 0.0310 24 9 0.0042 
mmu-miR-21a-5p mir-214 0.0165 24 9 0.0016 
mmu-miR-214-3p mir-218 0.0018 24 9 0.0161 
mmu-miR-218-5p mir-21 0.0387 24 9 0.0020 
mmu-miR-22-5p mir-22 0.0066 24 9 0.0047 
mmu-miR-221-3p mir-221 0.0091 24 9 0.0106 
mmu-miR-222-3p mir-221 0.0012 24 9 0.0044 
mmu-miR-23b-3p mir-23 0.0001 24 6 0.0017 
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Mature miRNA Family Adj.P Period Phase  Amplitude 
mmu-miR-24-3p mir-24 0.0277 24 9 0.0449 
mmu-miR-25-3p mir-25 0.0305 24 9 0.0012 
mmu-miR-26a-5p mir-26 0.0012 24 9 0.0228 
mmu-miR-26b-5p mir-26 0.0000 24 9 0.0055 
mmu-miR-27a-5p mir-27 0.0016 24 12 0.0018 
mmu-miR-27b-3p mir-27 0.0027 24 9 0.0023 
mmu-miR-27b-5p mir-27 0.0249 24 9 0.0042 
mmu-miR-29a-3p mir-29 0.0003 24 9 0.0125 

mmu-miR-29b-2-5p mir-29 0.0243 24 12 0.0011 
mmu-miR-30a-3p mir-30 0.0001 24 9 0.0948 
mmu-miR-30b-5p mir-30 0.0037 24 9 0.0508 
mmu-miR-30c-5p mir-30 0.0018 24 9 0.0290 
mmu-miR-30d-5p mir-30 0.0129 24 9 0.0008 
mmu-miR-31-3p mir-31 0.0137 24 9 0.0012 
mmu-miR-331-5p mir-331 0.0152 24 18 0.0008 
mmu-miR-337-5p mir-337 0.0059 24 12 0.0006 
mmu-miR-339-5p mir-339 0.0486 24 6 0.0012 
mmu-miR-340-3p mir-340 0.0124 24 12 0.0007 
mmu-miR-342-3p mir-342 0.0014 24 6 0.0089 
mmu-miR-34a-5p mir-34 0.0024 24 9 0.0076 
mmu-miR-384-5p mir-384 0.0451 24 9 0.0001 
mmu-miR-411-5p mir-379 0.0094 24 9 0.0002 
mmu-miR-423-5p mir-423 0.0132 24 9 0.0092 
mmu-miR-452-5p mir-452 0.0358 24 6 0.0002 
mmu-miR-455-3p mir-455 0.0115 24 9 0.0318 
mmu-miR-466e-5p mir-466 0.0147 24 12 0.1175 
mmu-miR-494-3p mir-154 0.0150 24 12 0.0238 
mmu-miR-532-5p mir-188 0.0092 24 9 0.0023 
mmu-miR-539-5p mir-154 0.0006 24 12 0.0015 
mmu-miR-652-3p mir-652 0.0001 24 6 0.0102 

mmu-miR-704 mir-704 0.0408 24 18 0.0018 
mmu-miR-744-3p mir-744 0.0119 24 12 0.0016 

JTK_Cycle was used to determine 24 h rhythmicity in mature miRNAs measured in the SAN at ZT0, 
6, 12 and 18. All miRNAs which displayed a significant 24 h rhythm (adjusted P < 0.05) are shown 
in the table with corresponding LAG (phase) and amplitude estimates from JTK_Cycle. NB: MiRNA 
family members deriving from the same common ancestor are shown in grey highlight, sharing row 
boundaries. Family information from miRBase.org452. 
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6.3.2 Rhythmic SAN miRNAs are predicted to target rhythmic SAN genes 

The identification of miRNA target genes is commonly conducted using bioinformatic 

prediction algorithms, the majority of which determine predicted miRNA binding sites on the 

3’UTR of potential target genes. TargetScan Mouse – a tool based on miRNA target seed 

site conservation – was used to identify potential 3’UTR gene targets of rhythmic SAN 

miRNAs on the 7,134 rhythmic SAN transcripts identified by RNA-seq358. Predictions were 

limited to ‘highly conserved’ miRNA families only for this analysis. Of the 71 bona fide 

miRNAs recognised by TargetScan, 54 miRNAs were predicted to target 1806 unique 

rhythmic SAN transcripts, equating to ~25% of all rhythmic SAN transcripts. GO analysis 

was applied using DAVID to investigate the functional significance (FDR < 0.05) of the 

rhythmic genes predicted to be targeted by oscillating SAN miRNAs. A background list of 

all expressed SAN transcripts (>1 read count in Wang et al.358) was used. The predicted 

target genes were enriched for biological processes covering canonical cellular functions, 

such as protein phosphorylation, transcriptional regulation and mRNA processing (Table 
6.8). In addition, the term ‘rhythmic process’ – including circadian clock genes such as 

Bmal1, Clock and Cry1 – was also significantly enriched (Table 6.8).  

 

Table 6.8: Enriched GO biological processes for predicted rhythmic SAN miRNA-gene 
interactions 

Gene ontology analysis performed using DAVID for 1806 predicted miRNA-targeting rhythmic SAN 
transcripts. Statistically significant (FDR < 0.05) enriched terms for biological processes are shown 
in the table, with corresponding number of genes (‘Positive Genes in Group’) in term displayed.   

GO Group 
ID GO Category 

Genes 
in 

Group 

Positive 
Genes 

in 
Group 

Raw P-
value FDR 

GO:0006468 protein phosphorylation 503 115 1.19E-08 5.90E-05 

GO:0045944 
positive regulation of 

transcription from RNA 
polymerase II promoter 

790 159 1.64E-07 3.54E-04 

GO:0000122 
negative regulation of 
transcription from RNA 
polymerase II promoter 

600 127 2.15E-07 3.54E-04 

GO:0015031 protein transport 562 119 5.39E-07 6.66E-04 
GO:0016310 phosphorylation 553 114 3.68E-06 0.004 

GO:0006351 transcription, DNA-
templated 1560 271 5.55E-06 0.004 

GO:0051091 
positive regulation of 

sequence-specific DNA 
binding transcription factor 

activity 

87 29 6.60E-06 0.004 

GO:0016477 cell migration 171 46 6.64E-06 0.004 
GO:0048511 rhythmic process 116 35 7.36E-06 0.004 
GO:0070932 histone H3 deacetylation 13 9 7.86E-05 0.036 
GO:0006397 mRNA processing 301 66 8.09E-05 0.036 
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6.3.3 Rhythmic SAN miRNAs are predicted to target pacemaking genes 

Next, analyses were limited to a subset of genes previously been confirmed to display 24 h 

rhythmicity (JTK_Cycle P<0.05) in the mouse SAN by qPCR array card (see Table S 3.1, 

Section 3.6), including pacemaking ion channels, Ca2+-handling protein, SAN transcription 

factors and circadian clock transcription factors. Phase analysis (Fig.6.3) identified that 

most miRNAs peaked at ~ZT9, whilst most genes peaked at ~ZT18-21. Thus, oscillating 

SAN miRNAs displayed antiphase expression appropriate to negatively regulate rhythmic 

many SAN genes. TargetScan Mouse was used to identify predicted 3’UTR target sites 

between rhythmic miRNAs and genes. To condense target predictions whilst retaining those 

likely to be most relevant, only antiphase miRNA-gene predictions were considered, i.e. 

where the phase of the miRNA and gene expression was at least 9 h apart. This phase-lag 

was chosen to ensure only antiphase expressed miRNAs and mRNAs were compared. 

Predicted miRNA 3’UTR target sites were identified for 17 rhythmic SAN genes in total: 2 

circadian clock transcription factors (Bmal1 and Clock); 5 cardiac transcription factors 

(Mef2c, Tbx3, Tbx5, Gata6 and Srf); and 9 ion channels and Ca2+ handling proteins 

(including Hcn4, Cacna1c and Ryr3) (Table 6.9). Most genes were predicted to be targeted 

by several miRNAs, and individual miRNAs were predicted to target several genes (Table 
6.9).  

 

 

 

 

Figure 6.3: Phase distribution comparison of rhythmic SAN miRNAs and selected genes 

Radar plot of phase distribution for rhythmic SAN miRNAs (blue) and rhythmic SAN genes (red) 
identified by qPCR of mouse SAN at ZT0, 6, 12 and 18. All data JTK_Cycle P<0.05 are plotted; 
phase values are LAG from JTK_Cycle results.  
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Table 6.9: TargetScan Mouse miRNA target predictions for selected rhythmic SAN genes 

Category Gene ID No. of 
miRNAs MiRNAs 

Cardiac 
transcription 

factor 

Mef2c 10 

let-7d-5p, miR-199a-3p, miR-203-3p, miR-
21a-5p, miR-218-5p, miR-23b-3p, miR-
26a-5p, miR-26b-5p, miR-27b-3p, miR-

452-5p 
Tbx3 3 miR-1-3p, miR-203-3p, miR-25-3p 

Tbx5 4 let-7d-5p, miR-10a-5p, miR-200c, miR-
452-5p 

Gata6 9 
miR-10a-5p, miR-1a-3p, miR-181a-5p, 

miR-203-3p, miR-25-3p, miR-30b-5p, miR-
30c-5p miR-30d-5p, miR-384-5p 

Srf 5 miR-125a-5p, miR-125b-5p, miR-150-5p, 
miR-200c, miR-423-5p 

Circadian clock 
transcription 

factor 

Bmal1 1 miR-494-3p 

Clock 2 miR-106b-5p, miR-494-3p 

Hlf 1 miR-339-5p 

Ion channels  

Cacna1c 6 miR-200c, miR-25-3p, miR-186-5p, miR-
26a-5p, miR-26b-5p, miR-494-3p 

Cacna2d2 4 miR-181a-5p, miR-34a-5p, miR-423-5p, 
miR-455-3p 

Hcn1 4 miR-10a-5p, miR-181a-5p, miR-200c, miR-
29a-3p 

Hcn4 5 miR-125a-5p, miR-125b-5p, miR-128-3p, 
miR-27b-3p, miR-218-5p 

Kcna4 10 
miR-181a-5p, miR-30b-5p, miR-30c-5p, 
miR-30d-5p, miR-384-5p, miR-192-5p, 
miR-203-3p, miR-204-5p, miR-342-3p 

  
Kcnj2 5 miR-1a-3p, miR-16a-5p, miR-195a-5p, 

miR-26a-5p, miR-26b-5p 

Kcnq1 1 miR-1a-3p 

Slc8a1 8 
miR-132-3p, miR-150-5p, miR-181a-5p, 
miR-23b-3p, miR-27b-3p, miR-128-3p, 

miR-1a-3p, miR-34a-5p 
Ca2+ handling Ryr3 1 miR-25-3p 

NB: only highly conserved miRNA families (as determined by TargetScan Mouse) and antiphase 
miRNA-gene pairs (phase = 9 h apart) were included in analyses to condense results.  
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6.3.4 Rhythmic SAN miRNAs target the Hcn4 3’UTR 

To date, HCN4 is the only oscillating ion channel in the SAN to be characterised at the 

mRNA, protein expression and functional level: HCN4 protein and If density display day-

night variation, and block of If abolishes the day-night variation in SAN pacemaking ex vivo 

and in heart rate in vivo (see Chapter 3)328. MiRNA-mediated regulation of HCN4 

expression and function has also previously been demonstrated to underpin functional SAN 

remodelling in both exercise training and heart failure48,163. Given this background, further 

analyses focused on identifying oscillating SAN miRNAs predicted to target the Hcn4 

3’UTR, as proof-of-concept of rhythmic miRNA-ion channel targeting in the SAN.  

To identify potential Hcn4 3’UTR targeting rhythmic miRNAs, three prediction algorithms 

were utilised: TargetScan Mouse which is based on conversation and seed matching157; 

RNA22 which identifies predictions based on predicted heteroduplex patterning456; and 

STarMir (Sfold) which uses thermodynamic and target structural features to provide miRNA 

target predictions457. In total, from these 3 analyses, 25 rhythmic miRNAs were predicted to 

target the Hcn4 3’UTR (Table 6.10). Notably, all of these miRNAs were antiphase cyclers, 

i.e. they showed an expression peak during the light period when Hcn4 levels showed a 

trough, and vice versa (see Fig.6.4 for example). Within the list of potential Hcn4 3’UTR 

targeting miRNAs, some miRNA families – miRNAs that share common a common ancestor 

and seed sequence – were identified (see Table 6.9), e.g. miR-125a-5p & miR-125b-5p; 

and miR-146a-5p & miR-146b-5p. As expected, these miRNA families had similar predicted 

binding sites on the Hcn4 3’UTR (Table 6.10).  

 

Figure 6.4: Rhythmic SAN expression of miR-125a-5p and Hcn4 

Expression of miR-125a-5p (red) and Hcn4 mRNA (black) measured by qPCR at ZT0, 6, 12 and 
18 (n=8 per group for Hcn4, n=7/8/8/8 per group for miR-125a-5p). ZT0 data is replotted as ZT24 
for visual guide only. Data were normalised to relevant housekeeping transcripts and to the 
average of ZT0 for plotting. Grey shaded area represents the 12 h dark period. 
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Table 6.10: Target predictions for miRNA binding sites on Hcn4 3’UTR 

Numbers given are location of seed site start or range in Hcn4 3’UTR sequence. Grey highlight = not 
tested by 3’UTR luciferase reporter assay.  
 

 

 

 

 

MiRNA RNA22 TargetScan 
Mouse 

STarMir (Sfold) 

mmu-let-7d-5p 20, 896, 1814   385-390 

mmu-miR-125a-5p   746-753   

mmu-miR-125b-5p   746-753   

mmu-miR-127-3p 1098     

mmu-miR-128-3p 1676 54-60 54-59 

mmu-miR-133a-3p 241     

mmu-miR-146a-5p   729-735    

mmu-miR-146b-5p   729-735   

mmu-miR-150-5p 231, 235, 939, 1212, 
2034 

2032-2038   

mmu-miR-185-5p 22, 504     

mmu-miR-192-5p     686-691 

mmu-miR-1937b 2168     

mmu-miR-199a-3p   2216-2222   

mmu-miR-203-3p 1032 1026-1032   

mmu-miR-204-5p 216, 225, 233, 238, 944   2106-2112 

mmu-miR-218-5p 892  882-888 902-908, 993-998 

mmu-miR-24-3p 1099   1115-1121 

mmu-miR-25-3p 306, 1675     

mmu-miR-27b-3p   54-60, 391-397 54-60 

mmu-miR-29b-2-5p 1902, 2143     

mmu-miR-31-3p 569, 1095, 1562     

mmu-miR-339-5p 213, 295, 940, 1491, 
1976, 2035 

289-295, 1939-
1945 

  

mmu-miR-423-5p 27     

mmu-miR-452-5p     1121-1127, 2273-
2278 

mmu-miR-455-3p 
 

1839-1845   

mmu-miR-466e-5p 2233     
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It is known that miRNA target prediction algorithms can generate false-positive results. 

Therefore, in vitro 3’UTR luciferase reporter assay validation experiments were performed 

to identify which miRNAs bound the Hcn4 3’UTR sequence. H9C2 cells were co-transfected 

with 0.25 µg of a luciferase reporter construct containing the Hcn4 3’UTR or a negative 

control plasmid without the 3’UTR sequence (Fig.6.5A), and 25 nM mature miRNA mimic 

oligos. On miRNA binding to the Hcn4 3’UTR sequence, destabilisation of the RNA 

sequence results in downregulation of the translation of the luciferase reporter and a 

reduction in bioluminescent signal.  

In total, 23 miRNAs were tested, with 13 inducing a significant reduction of the Hcn4 3’UTR 

activity vs the control plasmid (Fig.6.5B, n=3/3 per miRNA). To narrow down Hcn4-targeting 

miRNAs for further investigation, a threshold of 70% luciferase reporter activity reduction 

compared to control was set. This resulted in the selection of 5 miRNAs which induced the 

greatest downregulation of Hcn4 3’UTR luciferase activity (Fig.6.5B, highlighted in red): 

miRs-133a-3p, -125a-5p, -203-3-p,  -146a-5p and -128-3p. Comparison was also made to 

co-transfection of the Hcn4 3’UTR plasmid with a non-targeting negative control miRNA 

based on the C.elegans, cel-miR-67 (Fig.6.5B). All of the selected 5 miRNAs displayed 

significant reduction in bioluminescent signal compared to this control (P<0.05, significance 

not indicated on graph). As such, these 5 miRNAs were taken forward as high-confidence 

Hcn4 3’UTR targeting miRNAs. 
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Figure 6.5: In vitro luciferase reporter assay validation of miRNA binding to Hcn4 3’UTR 

A, Diagrammatic representation of the Hcn4 3’UTR luciferase reporter construct, and the control 
luciferase reporter construct. B, Reporter construct luciferase activity (bioluminescent signal) 
plotted as Hcn4 3’UTR divided signal divided by the mean control construct signal following co-
transfection with 25 nM of miRNA mimic (n=3 per test). NC = negative control, non-targeting 
miRNA mimic. *P<0.05: Hcn4 3’UTR vs control signal, student’s t-test or non-parametric 
equivalent, with adjustments made for unequal variance as required (i.e. Welch’s t test). Black 
dashed line = no change. Red dashed line = 70% reduction in Hcn4 3’UTR signal vs control. Red 
bordered bars = >70% reduction in signal.  

 

 

 

 

 

A

B

0.0 0.5 1.0 1.5 2.0 2.5

NC
128-3p

146a-5p
185-5p

199a-3p
203-3p
27b-3p

31-3p
423-5p
455-3p

125b-5p
125a-5p

150-5p
133a-3p
466e-5p

127-3p
146b-5p

204-5p
452-5p
218-5p
192-5p

25-3p
24-3p

let-7d-5p

Hcn4 3’UTR/Control

M
ic

ro
R

N
A

 m
im

ic

* *
*

*

* *

*

*
*

*
*

*

*

70% reduction 
vs Control No change



 198 

6.3.5 Site-directed mutagenesis of miRNA binding sites on Hcn4 3’UTR  

To investigate whether the predicted sites were indeed the location of miRNA binding to the 

Hcn4 3’UTR, site-directed mutagenesis was performed to introduce point mutations in the 

base-pairing sites on the Hcn4 3’UTR sequence. Confirmed by Sanger sequencing of 

mutant plasmids, site-directed mutagenesis of predicted binding sites was successful for 

miR-133a-3p, miR-203-3p, miR-146a-5p and miR-125a-5p (Fig.6.6A). It was not possible 

to design primers which successfully mutated the predicted binding site for miR-128-3p 

despite several attempts.  

Luciferase reporter assays were performed to test whether mutation of the binding site 

prevented miRNA binding and miRNA-induced downregulation of Hcn4 3’UTR luciferase 

activity. H9C2 cells were co-transfected with 0.25 µg mutated Hcn4 3’UTR plasmid and 25 

nM of either a negative control, non-targeting miRNA or the miRNA of interest (Fig.6.6B). 

For miR-133a-3p and miR-125a-5p mutated plasmids, there was no change in 

bioluminescent signal, indicating that mutation of the miRNA binding site prevented miRNA 

binding. Mutation of the predicted miR-203-3p Hcn4 3’UTR binding site did not prevent the 

miR-203-3p mediated suppression of luciferase activity, indicating that the mutated site was 

not functional or the mutation insufficient to prevent binding (Fig.6.6D). For the miR-146a-

5p mutated plasmid, transfection with miR-146a-5p induced a modest (~20%) 

downregulation of luciferase reporter activity compared to negative control miRNA 

(Fig.6.6E). Though this was not significantly different when tested by 2-way ANOVA, using 

a Students t test to compare only the mutated plasmids gave a statistically significant 

difference between groups (P=0.006). Therefore, indicating that miR-146a-5p was still able 

to bind to and suppress the activity of the Hcn4 3’UTR (Fig.6.6E).  

Based on the site-directed mutagenesis results, miR-133a-3p and miR-125a-5p were taken 

forward for further investigation to test whether they regulated endogenous Hcn4 

expression in the isolated, cultured SAN. SAN preparations were transfected with 50 nM 

miRNA mimics for 48 h, with subsequent qPCR analysis of Hcn4 mRNA levels (Fig.6.7). 

Compared to transfection with a negative control miRNA mimic, only miR-125a-5p induced 

a significant downregulation in Hcn4 mRNA expression in the SAN (Fig.6.7). Based on 

these findings, miR-125a-5p was taken forward for further analysis.   
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Figure 6.6: Site-directed mutagenesis of Hcn4 3’UTR binding sites for selected miRNAs 

A, Diagram to show the location of the point mutations introduced to the Hcn4 3’UTR sequence 
for each miRNA binding site. | = Watson-Crick paired bases, : = G:U wobble bases. Red = site of 
introduced mutation on mutant plasmid. B-E, Luciferase reporter assay performed in H9C2 cells 
transfected with wild-type (WT) or mutant Hcn4 3’UTR luciferase reporter constructs and either a 
negative control (NC), non-targeting miRNA mimic based on cel-miR-67 or the miRNA mimic of 
interest as given above graphs (n=3 per test). Bioluminescent signal (a.u., arbitrary units) is plotted 
normalised to the mean negative control value for each plasmid. Group differences tested by 2-
way ANOVA with Šídák’s multiple comparisons test (a=0.05); values shown above bars indicate 
P value where difference was statistically significant. Individual data and mean ± SEM shown. WT 
NC miRNA data are the same for all graphs.  
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Figure 6.7: Hcn4 expression in SAN after miRNA mimic transfection 

Isolated, cultured mouse SAN was transfected with 50 nM miR-133a-3p mimic (n=6), miR-125a-
5p mimic (n=5) or negative control (NC, n=7), non-targeting miRNA for 48 h. Hcn4 expression 
measured by qPCR relative to Ipo8 housekeeping gene. Data are plotted normalised to the mean 
negative control value. Group differences tested by student’s t test, with Welch’s correction for 
unequal variance where required. P value shown where difference significant (a=0.05). 

 

6.3.6 miR-125a-5p modulation of endogenous SAN HCN4 expression 

To assess whether miR-125a-5p modulation of Hcn4 may be relevant in species other than 

mouse, the conservation of the miR-125a-5p binding site on the Hcn4 3’UTR between 

species was investigated using TargetScan Mouse (Fig.6.8A). Importantly, it was identified 

that the 8mer predicted binding site (Watson-Crick match to miRNA positions 2-8) was fully 

conserved between mouse and other mammals including rat, human, chimp, dog and 

squirrel (Fig.6.8A). Further, the conservation for the predicted heteroduplex interaction 

across the whole miRNA sequence length was >85% between mouse and these species, 

indicating potential functional relevance across species. The relative expression levels of 

miR-125a-5p between the SAN, right atrium and left ventricle were also assessed by qPCR, 

identifying that miR-125a-5p displays higher expression in the SAN compared to both 

regions of the working myocardium (Fig.6.8B).  

Whilst exogenously overexpressing a miRNA is a useful method to investigate its effect on 

target gene suppression, modulating endogenous levels is likely to be a more physiological 

approach, since high levels of overexpression may result in greater off-target effects. 

Therefore, a miR-125a-5p hairpin inhibitor was introduced to the isolated, cultured SAN by 

transfection for 48 h. Using qPCR, it was confirmed that miR-125a-5p was significantly 

reduced in the SAN compared to transfection of a negative control miRNA inhibitor 

(Fig.6.8C). Further, a ~50% increase in Hcn4 mRNA expression was observed (Fig.6.8D). 

To confirm whether this translated to the protein level, western blotting was performed, with 

a ~50% increase in HCN4 protein observed compared to negative control (Fig.6.8E-F). 
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Thus, confirming that miR-125a-5p modulation regulates endogenous HCN4 expression in 

the isolated mouse SAN.   

 

Figure 6.8: miR-125a-5p inhibition upregulates HCN4 expression in the mouse SAN 

A, Diagram showing the conservation of the miR-125a-5p Hcn4 3’UTR binding site sequence 
between mammalian species, including fully conserved 8-mer site. | = Watson-Crick paired bases. 
B, miR-125a-5p expression measured by qPCR in mouse SAN, RA (right atrium) and LV (left 
ventricle). Data normalised to housekeeping gene Ipo8 and plotted normalised to mean SAN level. 
C-F, Isolated mouse SAN were transfected with 50 nM miR-125a-5p inhibitor oligo or NC (negative 
control) miRNA inhibitor for 48 h. C, miR-125a-5p expression measured by qPCR relative to 
reference RNA SNORD61 (n=3/4). D, Hcn4 mRNA expression measured by qPCR relative to 
reference transcript Hprt (n=3/4). E, HCN4 protein measured by western blot (n=5/4) and stain-free 
total protein shown below. F, Quantification of HCN4 protein relative to total protein (n=5/4). Group 
differences tested by Students t test with Welch’s correction for unequal variance applied as required. 
a=0.05; values shown above bars on graph indicate significant differences. A.u. = arbitrary units. 
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6.4 Discussion 

The results presented in this chapter are the first description of diurnal rhythms in miRNA 

expression in the SAN. The identified rhythmic SAN miRNAs were bioinformatically 

predicted to target wide-ranging classes of rhythmic SAN protein-coding genes across 

several canonical biological processes. Focused analyses identified several clock genes, 

cardiac transcription factors and pacemaking ion channels predicted to be targeted by 

antiphase rhythmic SAN miRNAs. Further investigation of Hcn4-targeting miRNAs 

confirmed bioinformatic target predictions in vitro and identified miR-125a-5p as a novel 

regulator of endogenous HCN4. Thus, providing proof-of-principle evidence for antiphase, 

rhythmic miRNA-gene targeting of a pacemaking SAN ion channel.  

 

6.4.1 The diurnal miRNA signature of the mouse SAN 

Profiling of miRNAs in the SAN over the 24 h cycle identified 71 bona fide miRNAs that 

displayed a diurnal rhythm in expression, the majority of which displayed increased 

expression during the mid-late light period, where there is a nadir in SAN gene 

expression358. In total, ~10% of the profiled miRNAs displayed rhythmicity. This was similar 

to previous reports that ~13% of miRNAs profiled in the liver were rhythmic, with the majority 

(~53%) showing light-phase expression profiles276. Remarkably, 25% of rhythmic SAN 

genes (previously identified by RNA-seq358) were predicted to be targeted by oscillating 

miRNAs. Predicted miRNA target genes were most enriched for biological processes 

related to protein phosphorylation and regulation of transcription, indicating the potential for 

wide-ranging effects of rhythmic miRNAs in the SAN in regulating various cellular 

processes. Given the high proportion of the mouse SAN transcripts that displays diurnal 

rhythmicity (~44%)358, it seems plausible that rhythmic miRNAs may play a significant role 

in their regulation. As miRNAs are negative regulators of gene and protein expression, the 

antiphase expression of miRNAs observed compared to gene expression highlighted the 

potential importance of miRNAs in regulating wide-ranging rhythms in SAN gene transcripts. 

MiRNAs are known to display tissue-specific expression profiles458, therefore it was not 

surprising to find that many of the identified rhythmic SAN miRNAs have previously been 

shown to be abundant in the heart and involved in the regulation of various physiological 

and pathophysiological processes158,160. This included members of the highly conserved 

mir-10 family, the most represented in the dataset, which are required for cardiac 

development and/or involved in cardiovascular disease pathogenesis459. Other miRNA 

families represented in the dataset with known cardiac functions included mir-1 and mir-

133, which form the miR-1/133a cluster of miRNAs that are predominantly expressed in 

cardiomyocytes and have a known role in cardiac development460; the mir-30 family which 

shows abundant expression in the heart, with constituent miRNAs reported to regulate 
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diverse functions including oxidative stress, autophagy and apoptosis461; the mir-27 family 

including miR-27b-3p which has a demonstrated role in preventing atrial fibrillation in rats462; 

and the mir-26 family, members of which have been shown to regulate signalling pathways 

involved in cardiovascular disease463. Some of the identified rhythmic miRNAs have also 

previously been shown to display a diurnal rhythm in other tissues. For example, miR-99b, 

miR-150, miR-339 and miR-146b display rhythmic light-phase expression in the liver276, in 

line with the observed SAN phase observed in this study. Many of the rhythmic SAN 

miRNAs did not feature in the liver dataset276, likely reflecting the tissue-specificity of 

expressed miRNAs and their biological functions.  

 

6.4.2 Rhythmic miRNAs are predicted to target SAN ion channels 

Addressing the key hypothesis of this study, analysis was focused on identifying oscillating 

SAN miRNAs that were predicted to target rhythmic SAN ion channel and Ca2+ cycling 

protein genes. In total, 9 cardiac ion channel and Ca2+ cycling genes previously confirmed 

to display diurnal rhythmicity in the SAN (by qPCR in Chapter 3) were predicted to be 

targeted by antiphase miRNAs. Several of these miRNA-target predictions have previously 

been validated by independent studies in the literature. For example, Shi et al.449 have 

previously reported gga-mir-26a mediated post-transcriptional repression of Cav1.2 3’UTR 

and ICaL current density in chick retinal photoreceptors, with the expression phases of both 

the miRNA and gene matching that observed in this study (i.e. higher light-phase expression 

of miR-26a-5p and higher dark-phase expression of the L-type Ca2+ channel). As such, 

further investigation of this miRNA-gene interaction in regulating diurnal rhythmicity in the 

SAN is warranted. Additional predicted miRNA-gene targets that have previously been 

validated by others included miR-1 targeting of Kcnq1183, Kcnj2185–187 and Slc8a1215; and 

miR-132-3p targeting of Slc8a1220. Therefore, though not explored in a diurnal context, there 

is evidence for the potential functional regulation of diurnal ion channel expression by 

rhythmic SAN miRNAs.  

Notably, several of the identified rhythmic SAN miRNAs which have previously been 

validated to target specific ion channels were not identified as predicted targets by the 

methodology used in this study. For example, miR-21196,197 regulation of Cacna1c and miR-

1 regulation of Hcn449 has previously been reported, and both miRNAs and genes were 

found to display a diurnal rhythm in the SAN, but did not feature in the TargetScan 

predictions (Table 6.9). Such findings highlight the known difficulties in identifying miRNA 

targets, particularly when relying on the use of a single algorithm (e.g. TargetScan Mouse) 

designed to recognise conserved seed regions in gene 3’UTR sequences. It is known that 

base-pairing outside the seed region can impact miRNA function, and that miRNA target 

prediction algorithms can differ in terms of the annotation or databases utilised in tool 

construction464. On this basis, for single-gene target prediction analysis of the Hcn4 3’UTR, 
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additional algorithms which utilised alternative strategies for target prediction (i.e. 

heteroduplex patterning and thermodynamic stability) were employed.  

 

6.4.2 Validation of Hcn4 3’UTR-targeting miRNAs 

Further investigations focused on Hcn4-targeting rhythmic miRNAs, given that day-night 

variation in HCN4/If is the only functionally characterised mechanism underpinning diurnal 

variation in SAN pacemaking to date (see Chapter 3)328. By relaxing the stringency of 

TargetScan Mouse predictions (to include miRNAs not in ‘highly conserved’ families), and 

using 2 additional prediction algorithms, a total of 25 rhythmic miRNAs were predicted to 

target the Hcn4 3’UTR. Luciferase reporter assays were used to validate miRNA-3’UTR 

binding in vitro, identifying 13 high-confidence Hcn4-targeting miRNAs. Interestingly, using 

this method it was found that miR-423-5p – previously reported to regulate HCN4 

remodelling in a mouse model of exercise training163 – did not suppress Hcn4 3’UTR 

reporter activity. The reason for this discrepancy is not clear, though these experiments 

differed in the length of the Hcn4 3’UTR sequence used: 2446 bp sequence from UCSC in 

commercially purchased vector used in this study vs a shorter 192 nucleotide 3’UTR 

sequence utilised in the other study163. Further, there was a high degree of variability in the 

results for miR-423-5p (and other miRNA mimics) in this study using n=3 for screening 

validation. Despite this, several miRNAs showed strong significant downregulation of Hcn4 

3’UTR activity, and therefore this experimental cut-off was used to select miRNAs for further 

investigation. The most pronounced suppression of Hcn4 3’UTR activity was observed for 

miR-125a-5p, followed by miR-133a-3p, miR-128a-3p, miR-203-3p and miR-146a-5p. Site-

directed mutagenesis of the predicted miRNA binding site on the Hcn4 3’UTR confirmed 

that the predicted binding sites were the functional targets of the miRNAs for miR-125a-5p 

and miR-133a-3p, as mutation of the binding site prevented miRNA-mediated 

downregulation of 3’UTR reporter activity.  

Though commonly used to investigate miRNA-target interactions, 3’UTR luciferase reporter 

assays are a synthetic tool, which may not recapitulate the real function of miRNAs in the 

in vivo context. Therefore, isolated SAN preparations were transfected with miRNA mimics 

for miR-125a-5p and miR-133a-3p to investigate whether these miRNAs modulated 

endogenous Hcn4 expression. Transfection of the SAN with miR-133a-3p did not 

significantly alter the expression of Hcn4, though there was a trend towards downregulation. 

Interestingly, predicted miR-133a-3p targeting of HCN4 has previously been reported in the 

literature161,163. Recently, Kuzmin et al.465 investigated the role of miR-133a-3p 

overexpression on SAN electrophysiology, reporting no alterations to the rate or 

morphology of spontaneous SAN-derived action potentials at 6 h following injection-based 

transfection of the isolated rat SAN with a miR-133a-3p mimic. Further, systemic 

administration of miR-133a-3p did not alter heart rate in vivo465, providing evidence against 
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the functional physiological relevance of miR-133a-3p (at least in isolation) in regulating 

SAN pacemaking.  

 

6.4.3 miR-125a-5p as a novel regulator of Hcn4 

MiRNA targeting of Hcn4 by miR-125a-5p has not been reported previously in the literature, 

though the TargetScan Mouse predicted binding site shows high conservation between 

species. Here, it was demonstrated that inhibition of miR-125a-5p in the isolated mouse 

SAN upregulated HCN4 at the mRNA and protein level. To my knowledge, there are no 

reports of miR-125a-5p function in the SAN specifically, or of validated miR-125a-5p 

targeting of cardiac ion channels, though Luo et al.466 have previously linked human miR-

125a/b with Scn5a, Cacna1c and Gja1 using bioinformatic prediction algorithms. Several 

studies have implicated miR-125a-5p as a tumour suppressor in cancer467,468. However, a 

role for miR-125a-5p, and other members of the mir-125 family, in cardiac development, 

ischaemia-reperfusion injury and atherosclerosis has emerged459. Notably, members of the 

mir-125 family appear to play differing roles in different disease contexts, for example, miR-

125b has a protective role, inhibiting cardiomyocyte apoptosis and inflammation during 

pathological states, whilst it can also promote cardiac fibrosis459. In a recent study by Gao 

et al.469 a protective role of miR-125a-5p in cardiac ischaemia-reperfusion injury in pigs and 

mice was described. Using a range of methods, it was demonstrated that: (i) miR-125a-5p 

shows predominant expression in cardiomyocytes as opposed to fibroblasts or other cell 

types; (ii) under normal conditions, miR-125a-5p overexpression does not affect 

cardiomyocyte apoptosis or fibroblast activity, though in hypoxic conditions proliferation and 

activation of fibroblasts was upregulated; (iii) systemic delivery of a miR-125a-5p agomir 

(miRNA mimic) in pigs was safe, and markedly improved cardiac function following 

ischaemia-reperfusion injury469.  

The study by Gao et al. demonstrated the feasibility and safety of delivering a miR-125a-5p 

agomir in both rodent and large animal models469. In addition, they performed ECG 

measurements on animals following systemic delivery of miR-125a-5p vs a negative control 

agomir following ischaemia but prior to reperfusion 469. Although no difference in heart rate 

was observed in this study, the miRNA was administered following ischaemia where there 

is likely to be increased sympathetic tone which could mask changes in intrinsic SAN rate 

(as occurs in heart failure where there is SAN dysfunction overcompensated by the 

hyperadrenergic state). Therefore, this study cannot reliably inform on the role of miR-125a-

5p modulation of SAN pacemaking or heart rate, and further work to investigate this is 

required. It should also be considered that given the numerous rhythmic SAN miRNAs that 

were identified and validated in vitro to target the Hcn4 3’UTR, it is possible that cooperative 

action of miRNAs may be required to elicit physiological effects – a well-established 

concept470. Further study of the effect of miR-125a-5p and other miRNAs on HCN4 and If is 
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warranted. Given that miR-125a-5p is known to be highly expressed in the heart, including 

the SAN, studying the effect of inhibition of this miRNA in vivo would be interesting, and 

could be achieved using a systemically delivered anti-miRNA. Ideally, delivery of a miRNA 

modulating oligo should be restricted to SAN myocytes (e.g. by expression in an adenoviral 

associated viral vector under a SAN-specific promoter/enhancer) to prevent off-target 

systemic effects of the miRNA.  

 

6.4.4 Interaction between rhythmic SAN miRNAs and transcription factors 

MiRNAs are known to interact with transcription factors to regulate gene expression, 

modulating transcription factor expression, and in turn being transcriptionally regulated by 

trans-acting factors. Recently, Aminu et al.166 reported a complex interacting network of 

miRNAs and transcription factors in the human SAN, based on next generation sequencing 

and bioinformatic predictions. In this study, 5 non-circadian clock SAN transcription factors 

were identified as antiphase targets of oscillating SAN miRNAs. Notably, the MEF2 

transcript Mef2c was predicted to be targeted by 10 miRNAs. This included miR-27b-3p, 

with miR-27 demonstrated to suppress Mef2c in HL-1 cardiomyocytes471; and miR-199a-

3p, which has been validated to target the MEF2C 3’UTR in embryonic stem-cell derived 

cardiomyocytes472. An interaction between miR-1 and Tbx3 – known to promote the SAN 

gene programme and previously demonstrated to induce ectopic expression of Hcn4 – has 

previously been suggested by D’Souza et al.49: upregulation of miR-1 coincided with 

downregulation of Tbx3, in association with downregulated HCN4, If and heart rate in the 

SAN of the exercise-trained mouse. However, no mechanistic confirmation of this was 

provided. Additionally, Nkx2-5 was shown to mediate transcription of miR-423-5p in the 

mouse SAN in response to exercise-training163. Interestingly, Kalsotra et al.473 have 

previously investigated the transcriptional regulation of cardiac miRNA genes by MEF2 

using ChIP-qPCR, identifying MEF2 binding sites in the genomic regions of Mir1a-2, 

Mir133a-1, Mir27a, Mir29b-2, Mir-30a, Mir30b, Mir30c-2, Mir30d and Mir181c, which all had 

identified rhythmic mature miRNA products in the SAN in this study. Therefore, it is likely 

that MEF2 transcription factors are involved in mediating the tissue-specific expression of 

these miRNAs.  

In this study, the factors regulating the rhythmic expression of miRNAs were not explored 

in detail. Though the diurnal rhythmicity of miRNA host genes and genes involved in miRNA 

biogenesis was investigated using 6 time-point mouse SAN RNA-seq data (from Wang et 

al.358; see Tables S 6.1 and S 6.2), no strong patterns indicating a global mechanism 

underpinning the regulation of rhythmic SAN miRNAs emerged. Importantly, the miR-125a-

5p host gene Spaca6 was rhythmic but its phase (ZT16) did not align with that of miR-125a-

5p (ZT9). Direct circadian clock regulation of miRNAs by binding of clock transcription 

factors to regulatory elements (e.g. BMAL1 binding to E-box sites) has been confirmed for 
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several rhythmic miRNAs275,445,449, including miR-26a449, identified as rhythmic in this study. 

Future studies should seek to investigate the presence of upstream cis-regulatory elements 

in miRNA genes and to assess whether rhythmicity is also observed in pre-miRNAs, which 

would give clues as to the regulation of rhythmic miRNA expression.  

 

6.4.5 Study limitations and future considerations 

During the course of this thesis, it was not possible to determine whether miR-125a-5p 

modulation of HCN4 had an effect on If or SAN function. Previous members of our laboratory 

group have assessed SAN beating rate by extracellular potential recordings following 

miRNA manipulation, including miRNA mimic injection of the rat SAN48,161, or viral 

transduction of a miRNA sponge in the isolated mouse SAN (Luke Stuart, unpublished 

findings). Whilst attempted, technical challenges in recording long-term from isolated, 

cultured mouse SAN preparations and equipment failures meant that this avenue of 

investigation was unsuccessful. An alternative, in vitro experimental plan was devised with 

collaborators to assess the effect of miR-125a-5p inhibition on If density in commercially 

available human induced pluripotent stem cell-derived nodal-like myocytes. However, 

delays in the characterisation of the model and difficulties in transfection of the cells delayed 

this work which is still on-going.  

Studying the effect of miRNA manipulation on Hcn4 gene expression rhythms also presents 

a challenge in vitro. Cell treatments such as ‘serum shock’ or forskolin are commonly used 

to synchronise the molecular clocks in cell lines, with qPCR used to investigate gene 

expression rhythms474. For example, antiphase Bmal1 and miR-142-3p expression has 

been reported in serum shock synchronised NIH/3T3 fibroblast cells280. In parallel studies, 

the utility of a mouse embryonic stem cell, nodal cardiac myocyte-derived cells (Shox2, 

CRL-3256, ATCC) was assessed for investigating circadian rhythmicity. However, it was 

found that modulating Bmal1 expression in the cells (using siRNA knockdown or Bmal1 

overexpression constructs) had no effect on known target genes including Per1 and Dbp 

(Fig.S 6.2). Thus, indicating that the cell line does not contain functional clock machinery 

and precluding it’s use for further studies. Zhou et al.445 presented a method to examine the 

effect of miRNAs on the rhythmic parameters of target genes by transfecting U2OS cells 

stably expressing a Bmal1-Luc reporter (incorporated by lentiviral transduction) with miRNA 

mimics. It would be interesting to apply this methodology to the investigation of Hcn4-

targeting miRNAs. However, it is not known whether clock-driven rhythmicity of a mouse 

Hcn4 reporter in such a system is possible. Studying the effect of miRNA manipulation on 

SAN gene expression rhythms and function in vivo is likely to provide the most reliable 

evidence for diurnal modulation of HCN4, other ion channels, transcription factors and SAN 

pacemaking.  
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Whilst this study provides proof-of-concept evidence of the potential for rhythmic miRNA-

ion channel regulation in the SAN, much further investigation is required to elucidate 

whether this has potential as a route for clinical application. Theoretically, if rhythmic post-

transcriptional regulation of cardiac ion channels is proven, it may be possible to harness 

this approach to for chronotherapeutic treatment of cardiac rhythm disturbances. For 

example, bradyarrhythmias are known to occur predominantly at night290, and miRNA-

mediated ‘rescuing’ of the underlying intrinsic electrical remodelling of ion channels 

underpinning this may provide a therapeutic option to prevent their occurrence. If similar 

rhythmicity in miRNAs is present in the working myocardium, then such a strategy may have 

greater clinical relevance in the treatment of other cardiac arrhythmias. Although not yet 

developed for the treatment of cardiac arrhythmias, progressive ground has been made in 

the development of miRNA-based therapeutics for treating cardiovascular disease, e.g. a 

miR-132 anti-miRNA passing pre-clinical testing and safety and tolerability testing in a 

phase 1b clinical trial for the treatment of heart failure475, and currently in a phase 2 clinical 

trial to evaluate its efficacy (HF-REVERT, National Library of Medicine U.S., 

NCT05350969).   

 

6.5 Conclusions 

The data presented in this chapter provides the first description of diurnal rhythmicity of 

mature miRNAs in the SAN, and the most in-depth characterisation of this in any region of 

the heart. Rhythmic SAN miRNAs were predicted to target ~25% of oscillating SAN genes, 

including several ion channels and transcription factors. Further, in vitro 3’UTR luciferase 

reporter validation identified several novel Hcn4-targeting miRNAs, including miR-125a-5p, 

which was subsequently confirmed to modulate endogenous HCN4 in the isolated mouse 

SAN. Therefore, providing proof-of-concept evidence for the potential regulation of HCN4 – 

the only ion channel characterised to underpin day-night rhythms in SAN pacemaking – by 

a diurnally expressed miRNA, though further studies are required to fully confirm and 

elucidate the proposed mechanism. The diurnal SAN miRNA dataset provides a hypothesis-

generating resource for the further investigation of post-transcriptional regulation of daily 

rhythms in the SAN. Furthermore, these findings have potential implications for the 

development of novel chronotherapeutics to treat time-of-day dependent arrhythmias. 
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6.6 Supplemental Results 
6.6.1 Investigation of factors regulating SAN miRNA rhythms  

RNA-seq data from the mouse SAN collected over 6 time points data (from Wang et al.358) 

was analysed by JTK_Cycle to investigate whether the host genes of rhythmic SAN miRNAs 

displayed a diurnal, phase-matched rhythm. Phase-matching intragenic host gene 

rhythmicity (within 3 h) was observed for 4 miRNAs, whilst 16 were rhythmic with alternative 

phase and 16 were not rhythmic. Interestingly, there were some discrepancies in the phase 

of host gene expression. For example, Mib1 the intragenic host gene for miR-133a-3p 

peaked at ZT16, whilst the miRNA genes miR-133a-1hg and miR-133a-2 peaked at ZT2 

and ZT4, respectively. Similarly, the diurnal expression rhythms of R3hdm1 and Arpp21, 

which are both intragenic host genes for miR-128-3p, peaked at ZT18 and ZT2, 

respectively.  

Diurnal SAN expression data for most intergenic miRNA genes was not available, since 

enrichment of small RNAs for next-generation sequencing would need to be performed to 

capture this data. Previous studies have reported diurnal rhythms in the expression of 

miRNA processing factors, proposing that oscillations in these steps could lead to rhythmic 

maturation of miRNAs447. In the mouse SAN, conflicting phases of expression were 

observed, with nuclear microprocessor gene Dgcr8 peaking at ZT20 and nuclear export 

gene Ran peaking at ZT4. Similarly, Dicer and its critical RNA binding partner, Trbp peaked 

at ZT18 and ZT4, respectively. Thus, based on these analyses, no strong patterns indicating 

the regulation of miRNA rhythmicity in the SAN emerged.  
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Table S 6.1: MiRNA host gene rhythmicity in the SAN 

Mature miRNA Phase  MiRNA gene 
Intragenic host 

gene 
Host gene 

phase, ZT (h) 
mmu-let-7d-5p 9 Mirlet7d - - 

mmu-miR-1a-3p 9 Mir1a-1 - - 
    Mir1a-2 Mib1 16 

mmu-miR-100-5p 15 Mir100 - - 
mmu-miR-10a-5p 9 Mir10a Hoxb3 ns 
mmu-miR-125a-5p 9 Mir125a Spaca6 16 
mmu-miR-125b-5p 9 Mir125b-1 - - 

    Mir125b-2 - - 
mmu-miR-99b-5p 9 Mir99b Spaca6 16 
mmu-miR-127-3p 9 Mir127 Rtl1 ns 
mmu-miR-128-3p 9 Mir128-1 R3hdm1 18 

    Mir128-2 Arpp21 2 
mmu-miR-132-3p 9 Mir132 - - 
mmu-miR-133a-3p 9 Mir133a-1 Mib1 16 

    Mir133a-1hg - 2 
    Mir133a-2 - 4 

mmu-miR-145a-5p 12 Mir145a - - 
mmu-miR-146a-5p 9 Mir146 - - 
mmu-miR-146b-5p 9 Mir146b - - 
mmu-miR-152-3p 9 Mir152 Copz2 4 
mmu-miR-16-5p 9 Mir16-1 - - 

    Mir16-2 Smc4 16 
mmu-miR-195a-5p 9 Mir195a - - 
mmu-miR-150-5p 9 Mir150 - - 
mmu-miR-494-3p 12 Mir494 - - 
mmu-miR-539-5p 12 Mir539 - - 
mmu-miR-106b-3p 12 Mir106b Mcm7 6 
mmu-miR-18a-3p 21 Mir18 - - 
mmu-miR-181a-5p 9 Mir181a-1 - - 

    Mir181a-2 Nr6a1 ns 
mmu-miR-181c 9 Mir181c - - 

mmu-miR-184-3p 9 Mir184 - - 
mmu-miR-185-5p 9 Mir185 Tango2 2 
mmu-miR-186-5p 9 Mir186 Zranb2 18 
mmu-miR-532-5p 9 Mir532 Clcn5 18 
mmu-miR-191-5p 9 Mir191 Dalrd3 ns 
mmu-miR-192-5p 6 Mir192 - - 
mmu-miR-199a-3p 9 Mir199a-1 LOC108167640 ncRNA 

    Mir199a-2 2810442N19Rik ncRNA 
mmu-miR-199b-5p 12 Mir199b Dnm1 ns 
mmu-miR-203-3p 9 Mir203 - - 
mmu-miR-204-5p 9 Mir204 Gm33649 ncRNA 
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Mature MiRNA Phase  MiRNA gene 
Intragenic host 

gene 
Host gene 

phase, ZT (h) 
mmu-miR-21a-5p 9 Mir21a Vmp1 ns 
mmu-miR-214-3p 9 Mir214 2810442N19Rik ncRNA 
mmu-miR-218-5p 9 Mir218-1 Slit2 ns 

    Mir218-2 Slit3 ns 
mmu-miR-22-5p 9 Mir22hg - 14 
mmu-miR-221-3p 9 Mir221 - - 
mmu-miR-222-3p 9 Mir222 - - 
mmu-miR-23b-3p 6 Mir23b 2010111I01Rik 0 (P=0.072) 
mmu-miR-24-3p 9 Mir24-1 2010111I01Rik 0 (P=0.072) 

    Mir24-2 - - 
mmu-miR-25-3p 9 Mir25 Mcm7 6 
mmu-miR-26a-5p 9 Mir26a-1 Ctdspl ns 

    Mir26a-2 Ctdsp2 18 
mmu-miR-26b-5p 9 Mir26b Ctdsp1 ns 
mmu-miR-27a-5p 12 Mir27a - - 
mmu-miR-27b-3p 9 Mir27b 2010111I01Rik 0 (P=0.072) 
mmu-miR-27b-5p 9 Mir27b 2010111I01Rik 0 (P=0.072) 
mmu-miR-29a-3p 9 Mir29a - - 

mmu-miR-29b-2-5p 12 Mir29b-2 - - 
mmu-miR-30a-3p 9 Mir30a - - 
mmu-miR-30b-5p 9 Mir30b - - 
mmu-miR-30c-5p 9 Mir30c-1 Nfyc ns 

    Mir-30c-2 - - 
mmu-miR-30d-5p 9 Mir30d - - 
mmu-miR-31-3p 9 Mir31 - - 
mmu-miR-331-5p 18 Mir331 Vezt 18 
mmu-miR-337-5p 12 Mir337 - - 
mmu-miR-339-5p 6 Mir339 3110082I17Rik 4 (P=0.057) 
mmu-miR-34a-5p 9 Mir34a - - 
mmu-miR-340-3p 12 Mir340 Rnf130 ns 
mmu-miR-342-3p 6 Mir342 Evl 4 
mmu-miR-411-5p 9 Mir411 - - 
mmu-miR-384-5p 9 Mir384 - - 
mmu-miR-423-5p 9 Mir423 Nsrp1 18 
mmu-miR-452-5p 6 Mir452 Gabre 16 
mmu-miR-455-3p 9 Mir455 Col27a1 ns 
mmu-miR-466e-5p 12 Mir466e Sfmbt2 ns 
mmu-miR-652-3p 6 Mir652 Tmem164 ns 

mmu-miR-704 18 Mir704 Pdia4 ns 
mmu-miR-744-3p 12 Mir744 Map2k4 18 
mmu-miR-200c 9 Mir200c - - 
mmu-miR-1935 9 misannotated - - 
mmu-miR-1937b 6 misannotated - - 
mmu-miR-1944 15 misannotated - - 
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MiRNA gene information from miRBase.org452. Misannotated miRNAs = those listed to likely derive 
from alternative source as indicated on miRBase.org452. Intragenic host gene information from 
miRIAD intragenic microRNA database, miriad-database.org454. Where no intragenic host gene is 
listed, miRNA is not intragenic. Host gene phase data from JTK_Cycle analysis of mouse SAN RNA-
seq sampled at 6 time points, data from Wang et al.358.  

 

 

Table S 6.2: Rhythmic expression of miRNA processing genes in the SAN. 

 

Gene Function Adj.P Phase 
Drosha Part of microprocessor complex; RNase III 

endonuclease, cleaves pri-miRNA hairpins in 

nucleus to give pre-miRNA 

n.s. - 

Dgcr8 Part of microprocessor complex; RNA-binding 

partner of DROSHA 

0.0002 20 

Exportin-5 Exports pre-miRNA to cytoplasm n.s. - 

Ran Exports pre-miRNA to cytoplasm 0.0145 4 

Dicer RNase III endonuclease, removes terminal loop 

of pre-miRNA to give mature miRNA 

0.026 18 

Trbp Pre-miRNA processing; component of RISC-

loading complex 

0.0002 4 

Ago2 Removes the passenger strand of miRNA n.s. - 

Data from JTK_Cycle analysis of 6 time point mouse SAN RNA-seq from Wang et al.358; n.s. = not 
significantly rhythmic, i.e. P>0.05. 
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6.6.2 Uncropped membrane for HCN4 Western blot  
The uncropped full Western blot membrane for Fig.6.8E is given below in Figure S 6.1. 

As shown in Figure S 3.1, two unspecific bands are observed below the HCN4 band.  

 

 
 

 

 

 

 

 

 

 

 

Figure S 6.1: Uncropped membranes for HCN4 blot and total protein 

Full membrane images for result Fig.6.8E. A, HCN4 blot. B, stain-free total protein image. Sample 
lane 1 = ladder, lanes 2 – 5 = negative control miRNA inhibitor, lanes 6 – 10 = miR-125a-5p 
inhibitor. Lanes 11 – 15 = samples from a different experiment, not analysed or shown in Fig.6.8E.   
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6.6.3 Shox2 cells as a model to study the circadian rhythms in the SAN 

In parallel studies, the utility of the ‘nodal-like’ Shox2 cell line was assessed for studying 

circadian rhythms. Shox2 cells are derived from mouse embryonic stem cells with nodal 

cells genetically selected using a Shox2 promoter fragment (3.8 kb)476. Shox2 cells exhibit 

a molecular phenotype described as similar to SAN myocytes: expression of Tbx3, Tbx5, 

Cacna1c, Cacna1d, Cacna1g, Slc8a1, Hcn4 and Hcn2, with lack of Kcnj2 expression476. 

However, there have been no electrophysiological studies assessing the function of these 

ion channel subunits, or studies assessing circadian clock genes in Shox2 cells. To 

determine if Shox2 cells exhibited functional circadian clock machinery, in vitro genetic 

manipulation of Bmal1 was performed by overexpressing or suppressing Bmal1 and 

assessing the expression of well-characterised BMAL1 target genes by qPCR.  

Compared to transfection with a negative control empty vector plasmid, a ~50-fold increase 

of Bmal1 was observed following 48 h transfection with a Bmal1 overexpression construct 

(Fig.S 6.2A). However, there was no effect on the expression levels of Dbp or Per1 (Fig.S 
6.2A,B) – both of which are known to contain E-box sites and to be transcriptionally 

regulated by BMAL1. Using a loss-of-function approach, cells were transfected with a 50 

nM negative control non-targeting siRNA or Bmal1-targeting siRNA. Following 48 h 

transfection, a ~50% suppression of Bmal1 was observed (Fig.S 6.2D). However, there was 

no effect on the expression levels of Dbp or Per1 (Fig.S 6.2E,F). In liver (Hepa1c1c7) and 

small intestine (CT26) cell lines, it has previously been shown that siRNA knockdown of 

Bmal1 suppresses the diurnal rhythm in Dbp mRNA and its overall abundance by ~30-

50%477. Although the rhythmic profile of genes was not studied here, the data indicated that 

the circadian clock machinery in Shox2 cells is not functional. Based on these observations, 

this cell line was not used for further experiments.   
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Figure S 6.2: Genetic manipulation of Bmal1 in Shox2 cells 

Gain-of-function and loss-of-function in vitro assays to assess circadian clock function were 
performed in the mouse embryonic stem cell-derived ‘nodal like’ Shox2 cell line. A-C, Cells were 
transfected with 2.5 µg of a Bmal1 overexpression (OE) construct (Bmal1 OE, n=4, pBMPC3) or 
empty vector (NC, n=4, pcDNA3.1) for 48 h.  D-F, Cells were transfected with 25 nM Bmal1-
targeting siRNA for 48 h (Bmal1 KD, n=4) or mock transfected (NC, n=4; transfection reagents 
only). mRNA expression was measured by qPCR relative to reference transcripts Ipo8 and Hprt 
and normalised to mean of NC for plotting. Group differences were tested by unpaired t test. P 
values are shown where difference was statistically significant (α=0.05). Individual data and mean 
± SEM are shown.  NC = negative control; KD = knockdown. 
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Chapter 7 General discussion 
7.1 Summary of key findings and proposed mechanism 

The work presented in this thesis investigated the role and regulation of cardiac ion 

channels in the regulation of the diurnal rhythm in SAN pacemaking and cardiac excitability. 

Utilising mice as a model system to investigate mammalian biological rhythms, a series of 

approaches were used to explore this, ranging from the whole animal to isolated tissue to 

the cardiomyocyte nucleus. Electrophysiological recordings, pharmacological manipulation, 

and several in vitro molecular assays were utilised. Using these methods, the following 

novel observations were made: 

(i) There is an intrinsic day-night rhythm SAN pacemaking, which is independent from 

acute changes in autonomic tone and physical activity.  

(ii) Several components of the coupled-clock mechanism of the SAN that underlie 

spontaneous diastolic depolarisation display a diurnal rhythm at the transcript level, 

appropriate to explain the daily variation in intrinsic heart rate.  

(iii) Daily rhythms in the expression and function of Hcn4 and If are a key contributor to 

the day-night variation in SAN pacemaking. 

(iv) The sympathetic nervous systemic plays a non-canonical role in mediating diurnal 

rhythms in SAN gene expression to regulate long-range, daily variation in SAN 

pacemaking. 

(v) Circadian clock transcription factors, SAN-specific transcription factors and rhythmic 

chromatin dynamics likely cooperate to regulate rhythmic transcription of cardiac ion 

channels.  

(vi) MicroRNAs display a diurnal rhythm in the SAN with the potential to impart post-

transcriptional regulation of HCN4 and other rhythmic SAN genes.  

These lines of evidence provide novel insight into a basic biological process and new 

mechanistic information into electrical excitability rhythms in the SAN and ventricular 

cardiomyocytes, with the data helping to overturn a >90-year consensus on the 

mechanisms that control heart rate rhythms. Further, these data challenge the currently 

accepted paradigm that a Bmal1 dependent local circadian clock is the central mediator of 

cardiac electrical excitability rhythms and instead highlight an important yet 

underappreciated role for SAN transcription factors and systemic inputs which are regulated 

by the master clock in the SCN. Throughout this thesis, the investigation of the diurnal 

rhythm in HCN4/If was a focal point, given the important role of this ion channel and 

corresponding current in setting intrinsic heart rate. A schematic overview presented in 
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Figure 7.1 provides a suggested working mechanism for the regulation of the diurnal rhythm 

SAN pacemaking and heart rate in vivo.  

 

 

Figure 7.1: Working model of the diurnal variation in heart rate based on the presented data 

Red arrows indicate intrinsic SAN mechanisms tested, with dashed red lines indicating post-
transcriptional regulation and solid red lines indicating transcriptionally mediated mechanisms. Black 
arrows indicate extra-cardiac, systemic inputs with dashed lines indicating acute modulators of in 
vivo heart rate, and solid black lines indicating transcriptional mediators of rhythmic SAN gene 
expression. Green arrows indicate transcriptional mediators of rhythmic cardiac gene expression, 
identified in the left ventricle. 
 

A working mechanism is proposed in which: 

(i) There is an intrinsic day-night rhythm in SAN pacemaking which is underpinned 

by daily variation of If (and likely other, yet undetermined ionic currents) as a 

result of (post-)transcriptional remodelling of Hcn4 and other ion channel 

transcripts.  

(ii) Local circadian clock and tissue-specific transcription factors in the SAN 

cooperatively act to drive the rhythmic expression of SAN ion channels, with 

contributions of miRNAs to the post-transcriptional regulation of ion channels 

(and transcription factors).  

(iii) Systemic factors influenced by the master clock in the SCN act to regulate 

cardiac gene expression rhythms: sympathetic signalling impacts both SAN-

specific transcription factor and cardiac ion channel expression, whilst signalling 

via the hypothalamic-pituitary-adrenal axis (e.g. glucocorticoids) can directly 
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transcriptionally regulate both cardiac ion channels and the local clock (at least 

in ventricular cardiomyocytes). 

(iv) The daily rhythm in mammalian heart rate in vivo is influenced by intrinsic SAN 

mechanisms, systemic SCN-mediated factors (e.g. acute variations in 

autonomic signalling) and behavioural factors (e.g. feeding cycles).  

 

7.2 The intrinsic SAN mechanism of day-night pacemaking 

For >90 years, the daily variation in heart rate has been attributed to factors extrinsic to the 

heart, with special emphasis on the ANS310,311. This supposition is logical: there is a 

functional neuroanatomical connection between the master clock in the SCN and the heart, 

notably via the pre-autonomic neurons of the paraventricular nucleus which in turn 

selectively project to brainstem sympathetic or parasympathetic nuclei that supply the 

heart312–314. There is dense autonomic innervation to the SAN which mediates 

chronotropy101: sympathetic and parasympathetic inputs respectively increase or decrease 

heart rate via cAMP and PKA-mediated modulation of coupled-clock components which 

drive the diastolic depolarisation. However, the observations made in Chapter 3 show that 

there is also an intrinsic component which contributes to the day-night variation in heart 

rate. Measurements in heart rate in vivo under acute autonomic blockade in the immobile, 

anaesthetised mouse revealed a persistent day-night variation in heart rate that cannot be 

explained by autonomic signalling or locomotor activity. Crucially, this day-night variation 

was also observed in the isolated (denervated) SAN preparation. These findings have since 

been corroborated independently by others, including in the beating rate of the isolated 

whole heart296,355.  

In the absence of systemic inputs, what underpins this intrinsic daily variation in pacemaker 

function? Long-range alterations in heart rate have been shown to result from transcriptional 

remodelling of coupled-clock components, including Hcn4, in physiological conditions (e.g. 

exercise training49, ageing25 and pregnancy119) and in pathophysiological conditions (e.g. 

heart failure48, diabetes30 and atrial fibrillation356). Furthermore, daily rhythms in the 

expression and function of cardiac ion channels have previously been reported in the 

working myocardium251,288,289,321,322,325. Therefore, the contribution of coupled-clock 

transcript rhythms to the day-night variation in SAN pacemaking was explored, revealing 

daily variation in several components (including Hcn4) appropriate to explain lower intrinsic 

SAN rate during the inactive (light) period in mice. Data presented on the time-of-day 

dependent activity of HCN/If blockers on heart rate and intrinsic SAN pacemaking provide 

novel evidence for the functional role of ion channel gene expression rhythms in setting the 

daily variation in pacemaking. It has been proposed by Lakatta that the role of HCN4/If in 
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this context is to alter the period of the membrane clock, weakening the coupled-clock 

mechanism to ensure that heart rate rhythms are lower during the inactive period478.  

What about the role of other rhythmic coupled-clock components? It remains to be 

determined how transcript rhythms in other ion channels and Ca2+ clock genes translate to 

functional protein changes which impact physiology. This requires dedicated proteomic and 

electrophysiological investigation. Recent advances in the quantification of the protein 

composition of the SAN, including ion channels, using mass spectrometry provides a high-

resolution methodology to interrogate this10. Computational modelling of ionic currents and 

Ca2+ dynamics has been used to characterise the coupled-clock mechanism of the SAN33, 

and provides a method by which to further investigate the relative contributions of rhythmic 

components. In the working myocardium, time-of-day dependent variation in action potential 

duration and Ca2+ handling has been reported using dual optical mapping of Ca2+ and 

transmembrane potentials in the isolated Langendorff-perfused mouse heart326. The Ca2+ 

transient duration and time constant of Ca2+ decay is lower at ZT14 (night), compared to 

ZT4 (day), aligning with decreased optical action potential duration at ZT14 and the known 

time-point of increased cardiac activity326. Interestingly, it was shown that this did not result 

from time-of-day dependent changes in the protein expression of phospholamban, RYR2 

or SERCA2a or phosphorylation state of phospholamban, though day-night variation in 

Kcna5 (Kv1.5) was observed326. Applying similar experimental methods to the isolated SAN 

may yield yet unknown information about daily variation in Ca2+ cycling in the pacemaker 

and its contribution to setting day-night rhythms in intrinsic heart rate.  

 

7.3 Transcription factors regulating SAN ion channel 
expression rhythms 

Peripheral circadian clocks have been identified across almost all species and tissues 

studied, and act as a key transcriptional driver of rhythmic gene expression. The data 

presented in Chapter 3 formed a key contribution to a Heart Rhythm publication which 

described for the first-time the presence of a functional local circadian clock in the SAN, and 

the requirement of this clock for the day-night variation in Hcn4 and intrinsic SAN 

pacemaking328. In this thesis, the role of the local cardiomyocyte clock was not addressed 

directly, and instead alternative regulators of rhythmic SAN ion channel expression were 

explored. The relationship between the local clock and pacemaking is an independent area 

of investigation in the D’Souza lab and was outside the scope of this thesis. Furthermore, 

multiple studies using cardiomyocyte Bmal1 knockout models have demonstrated that 

Bmal1 is not obligatory in the day-night heart rate rhythm in vivo. Despite this, the available 

data in the literature regarding the transcriptional regulation of rhythmic cardiac ion channels 

has taken a narrow viewpoint, focusing on BMAL1-mediated transactivation of gene 

promoters288,289, or profiling the expression changes as a consequence of general clock 
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disturbance in CBK265, iCSDBmal1-/-, and cardiomyocyte-specific Clock mutant266 mouse 

models without mechanistic investigation of the regulatory factors. These studies sit against 

a rapidly developing field which has depicted a much more complex regulation of rhythmic 

gene expression than the traditional CLOCK:BMAL1-mediated mechanism. It is now 

established that many BMAL1-bound genes do not display rhythmic expression in a given 

tissue, and that the rhythmic phase of BMAL1 target genes is markedly varied270. Thus, 

other factors are necessary and important in regulating gene expression rhythms, 

particularly given the high degree of tissue-specificity in diurnal transcript rhythmicity271,272. 

Interestingly, Ray et al.395 have described a mechanism by which expressional rhythms in 

peripheral organs persist in global Bmal1 deficient mice: synchronisation of explanted 

tissues or cells with the glucocorticoid dexamethasone is sufficient to drive and sustain 

rhythmic gene expression in the liver and in fibroblasts. The authors proposed that ETS 

transcription factors were involved in mediating this395.  

Given that the SAN displays a high proportion of diurnal transcriptome rhythmicity (~44%) 

compared to other tissues (including the working myocardium at ~12%260), the concept that 

other, non-circadian clock factors are also involved in the regulation of gene expression 

rhythms is tenable. Observations made in this thesis and parallel studies358 highlight that 

many transcription factors in the SAN display diurnal transcript rhythms, including those 

which are specifically expressed in the SAN. Furthermore, many of these transcription factor 

genes display phasing appropriate to mediate oscillations of their known target ion channel 

genes. In the course of this thesis, it was not possible to describe a direct mechanistic link 

between rhythmic SAN-specific transcription factors and ion channel expression. However, 

data presented in Chapter 4 showing their concurrent rhythm perturbations in the context 

of sustained b-AR blockade provides an indication of this. This presents an interesting 

avenue for future investigation and it is proposed that, akin to observations in the liver273, 

tissue-specific transcription factors in the SAN act cooperatively with local cardiac clock 

transcription factors to mediate rhythmic SAN gene expression.  

 

7.4 Systemic circadian influences over cardiac ion channel 
expression rhythms 

Studies of tissue-specific circadian clock disturbance have revealed the proportion of 

rhythmic genes are under local clock control. For example, in the CBK mouse, 61% of 

ventricular transcripts lost rhythmicity265; and in the cardiomyocyte-specific circadian clock 

mutant model, ~75% of genes in the atria and ~60% of genes in the ventricle showed loss 

of rhythmicity compared to wildtype controls266. Whilst these studies indicate that a large 

proportion of rhythmic genes are under the regulation of the local cardiac clock, there is 

also a sizeable proportion of genes which retain rhythmicity in the absence of its normal 
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function, suggesting factors extrinsic to the local clock may also regulate rhythmic gene 

expression. The ANS serves as the primary cardiac input which is under SCN regulation, 

and the idea that autonomic signalling regulates cardiac ion channel rhythmicity has 

previously been postulated251,321,324. The exploration of the role of the sympathetic branch 

in this context was supported by previous reports of b-adrenergic-mediated regulation of 

the expression of several cardiac ion channels369–371. The data presented in Chapter 4 

forms a publication in Philosophical Transactions of the Royal Society B329, and proposes 

a novel, non-canonical role of the sympathetic nervous system in the transcriptional 

regulation of cardiac ion channel rhythms and SAN pacemaking. Thus, providing a 

mechanism by which systemic circadian influences can mediate the rhythmic SAN function 

at a transcriptional level.  

Based on these findings, the intention of the ATAC-seq study (Chapter 5) was to investigate 

transcription factor binding sites in the SAN which were enriched in regions of differentially 

accessible (active) chromatin over the diurnal cycle using an unbiased, global next-

generation sequencing-based approach. This information would provide genome-wide 

insight into the factors underpinning the wide-ranging rhythms observed in the SAN 

transcriptome and direct the further mechanistic study of the regulation of rhythmic SAN 

pacemaking. Whilst the aims of the ATAC-seq study were not achieved in the SAN, parallel 

studies performed in left ventricular cardiomyocytes identified for the first-time day-night 

variation in the chromatin landscape of the heart, and provide a new hypothesis regarding 

the role of the neuroendocrine hypothalamic-pituitary-adrenal axis in the transcriptional 

regulation of cardiac excitability. Observations of day-night variation in cardiomyocyte 

chromatin accessibility associated with the known expression phase of rhythmic cardiac 

genes, including well-established rhythmic ventricular ion channels (e.g. Kcnh2 and Scn5a). 

The enrichment of transcription factor motifs for the GR in differentially accessible chromatin 

regions associated with these ion channels provided a novel hypothesis: well-established 

daily rhythms in glucocorticoids419,433 transcriptionally regulate cardiac ion channels and 

cardiac excitability. These findings have formed the basis of a manuscript under revision for 

Circulation Research, with research continued by D’Souza and collaborators defining an 

important role for rhythmic glucocorticoid signalling in diurnal cardiac excitability and the 

night-time susceptibility to ventricular arrhythmias.  

Interestingly, both proposed mechanisms of systemic regulation appear at odds with the 

currently accepted paradigm of local circadian clock control of rhythmic cardiac ion channel 

expression. However, it is proposed here that neither system is independently operational: 

in the absence of one of these regulatory systems the mechanism fails, e.g. day-night 

variation in pacemaking is abolished in the absence of the local clock296,328 or upon 

sustained block of b-AR signalling (Chapter 4); and susceptibility to night-time ventricular 

arrhythmias is abrogated following cardiomyocyte-specific Bmal1296 or GR knockout 
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(Chapter 5, unpublished findings from D’Souza). It remains to be determined what influence 

these systemic circadian inputs have on the local cardiac clock, and how this in turn impacts 

ion channel rhythms. However, the evidence presented in Chapter 4 and by others251 

indicate that the sympathetic nervous system is not a critical synchronising factor for the 

cardiac clock in vivo, since circadian clock gene expression was largely unaltered following 

sustained b-AR (or autonomic251) block. Again, it may be that multiple circadian inputs 

influence circadian clock gene synchronisation in the heart. For example, the synthetic 

glucocorticoid dexamethasone has been shown to increase the amplitude of PER2:LUC 

reporter signal rhythmicity in atrial explants442. However, the precise mechanisms have yet 

to be defined.  

 

7.5 Alternative mechanisms regulating daily variation in 
pacemaker function  

In addition to transcriptional remodelling of coupled-clock components, several other 

mechanisms should be considered in the regulation of daily variation in SAN pacemaking. 

Firstly, there is strong evidence for the role of post-transcriptional mechanisms in mediating 

gene expression rhythms: in the liver, only ~30% of genes which display 24 h oscillation in 

steady-state mRNA levels also display significant rhythmicity at the nascent RNA level; the 

remaining 70% of rhythmic genes exhibit either variable or relatively constant transcription 

across the diurnal 24 h cycle274. Thus, post-transcriptional mechanisms which impact mRNA 

processing, stability, and nuclear export are proposed to be major regulators of rhythmic 

gene expression274. In Chapter 6, the role of miRNAs was explored, identifying a diurnal 

signature in SAN miRNAs that were predicted to target wide-ranging classes of rhythmic 

SAN genes, and identifying novel rhythmic post-transcriptional regulators of Hcn4. It 

remains to be determined whether the antiphase miRNA-gene targeting in the SAN drives 

or modulates gene expression rhythms, and whether ion channel-targeting miRNAs have a 

functional physiological effect on daily rhythms in SAN pacemaking. The role of the many 

pathways which regulate mRNA degradation should also be considered, and in parallel 

studies using RNA-seq, our laboratory group has identified that ~53% of RNA degradation 

pathway components expressed in the SAN display significant diurnal rhythmicity358.  

The role of rhythmic cytosolic protein content in cardiac excitability rhythms in mouse 

cardiomyocytes has also been explored recently. Stangherlin et al.355 reported the abolition 

of day-night variation in heart rate in vivo and in the isolated hearts of mice treated with 

rapamycin for two weeks in the drinking supply to inhibit mammalian target of rapamycin 

(mTOR) signalling – one mechanism responsible for the stimulation of protein translation. 

They propose that mTOR-mediated changes in cytosolic protein content of cardiomyocytes 

regulates time-of-dependent variation in the ionic content of cardiomyocytes via osmotic 
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buffering and contributes to day-night variation in intrinsic heart rate355. This was based on 

observations of 24 h rhythms in the abundance of Na+, K+ and Cl- ions in isolated primary 

cardiomyocytes, and increased night vs day K+ and Na+ content of adult mouse heart 

tissue355. Although the study did not consider the well-known transcriptional influences of 

chronic rapamycin treatment479, and the limitations of using immature cardiomyocytes in 

primary culture to model pacemaker activity of the SAN, these data arguably add a further 

level of complexity in the consideration of intrinsic mechanisms regulating SAN pacemaking 

rhythms. Finally, the role of ion channel trafficking should also be considered. Ion channel 

function is dependent on the trafficking of channel subunits to the plasma membrane from 

their site of synthesis in the endoplasmic reticulum and involves a complex process of 

regulation mediating continuous delivery and recycling of channel components from the 

membrane480. Future efforts should be made to assess the membrane-bound protein 

fraction in proteomic studies of ion channel rhythmicity. 

 

7.6 Relevance of the intrinsic day-night SAN mechanism to in 
vivo heart rate rhythms 

Intrinsic day-night variation in pacemaker function is now recognised296,328,355,357,357,478. 

However, the contribution of this mechanism in the diurnal rhythm in heart rate in vivo is 

unclear. Here, it is proposed that diurnal variation in the expression and function of SAN ion 

channels sets the ‘default’ state for the anticipated daily variation in heart rate and provides 

an intrinsic mechanism onto which systemic autonomic inputs impart acute chronotropic 

regulation. However, in mouse models where intrinsic day-night rhythms in SAN ion 

channels and pacemaking are abolished, the diurnal rhythm in heart rate persists in vivo, 

e.g.: (i) under sustained b-AR blockade (Chapter 4), albeit with a lower amplitude of the in 

vivo heart rate rhythm, and (ii) in CBK mice, where the circadian rhythm in heart rate 

(measured under complete darkness) also persists309. This is in contrast to global Bmal1-/- 

mice, where the diurnal rhythm in heart rate is abolished306. Therefore, extra-cardiac inputs 

regulating heart rate rhythmicity must be able to compensate. Acute double autonomic 

blockade in CBK mice abolishes the day-night variation in heart rate296. Thus, indicating that 

in the absence of a functional local circadian clock and ion channel rhythms, the ANS 

assumes regulation of daily heart rate rhythms by modulating SAN chronotropy.  

It has been argued that an increased sensitivity of the SAN to parasympathetic NS signalling 

underlies this, based on observations of increased high frequency measurements of HRV 

(reflecting parasympathetic tone) and reduced low frequency measurements (reflecting 

sympathetic tone) in CBK mice309. The ability of extra-cardiac inputs to override the intrinsic 

SAN mechanism has been shown in other contexts. Imparting a 9 h advancement of the 

light-dark cycle on mice results in a rapid adjustment of heart rate to the new timing 
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schedule296. Similarly, in laboratory-based studies of simulated shift-work in humans, where 

other external influences such as the timing of food intake, sleep and activity were controlled 

for, the heart rate rhythm rapidly adjusts to the new schedule296. Therefore, it is apparent 

that extra-cardiac inputs (including autonomic signalling) can override the ‘default’ state of 

the day-night variation in SAN pacemaking to modulate heart rate as physiologically 

required and in response to alterations in the environment. Interestingly, a role for a ‘food 

entrainable oscillator’ in the regulation of heart rate rhythms in vivo has emerged in mice. 

Schroder et al.259,481 have demonstrated marked phase-shifting of heart rate (and other ECG 

parameters) in response to light-restricted feeding, with Xin et al.482 demonstrating that light-

restricted feeding does not impact the local cardiac clock. Whether this restricted feeding 

schedule imparts heart rate changes via modulation of the ANS is yet to be determined but 

offers a logical explanation.  

Whilst studies that interrogate the role of the intrinsic SAN mechanism vs extra-cardiac 

inputs provide further understanding of the relative contributions of these systems to heart 

rate rhythms in the healthy state, what are the long-term consequences of misalignment 

between these mechanisms? Forced circadian desynchrony in mice, i.e. shifting their light-

dark period from a 24 h cycle to 22.5 h over several months, results in an overall 

suppression of heart rate and prolongation of other ECG parameters, including PR interval, 

QRS duration and QT interval483. This occurs whilst the diurnal rhythm in heart rate persists 

and the circadian clock in the heart (and other tissues) maintains robust rhythmicity, albeit 

with a short phase-delay, and without alterations in cardiac ion channel rhythmicity in the 

working myocardium483. In mice restricted to feeding during the light period, there is a 

suppression in heart rate with a maintained (albeit inverse) diurnal rhythm481. Similarly, there 

is suppression of heart rate (and QT interval), with maintained rhythm, in the CBK 

mouse266,296,309 and in the iCSDBmal1-/- mouse289. Interestingly, Gottlieb et al. reported no 

alteration in intrinsic heart rate (measured in the isolated Langendorff-perfused heart at a 

single timepoint) between control and CBK mice309. Thus, indicating that it is the extra-

cardiac inputs (e.g. sensitivity to parasympathetic tone309) that underlies the heart rate 

suppression in CBK mice. Therefore, temporal misalignment of the intrinsic SAN 

mechanism with the external environment has a marked suppressive effect on cardiac 

electrophysiology in mice, and the available data indicate that phase-alignment of the 

intrinsic SAN oscillator and extra-cardiac inputs is required to enable the full chronotropic 

response over the diurnal cycle.  

The role of the intrinsic day-night SAN mechanism should also be considered in the context 

of known states of SAN dysfunction, such as ageing. Age-related SAN dysfunction occurs 

concomitant to downregulation of the expression and function of components of the 

coupled-clock22–24,27, including HCN4/If22, and increased fibrosis22. In older hypertensive 

humans, the diurnal rhythm in heart rate is blunted compared to younger patients484. In aged 
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mice, day-night rhythms in action potential duration and Ca2+ handling in the ventricles of 

the isolated, denervated mouse heart are perturbed, concurrent with loss of Kcn5a and b1-

AR day-night transcript variation326. Though not yet studied in the SAN, one can speculate 

that transcriptionally mediated alterations to day-night variation of intrinsic SAN pacemaking 

may contribute to the abrogated diurnal rhythm in heart rate with age, and this warrants 

further investigation. 

 

7.7 Clinical relevance of research findings 

Whilst the research hypotheses of this work probed the mechanistic basis of a fundamental 

biological process, there is potential future scope for the application of these mechanisms 

to the development of novel chronotherapeutic strategies for time-of-day dependent 

arrhythmias. For example, bradyarrhythmias occur predominantly during the night (rest 

period) in humans290. Veteran athletes have been reported to display resting heart rates at 

night as low as <30 bpm297, and also display a diurnal rhythm in the presentation of sinus 

pauses which occurred more frequently in athletes compared to non-athletes298. Whilst this 

was previously thought to occur as a result of increased vagal tone in athletes299, studies in 

exercised-trained mice have revealed that remodelling of HCN4 and If can explain this lower 

resting heart rate49. Therefore, it seems plausible that lower HCN4 expression during the 

inactive period under normal conditions could contribute to lower resting heart rate. Thus, 

one could speculate that targeting the diurnal (post-)transcriptional mechanisms that 

regulate Hcn4 rhythmicity could be a viable option to ‘rescue’ abnormally slow heart rate at 

night. MiRNA inhibitor oligos, which have previously been shown to ‘rescue’ low heart rate 

in mice by targeting miRNA-mediated suppression of HCN4/If in the context of exercise 

training-induced bradycardia, are of particular interest in this context. However, much 

further work in this line is required. Findings presented in the left ventricle relating to the 

regulation of rhythmic cardiac ion channels by b-AR and GR signalling are of considerable 

clinical relevance. For the GR at least, further work by D’Souza and collaborators has 

revealed a key role in mediating time-of-day dependent ventricular excitability and 

susceptibility to arrhythmias. Further work is required to determine whether rhythmic b-AR 

signalling also maintains the normal diurnal rhythm in ventricular excitability on a 

transcriptional level. This work has implications for our understanding of the basis of the 

pronounced circadian variation in ventricular arrhythmias that occurs in humans, and the 

potential to uncover novel chronotherapeutic strategies for their prevention based on 

modulating GR-mediated signalling.   
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7.8 Conclusions 

The diurnal rhythm in heart rate is the consequence of a complex interplay of clocks and 

brain-heart signalling. Here, it was shown that at the level of the SAN, pacemaking displays 

day-night variation in the absence of neural inputs and beats to the drum of the intrinsic 

coupled-clock. Daily variation in the expression of coupled-clock transcripts provides a 

mechanism by which intrinsic diurnal rhythms in SAN pacemaking occur, with functional 

evidence provided to support a key role for HCN4/If in this. These data help to overturn a 

>90-year old consensus on the mechanisms regulating the circadian rhythm in heart rate, 

and indicate that long-range transcriptional modulation of cardiac ion channels sets the 

intrinsic day-night variation in SAN pacemaking. In probing the mechanisms which regulate 

cardiac ion channel transcript rhythms, novel roles for (i) the sympathetic nervous system, 

(ii) tissue-specific transcription factors, (iii) cardiomyocyte chromatin accessibility, and (iv) 

diurnal miRNA-gene targeting were revealed. This wide-angled approach has provided a 

wealth of new information on the mechanisms by which systemic rhythmic inputs to the 

heart regulate cardiac excitability. These data set the scene for further mechanistic and 

functional investigation of the diurnal rhythm in bradyarrhythmias and susceptibility to 

ventricular tachyarrhythmias.  
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