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Gy: Gray 

h: [factor used in CZT TEW SC, defined in Equation 27] 
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HEGP: High energy general purpose 

177Hf: Hafnium-177 

HSST: Higher specialist scientist training 

IAEA: International Atomic Energy Agency 

IEC: International Electrotechnical Commission 

123I: Iodine-123 

131I: Iodine-131 

it: Iteration 

kBq: Kilobecquerel 

kcps: Kilocounts per seconds 

keV: Kiloelectronvolt  

kV: Kilovolt 

LEGP: Low energy general purpose 

LEHR: Low energy high resolution 

LEHS: Low energy high sensitivity 

177Lu: Lutetium-177 

mA: Milliamps 

MBq: Megabecquerel 

MC: Monte Carlo 

mCRPC: Metastatic castration-resistant prostate cancer 

MEGP: Medium energy general purpose 

MEHRS: Medium energy high resolution sensitivity 

MIRD: Medical Internal Radiation Dose (Committee) 

ml: Millilitre 

mm: Millimetre 

NaI: Sodium iodine 

NaI(Tl): Thallium doped sodium iodide  

NEMA: National Electrical Manufacturers Association 
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NET: Neuroendocrine tumour 

NICE: National Institute for Health and Care Excellence 

NM: Nuclear medicine 

NSC: No scatter correction 

OAR: Organ at risk 

PET: Positron emission tomography 

PHA: Pulse height analyser 

PMT: Photomultiplier tube 

PRRT: Peptide receptor radiotherapy 

PSMA: Prostate specific membrane antigen 

PVC: Partial volume correction 

PVE: Partial volume effect 

QC: Quality control 

RC: Recovery coefficient 

ROI: Region of interest 

RR: Resolution recovery 

RSCH: Royal Surrey County Hospital 

s: Seconds 

SC: Scatter correction 

SPECT: Single photon emission computed tomography 

ss: Subset 

SSTR: Somatostatin receptor 

SUV: Standardised uptake value 

99mTc: Technetium-99m 

TEW: Triple energy window 

201Tl: Thallium-201 

UFOV: Useful field of view 

VOI: Volume of interest 
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WEHR: Wide energy high resolution  
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ABSTRACT 

Quantitative gamma camera imaging of Lutetium-177 (177Lu) is a vital step in accurately 

calculating the radiation dose to a patient following 177Lu-labelled radiopharmaceutical therapy. 

Post-therapy 177Lu-labelled radiopharmaceutical imaging is routinely acquired using sodium 

iodide gamma cameras, however, there has been a development in solid-state gamma camera 

technology for general purpose imaging. The aim of this work was to investigate the accuracy of 

quantitative 177Lu-labelled radiopharmaceutical gamma camera imaging on a cadmium zinc 

telluride (CZT) single photon emission computed tomography (SPECT) system. 

A GE Discovery NM/CT 870 DR CZT system with wide energy high resolution (WEHR) collimators 

was used for this work. 177Lu image uniformity was calibrated and verified for both 113 and 208 

keV primary photopeaks and adjacent scatter windows using a fillable flood phantom. A scatter 

correction technique was derived for imaging 177Lu on a CZT gamma camera, accounting for the 

hole tailing effects. A cylindrical phantom was filled with a known activity concentration of 177Lu-

labelled compounds and imaged to derive a sensitivity calibration. A range of different size 

spheres were imaged with a known activity concentration of 177Lu-labelled compounds to 

optimise the SPECT reconstruction parameters and to calculate the partial volume correction. 

The gamma camera calibrations were validated by applying them to a 0.5 ml sphere imaged in 

a scatter material. A Monte Carlo model of the CZT SPECT system was developed to aid the 

validation process.   

The optimal reconstruction was determined to be with OSEM iterative reconstruction with 5 

iterations, 10 subsets, CT attenuation correction, triple energy window scatter correction 

adjusted to account for hole tailing and no resolution recovery. The sensitivity was calculated to 

be 7.84 ± 0.39 cps/MBq for the 113 keV photopeak and 10.61 ± 0.53 cps/MBq for the 208 keV 

photopeak. The accuracy of the calibrations was -40% (95% confidence interval -75% to 102%) 

for a 113 keV photopeak and was -36% (95% confidence interval -83% to 40%) for a 208 keV 

photopeak. There was septal penetration artefact observed on the 208 keV images. There was 

increased scatter on the 113 keV images, compared to 208 keV images. The Monte Carlo model 

was created successfully and was tested using a water-filled cylindrical phantom and a sphere 

in a scatter material.  

Quantitative imaging of 177Lu on a CZT gamma camera is possible and this work suggests some 

of the calibrations required. A new scatter correction technique was developed to account for 

the hole tailing effect within a CZT detector. Due to the septal penetration artefact at 208 keV, 

it may be optimal to use the 113 keV photopeak for imaging 177Lu on a CZT gamma camera with 

WEHR collimators. Further work is required to fully validate the gamma camera calibrations and 

the Monte Carlo simulation.  
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1 INTRODUCTION 

1.1 Overview 

Lutetium-177 (177Lu) labelled radiopharmaceuticals can be used for the treatment of cancer, 

such as neuroendocrine tumours and metastatic prostate cancer. To optimise treatment 

outcomes for an individual patient, the distribution of 177Lu-labelled radiopharmaceutical 

therapy can be imaged, using a gamma camera, for visual assessment and for quantitative 

analysis [1]. The quantitative analysis of the 177Lu-labelled radiopharmaceutical images can be 

used to calculate the radiation dose the patient received from the therapy, which can include 

the dose to the target tumour and the healthy organs [1]–[3]. Quantitative gamma camera 

images can provide vital information about the 177Lu-labelled radiopharmaceutical uptake within 

a patient, however there are many sources of uncertainty in quantitative gamma camera 

imaging, and it is dependent on the equipment, calibrations, image processing and geometry of 

the object being imaged [1], [4]. There are several studies that have investigated quantitative 

imaging using 177Lu on sodium iodide (NaI) gamma cameras. However, for general purpose 

nuclear medicine imaging, a new solid-state technology has been introduced to the clinical 

environment with the introduction of cadmium zinc telluride (CZT) gamma cameras, which could 

lead to increased accuracy of quantitative imaging. This thesis investigates whether a CZT 

gamma camera can be used for imaging 177Lu and the accuracy of the quantitative analysis from 

the images. 

This thesis includes the background theory for gamma camera imaging, 177Lu-labelled 

radiopharmaceutical therapy, various components of quantitative imaging and Monte Carlo 

simulations, summarised in chapter 2. A literature review investigating the research which has 

been carried out on quantitative 177Lu imaging on NaI gamma cameras, how the CZT gamma 

camera differs from a NaI gamma camera and where the gaps in quantitative CZT 177Lu imaging 

research currently lie, is presented in chapter 3. The primary focus of the practical work in this 

thesis is on the gamma camera calibrations for 177Lu imaging on a CZT gamma camera, which 

include uniformity, scatter correction (SC), sensitivity, optimisation of reconstruction, partial 

volume correction and calculation of the accuracy of the calibrations, which is detailed in 

chapter 4. In addition, a Monte Carlo simulation was created for the CZT gamma camera to aid 

in the future validation process of the implementation of this new gamma camera technology, 

with methods and results presented in chapter 5. The thesis is summarised with conclusions and 

suggestions for further work in chapter 6. 
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1.2 Aims of Research Project 

The overall objective of this research project was to assess the quantitative accuracy of imaging 

177Lu on a CZT gamma camera by using a range of gamma camera calibrations and Monte Carlo 

simulations. The aims of the research were further developed following the literature review to 

identify the specific research questions. The research aims were to: 

• Perform a literature review to identify the methods used for quantitative NaI gamma 

camera imaging and analyse whether these techniques could be used for quantitative 

CZT gamma camera imaging.  

• Develop a SC technique that can be used for imaging 177Lu on a CZT gamma camera 

which is appropriate for routine clinical use. 

• Calculate 177Lu CZT gamma camera calibrations for uniformity, sensitivity and partial 

volume correction and determine the optimal parameters for single photon emission 

computed tomography (SPECT) reconstruction. 

• Carry out a validation for the 177Lu gamma camera calibrations calculated. 

• Develop a Monte Carlo model of a CZT gamma camera which could be used to aid the 

validation of the gamma camera calibrations calculated. 

There is currently limited published research into imaging 177Lu on a CZT gamma camera or 

creating a Monte Carlo simulation for imaging 177Lu on a CZT gamma camera. There is some 

research into suggested SC techniques for a CZT gamma camera, however using different 

radionuclides or complex techniques. Therefore, the research aims for this thesis have been 

developed to assess the quantification accuracy of 177Lu on a CZT gamma camera which can be 

applied within a clinical environment. 
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2 BACKGROUND THEORY 

2.1 Nuclear Medicine 

Nuclear medicine involves administering radioactive pharmaceuticals, or radiopharmaceuticals, 

for diagnosis or therapy, covering a range of applications such as oncology, cardiology and 

neurology. The radiopharmaceutical is a radioactive tracer used to target a specific physiological 

system. Diagnostic nuclear medicine assesses the physiology of the patient by selecting a specific 

radiopharmaceutical to administer depending on the clinical question. The diagnostic 

radiopharmaceutical is usually a gamma-emitter, for example Technetium-99m (99mTc). The 

distribution of the radiopharmaceutical is often measured using a gamma camera, which is 

further described in section 2.3. For a gamma camera to effectively image a radionuclide, the 

physics interactions that the radiation undergo whilst travelling through matter must be 

considered, which are summarised in section 2.2. It is also possible to use radiopharmaceuticals 

to treat disease, known as molecular radiotherapy, which is described in section 2.4. 

2.2 Radiation Interaction with Matter 
2.2.1 Photon Radiation Interactions 

Photons that are produced through radioactive decay interact with matter within the patient 

and within the gamma camera, before being detected. The probability of a photon undergoing 

an interaction is defined by the linear attenuation coefficient (μ), which is dependent on the 

composition of the attenuating material and the photon energy [5], [6]. For a mono-energetic 

beam of photons the intensity (I) at any point in the material is defined by Equation 1. 

  𝑰 = 𝑰𝟎𝒆−𝝁𝒙  Equation 1 

Where I0 is the initial intensity of the incident photons and x is the thickness of the material the 

photons have passed through [5], [6]. A photon can undergo three main interactions with 

electrons in a material: photoelectric effect, Compton scattering or pair production. The 

dominant type of interaction depends on the energy of the photons that are incident on the 

material. For low energy photons the dominant interaction is photoelectric effect, for medium 

energy photons the dominant interaction is Compton scattering and for high energy photons 

the dominant interaction is pair production [6], [7]. The energy ranges for each interaction 

depends on the properties of the matter the photon is travelling through.  Photoelectric effect 

is where a photon is completely absorbed and the energy is transferred to an electron, causing 

the electron to be ejected from the atom [6], [7]. Compton scattering occurs when a photon 

interacts with a loosely bound electron of an atom, which will cause the photon to lose energy 
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and change direction [6], [7]. Pair production is not applicable to the nuclear medicine imaging 

discussed in this work. 

2.2.2 Beta Radiation Interactions 

When beta particles travel through matter, they lose energy and slow down as they pass atoms 

within the matter, which can cause an electron to be removed from the atom (causing 

ionisation), cause an electron to move to an excited state or it can interact with the nucleus 

causing bremsstrahlung radiation [6]. If the beta particle causes an ionisation, then the beta 

particle loses energy which can transferred to a secondary electron as kinetic energy, or it can 

lead to characteristic x-rays. If the beta particle causes an electron to move to an excited state, 

then there will be less energy loss than an ionisation event. If the beta particle interacts with the 

nucleus, the beta particle is deflected by the electrical force of the nucleus and causes rapid 

deceleration and energy loss. The energy is transferred to a bremsstrahlung photon which can 

be any energy up to the full energy of the incident particle, which is displayed for a range of 

isotopes in Figure 1 [6], [8]. 

 

Figure 1: The beta energy spectrum for a range of radionuclides, where C(E) is the 

relative intensity of electrons and E is the energy at any point in the medium (taken from 

Syme et al 2004) [8] 
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2.3 Gamma Camera Technology 

A gamma camera detects the radiation within a patient and provides an image of the 

radiopharmaceutical distribution within the patient. It is possible to acquire various types of 

images using a gamma camera, such as planar or static, dynamic, gated, whole-body or 

tomographic images. The type of imaging used depends on the clinical question and 

radiopharmaceutical used. For example, static scans can be used for thyroid uptake imaging 

prior to molecular radiotherapy, dynamic scans can be used for kidney function, gated scans can 

be used for cardiac imaging, whole-body scans can be used for bone imaging and tomographic 

imaging is used for three-dimensional imaging of a particular site of interest. Tomographic 

imaging is called single photon emission computed tomography (SPECT). Most gamma cameras 

which are used for SPECT imaging also include a computed tomography (CT) scanner, so the 

anatomical and physiological information can be collected in one imaging event, referred to as 

SPECT/CT. These hybrid systems can also derive an attenuation map, with the acquired CT of the 

patient, to enable attenuation correction to the SPECT image. More information about 

attenuation correction is given in section 2.6.3. 

There are a few properties of a gamma camera detector which can identify how useful the 

detector will be for gamma camera imaging. The key properties are efficiency of detecting the 

photons, which depends on the density, effective atomic number and thickness of detector 

material, which all depend on the energy of the photons being imaged [9]. Other key properties 

include spatial resolution, energy resolution, uniformity, count-rate capability, mechanical 

robustness and cost [9]. A commonly used material for clinical gamma cameras is NaI, which is 

further described in section 2.3.1. Research into gamma camera technology was mostly 

following the same basic technology first used in a gamma camera when invented by Anger in 

the 1950s [9], which has underlying limitations (described in section 2.3.1), until recently. The 

CZT detector, which directly converts gamma radiation to an electrical signal, was developed to 

outperform the traditional Anger camera technology [10], which is further described in section 

2.3.2. 

2.3.1 Sodium Iodide Gamma Camera Technology 

A NaI gamma camera detector consists of a collimator, scintillation crystal, light guide, 

photomultiplier tubes (PMT) and electronics, as shown in Figure 2 [9]. The gamma photons 

emitted from the patient will travel in all directions and therefore the collimator will filter out 

the gamma photons that are not travelling approximately perpendicular to the scintillation 

crystal. Collimators are further described in section 2.3.4.  
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Figure 2: The basic structure of a sodium iodide gamma camera featuring a collimator, 

scintillation crystal, light guide, PMTs and electronics (taken from Peterson et al 2011) [9] 

The scintillation crystal is a thallium doped sodium iodide (NaI(Tl)) crystal. The incident gamma 

photon will scintillate into light photons and travel through the crystal to the light guide. The 

light guide ensures the photons travel efficiently between the scintillation crystal and the PMTs. 

The light photon enters the PMT and reaches a photocathode and is converted to electrons [11]. 

The PMT consists of multiple dynodes which increase the number of electrons, until they reach 

the anode at the opposite end of the PMT [11]. The electrons are then converted to an electronic 

signal, which is then processed to give the energy, location and number of counts in the signal 

[11].  

The amplitude of the voltage pulse is proportional to the amount of energy deposited in the 

detector from the incident photon [6]. The amplitudes of the pulses are assessed to determine 

the energy of the detected radiation event. It is possible to use a pulse height analyser (PHA) to 

select which pulses should be included. Therefore, during an acquisition the energy spectrum is 

used to identify the photons with the correct energy that should be included in the image, as 

displayed in Figure 3 for 99mTc.  The energy window is set depending on the radionuclide being 

imaged. For example, for 99mTc the energy window could be set for 140 keV ± 10%. This will help 

reduce the number of scattered photons that effect the image. However, some scattered 

radiation will fall within this energy window (as displayed in Figure 3), which can be corrected 

for as discussed in section 2.6.1. The energy window used will depend on the energy resolution 

of the detector. The energy resolution is a measurement of how wide the detected photopeak 

is and can be defined as the full width at half the maximum height (FWHM). It is usually 

expressed as a percentage of the photopeak energy [6]. 
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Figure 3: An energy spectrum for 99mTc for a NaI gamma camera, where the purple line is 

the total counts detected, the blue line represents the primary (unscattered) gamma 

radiation and the orange line represents the scattered gamma radiation (taken from 

Cherry et al 2012) [6] 

For the detected photons to form an adequate energy spectrum and image, there are three 

main corrections that need to be applied which are energy, linearity, and uniformity. The 

corrections are applied as maps based on specific calibrations carried out. The energy map 

applies a correction to ensure the PHA is calibrated to display the appropriate energy being 

detected [12]. The linearity map applies a correction to ensure that a line source given to the 

gamma camera will provide a linear image. The non-linearities appear from the variation in 

sensitivity of the PMT across the surface, they are more sensitive in the middle of each PMT than 

towards the edges [12]. The uniformity map applies a correction to smooth any other non-

uniformities in the image, such as variation in sensitivities between PMTs. A basic quality control 

test, which is regularly carried out, is a uniformity test, which involves imaging a uniform source 

from which the differential uniformity and integral uniformity can be calculated. The differential 

uniformity is the uniformity within a local region (5 adjacent pixels) and integral uniformity is 

the global uniformity across the field of view (FOV) [13]. The uniformity test is usually given as 

the results for useful FOV (UFOV) and central FOV (CFOV), where the CFOV is 75% of the size of 

the UFOV [6]. 
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The NaI gamma camera has been in use for many years and is currently the most common 

material in clinical SPECT imaging, as it is readily available and cost effective [11]. The NaI 

scintillation crystal is typically about 6 to 12.5 mm thick and can be up to 60 by 40 cm for a 

rectangular detector [6]. Due to the number of steps involved in the NaI gamma camera the light 

yield is 38 photons/keV (displayed in the pulse height analyser) [9], which results in the 

uncertainty in the measured signal to be large. A number of PMTs are required (approximately 

30 to 100 in a typical gamma camera, where each PMT is approximately 5 cm in diameter [6]) to 

resolve the location of the incident gamma photon, causing the camera head to be fairly large 

[11]. The PMTs require fine tuning to ensure they all give the same gain and therefore output 

for the same incident photon [11]. The gamma camera technology results in relatively poor 

spatial and energy resolution compared to other imaging modalities and there is a trade-off 

between detection efficiency and spatial resolution [14], which is due to the collimator design 

(described in section 2.3.4) and crystal thickness [6]. 

2.3.2 Cadmium Zinc Telluride Gamma Camera Technology 

The CZT detector is a direct conversion semiconductor with a specific density of 5.82 g.cm-3 [9], 

to effectively stop gamma radiation within the energy range used for most SPECT imaging [10]. 

When a gamma ray interacts with the CZT detector, one or more electrons are created, which 

lose energy and propagate through ionisation and phonon generation [9]. The ionisation creates 

electron-hole pairs, where the hole is a positively charged electron vacancy in the valence band 

and the electron moves to the conduction band [7], [9]. When a bias voltage is applied it creates 

an electric field causing the charge carriers to drift in opposite directions inducing a current on 

the electrodes. This current is detected by an electrical circuit, therefore providing a 

measurement of the CZT detector’s response to the radiation interaction [9]. This process is 

visualised in Figure 4. Semiconductors are often doped with impurities to create an extra 

electron or hole to reduce the effective energy gap between the valence and conduction bands 

by creating a donor level [7]. The amount of energy absorbed is proportional to the size of the 

electrical signal, therefore the CZT detector is able to differentiate between different energy 

photons [6]. The CZT crystal is grown in a sealed container as a single large crystal, where it can 

then be cut into thin wafers and metal contacts added to readout the electrical signal, creating 

a small individual detector [10]. An example of a general purpose CZT gamma camera has 

individual detectors of 2.46 mm (for a GE Discovery 870 CZT) [15]. Two main advantages of a 

CZT detector over other semiconductors (e.g. silicon and germanium) is that it can be used at 

room temperature, without excessive noise, and it has a high atomic number, and therefore a 

relatively thin detector can have effective stopping efficiency for gamma radiation [6]. 
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Figure 4: a) Representation of the photoelectric process in a direct-conversion material, 

where the excitation of electron-hole pairs drift in opposite directions due to the electric 

field, as used in a CZT detector. b) The photoelectric effect in a scintillator creates 

electron-hole pairs but without the electric field and therefore the pairs are loosely bound 

excitons, as used in a NaI detector. The excitons diffuse and recombine, emitting 

secondary scintillation photons that can be read out by a light sensor (taken from 

Peterson et al 2011) [9] 

The CZT detector generally suffers from reduced hole transport, relative to electron, due to hole 

trapping, which occurs at the site of the crystalline defects (e.g. vacancies or impurities) [9]. 

Therefore the trapping has an effect on charge collection as one type of charge carrier will have 

a dominant trapping level and the traps will be uniformly distributed across the detector [9]. The 

number of the trapped charge carriers decreases exponentially over time, with a mean lifetime 

of τ [9]. The charge, Q, on the electrode is given by the Hecht relation [9], [16] in Equation 2: 

 𝑸 = 𝒒𝑵𝟎 [
𝝁𝒉𝝉𝒉𝑬

𝑳
(𝟏 − 𝒆−𝒙 𝝁𝒉𝝉𝒉𝑬⁄ ) +

𝝁𝒆𝝉𝒆𝑬

𝑳
(𝟏 − 𝒆−(𝒙−𝑳) 𝝁𝒆𝝉𝒆𝑬⁄ )] Equation 2 

Where N0 is the number of electron-hole pairs created by the radiation interaction, µ is the 

mobility of the charge in the material, E is the electric field, L is the detector thickness and x is 

the depth of the interaction. Equation 2 shows that the mobility-lifetime product controls the 

contribution of each charge-carrier type to the measured signal. There is a trade-off between 



 

Page 35 of 197 

 

increasing the electric field through increasing the voltage which results in an improved charge 

collection, and the increase in leakage current increases the noise. The CZT detector has a 

relatively poor hole to electron mobility-lifetime product (µτ) compared to other 

semiconductors (summarised in Table 1), which creates a depth dependence in signal 

generation that introduces a low-energy tail on the photopeak of the pulse height spectrum [9], 

as seen in Figure 5. A full amplitude signal is generated only when both the electrons and holes 

created are fully collected, however when the hole collection is incomplete there will be a 

deficiency in the detector signal [17]. The level of deficiency depends on the location of the 

carrier generator with respect to the electrodes (therefore, creating the depth dependence) 

[17]. 

Table 1: Mobility-lifetime product for different semiconductor materials [9] 

Semiconductor Mobility-lifetime product (cm2/V) 

Electron Hole 

Silicon 0.42 0.22 

Germanium 0.72 0.84 

CZT 0.003 0.00005 

 

Figure 5: The 99mTc energy spectrum from a 5 x 5 x 5 mm CZT detector, where evidence 

of the low energy tail can be seen at around 130 to 140 keV (taken from Cherry et al 2012) 

[6] 

When comparing the energy spectrum in Figure 5 for a CZT gamma camera to Figure 3 for a NaI 

gamma camera, it can be seen that the photopeak for the CZT gamma camera is more 
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asymmetrical than for the NaI gamma camera (due to the hole tailing), which will affect the SC 

technique required, which is further discussed in sections 2.6.1 and 3. 

2.3.3 Comparison Between Sodium Iodide and Cadmium Zinc Telluride Gamma 
Cameras  

There are various properties of a detector which indicate its usefulness in a particular 

application, for example, the efficiency, density, atomic number and thickness need to be 

considered [9]. However, there is often a compromise that needs to be made between 

characteristics such as detector efficiency and spatial resolution. Energy resolution is another 

consideration as this can affect SC, which is described in section 2.6.1. Comparing the CZT 

gamma camera to the NaI gamma camera, the CZT gamma camera is more efficient at 

converting the incident gamma photon to an electrical signal, which produces improved energy 

resolution [10], [18]. CZT detectors exceed the energy resolution that is expected from applying 

a Poisson model to the charge carrier generation due to the efficiency of converting the photon 

to an electrical signal [9]. Phonons are the primary opposing process that competes with the 

electron-hole pair formation as an energy loss mechanism of electrons, and the CZT can 

efficiently transfer energy to the phonons resulting in reduced energy loss [9]. There are other 

sources of noise in semiconductors, however this is less than experienced in NaI detectors [19]–

[21]. For 99mTc the energy resolution for a NaI detector is 10% FWHM at 140 keV but can be less 

than 7% FWHM for CZT gamma cameras [9], [10].  

Practically, CZT gamma cameras are lighter and smaller than NaI gamma cameras, as there are 

no PMTs and therefore less shielding required [9], [10]. There is dead space around the edge of 

the NaI camera as there is difficulty resolving incident gamma radiation at the edge of the PMTs, 

which is not a problem for the CZT gamma camera as it is made up of independent small 

detectors [10], as seen in Figure 6.  Assessing the uniformity in NaI gamma cameras involves a 

UFOV and a CFOV where the uniformity is expected to be improved in the middle, however in 

CZT gamma cameras the uniformity should be the same across the whole detector [10]. 
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Figure 6: An example of the detector modules and technology used within the GE 

Discovery 870 DR CZT gamma camera (taken from GE Healthcare 2023) [22] 

The spatial resolution of the GE Discovery 870 DR CZT gamma camera is approximately 2.5 mm, 

as opposed to 4 mm for a NaI gamma camera [10]. The photons in a NaI crystal will diffuse over 

a significant distance before they are detected causing inaccuracies in the position information 

about the photon [10]. Alternatively, in the CZT gamma camera a compact charge cloud is 

detected by an anode that is only millimetres away and the resolution can be further improved 

by making the anode pixels smaller [10]. Table 2 shows data for CZT gamma cameras and NaI 

gamma cameras as a comparison. 

Table 2: Comparison between scintillation gamma cameras and solid-state gamma 

cameras 

Parameter Solid-State Gamma Cameras 

(CZT) 

Scintillation Gamma 

Cameras (NaI) 

Density of scintillator (g/cm3) 

[9] 

5.82 3.67 

Attenuation at 140 keV (cm-1) 

[9] 

3.07 3.12 

Energy resolution (for 99mTc) 

(%) [9], [10], [15], [23] 

<7 ~10 

Spatial resolution (without 

water) (mm) [15], [23], [24] 

1.73-3.48 3.7-12.63 

Spatial resolution (with 

water) (mm) [15], [23], [24] 

3.88-6.64 15.48-16.28 
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Uniformity FOV size [15], [23] Full FOV (51 x 39 cm for GE 

Discovery 870 CZT) 

It is improved in the CFOV 

compared to the UFOV 

Collimators [15], [25] Limited options available, 

generally only wide energy 

general purpose (WEHR) are 

readily available 

Range available from low 

energy to high energy 

Pixel size (mm) [15], [26], 

[27] 

2.46 (Individual detector 

elements for GE Discovery 

870 CZT) 

Range, depending on matrix 

size used and size of detector 

(approximately 2 to 7 mm) 

Intrinsic count rate 

(kilocounts per second 

(kcps)) [15], [23] 

650 (maximum), 330 (in 20% 

window) 

460 (maximum), 400 (in 20% 

window) 

2.3.4 Collimator Design 

There are different types of collimators available, which can be used for imaging different 

radionuclides and for different types of studies. A commonly used collimator consists of 

hexagonal parallel holes for the gamma photons to travel through, or for CZT gamma cameras 

the collimator holes can be square to align with the CZT detector elements. There are different 

collimators available with different septa thicknesses and lengths which are designed for use 

with different isotopes, as detailed in Table 3. For example, a high energy general purpose 

(HEGP) collimator has thick septa and is used for high energy isotopes, such as Iodine-131 (131I) 

with a photopeak of 364 keV, whereas a low energy high sensitivity (LEHS) or low energy high 

resolution (LEHR) collimator has a thin septa and is used for low energy isotopes, such as 99mTc 

with a photopeak of 141 keV [28]. In addition, a medium energy general purpose (MEGP) or 

medium energy high resolution sensitivity (MEHRS) collimator can be used for isotopes such as 

Gallium-67 (67Ga) with a photopeak at 185 keV or 177Lu (described in section 2.4.1) [28].  

Table 3: The collimator designs as described by Ito et al and GE Healthcare 

Collimator Type of hole 
Hole length 

(mm) 

Hole 

diameter 

(mm) 

Septal 

thickness 

(mm) 

Penetration 

(%) 

WEHR [15] Square 45 2.26 0.2 0.55 (99mTc) 

MEHRS [29] Hexagonal 40.25 2.8 0.9 0.3 (177Lu) 

LEHR [23] Hexagonal 35 1.5 0.2 0.3 (99mTc)  

LEHS [23] Hexagonal 34 2.31 0.152 5 (99mTc) 

MEGP [23] Hexagonal 58 3.0 1.05 2.0 (67Ga) 
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HEGP [23] Hexagonal 66 4.0 1.8 2.0 (131I) 

If a high energy radionuclide is used it is possible to observe septal penetration artefacts within 

the image, which can affect the qualitative and quantitative analysis. Septal penetration artefact 

occurs when a high energy gamma photon penetrates the septa of the collimator and is then 

detected by the gamma camera, as displayed in Figure 7 [30]. In addition, there is a trade-off 

between sensitivity and resolution in collimator design, so a LEHS will have shorter septa and 

larger hole diameter than a LEHR collimator. The selection of collimator is a key step in gamma 

camera imaging optimisation. 

 

Figure 7: Schematic of septal penetration; a) a cross-sectional view of a collimator 

displaying photons that are detected by travelling through the collimator hole, absorbed 

in the septa and have penetrated the septa, b) an example of a hexagonal collimator 

which can produce a “star” artefact on patient images, as displayed in c). (Taken from 

Barrack et al 2018) [30]  

2.4 Molecular Radiotherapy 

Molecular radiotherapy (MRT) is a branch of nuclear medicine which aims to treat disease (often 

cancer) with radiopharmaceuticals. The radiopharmaceuticals used for therapies are labelled 

with beta- or alpha-emitting isotopes, however some of the isotopes used for MRT also have 

additional gamma emissions. The beta or alpha radiation aims to kill diseased cells in target 

organs or disease sites and the gamma radiation can be used to assess the distribution of the 

therapy, as for diagnostic nuclear medicine. The type of radiopharmaceutical used depends on 

the target disease. It is possible to use the same pharmaceutical for both diagnostic investigation 

and therapeutic effect, which can aid treatment planning or follow up [31]. There is a particular 

interest in 177Lu-labelled radiopharmaceuticals due to the increase in MRT applications available, 

therefore this project focusses on quantification of 177Lu imaging using a CZT gamma camera. 



 

Page 40 of 197 

 

2.4.1 Lutetium-177 

177Lu decays to Hafnium-177 (177Hf) and emits short range beta radiation (maximum tissue range 

of 2 mm) and low energy gamma radiation (photopeaks at 113 keV (6% relative abundance) and 

208 keV (11% relative abundance)) with a half-life of 160 hours [32]–[36]. During the decay 

events, 177Lu emits beta particles with a maximum energy of 497 keV (78.6 %), 384 keV (9.1 %) 

and 176 keV (12.2 %), where a simplified decay scheme is shown in Figure 8 [37]. The beta 

emission is used for therapy and the gamma emissions can be imaged using a gamma camera, 

which is used for treatment verification and response monitoring [33]. As there is beta radiation, 

the gamma camera energy spectrum for 177Lu, includes bremsstrahlung radiation, as described 

in section 2.2.2 [7]. 177Lu is often used as a treatment for neuroendocrine tumours (NET) or 

metastatic prostate cancer, described in more detail in sections 2.4.2 and 2.4.3, respectively.  

 

Figure 8: A simply decay scheme of 177Lu (taken from Dash et al 2015) [37] 

2.4.2 Lutetium-177-DOTA-TATE for Neuroendocrine Tumours 

Somatostatin can regulate growth hormone, thyroid-stimulating hormone and cellular 

processes [38]. Somatostatin receptors (SSTR) are proteins which receive somatostatin, and 

SSTRs are overexpressed on NETs [34], [39]. NETs arise from neuroendocrine cells that are 

distributed in several areas of the body, such as gastro-intestinal (GI) and bronchopulmonary 

tracts [33]. The worldwide incidence of NETs has been increasing and, for example, NET of the 

midgut commonly metastasise and are frequently associated with carcinoid syndrome [34]. 

Carcinoid syndrome consists of flushing, bronchospasm and diarrhoea, and is due to the release 

of serotonin and other vasoactive substances [40], [41]. NETs of the midgut are the most 
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common type of malignant GI NETs and are associated with a 5-year survival of less than 50% 

where the disease has metastasised [34]. Somatostatin analogues can be used for diagnosis or 

treatment of NETs, which, therefore, provide a useful molecular radiotherapy tracer for patients 

with inoperable or metastatic NETs [34], [42].  

[177Lu]Lu-DOTA-TATE is a type of peptide receptor radionuclide therapy (PRRT), which is a type 

of MRT using a somatostatin analogue [43]. The [177Lu]Lu-DOTA-TATE binds to SSTRs on NETs 

and cause a therapeutic effect from the beta-emitting 177Lu. The treatment consists of 

administering approximately four cycles (three to five) of 7.4 Gigabecquerel (GBq) (5.55-7.4 

GBq) [177Lu]Lu-DOTA-TATE at approximately 8 week intervals (6 to 12 weeks) [35]. PRRT has 

shown considerable promise for the treatment of advanced, well-differentiated NET, a majority 

of which express high levels of SSTRs to which the somatostatin analogues bind [34]. The initial 

treatment of NETs includes surgery, for removal of the tumour, and somatostatin analogue 

therapy, for control of both hormonal secretion and tumour growth [34]. Patients with advanced 

midgut NET, who had disease progression during somatostatin analogue therapy, had limited 

therapeutic options with modest survival improvements. The introduction of PRRT improved 

patient care and outcomes for patients with NET, which involved the administration of a 177Lu- 

or 90Yttrium (90Y)-labelled radiopharmaceutical as part of MRT [34].  

A key milestone in the introduction of PRRT into the NET clinical pathway was the NETTER-1 

clinical trial. NETTER-1 was a randomised controlled phase 3 clinical trial which investigated the 

efficacy and safety of [177Lu]Lu-DOTA-TATE in patients with advanced, progressive, SSTR-positive 

midgut NET [34]. Patients were given 7.4 GBq [177Lu]Lu-DOTA-TATE every 8 weeks with 

octreotide or octreotide alone [34]. Octreotide is a SSTR agonist and controls both symptomatic 

and asymptomatic NETs [35]. The primary end point was progression free survival and the 

secondary aims were objective response rate, overall survival, safety and side-effect profile [34]. 

NETTER-1 found that progression free survival at 20 months increased significantly from 10.8% 

without [177Lu]Lu-DOTA-TATE to 65.2% with [177Lu]Lu-DOTA-TATE, as displayed in Figure 9 [34]. 

Additionally, a preliminary study in Spain, compared biochemical response to the imaging 

response following [177Lu]Lu-DOTA-TATE to show 60% of patients had normalised biochemical 

markers and imaging showed there was a partial response in 85.7% of patients and 14.3% of 

patients had stable disease [44]. 
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Figure 9: Kaplan-Meier analysis of progression-free survival (A) and overall survival (B) 

from the NETTER-1 clinical trial (taken from Strosberg et al 2017) [34] 

In 2018, the National Institute for Health and Care Excellence (NICE) approved [177Lu]Lu-DOTA-

TATE for use in gastroenteropancreatic NET (GEP-NET) [45]. [177Lu]Lu-DOTA-TATE has been 

shown to decrease tumour size, improve symptoms, improve survival and improve quality of life 

[33], [34], [40]. [177Lu]Lu-DOTA-TATE requires the patient to have SSTR-positive NETs, and near-

normal kidney and bone marrow function [33]. [177Lu]Lu-DOTA-TATE has been shown to have a 

comparable efficacy and better haematological toxicity than [90Y]Yttrium-DOTA-TOC [33].  

The side effects of [177Lu]Lu-DOTA-TATE include myelosuppression, due to the bone marrow 

being irradiated, haemotoxicity and renal damage [33], [35]. An infusion of lysine and arginine 

are administered prior to and during the treatment to reduce the renal side effects [33]. The 

kidneys can receive an absorbed radiation dose (per cycle) of 5.13 ± 2.12 Gy, the liver can receive 

4.49 ± 2.49 Gy and the spleen can receive 14.44 ± 8.97 Gy, whereas the mean absorbed dose to 

the tumour lesion can be 31.43 ± 36.86 Gy [46]. 

2.4.3 Lutetium-177 PSMA for Metastatic Prostate Cancer 

Prostate cancer is one of the most common cancers and it is one of the leading causes of 

mortality from cancer [2], [47], [48]. The first line treatment is surgery, followed by hormone 

treatments and radiotherapy [49].  If the prostate cancer becomes metastatic then [177Lu]Lu-

PSMA (prostate specific membrane antigen) MRT may be a treatment option. The PSMA 

pharmaceutical will target the spread of prostate cancer throughout the patient in order to treat 

metastatic disease (including soft tissue and bone metastases) as PSMA is highly expressed in 

metastatic castration-resistant prostate cancer (mCRPC) [50]. [177Lu]Lu-PSMA MRT is indicated 

in patients with mCRPC who have exhausted or are ineligible for alternative options, and they 
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must have sufficient uptake of a diagnostic imaging PSMA radiopharmaceutical [51]. The 

treatment course consists of approximately 7.4 GBq (3.7-9.3 GBq) [177Lu]Lu-PSMA administered 

over approximately 6 cycles (4 to 6 cycles), approximately 6 weeks apart (6 to 8 weeks) [51]. The 

administration technique involves a slow intravenous injection over approximately 2 minutes, 

or an infusion. The organs at risk (OAR) are the salivary glands, kidneys and bone marrow [2]. 

[177Lu]Lu-PSMA is not currently approved for NHS patients by NICE and therefore is only available 

for private patients or in a research setting in the UK [52].  

Reports of improvement in patient outcomes using [177Lu]Lu-PSMA can be found in the 

literature, for example in the VISION trial. The VISION trial was an international phase 3 clinical 

trial to investigate the efficacy and safety of [177Lu]Lu-PSMA-617 [50]. The results showed that 

there was overall improvement when [177Lu]Lu-PSMA was administered with standard of care 

compared with standard of care alone; median progression-free survival was 8.7 versus 3.7 

months and overall survival was 15.3 months versus 11.3 months, as shown in Figure 10 [50]. 

The side effects of [177Lu]Lu-PSMA MRT include fatigue, dry mouth, nausea, and dry eyes. 
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Figure 10: The Kaplan-Meier analysis for imaging-based progression free survival (A), 

overall survival (B) and time to first symptomatic skeletal event (C) for the VISION clinical 

trial (taken from Sartor et al 2021) [50] 
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2.5 Molecular Radiotherapy Dosimetry 

Dosimetry involves calculating the radiation dose planned or administered to a patient. It can 

either be via whole body dosimetry or via organ and tumour specific dosimetry. The European 

Association of Nuclear Medicine (EANM) guidance for dosimetry specifies the level of dosimetry 

that should be used for each type of MRT, and states that dosimetry is optional for [177Lu]Lu-

DOTA-TATE and dosimetry is advisable for [177Lu]Lu-PSMA [53]. The Ionising Radiation (Medical 

Exposure) Regulations 2017 (IRMER) requires radiotherapeutic exposures to be individually 

planned, and the distribution should be appropriately verified to ensure doses to non-target 

organs are as low as reasonably practicable, and the intended target should achieve the 

radiotherapeutic purpose of the exposure [54]. The Care Quality Commission (CQC) guidance 

states that routine therapies can be standardised and do not require individual patient plans, 

however non-standard molecular radiotherapy requires patient specific dosimetry calculations 

[55]. In practice this involves acquiring SPECT/CT scans at single or multiple time points following 

the patient’s therapy administration [53]. This is particularly important for [177Lu]Lu-PSMA which 

is a relatively new procedure and is yet to be widely available in the UK [55].  

Radiopharmaceutical uptake and clearance differs between patients and therefore, patient-

specific dosimetry of 177Lu-labelled radiopharmaceuticals is important [56]. Dosimetry can be 

used to plan a patient’s treatment in order to calculate the optimal activity to treat the tumours 

with a prescribed absorbed dose, whilst minimising the side effects caused by 177Lu-labelled 

radiopharmaceuticals uptake in normal tissue, or OARs [57]. Verification dosimetry can be used 

to retrospectively calculate the absorbed dose received by the patient following MRT, which is 

able to assess the success of the therapy and aid with follow up [58], [59]. It is possible to carry 

out dosimetry through multiple time point dosimetry or single time point dosimetry, however 

the accuracy and cost-benefit analysis of each method varies [2].  

This work will focus on verification dosimetry for 177Lu-labelled radiopharmaceutical MRT, which 

involves post therapy uptake imaging of the patient. The images acquired can include a whole-

body static image and a SPECT/CT image. Ideally, multiple time point imaging would be carried 

out to assess the full pharmacokinetics of the 177Lu-labelled radiopharmaceuticals distribution 

for each individual patient [51]. However, this is often not possible, due to limited resources 

(gamma camera capacity, staffing time and funding) and the practicalities for the patient 

attending multiple hospital visits. Therefore, it can be more appropriate to use single time point 

dosimetry, which requires one imaging time point at a set time point after the therapy 

administration [2]. This approach has reduced accuracy over multiple time point dosimetry and 
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the most appropriate imaging time point can depend on the patient, therapy type and which 

organ or tumour is being targeted [2], [60].  

A vital step in the dosimetry calculations involves accurate quantitative imaging, to provide 

minimal errors in the dose calculated [2], [47]. The images are used to outline regions of interest 

(ROI), which could include OARs and tumour. The counts within the ROI are extracted and 

converted to activity using a derived sensitivity factor for the gamma camera, isotope and image 

geometry. The cumulated activity is multiplied by an S-factor (described by the Medical Internal 

Radiation Dose (MIRD) Committee) to calculate the dose to that region [3], [61]–[64], as given 

in Equation 3: 

 �̇�(𝒓𝑻, 𝒕) = ∑ 𝑨(𝒓𝑺, 𝒕)𝒓𝑺
𝑺(𝒓𝑻 ← 𝒓𝑺, 𝒕)  Equation 3 

Where �̇�(𝑟𝑇, 𝑡) is the time-dependent rate at which the absorbed dose is delivered to the target 

tissue rT within a patient from a radioactive source distributed uniformly within a source tissue 

rS at time t after the administration. A(rS,t) is the time-dependent activity of the 

radiopharmaceutical and 𝑆(𝑟𝑇 ← 𝑟𝑆, 𝑡) is the radionuclide-specific quantity representing the 

mean absorbed dose rate to the target tissue at a time following the administration per unit 

activity in the source tissue [64]. For single time point dosimetry the images are processed as for 

the multiple time dosimetry, however they are then converted to absorbed dose through 

general population-based clearance curves [2]. For MRT with multiple cycles, it is possible to 

create patient-specific clearance curves using multiple time point dosimetry for the first cycle, 

then use those for single time point dosimetry for the following cycles, as a hybrid approach. 

2.6 Quantitative Imaging 

Quantitative imaging is a method of converting the counts measured in a gamma camera image 

to the activity within the object or patient being imaged [1], [65]–[67]. It is a key component to 

calculate accurate patient doses or to calculate other quantitative values such as standardised 

uptake value (SUV), which is commonly used in positron emission tomography (PET). To 

accurately quantify an image there are various corrections that need to be applied to recover 

the original image, including scatter, reconstruction technique, attenuation, and partial volume 

effect (PVE) [6]. SC can be applied to each gamma camera image created and is described in 

section 2.6.1. SPECT images need to be reconstructed from the individual projection images, 

which is described in section 2.6.2. The SPECT images should be corrected for the intensity loss 

due to attenuation that is associated with each photon being detected, which is described in 

section 2.6.3. Section 2.6.4 describes the partial volume effect and how it can be corrected. Dead 
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time is a characteristic of gamma camera detectors which needs to be considered and is 

described in section 2.6.5. In addition, each of the measurements have an associated 

uncertainty, which needs to be included in the results and is described in section 2.6.6. 

2.6.1 Scatter 

As described in section 2.2, when a gamma photon interacts with a material it can scatter, 

change direction and lose energy, as shown in Figure 11 [68]–[71]. Compton scatter will reduce 

the number of gamma photons that arrive with the full energy of the isotope being imaged and 

there will be several photons with a lower energy which will reduce the contrast and resolution 

of the image. Generally, the scattered photons can make up 30-40% of the photons detected in 

the photopeak energy window [71]. The collimator will help to reduce the number of gamma 

photons detected which are not travelling perpendicular to the crystal, but it cannot reduce the 

photons that travel perpendicular to the crystal after being scattered.  

 

Figure 11: An example of different types of scattered photons that occur from a gamma-

emitting source within a patient; (a) shows a photon that travels directly through the 

collimator hole, (b) goes through the collimator septa but is detected by the gamma 

camera, (c) is absorbed in the collimator, (d) is scattered once and then is detected, (e) is 

scattered but not detected and (f) undergoes multiple scatter events before being 

detected (taken from Hutton et al 2011) [71] 
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As discussed in section 2.3, the energy spectrum is used to identify the photons with the correct 

energy that should be included in the image, and it will help reduce the number of scattered 

photons that effect the image. However, some scattered radiation will fall within this energy 

window. This is particularly important for 177Lu as there are two main gamma emissions that can 

be imaged and therefore the energy window can be focussed around 113 keV or 208 keV. The 

lower photopeak is generally more affected by scattered photons due to the scatter from the 

higher (208 keV) photopeak falling within the energy window for the lower photopeak. 

Therefore, SC can be used to estimate how much scatter is in the photopeak energy window 

used for imaging. 

There are different methods of SC, including using a single scatter window below the photopeak 

(dual energy window (DEW) SC) or using two scatter windows where one is above the 

photopeak, and one is below the photopeak (triple energy window (TEW) SC) [72]. For DEW SC, 

the scatter energy window is applied to the photopeak energy window using a scatter fraction 

[73]. For TEW SC the true counts in the primary energy window (Cprim) are calculated using 

Equation 4 [72]: 

 𝑪𝒑𝒓𝒊𝒎 = 𝑪𝒑𝒎 − ((
𝑪𝒍

𝑾𝒍
+

𝑪𝒖

𝑾𝒖
) ×

𝑾𝒑

𝟐
)  Equation 4 

Where Cpm is the counts measured in photopeak, Cl and Cu are the counts in lower and upper 

scatter windows, wl and wu are the window widths of lower and upper scatter window (keV) and 

wp is the window width of photopeak (keV), which is visualised in Figure 12. It is not possible to 

fully account for the lost gamma photons which have been scattered, and the SC applied can be 

dependent on the amount of scatter within the material used. SC methods are further discussed 

in the literature review in chapter 3. 
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Figure 12: The location and width of the energy windows used for TEW SC. The scatter 

windows can be referenced as “lower” or “left” and as “upper” or “right”. The window 

widths may be the same or different for each scatter window. The window width of the 

photopeak is referenced as Wm. (Taken from Ogawa et al 1991) [72] 

For a CZT gamma camera, the gamma photons detected in the low energy scatter window will 

be a combination of the scattered gamma photons (Compton scatter) and the gamma photons 

that are released as part of the hole trapping in the CZT material (as described in section 2.3.2) 

[9], [74]. Therefore, this can cause issues when applying a conventional method of SC. The 

photopeak is generally narrower for a CZT gamma camera compared to a NaI gamma camera 

(as seen by comparing Figure 3 and Figure 5), due to the improvement in energy resolution (as 

highlighted in Table 2), therefore it may be possible to use a narrower energy window to reduce 

the number of Compton-scattered photons detected, however this may significantly 

compromise the detection efficiency as over 60% of interactions may be subject to hole-tailing 

effects [9], [74]. SC techniques are further discussed in chapter 3. 

2.6.2 Reconstruction 

There are various methods to reconstruct a SPECT image, however the most commonly used 

method is iterative reconstruction, and is recommended for quantitative SPECT imaging [65]. 

The set of projections from the SPECT is used to create a sinogram, which is visualised for a point 

source in Figure 13. A sinogram is a two-dimensional representation of the count profiles (r) for 

projections at a range of angles (φ) around the object [6].  
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Figure 13: A two-dimensional representation of the intensity profile at each projection 

angle, to produce a sinogram for a point source in air (taken from Cherry et al 2012) [6] 

Iterative reconstruction is the process of using the sinogram to forward project to an estimated 

image, the estimated image is iteratively updated, where each new predicted sinogram is 

compared to the true sinogram acquired, as displayed in Figure 14. The more iterations 

completed the closer the reconstructed image is to the true image of the object. However, 

increasing the iterations too high can cause increased image noise. The number of iterations 

must be optimised to identify the ideal reconstruction for the type of object being imaged, 

however this will be different depending on various factors, such as size of the object, the 

amount of scatter material around the radioactive object and whether the image will be 

assessed qualitatively or quantitatively. The algorithm for iterative reconstruction can include 

some prior information, such as SC, attenuation correction or system geometry, which will 

increase the computation time for the reconstruction [6]. 
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Figure 14: An illustration of the iterative reconstruction process. The initial image 

estimate is used to create an estimate of the sinogram, which is compared to the true 

sinogram of the object being imaged. The estimated image and resulting sinogram are 

updated until the estimated sinogram has converged with the true sinogram. ECT is the 

emission computed tomography. (Taken from Cherry et al) [6] 

Optimisation of reconstruction parameters should be carried out using phantom measurements, 

ensuring that there is not an excessive level of noise and artefacts are not introduced, for 

example Gibbs artefacts creates a reduction in counts at higher activity levels. An example of 

this optimisation process using a National Electrical Manufacturers Association (NEMA) 

International Electrotechnical Commission (IEC) image quality phantom is displayed in Figure 15 

[65]. A common reconstruction technique is maximum-likelihood expectation-maximisation 

(MLEM) which incorporates Poisson statistics to estimate the most likely source distribution that 

could have created the observed sinogram [6], [75]. It is possible to group the iterations (it) into 

subsets (ss) to speed up the reconstruction process in a method called ordered subset 

expectation maximisation (OSEM) [75], [76]. To optimise SPECT image reconstruction the 

number of iterations and subsets must be altered until the optimal reconstruction is 

determined. 
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Figure 15: An example of a NEMA IEC image quality phantom filled with 99mTc at 10:1 

contrast in three different configurations, reconstructed with 3 iterations and 6 subsets 

(top row) and 20 iterations and 6 subsets (bottom row of images), with associated activity 

recovery curves displayed for each configuration and reconstruction (taken from 

Dickson et al 2022) [65] 

A filter can then be applied to smooth the image, however this may not be accurate for 

quantitative purposes [65]. A filter can be useful for qualitative review of clinical images and 

therefore the use and type of filter can be dependent on the preferences of the image reviewer 

and will also require optimisation.  

Resolution recovery (RR) or resolution modelling can be used as part of the reconstruction 

algorithm. RR introduces a depth dependent collimator response model in the projection 
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operation of the reconstruction algorithm to compensate for the limited spatial resolution due 

to the collimator and detector [6], [65], [77]. The technique can include various corrections, 

including the detector intrinsic response, collimator geometric response, septal penetration and 

scatter from the collimator [77].  

2.6.3 Attenuation 

Gamma photons emitted through radioactive decay will pass through the patient and interact 

with material inside the patient, before reaching the gamma camera, as described in section 2.2 

[5]. If a gamma photon has further to travel through an object before reaching the gamma 

camera, then it will experience greater attenuation and less gamma photons will reach the 

gamma camera, which will make the signal appear less intense than gamma photons that travel 

a shorter distance, as displayed in Figure 16 [6], [78].  
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Figure 16: An example of the effect of attenuation on the images created and the count 

profiles within the image for 99mTc uniformly filled cylinders of different sizes (taken from 

Cherry et al 2012) [6] 

Attenuation correction (AC) can be applied using the CT image, which is essentially a map of the 

densities within the object [65]. The CT image data is dependent on the beam energy and the 

density of tissue, and each pixel is given a Hounsfield unit (HU), which is described by Equation 

5 [5]. 

 𝑯𝑼 = 𝟏𝟎𝟎𝟎 × (
𝝁(𝑬𝑪𝑻)−𝝁𝒘(𝑬𝑪𝑻)

𝝁𝒘(𝑬𝑪𝑻)
)  Equation 5 
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Where μ is the linear attenuation coefficient, μw is the linear attenuation coefficient of water 

and ECT is the effective energy of the CT [5]. The CT image can be used for AC by converting the 

HU into linear attenuation coefficients for a particular energy [79]. This technique is often 

referred to as CT attenuation correction (CTAC). An attenuation map is created from the CT 

image and applied to the SPECT image to correct for the attenuation differences in the image, 

and a different attenuation map is required for each energy. However, it is important to note 

that CT images can include artefacts, which may affect the CTAC that is applied to the SPECT 

image, which in turn causes artefacts in the reconstructed SPECT image [65]. 

2.6.4 Partial Volume Effect 

The partial volume effect (PVE) is where the counts within a small object are not fully resolved, 

due to the limited spatial resolution of a gamma camera, as displayed in Figure 17 for radioactive 

objects imaged in a non-radioactive background as an ideal case [6], [65], [80]. The total counts 

within the object are distributed over a larger area and therefore the maximum counts within 

the centre of a small object may not reach the true level. However, the sum of all the counts 

that are associated with the object will reflect the activity within the object [6]. When applying 

this to clinical imaging it can lead to misdiagnosis or under reporting of small lesions, especially 

if the small object is adjacent to another larger object.  
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Figure 17: An example of partial volume effect for a radioactive object imaged in a non-

radioactive background. The top row of different size cylinders illustrates the true activity 

within each object. The middle row displays the counts imaged in each cylinder for a 

SPECT system with a spatial resolution of 12 mm FWHM. The bottom row shows the 

count profiles for each cylinder. (Taken from Cherry et al 2012) [6] 

It is possible to correct for PVE using partial volume correction (PVC), which can be applied post 

reconstruction. Creating a PVC involves imaging a range of different size spheres with a known 

activity and creating an activity recovery curve [62]. The recovery curve is created by calculating 

the recovery coefficient for each object, as described in Equation 6 [81]: 

 𝑹 =  
𝑪

𝑪𝒕𝒐𝒕𝒂𝒍
   Equation 6 

Where R is the recovery coefficient, C is the observed count rate measured within a volume of 

interest (VOI) equal to the volume of the object and Ctotal is the total count rate from the 

phantom. The recovery curve can then be used to identify what recovery coefficient is required 

for a particular sized object. PVC is generally not commercially available and therefore there 

needs to be a department-based method derived, however any software used for clinical 

applications need to align with the appropriate medical device legislation [82]. It is possible to 

use RR software, which is commercially available, which can partially compensate for limited 

spatial resolution, however it is unlikely to fully recover the activity for small objects [65]. Often 
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the PVC is applied assuming there is a non-radioactive background, however, it is also important 

to consider the level of the background activity surrounding the VOI as this will cause PVE to 

change and the counts from the background region will be detected within the target VOI.  

2.6.5 Dead time 

Dead time occurs when the gamma camera becomes saturated, and it cannot record all the 

photons that are incident on the detector, therefore leading to a reduced measured count rate 

[6]. There are two types of dead time that can occur in detection systems: paralysable and non-

paralysable, as displayed in Figure 18. For non-paralysable systems the loss of counts reduces 

until it plateaus with increasing input counts. For paralysable systems the loss of counts results 

in a saturation point, at which increasing the count rate reduces the observed count rate. 

Gamma cameras have paralysable dead time which therefore requires modelling and correcting 

for if the gamma camera will be used for measuring high count rates. 

 

Figure 18: The observed count rate (RO) against the true count rate (Rt) for systems with 

paralysable and non-paralysable dead time (τ) (taken from Cherry et al) [6] 

Dead time is a particular issue when gamma camera imaging takes place soon after a therapy 

has been administered, which can be an important step in capturing the full time-activity curve 

required for MRT dosimetry. For 177Lu imaging the dead time effects are small as there is a low 
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yield of gamma photons emitted [3]. This is discussed within chapter 3, however it has not been 

investigated within this work.  

2.6.6 Uncertainty Analysis 

All measurements have a level of uncertainty that should be considered in the reported results. 

For calculations which involve multiple measurements with associated uncertainties, the law of 

propagation of uncertainty must be used [81]. The EANM practical guidance on uncertainty 

analysis for MRT absorbed dose calculations [81] summarises the approach to use for 

quantitative imaging. This includes uncertainty for the volume from the VOI, count rate, activity, 

recovery coefficient and calibration factor.  

There are a few factors which effect the VOI uncertainty for the volume definition. For every VOI 

that is drawn there is an intra- and inter-operator variability which needs to be accounted for. 

Ideally the VOI delineation should be repeated by various operators, or there should be a 

standard approach. When defining VOIs for phantom work it is possible to use a consistent 

approach to minimise variation. Another factor is the effect the digitised images have on the VOI 

definition and therefore the VOI is affected by the voxel size used, therefore the uncertainty is 

given by Equation 7 [81]: 

 𝒖𝟐
𝒗𝒐𝒙(𝒅) = 𝒖𝟐(𝑷𝒊 − 𝑷𝒋) =

𝒂𝟐

𝟔
   Equation 7 

Where d is the diameter, Pi,j are points a distance is measured between and a is the width of one 

voxel. Often the VOIs can be defined using the CT images and copied to the registered SPECT 

dataset and therefore the SPECT voxel size will need to be used in Equation 7. Another 

consideration is the spatial resolution of the imaging system as the voxel size can be less than 

the spatial resolution and therefore only using Equation 7 would lead to an underestimate of 

uncertainty. The uncertainty in the spatial resolution is the standard deviation of the Gaussian 

point spread function with the FWHM equal to the spatial resolution, therefore the total 

uncertainty in the volume is described by the voxel uncertainty and the resolution uncertainty, 

as in Equation 8 [81]: 

 𝒖𝟐(𝒅) = 𝒖𝒗𝒐𝒙
𝟐 (𝒅) + 𝒖𝒓𝒆𝒔

𝟐 (𝒅) =
𝒂𝟐

𝟔
+

(𝑭𝑾𝑯𝑴)𝟐

𝟒𝒍𝒏𝟐
   Equation 8 

However, in practice the diameter is not normally measured, but the volume of the VOI is 

reported. The standard uncertainty in the volume (u(v)) can be calculated from the standard 

uncertainty in the diameter (u(d)). The volume is calculated as the mean diameter cubed, 
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multiplied by a constant, and therefore the uncertainty in volume can be defined by Equation 9 

[81]: 

 [
𝒖(𝒗)

𝒗
]

𝟐
=  [𝟑

𝒖(𝒅)

𝒅
]

𝟐
= [𝟑

𝒖𝒗𝒐𝒙(𝒅)

𝒅
]

𝟐
+  [𝟑

𝒖𝒓𝒆𝒔(𝒅)

𝒅
]

𝟐
   Equation 9 

Where v is the volume. The count rate measured from the VOI depends on the VOI delineation 

and therefore can be described as function of volume. The count rate density can normally be 

assumed to be uniformly distributed across the volume. The count rate uncertainty measured 

in the VOI can be calculated using Equation 10 [81]: 

 
𝒖(𝑪)

𝑪
=  

𝝋

𝟐𝑹

𝒖(𝒗)

𝒗
   Equation 10 

Where C is the count rate, R is the recovery coefficient and φ is given by Equation 11 [81]: 

 𝝋 =  𝒆𝒓𝒇 (
𝟐𝒓

𝝈√𝟐
) −

𝟐𝝈

𝒓√𝟐𝝅
[𝟏 − 𝒆

−(
𝟐𝒓𝟐

𝝈𝟐 )
]   Equation 11 

Where r is the radius of the source with a uniformly distributed spherical count rate and σ is the 

standard deviation of the measured Gaussian point spread function. The recovery coefficient 

uncertainty can be calculated through the law of propagation of uncertainty and is give in 

Equation 12: 

 [
𝒖(𝑹)

𝑹
]

𝟐
=  [

𝒖(𝑪)

𝑪
]

𝟐
+ [

𝒖(𝑨)

𝑨
]

𝟐
+ [

𝒖(𝑺)

𝑺
]

𝟐
   Equation 12 

Where A is the measured activity within the object and S is the sensitivity factor. The same 

theory can be applied to calculate the uncertainty for the sensitivity factor, as shown in Equation 

13: 

 [
𝒖(𝑺)

𝑺
]

𝟐
=  [

𝒖(𝑪)

𝑪
]

𝟐
+ [

𝒖(𝑨)

𝑨
]

𝟐
+  [

𝒖(𝒕)

𝒕
]

𝟐
   Equation 13 

Where t is the time. 

2.7 Monte Carlo Simulations 

Monte Carlo (MC) simulations are a computer model used to simulate a random variable, in this 

case radioactive decay [83]. It uses repeated random events to predict an outcome. In this 

context, the MC simulation will simulate radioactive decay, how the radiation interacts with a 

material and how it will be detected by an imaging system [84], [85]. MC simulations are used 
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in nuclear medicine to assist in the design of a new imaging system, reconstruction algorithm or 

SC technique [83], [86], [87]. It can be used to resolve the ground truth expected from an imaging 

event and therefore it can help to identify the corrections required for SPECT/CT imaging. Most 

MC simulation toolkits are developed for high energy physics and have been extrapolated for 

the use of medical applications, which therefore gives them some limitations [86].  

GATE (Geant4 application for tomographic emission) is an open source collaboration built on 

the Geant4 toolkit (based on C++ language), which has been used for more than 15 years for MC 

simulations of nuclear-based imaging systems [83]–[85]. GATE uses libraries from Geant4 to 

provide a modular scripted MC simulation toolkit for nuclear medicine and it can be used to 

describe time-dependent variables such as detector heads moving, or source distribution, 

allowing it to simulate time-activity curves [83], [86], [88]. It contains a database of validated 

physics models, geometry descriptions and visualisation tools. The steps of setting up a MC 

simulation in GATE are; defining the scanner geometry, defining the phantom (or object being 

imaged) geometry, setting up the physics processes, initialising the simulation, setting up the 

digitiser, defining the radioactive source, specifying the data output format and finally starting 

the simulation [85], [86], [89]–[91].  

The user can create a MC model of an imaging system by building the layers of the detector, 

such as the collimator, scintillation crystal and PMTs, or CZT detector, and the shielding 

surrounding the gamma camera detector. The detector must be defined as a sensitive detector 

using an “attachCrystalSD” command, so the physics interactions can be tracked within the 

crystal. Each object is defined by the user in size and space, through a translation tool, and which 

other objects it is associated with. An example of a visualisation of a gamma camera using GATE 

is given in Figure 19 [92]. The material of each component is defined using a materials database, 

which describes a material by its density, constituent elements and abundance [91]. To aid 

visualisation of the MC simulation a colour can be allocated to each component. The phantom 

needs to be defined, which can either be a simple shape such as a cylinder (as seen in Figure 19 

[92]) or a more complex geometry. The phantom must be defined as a sensitive phantom by 

using a similar command as for the detector (“attachPhantomSD”). 
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Figure 19: An example of a four-headed gamma camera system modelled in GATE, 

showing the crystal (yellow), collimator (white), phantom (pink) and coordinate axes (red, 

blue and green lines) (taken from Open GATE website) [92] 

The physics processes are a key part of GATE and can be defined once the detector and phantom 

geometries are described. The physics models are from Geant4 and the specific physics model 

should be chosen based on the type of simulation being carried out and the radiation type being 

used [91]. There is a range of options in the GATE database that can be selected by the user. The 

physics processes can be chosen and updated by the user to include all physics processes 

required for the simulation. For example, a physics process is to model the electromagnetic 

interactions of particles with matter (as described in section 2.2), which describes the interaction 

length of a process [85], [91]. The next step is the initialisation, which triggers the calculation of 

the geometry and physics. 

The next step in the MC simulation development is setting up the digitiser. In GATE there are 

specific vocabulary that are used to describe the output from the MC simulation. When an 

individual particle interacts within a detector element they are defined as hits and they contain 
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the information about the interaction process type, position, energy deposited, time, etc [84]. 

The hits within the same readout volume are called singles. The digitiser is set to build physical 

observables from the hits and to model the tracks of the radiation used [91]. This step also 

involves setting the energy resolution of the system by adding a blurring to a set energy level. 

The source is set up by defining the type of radiation that it should contain, for example gamma 

and beta radiation [85]. A source is created as a volume where the radiation is emitted from. 

The user will define the volume geometry and the activity, type of radiation, half-life, direction 

of emission and energy [91]. The geometry can be a simple shape or more complex, and it is 

possible to create a phantom and source geometry from a CT scan, by converting it to a voxelised 

phantom and source. 

The final steps involve setting the type of output that the MC simulation should produce, for 

example a ROOT file [93], and starting the acquisition. The MC simulation is defined by a length 

of total time and the length of time slices that will be created during the total acquisition [91]. 

The type of random generator is selected, and three different types are available in GATE. ROOT 

is an object-oriented data analysis framework which can analyse a large amount of data [83], 

[93]. The ROOT file stores the hits and singles within the simulation, which includes a range of 

information about each event, such as the energy, the processes its undergone and its location 

within the image. The digitiser can be customised to include all required information. The ROOT 

file can be analysed using macros (written in C++) to create an image and an energy spectrum, 

resembling a gamma camera, which can therefore be compared to what is produced by a gamma 

camera to help validate the MC simulation [83], [93], [94]. 
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3 LITERATURE REVIEW 

This chapter reviews the literature for quantitative imaging on a NaI gamma camera, including 

scatter correction (in section 3.1) and for 177Lu (in section 3.2), and on a CZT gamma camera (in 

section 3.3). In addition, the literature for MC simulations is reviewed in section 3.4. 

3.1 Scatter Correction Techniques 

One particular area of focus for this literature review is on different SC techniques available, 

which has been summarised in a review by Hutton et al [71]. There are various different methods 

for SC, which vary in accuracy, complexity and computational time. Generally, only very basic SC 

methods are used routinely in a clinical environment, which may be due to the practical 

implementation of the techniques, or because there are limited clinical trials or evaluations to 

investigate how useful more complex SC techniques are in the clinical setting compared to the 

simple techniques [71], [95]. The main basic methods used clinically are discussed in section 

2.6.1. Generally SC techniques include incorporating the direct measurement of scatter, multiple 

energy windows, spectral analysis and MC scatter estimation [71]. An example of another SC 

technique is called effective source scatter estimation (ESSE), which efficiently incorporates a 

non-stationary scatter distribution into the reconstruction, where the attenuation from each 

point of Compton interaction to the detector is included in the model [71], [96]. ESSE is based 

on the probability of a photon from one position being scattered and detected at another 

location, the photon will reach the detector without being absorbed and the scattered photon 

will reach the detector in the defined energy window [96]. 

For 177Lu, SC is more challenging as there are spill over effects from the scattered photons from 

the higher energy gamma into the lower energy photopeak window, which can be difficult to 

estimate. For multiple-energy isotopes similar SC techniques can be used as for multiple-isotope 

imaging, however it is not possible to isolate one of the energy peaks to estimate the down 

scatter contribution [71]. It is possible to use multiple energy windows to estimate the scatter 

in each [97]–[99]. Simultaneous equations can be used to describe the different energy windows 

which can derive scatter corrected projections for the photopeak using artificial neural networks 

[100], spectral analysis [101] or maximum likelihood estimation [71], [102]. MC methods can be 

useful where the effects of down scatter, detector and collimator effects can be modelled [103]. 

It may also be necessary to model the septal penetration artefact for high energy photons [71], 

[104], [105], as visualised in Figure 7. 
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3.2 Quantitative Imaging of Lutetium-177 on a Scintillation Gamma Camera 

Accuracy of quantitative SPECT imaging is critical if absorbed doses to organs or tumours need 

to be calculated following 177Lu-labelled radiopharmaceuticals administration [1], [106], 

however it cannot be currently used reliably as a quantitative tool, due to technical challenges 

[4]. These technical challenges are described in chapter 2 and include attenuation, scatter and 

PVE, which all require corrections to compensate. However, there is no set standard of how to 

account for these technical challenges. There is guidance from EANM, International Atomic 

Energy Agency (IAEA) and MIRD [3], [65], [107] on quantitative SPECT, however they indicate 

different methods, therefore consistency between centres does not exist causing problems with 

reliable dosimetry [4], [108], [109]. Gamma camera calibration factors depend on the reference 

condition used [32], [108]. Current methods for quantitative SPECT include; TEW or DEW SC, 

iterative reconstruction, AC, RR, PVC and dead time [1], [4], [62], [65], [67].  

The literature has been reviewed to investigate different methods of calculating calibration 

factors, their accuracy and gamma camera dead time, for phantoms and in patients. The 

methods used include the phantom or patient details, energy windows used, SC technique used 

(including no SC (NSC)), reconstruction techniques, use of AC, RR and a filter and the method for 

defining the ROI, which is summarised in Table 4 [1], [4], [117]–[126], [56], [127], [128], [110]–

[116]. Not all details were included in each reference and therefore the summary includes what 

was available for review. 
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Table 4: Summary of methods used within literature to calculate calibration factors, accuracies and dead time for 177Lu on NaI gamma cameras 

Study Phantom and/or Patient Details Energy Windows Scatter Correction 

Method(s) 

Reconstruction 

Technique and 

Attenuation 

Correction 

ROI Selection Method(s) 

Arienzo et al 2016 

[32] 

Point source in air, 16 ml sphere 

in air and water and a 20 cm 

cylinder 

113 keV ± 15%  

208 keV ± 20%  

98.8 keV ± 10% 

127.1 keV ± 10% 

176.8 keV ± 10% 

239.2 keV ± 10% 

TEW 

 

MLEM (20 it) with 

Chang AC 

Size of object plus 3 cm 

Bailey et al 2015 

[111] 

In vivo: Patient whole body and 

SPECT imaging using calibration 

flask 

208 keV ± 10% SPECT: CT used for 

transmission-

dependent scatter 

Whole body: AC using 

Co-57 flood 

transmission  

Generous ROI 
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SPECT: OSEM, CTAC for 

SPECT 

Beauregard et al 

2011 [112] 

Ten sources of <1 ml 177Lu in 1.5 

ml Eppendorf tubes. 1 to 4 

sources were placed in various 

combinations in the camera FOV 

in air and in scatter (e.g., 

polystyrene icebox with 8 one-

litre saline bags) 

208 keV ± 10% 

176.8 keV ± 5% 

110.9 keV ± 50% 

37.0 keV ± 50% 

DEW OSEM (4 it 8 ss) with AC 

and RR 

Percentage threshold of 

maximum on SPECT (1-

40%) 

Celler et al 2014 

[113] 

Water filled bottle (70 ml) and 

two point sources 

113 keV ± 10% 

60.5 keV ± 67% 

139 keV ± 10% 

322 keV ± 50% 

TEW OSEM with CTAC and 

RR 

Various sizes 

De Nijs et al 2014 

[56] 

NEMA 2007/IEC 2008 image 

quality phantom (radioactive 

spheres and background) 

113 keV ± 10% 

208 keV ± 10% 

182.6 keV ± 2.5% 

NSC, TEW, DEW, ESSE OSEM (3 it 8 ss, 3 it 16 

ss, 4 it 16 ss, 8 it 16 ss) 

with RR 

Not specified, but appear 

generous 
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234.2 keV ± 2% 

185.6 keV ± 1% 

231.2 keV ± 1% 

96.7 keV ± 5% 

129.3 keV ± 4% 

99.7 keV ± 2% 

126.3 keV ± 1.5% 

166.8 keV ± 12% 

90.4 keV ± 12.5% 

229.2 keV ± 9% 

135.6 keV ± 8% 

198 keV ± 5% 
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Desy et al 2022 

[114] 

NEMA 2012/IEC 2008 image 

quality phantom 

208 keV ± 10% 

Lower scatter 10% 

width 

Upper scatter 10% 

width 

Three additional to 

cover 18 – 680 keV 

TEW OSEM (4 it 8 ss) with 

CTAC and RR 

CT-based VOIs drawn 

manually and expanded 

by 0.5 cm or 1 cm 

Frezza et al 2020 

[115] 

Capillary tubes (1.1 by 7.5 mm) 

in air or water and Jaszczak 

phantom. 

208 keV ± 10% 

176.5 keV ± 6% 

239.5 keV ± 4% 

465 keV ± 47% 

111 keV ± 50% 

37 keV ± 50% 

DEW & TEW OSEM (4 it 8 ss) with 

CTAC and RR 

Geometry and threshold: 

For Jaszczak ROI was 

geometry plus 2 cm, for 

capillaries ROI was 3.8 cm 

circles and threshold using 

1% maximum 

He et al 2012 [116] Torso phantom (lungs, liver, 

background, and two spherical 

113 keV ± 10% Not specified Three different 

reconstructions 

Manual ROI using CT 
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compartments with inner 

diameters of 30 mm) 

208 keV ± 10% 

Marin et al 2017 

[117] 

NEMA 2012/IEC 2008 image 

quality phantom 

208 keV ± 10% 

177 keV ± 6% 

DEW 

 

OSEM (16 it 16 ss) with 

CTAC, RR and 12 mm 

Gaussian filter 

Spheres were defined by 

their dimensions. 

Background was defined 

by six 212 ml cylinders. 

Mezzenga et al 2017 

[118] 

Cylindrical phantom, 16 ml 

sphere in a water-filled Jaszczak 

phantom and 4 ml, 8 ml and 16 

ml spheres in a water-filled 

Jaszczak phantom 

208 keV ± 10% 

Lower scatter (11.8% 

wide) 

Upper scatter (8.7% 

wide) 

TEW OSEM (1 to 50 it and 5, 

10, 15, 20, 30 ss) with 

CTAC and RR 

Cylinder VOI was 

minimum of 3 cm from the 

inner edge of the phantom 

boundaries. The sphere 

VOI was 6 cm diameter (~ 

double the diameter). 

Peters et al 2020 

[129] 

Cylindrical Jaszczak phantom 

with 6 inserts (0.5 – 113 ml) 

208 keV ± 10% 

Lower scatter (20% 

width) 

DEW Various: OSEM (9 it 10 

ss, 6 it 8 ss, 4 it 8ss, 5 it 

16 ss, 5 it 16 ss) with 

CTAC, RR and no filter, 

4 mm or 5 mm 

Gaussian filter  

VOIs for spheres were 50% 

threshold of the maximum 

voxel value corrected for 

background activity 

(where the background 

was the mean voxel 

voxel). 
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Raskin et al 2023 

[120] 

Various: PET cylindrical 

phantom, NEMA image quality 

phantom, anthropomorphic 

torso phantom and liver and 

kidney phantoms 

208 keV ± 10% 

166.4 keV ± 10% 

 

DEW OSEM (10 it 10 ss) with 

CTAC and RR 

For PET cylindrical 

phantom a semi-

automated delineation 

tool was used. There were 

6 rectangular VOIs for the 

background drawn 

manually and sphere, 

kidney and liver VOIs were 

drawn manually using the 

CT images. No VOIs could 

be copied, therefore they 

were drawn manually by 

the same user each time. 

Sanders et al 2015 

[130] 

 Six spheres (0.5, 1, 2, 4, 8 and 16 

ml) in cylinder phantom 

113 keV ± 10% 

208 keV ± 10% 

92.1 keV ± 9% 

131.6 keV ± 6% 

TEW OSEM (4 it 8 ss, 8 it 8 ss, 

12 it 8 ss, 16 it 8 ss, 20 

it 8 ss, 24 it 8 ss, 28 ss 

8ss) with CTAC 

Cylindrical VOIs for 

background. 

Sphere VOIs were the 

inner diameter of the 

sphere and placed using 

the CT image. 
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166.4 keV ± 12.5% 

249.6 keV ± 8% 

Shcherbinin et al 

2012 [122] 

Cylindrical container (70 ml) in a 

Jaszczak phantom 

113 keV ± 10% 

168 keV ± 10% 

Various (none, down 

scatter and analytical 

photon distribution-

interpolated) 

OSEM (3 it 10 ss) with 

CTAC and RR 

Two VOIs: true VOI was 

the dimensions of the 

object, according to CT, 

and a larger VOI was the 

true VOI plus 4 voxels in 

each direction. 

Theisen et al 2022 

[123] 

3D printed phantoms: 3 gyroids 

(with thicknesses of 0.40, 1.29 

and 2.65 mm), 3 cubes (64 cm3), 

patient-specific kidney phantom 

208 keV ± 10% 

Lower scatter 

window 

Upper scatter 

window 

Not specified xSPECT Quant (12 it 1 

ss, 24 it 1 ss, 48 it 1 ss) 

with CTAC and post 

filters of 0, 10 and 20 

mm 

VOIs were based on the CT 

image plus 6 mm 

Tran-Gia et al 2016 

[124] 

3D printed kidney shaped 

phantoms and a set of spheres 

with the same volumes as the 

kidney phantoms 

208 keV ± 10% 

Lower scatter 10% 

width 

TEW OSEM (6 it 6 ss) with 

CTAC and RR 

VOIs were based on the CT 

image expanded by an 

isotope-dependent 

enlargement factor (0.25 ± 

0.01)  
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Upper scatter 10% 

width 

Tran-Gia et al 2019 

[125] 

Jaszczak phantom (no inserts), 

NEMA image quality phantom 

with 177Lu-filled spheres and 

smaller cylindrical (head) 

phantom with 2 177Lu-filled line 

source. (21.6 cm diameter and 

18.6 cm height) 

208 keV ± 10% 

Lower scatter 10% 

width 

Upper scatter 10% 

width 

As per manufacturer 

setting (Flash 3D and 

xSPECT Quant) 

Various: Flash 3D and 

xSPECT Quant (OSEM 

(various it and ss) with 

CTAC and RR), with and 

without a 16 mm 

Gaussian post-filter  

Two VOIs: outside VOI 

contained the full 

phantom (23.6 cm 

diameter and 20.6 cm 

height, ~10% bigger than 

phantom) and inside VOI 

placed in the middle (14.5 

cm diameter and 12.5 cm 

height, ~2/3 size of the 

phantom) 

Tran-Gia et al 2021 
[1] 

Jaszczak phantom (6.9 l) for 
calibration. IEC NEMA PET body 
phantom for resolution and 
PVC. Two-organ phantom for 
validation. 

208.4 keV ± 10% 

181.3 keV ± 6% 

235.5 keV ± 6% 

 

Range (TEW, MC and 
ESSE) 

OSEM (5, 10, 15, 20, 25, 
30, 35, 40, 45, 50 it and 
2 ss) with CTAC and no 
filter. With and without 
RR. 

Defined using CT image. 
Calibrator factor used VOI 
corresponding to 130% of 
the radius and 120% of the 
height of the phantom. 
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Uribe et al 2017 

[126] 

Eight phantoms containing 

inserts of different sizes (0.5 to 

199 ml) and shapes placed in air, 

water, and radioactive 

background 

208 keV ± 10% 

170 keV ± 10% 

255 keV ± 10% 

TEW and analytical 

photon distribution 

interpolated (APDI) 

OSEM (6 it 10 ss) 

with CTAC and RR 

Three methods: a fixed 

40% threshold, VOI based 

on CT image and iterative 

adaptive dual 

thresholding. 

Uribe et al 2018 

[127] 

295 ml bottle inside a large 

water cylinder 

113 keV ± 10% 

208 keV ± 10% 

95 keV ± 7% 

139 keV ± 10% 

170 keV ± 10% 

255 keV ± 10% 

TEW Planar only Full FOV 

Wevrett et al 2018 

[4] 

Radioactive inner and outer 

shells inside water filled 

phantom (Jaszczak) with lung 

and spine inserts 

Range for the 7 

different sites (always 

208 keV ± 10% and 

3/7 sites with 113 keV 

± 7.5% or 10%, scatter 

windows at 98.7, 131, 

Range (none, TEW, ESSE 

and MC) 

OSEM (6 it 6 ss, 8 it 4 ss, 

16 it 5 ss, 24 it 24 ss, 5 

it 10 ss, 5 it 15 ss, 8 it 10 

ss) with CTAC and 5/7 

with RR 

Various: CT VOI, CT VOI 

plus 10 mm, SPECT 

threshold and CT VOI plus 

SPECT auto-threshold 
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176.8, 178, 214 

and/or 239.2 keV ± 

5%) 

Zhao et al 2018 

[128] 

9 phantom studies, 4 MC 

simulations. Planar scan of point 

source in air, SPECT of 

radioactive inserts in water, 

SPECT of radioactive inserts in 

radioactive water, and SPECT of 

radioactive cylinders  

208 keV ± 10% 

167 keV ± 12% 

249 keV ± 8% 

 

TEW OSEM (6 it 10 ss) with 

CTAC and RR 

Planar: full FOV, SPECT: 

the total number of counts 

summed across the 3D 

image 
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A range of phantoms were used, from simple geometries (such as point sources, lines sources, 

cylinders or spheres) to complex geometries (torso with bone and lung equivalent materials) [1], 

[4], [118], [120], [122]–[124], [126]–[130], [32], [131], [56], [112]–[117]. There were some 

studies that used patients for in vivo studies and compared their gamma camera images to blood 

or urine samples [111], [112], [130]. They counted the patients’ blood samples in a gamma 

sample counter and compared to SPECT average blood activity (kilobecquerel/millilitre 

(kBq/ml)) [111]. Bailey et al imaged a calibration flask with the patient to estimate the activity 

in the patient, as seen in Figure 20 [111].  

 

Figure 20: A maximum intensity projection image from the initial SPECT study for a 

subject (30 minutes after [177Lu]Lu-DOTA-TATE administration), showing the location of 

the calibration flask (yellow arrow) relative to the subject, used by Bailey et al (taken from 

Bailey et al 2015) [111] 

The energy window used was primarily 208 keV ± 10%, however 6 studies used 113 keV ± 10% 

and 208 keV ± 10% [4], [32], [56], [116], [127], [130]. There were 2 studies that used only the 

113 keV photopeak, because they only had the low energy collimators available on their 

SPECT/CT systems [113], [122]. Some studies reported that they chose the 208 keV ± 10% due 
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to Bremsstrahlung contribution to the 113 keV window [112], [116]. For 177Lu imaging it has been 

found that scatter and attenuation have a greater effect at 113 keV than 208 keV which will 

reduce quantitative accuracy [32]. A study by Nijs et al used phantom imaging to acquire counts 

in a range of energy windows using three different collimators (LEHR, low energy general 

purpose (LEGP) and medium energy general purpose (MEGP)) and SC was applied using a variety 

of methods (ESSE, TEW and DEW) [56]. They found the low energy collimators combined with 

208 keV energy windows introduced septal penetration artefacts and the 113 keV gave large 

differences in sphere activity and background [56]. Their best method was using MEGP 

collimators with ESSE SC using both energy peaks, where a difference of less than 10% was seen 

[56].  

Most studies used iterative reconstruction using OSEM and CTAC, however some studies used 

MLEM iterative reconstruction and a transmission AC technique for planar imaging [32], [111]. 

Most of the studies (15) used RR [4], [56], [124]–[126], [128], [129], [112]–[115], [117], [118], 

[120], [122] and there were four studies that used a post-processing Gaussian filter in at least 

part of their study [117], [123], [125], [129].  

There was a range of methods used for defining the VOI, which included using; the dimensions 

of the object (defined in the CT) [109], [117], [120], [121], the dimensions of the object plus an 

extra border for count spill over [32], [111], [114], [118], [123], [124], a threshold technique 

based on the nuclear medicine (NM) image [112], [129] or a mixture of different methods for 

comparison within the results [4], [113], [115], [122], [126], [128], [131]. The results from the 

studies for the calculated calibration factors (converted to counts per second (cps) per 

megabecquerel (MBq) (cps/MBq) for comparison), accuracy and dead time are summarised in 

Table 5. 

Table 5: Summary of the calibration factors, accuracies and dead time for a range of 

studies for 177Lu on NaI gamma cameras 

Study Camera 

Manufacturer 

Calibration Factor Accuracy Dead time 

Arienzo et 

al 2016 [32] 

Philips Various for different 

phantoms, cameras 

and energy:  

Various for different 

phantoms, cameras 

and energy: <5% for 

Camera 1 208 keV 

2.30 µs for 

Camera 1 (IRIX) 

1.46 µs for 

Camera 2 (AXIS) 
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7.09 – 7.56 cps/MBq 

for Camera 1 208 

keV 

3.97 – 5.81 cps/MBq 

for Camera 1 113 

keV 

7.28 – 8.84 cps/MBq 

for Camera 2 208 

keV 

3.57 – 4.91 cps/MBq 

for Camera 2 113 

keV 

<24% for Camera 1 

113 keV 

<12% for Camera 2 

208 keV 

<29% for Camera 2 

113 keV 

Bailey et al 

2015 [111] 

Siemens Not specified 4.6 ± 5.9% for whole 

body patient scans 

-4.0 ± 7.8% for 

SPECT patient scans 

2.0 ± 8.5% for 

phantoms 

Not 

investigated 

Beauregard 

et al 2011 

[112] 

Siemens 10.8 ± 0.02 cps/MBq 5.6 ± 1.9% for 

phantoms 

2.6 ± 1.8% for 

patients 

0.78 ± 0.03 µs 

wide spectrum 

4.90 ± 0.10 µs 

photopeak with 

scatter material 

3.20 ± 0.10 µs 

photopeak 

without scatter 

material 

Celler et al 

2014 [113] 

GE Healthcare Not investigated Not investigated 13% in total 

spectrum 
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16% in 

photopeak 

De Nijs et al 

2014 [56] 

Philips Range for scatter 

methods and 

collimators (3.1 - 

13.5 kBq/cps, 

equivalent to 

0.000074 – 0.0003 

cps/MBq) 

Range for scatter 

methods and 

collimators (3.7 – 

285 %) 

Not 

investigated 

Desy et al 

2022 [114] 

Siemens 10.05 ± 0.04 

cps/MBq 

Range, mostly <5%, 

unless low activity 

or detector 

saturation 

0.56 ± 0.14 µs 

Frezza et al 

2020 [115] 

Siemens 9.36 ± 0.01 cps/MBq Various, maximum 

was 0.71 ± 1.18% 

0.550 ± 0.003 µs 

wide spectrum 

2.13 ± 0.01 µs 

photopeak 

He et al 

2012 [116] 

GE Healthcare Not investigated <3.2% for 208 keV 

<40% for 113 keV 

<14% with 113 & 

208 keV 

Not 

investigated 

Marin et al 

2017 [117] 

Siemens 9.87 cps/MBq  Various, <30%. For 

activity 

concentration >20 

kBq/ml the accuracy 

was <5% 

Not 

investigated 

Mezzenga 

et al 2017 

[118] 

GE Healthcare ~5.65 cps/MBq for 

cylinder 

~6.27 cps/MBq for 

sphere in Jaszczak 

16.4% for cylindrical 

phantom and 24.8% 

for the 16 ml sphere 

Not 

investigated 

Peters et al 

2020 [129] 

Siemens and 

GE Healthcare 

6.2 cps/MBq for GE Not specified Not 

investigated 
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10.1 – 10.3 cps/MBq 

for Siemens 

Raskin et al 

2023 [120] 

GE Healthcare 4.66 – 5.08 cps/MBq 

for the background 

PET phantom 

3.49 – 4.64 cps/MBq 

for 26.52 cc sphere 

2.67 – 3.86 cps/MBq 

for 11.49 cc sphere 

1.78 – 3.08 cps/MBq 

for 5.71 cc sphere 

 

Range: 0.16 – 

30.28% 

0.16 – 4.56% for 

26.52 cc sphere 

4.48 – 9.69% for 

11.49 cc sphere 

4.41 – 30.28% for 

5.71 cc sphere 

 

Not 

investigated 

Sanders et 

al 2015 

[130] 

Siemens 20.83 ± 5 cps/MBq 

for 113 keV 

18.83 ± 0.17 

cps/MBq for 208 

keV 

 

10.1 ± 8.3% in vivo Not 

investigated 

Shcherbinin 

et al 2012 

[122] 

GE Healthcare 5 ± 1.4% cps/MBq 2.1 to 88.4% Not 

investigated 

Theisen et 

al 2022 

[123] 

Siemens Not specified <10% Not 

investigated 

Tran-Gia et 

al 2016 

[124] 

Siemens 26.94 ± 0.08 

cps/MBq 

<8% Not 

investigated 

Tran-Gia et 

al 2019 

[125] 

Siemens 18.62 – 20.44 

cps/MBq for a range 

of reconstruction 

techniques 

1.2 – 3.8 % for the 

outside VOI and 2.2 

– 3.5 % for the 

inside VOI for a 

Not 

investigated 
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range of 

reconstruction 

techniques 

Tran-Gia et 
al 2021 [1] 

Various Range 
(approximately 10 
to 50 cps/MBq) 

Range (-25% to 
160%) 

Not 
investigated 

Uribe et al 

2017 [126] 

Siemens 9.67 – 10.5 cps/MBq 

for SPECT 

9.83 – 11.83 

cps/MBq for planar 

Various for 

phantoms, SC and 

VOI techniques. 

Phantoms in cold 

water: TEW SC 

<14%, ADPI SC 

<12%. Phantoms in 

warm water: TEW 

SC <60%, ADPI SC 

<60%, CT VOI was 

larger error and 

iterative adaptive 

dual thresholding 

was the smallest 

error. 

 

Not 

investigated 

Uribe et al 

2018 [127] 

Siemens Not investigated Not investigated 5.99 ± 0.02 µs 

for 113 keV 

4.60 ± 0.052 µs 

for 208 keV 

0.19 ± 0.18 µs 

for the full 

spectrum 

Wevrett et 

al 2018 [4] 

Various Not specified -2 to 20% for inner 

sphere 

-34 to 83% for outer 

sphere 

Not 

investigated 
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Zhao et al 

2018 [128] 

Siemens 9.4 cps/MBq for 

point source 

10.5 cps/MBq for 

spheres in water 

9.5 cps/MBq for 

spheres in 

radioactive water 

10.1 cps/MBq for 

cylinder 

<6% overall 

<3% on same day 

experiments 

Not 

investigated 

The calibration factors varied depending on camera, energy windows, corrections applied and 

phantom or patient geometry. There were 2 studies which included Philips gamma cameras [32], 

[56], 15 studies which included Siemens gamma cameras [1], [4], [125]–[129], [111], [112], [114], 

[115], [117], [121], [123], [124] and 8 studies which include GE Healthcare gamma cameras [1], 

[4], [113], [116], [118], [120], [122], [129]. For the 113 keV energy window the calibration factors 

ranged from 3.57 – 5.81 cps/MBq [32], [122] and for the 208 keV energy window they ranged 

from 1.78 – 10.8 cps/MBq [32], [112], [114], [115], [117], [118], [120], [126], [128], [129], except 

for De Nijs et al which were equivalent to 0.000074 to 0.0003 cps/MBq [56], for Sanders et al 

which were 20.33 and 18.83 [121], respectively, and for Tran-Gia et al 2016, 2019 and 2021 

which were approximately 10 to 50 cps/MBq [1], [124], [131]. De Nijs et al used a gamma 

counter to calculate the calibration factor for the gamma camera, which may account for some 

of the differences, however it is unlikely to explain the large difference in calibration factors to 

other studies, and the authors do not include a discussion about the differences, therefore these 

differences are unaccounted for [56]. The methods used by Sanders et al and Tran-Gia et al were 

consistent with other studies and therefore these differences are unaccounted for [1], [124], 

[125], [130]. Tran-Gia et al have concluded that the reconstruction software used, 

reconstruction technique and PVC will greatly affect the gamma camera calibration results [1]. 

The calculations for calibration factors varied across the studies. Marin et al calculated the 

gamma camera calibration factor using Equation 14: 

 𝑪𝑭 =
𝑪𝒎𝒆𝒔

𝑻𝒂𝒄𝒒×𝑪𝒑𝒓𝒆𝒑×𝒆𝒙𝒑(
−𝒍𝒏𝟐×∆𝒕

𝑻𝟏 𝟐⁄
)

  Equation 14 
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Where cmes is the mean number of counts per voxel, Tacq is the acquisition duration, Cprep is the 

prepared activity, Δt is the time between the phantom preparation and the acquisition start and 

T1/2 is the physical half-life [117]. A specific quality control test was implemented for this set of 

experiments by finding the calibration factor within a uniform bottle of 177Lu to compare results 

overtime to another geometry and a calibration factor was used for the radionuclide calibrator 

to ensure consistency over time [117].  

It has been shown that it is possible to resolve the activity within a phantom to approximately 

2% within a standards laboratory (using a homogenous and stable solution), however it depends 

on the geometry of the activity and can be over 50% [1], [4], [118], [120]–[124], [126], [128], 

[129], [131], [32], [56], [111], [112], [114]–[117]. Accuracies were improved for the 208 keV 

photopeak compared to the 113 keV, where they were generally less than 10% for the 208 keV 

window [4], [32], [124], [125], [128], [111], [112], [114]–[117], [120], [123] (excluding Uribe et 

al 2017 [126]) and were between 17.2 and 88% for the 113 keV window [32], [116], [122]. Uribe 

et al 2017 found the accuracy improved for larger objects in water, <2%, compared to smaller 

objects in air, <11.5% [126]. Zhao et al compared 21 phantom experiments to 12 MC simulations 

and found TEW SC underestimated scatter and recommended using a planar scan for 5% 

accuracy [128]. A study by Peters et al found that an increased BMI will reduce the accuracy of 

quantification of small lesions (<10 ml) [108].  

Peters et al used a cylindrical phantom with six spherical inserts (sphere to background activity 

concentration ratio of 10:1) to investigate four state-of-the-art SPECT/CT systems (GE Discovery 

NM/CT 670 Pro, Siemens Symbia Intevo and two Siemens Symbia T16 SPECT/CT systems) and 

reconstruction software to identify which had better 177Lu SPECT/CT quantification accuracy 

[119]. The median recovery coefficient for the background compartment for the five different 

vendor-specific reconstructions was 0.97 (range of 0.92 – 1.06). They found that, for spheres 

less than 24.8 mm, there is an inter-system variation with vendor-specific reconstructions which 

resulted in a quantification difference of 118% for mean recovery coefficient and 139% for 

maximum recovery coefficient [119]. The RC range for the spheres for different vendors was up 

to 0.41 for mean recovery coefficient and 0.62 for maximum recovery coefficient. The full details 

are displayed in Figure 21. 
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Figure 21: The recovery coefficient for a range of sphere diameters for different gamma 

cameras and reconstructions methods (A-E), and for all systems combined (F) using a 

vendor-specific algorithm. (A: GE Discovery NM/CT 670 Pro, B: Siemens Symbia Intevo 

Bold with xSPECT Quant, C: Siemens Symbia Intevo Bold with Broad Quantification, D 

and E: Siemens Symbia T16 systems). (Taken from Peters et al) [119] 

Dead time effects have been investigated by Uribe et al, Arienzo et al, Beauregard et al, Desy et 

al, Frezza et al and Celler et al for 177Lu quantification [32], [112]–[115], [127]. In the photopeak 

the dead time ranged from 1.46 to 5.99 µs and in the wider spectrum the dead time ranged from 

0.19 to 0.78 µs [32], [112], [114], [115], [127]. Uribe et al found dead time correction factors of 

23% were observed for the 113 keV photopeak and 20% for the 208 keV photopeak, which were 

three times higher than for the full spectrum [127]. However, Celler et al found the dead time 

factors for 2.85 GBq 177Lu for the full spectrum and photopeak were 13% and 16%, respectively 

[113]. It is concluded that the dead time should be corrected for using the scatter-corrected 

photopeak energy window as opposed to the full spectrum [127]. Generally the dead time 

effects are seen at a much greater count rate (approximately 150 kcps in the full energy 

spectrum and 25 kcps in the 208 keV energy spectrum for dead time effects) than observed in 

patient studies (approximately 50 to 70 kcps in the full energy spectrum and 6 to 8 kcps in the 

208 keV energy spectrum for patient count rate [127]) and therefore dead time is unlikely to 

have a significant effect of 177Lu SPECT/CT clinical imaging [32], [112]–[115], [127].  

As there are many variables investigated across these studies, there does not seem to be a clear 

correct method indicated, as concluded by Wevrett et al, however the accuracy of the 

calibration is improved for the 208 keV photopeak compared to the 113 keV [4], [32], [116]. It 
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can be concluded that quantitative gamma camera imaging of 177Lu is possible, however a 

reliable method needs to be found for consistent results [1].  

3.3 Quantitative Imaging on a CZT Gamma Camera 

The CZT gamma camera was first developed for brain and cardiac imaging as the detectors were 

too small for a whole-body gamma camera imaging [132], [133]. A group from Israel first 

published using a CZT gamma camera for bone imaging in 2015 [134]. In 2016, GE launched their 

first general purpose CZT-SPECT system [135].  

Most of the literature describes advantages for the CZT gamma camera over NaI in cardiology, 

neurology and mammography, however there is increasingly more literature in general nuclear 

medicine imaging [132], [133], [136]–[142]. Generally the CZT gamma camera has reduced 

imaging time and improved image quality when compared to the NaI gamma camera [29], [132], 

[133], [136]–[139]. Imbert et al compared the GE Discovery NM 530c, DSPECT and IQ SPECT CZT 

gamma cameras to a Siemens NaI gamma camera, and concluded that the performance of the 

CZT gamma cameras was superior to the NaI gamma camera [133]. For instance, measurements 

in the CZT gamma cameras resulted in greater sensitivity and improved spatial resolution which 

resulted in improved contrast to noise ratio and sharpness index for patient data (quantitative 

profile which is influenced by spatial resolution and can be measured on clinical images) than 

the same measurements on the NaI gamma camera [133]. Results of these metrics from cardiac 

phantom and clinical data (myocardial perfusion studies) are  displayed in Figure 22. Overall, this 

work shows there is a difference in performance between NaI and CZT gamma cameras, and 

there is also a difference between various CZT gamma cameras. 
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Figure 22: A comparison of four gamma cameras for sensitivity, spatial resolution, 

sharpness index and contrast to noise ratio for phantom and patient studies, carried out 

by Imbert et al. DSP = DSPECT, NM = GE Discovery NM 530c, IQ = IQ SPECT and Conv = 

conventional gamma camera (NaI), c = central resolution, r = radial resolution and t = 

tangential resolution (taken from Imbert et al 2012) [133] 

These studies on cardiology and neurology used conventional SPECT imaging and reconstruction 

methods such as an energy peak at 140 keV (energy window widths were 15 to 20%) for 99mTc, 

OSEM or MLEM iterative reconstruction, with or without AC, with a post-processing filter 

(Gaussian or Butterworth), however generally no SC was used [136]–[139], [143]. However, 

when CZT technology was available for general purpose gamma cameras, there were some 

studies which used SC and investigated the best SC methods, however some studies assumed 

conventional SC methods would be feasible [144]–[147]. Songy et al used a conventional SC 
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technique for dual isotope cardiology imaging (for 99mTc and Thallium-201 (201Tl)), and concluded 

that even though the CZT gamma camera has improved energy resolution, the downscatter from 

the higher energy isotope could lead to overestimation of a patient’s cardiac defect, where 

without SC there would be an underestimation in the patient’s cardiac defect, therefore the SC 

technique used was not sufficient [147].  

As discussed in section 2.6.1, SC for a CZT gamma camera cannot be directly taken from SC 

techniques used for NaI gamma cameras, due to hole tailing effects [71]. Pourmoghaddas et al 

[145] have developed a SC method for 99mTc which involves a dual energy window approach, but 

with the additional consideration of the hole tailing contribution from the primary photopeak, 

which does not need correcting for, as described in Equation 15 and Equation 16: 

 𝑴𝒆𝒂𝒔𝑳𝑾 = 𝒌 × 𝑷𝒓𝒊𝒎𝑷𝑾 + 𝑺𝒄𝒂𝒕𝒕𝒆𝒓𝑳𝑾  Equation 15 

 𝑴𝒆𝒂𝒔𝑷𝑾 = 𝑷𝒓𝒊𝒎𝑷𝑾 + 𝒌′ × 𝑺𝒄𝒂𝒕𝒕𝒆𝒓𝑳𝑾  Equation 16 

Where MeasLW and MeasPW are the measured photons in the lower energy window and 

photopeak energy window, k is the fraction of the primary photopeak measured in the lower 

energy scatter window, PrimPW is the primary photons in the photopeak, ScatterLW is the 

scattered photons measured in the lower energy window and k’ represents the fraction of 

scattered photons detected in the photopeak energy window. Therefore, the primary photons 

can be expressed as seen in Equation 17: 

 𝑷𝒓𝒊𝒎𝑷𝑾 =
𝑴𝒆𝒂𝒔𝑷𝑾−𝒌′×𝑴𝒆𝒂𝒔𝑳𝑾

𝟏−𝒌×𝒌′
  Equation 17 

This method is different to the standard DEW SC method as it includes a scaling factor that 

corrects for the photons from the primary photopeak which are detected in the lower scatter 

energy window due to hole-tailing effects [145]. It was assumed that the value of k is 

independent of the scattering media as it is a function of the detector alone. The factor k was 

calculated using a point source in air and k’ was calculated using an anthropomorphic phantom 

with a cardiac insert imaged with and without a scatter material (water) present, however there 

are not full details about the phantom scans included in the literature. The value of k was 

calculated to be 0.17 ± 0.02 and the value of k’ was calculated to be 1.0 ± 0.1. Pourmoghaddas 

concluded that this DEW CZT SC technique was sufficient for cardiology imaging on a GE 

Discovery NM 530c gamma camera and produced similar DEW SC images to a NaI gamma 

camera (GE Infinia Hawkeye) [145].  
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Fan et al devised a new CZT SC method for dual-isotope imaging of 99mTc and Iodine-123 (123I), 

which provided more accurate self-scatter and down-scatter estimations for quantitative 

imaging than the conventional TEW SC method for a GE Discovery NM 530c/570c cardiology 

gamma camera [146]. The energy windows were defined for 99mTc and 123I as shown in Figure 

23, where the scattered photons were assumed to have undergone Compton scatter at various 

scatter angles. 

 

Figure 23: The total normalised energy spectra including the breakdown for 99mTc and 

123I, scattered and unscattered energy spectra, including the energy windows as 

described by Fan et al 2015 (taken from Fan et al) [146] 

The total counts (T) within each energy window (1, 2, 3 and 4) were described by Equation 18, 

Equation 19 and Equation 20: 

 𝑻𝟏 = ∑ 𝑶𝒊𝟏
𝟑
𝒊=𝟐 + ∑ 𝑺𝒊𝟏

𝟑
𝒊=𝟐 + 𝑯𝟏  Equation 18 

 𝑻𝟐 = 𝑶𝟑𝟐 + 𝑺𝟑𝟐 + 𝑷𝟐 + 𝑺𝟐 + 𝑯𝟐  Equation 19 

 𝑻𝟑 = 𝑷𝟑 + 𝑺𝟑 + 𝑯𝟑  Equation 20 

Where Oij and Sij are the projections of hole tailing and down scattered photons in window j that 

originate from photopeak i, respectively (i = 2 for 99mTc and i = 3 for 123I). Pj and Sj are the 

projections of primary and self-scattered photons in window j, respectively, and Hj is the 

contamination from the high energy components of the 123I in window j [146]. The relationship 

between the hole tailing projections and down scatter was based on Hecht relationship 

(Equation 2) and defined by a relationship between the photons that are detected unscattered 
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and scattered through the pinhole collimator, with an associated attenuation coefficient and an 

incident photon angle, which provided an equation with several parameters to be determined. 

The parameters were detector attenuation coefficient, standard deviation of the Gaussian 

kernel and weighting factors, which were determined by imaging a point source in air [146]. The 

scatter model was defined by Equation 21: 

 𝑺𝒊𝒋 = 𝑺𝒊⨂[𝑪𝒊𝒋(𝜹 + 𝜶𝒊𝒋𝒆−𝝀𝒊𝒋𝒓)]  Equation 21 

Where i = 2, 3; 1 ≤ j < i, Sij is the projection of the down-scatter photons in energy window j that 

originate from photopeak i, Si is the projection of self-scatter photons in the photopeak, Cij, αij 

and λij are the scatter model parameters that need to be determined for each window pair i to 

j, and r is the radial distance [146]. Fan et al validated their model using MC simulations, 

phantom experiments and patient studies. 

Kacperski et al proposed a CZT deconvolution SC technique, which they derived by analysing the 

energy spectra from point sources in air for 99mTc and 201Tl using a D-SPECT dedicated cardiac 

CZT gamma camera [102]. They propose a complex set of equations which are defined for the 

photopeak and scatter energy windows separately, which require solving through an MLEM 

algorithm.  

The SC methods described above are for the cardiac dedicated gamma cameras imaging 99mTc 

with or without 123I or 201Tl, which have different geometry and clinical applications to a general 

purpose CZT gamma camera, such as the GE Discovery 870 DR CZT gamma camera, which may 

affect the SC techniques required [102], [145], [146]. The proposed SC techniques for dual-

energy imaging require a complex set of equations which require some MC simulations or 

experimental derivations of various parameters [102], [146]. 

3.3.1 Quantitative Lutetium-177 Imaging on a CZT Gamma Camera 

The literature review identified six studies investigating 177Lu on a CZT gamma camera by four 

research groups published to date [99], [148]–[152]. Kennedy et al investigated quantification 

of 177Lu whole body SPECT for the CZT and NaI gamma cameras by determining the SUV for a set 

of spheres, using a NEMA IEC phantom with torso dimensions, a lung insert and six radioactive 

spheres [148], [150]. They used a 12:1 target-to-background ratio of [177Lu]Lu-PSMA , where the 

background concentrations ranged from 15 to 110 kBq/ml [148], [150]. The phantom was 

imaged using a range of protocols for the photopeak and SC method used, as summarised in 

Table 6. 
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Table 6: The four methods of NEMA IEC phantom acquisitions used by Kennedy et al, 

where LE and HE are low and high energy, respectively [148], [150] 

Method Image energy window (keV) Scatter energy window (keV) 

Peak(s) Range Peak(s) Range 

LE 113 TEW 113 101.7 – 124.3 96.6 91.6 – 101.6 

129.4 124.4 – 134.4 

HE 113 & 208 

TEW 

113 101.7 – 124.3 96.6 91.6 – 101.6 

 208 187.2 – 228.8 129.4 124.4 – 134.4 

182 177.5 – 186.6 

234 229.3 – 238.7 

HE 208 TEW 208 187.2 – 228.8 182 177.5 – 186.6 

234 229.3 – 238.7 

HE 208 DEW 208 187.2 – 228.8 166 145.3 – 186.7 

The images were reconstructed using OSEM (4 iterations and 10 subsets), no post processing 

filter, CTAC, RR and SC (TEW or DEW, as defined in Table 6). They calculated the sensitivity and 

recovery coefficients. The sensitivities were calculated to be 5.5, 10.8, 6.1 and 6.7 cps/MBq for 

the acquisition methods LE 113 TEW, HE 113 & 208 TEW, HE 208 TEW and HE 208 DEW, 

respectively and the recovery coefficients can be seen in Figure 24. They concluded the 177Lu 

quantitation was equivalent on the CZT camera as for the NaI camera, however the CZT showed 

no measurable dead time loss [148], [150]. 
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Figure 24: The recovery coefficients for a range of sphere volumes for the four different 

acquisition methods used by Kennedy et al 2020 (taken from Kennedy et al) [150] 

Sandstorm et al compared 177Lu quantitative imaging on the GE Discovery 670 CZT and the GE 

Discovery 670 Pro (a NaI gamma camera) [99], however the literature available does not include 

full details of the methods used for this work. They used the PET NEMA image quality phantom 

(NEMA NU 2-2001 [153]) with a target-to-background ratio of 8:1 and acquired the image using 

both photopeak peaks (113 keV ± 6% and 208 keV ± 6%). The percentage contrast was calculated 

for the 113 keV photopeak with and without TEW SC and the 208 keV without SC and compared 

to the contrast calculated for the GE Discovery 670 Pro (NaI) gamma camera, as shown in Table 

7, however the exact methods were not specified. Septal penetration was observed for the 208 

keV peak, and scatter was seen at the 113 keV peak, which both caused a detriment to 

quantitative imaging. The authors concluded there is good potential to use the CZT for 

quantitative imaging, once the septal penetration is resolved for the 208 keV images and the SC 

is resolved for the 113 keV images [99]. 
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Table 7: The percentage contrast calculated by Sandstrom et al for a range of spheres for 

the GE Discovery 670 CZT for 113 and 208 keV photopeaks and the GE Discovery 870 Pro 

(NaI) for the 208 keV photopeak [99], [153] 

Sphere diameter 

(mm) 

Contrast (%) 

113 keV 208 keV 

CZT NSC CZT TEW SC CZT NaI 

1.0 7 7 7 4 

1.3 13 16 13 9 

1.7 20 23 17 15 

2.2 26 32 22 20 

2.8 36 47 30 26 

3.7 48 63 38 37 

In 2019 Sandstrom et al published a second study on comparing intrinsic and extrinsic uniformity 

maps on a CZT gamma camera to a NaI gamma camera [149]. SPECT imaging was carried out 

using 360s per view and the MEHR collimator on the CZT gamma camera with an energy window 

of 208 keV ± 6% and MEGP collimator on the NaI gamma camera with an energy window of 208 

keV ± 10%. All images were attenuation corrected using a low dose CT and were reconstructed 

using OSEM (8 iterations and 8 subsets), and for the CZT gamma camera the images were 

reconstructed using the intrinsic and extrinsic uniformity maps. A 20 cm cylindrical phantom was 

filled with 500 MBq 177Lu and the integral uniformity was calculated using a ROI at 80% of the 

phantom diameter averaged across five slices. The SPECT uniformity for the CZT gamma camera 

was 14% with severe ring artefacts when intrinsic uniformity correction was applied, however 

with extrinsic uniformity applied the uniformity was 5% with no visible artefacts, therefore 

indicating an extrinsic uniformity map should be used for the CZT gamma camera [149]. They 

also concluded that image contrast on the CZT gamma camera was improved compared to the 

NaI gamma camera. 

Roth et al investigated system spatial resolution, energy resolution, sensitivity, uniformity, 

septal penetration and temperature dependence of a hand-held CZT gamma camera 

(CrystalCam) for 177Lu using a range of collimators (LEHR, LEHS and MEGP) and energy windows 

(55, 113 and 208 keV) [151]. They found that the hand-held CZT gamma camera gave sensitivities 

of 99.8, 225.9 and 663.3 cps/MBq for the MEGP, LEHR and LEHS collimators, respectively. They 

concluded that the hand-held CZT gamma camera could be used for imaging 177Lu, however 

there were some image-degrading effects for specific collimator and energy window 
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combinations, and the LEHR or MEGP collimator with the 113 keV energy window gave the best 

results [151]. 

Chevalier et al used a Veriton CZT SPECT system to carry out post [177Lu]Lu-DOTA-TATE 

treatment imaging, using 20-minute whole-body SPECT (6 bed positions of 3 minutes each), 

using 113 keV photopeak, CTAC, SC and RR, which is shown in Figure 25 [111]. They state that 

they validated the system prior to the clinical imaging, using an IEC phantom, which produced 

<10% error in activity of the spheres ranging from 17 to 37 mm diameter, however they do not 

provide any specific details on their phantom validation methods. This image does show 

promising signs that clinical imaging of 177Lu-labelled radiopharmaceuticals using a CZT gamma 

camera is possible, however the SC technique used is not described and there is no mention of 

using the 208 keV photopeak for imaging. 

 

Figure 25: CZT SPECT/CT images using a Veriton system of a NET patient following 3 

cycles of 7.4 GBq [177Lu]Lu-DOTA-TATE, at two-month intervals, with corresponding 

maximum SUV values for each SPECT/CT slice (taken from Chevalier 2020) [152] 

These studies do not have the full range of phantom geometries as used on NaI gamma cameras, 

and they do not have published accuracies and dead time factors. There should be work carried 

out on planar and SPECT CZT images for a full range of phantoms to compare to the current work 

published, as previous work on quantification on a NaI gamma camera showed that calibration 

factors can vary over different days, different systems and heavily depend on geometries and 

reconstruction of images. 
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3.4 Comparison to Monte Carlo Simulations 

There are a range of published studies which involve creating MC simulations for NaI gamma 

cameras and CZT detectors [154], [155], [164]–[166], [156]–[163]. Examples of some of the 

literature available for MC simulations for NaI gamma cameras imaging 177Lu have investigated 

the effects of calibration factors and recovery coefficients on quantification accuracy [161], SC 

on activity quantification [162], energy window and collimator optimisation [154] and energy-

dependent spectral resolution [159].  

Asmi et al used a MC simulation to assess the optimal collimator and energy window to use for 

177Lu imaging, using a simulated point source placed in a cylindrical water-filled phantom [154]. 

They concluded that the medium energy collimator with a 20% energy window gave the best 

results. Morphis et al used a MC simulation to model the energy spectra for a range of phantom 

geometries and they found that the model provided an improved accuracy in the FWHM 

compared to a theoretical energy resolution relationship, for energies above 160 keV [159]. 

Ramonaheng et al created a model for a Siemens Symbia T16 gamma camera which they 

validated by comparing experimental and simulated outputs for the 208 keV photopeak using 

the medium energy collimator [166]. The tests they used included intrinsic and extrinsic energy 

resolution, system spatial resolution, planar system sensitivity, SPECT calibration factor in air 

and in water. They found their results were within 5% of their experimental data. Once 

validated, they used their MC model to optimise OSEM reconstruction, investigate calibration 

factors and recovery coefficients using spheres in water and a cylindrical phantoms [161]. They 

used voxel-based phantoms for each simulation, produced from the CT images of the phantoms. 

They found that the calibration factor using a sphere-based phantom was more accurate than a 

cylinder-based phantom, without PVC and with PVC the calibration factors produced for each 

method were comparable. They concluded that when all corrections were applied (attenuation, 

scatter and PVC) the quantification errors were less than 4%, however they highlighted that 

patient-specific PVC would improve accuracy but would not be practical to use clinically. 

Robinson et al investigated the influence of TEW SC on activity quantification for 177Lu MRT using 

a combination of phantom experiments and MC simulations [162]. They found that the MC 

simulation was able to fully analyse the events within the reconstructed VOI and therefore 

providing the relative contributions from the PVE and inaccuracies in the TEW SC to the 

overestimation of activity recovery. They found that even with perfect PVC, the TEW SC cannot 

produce a patient-specific activity distribution without prior knowledge of the full activity 

distribution, which is not feasible in a clinical scenario. 
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There are several studies on MC simulations for CZT gamma cameras or detectors to investigate 

the design and performance [155], [157], [158], [160], [165], SC including hole tailing effects 

[156], [164] and a hand-held CZT gamma camera for 177Lu imaging [163]. The MC simulations for 

the design were able to review the performance of the detectors and gamma cameras being 

reviewed, for example the energy resolution, spatial resolution, sensitivity and efficiency [155], 

[157], [158], [160], [165]. 

Holstensson et al and Suzuki et al used MC simulation to investigate scatter and hole tailing 

effects for dual isotope imaging of 99mTc and 123I in cardiology and neurology applications, 

respectively [156], [164]. Both studies used a MC SC technique to account for the hole tailing 

effects to carry out SC effectively and provide similar results as for single isotope imaging, 

however the use of these methods within the clinical setting is not currently feasible.  

Roth et al used MC simulations to model a hand-held CZT gamma camera for imaging 177Lu, 

which links to the quantitative gamma camera experiments they carried out, described in 

section 3.3.1 [163]. They modelled the charge transport and signal induction in three dimensions 

to investigate the effects of the high energy photons to the counts within the lower energy 

windows, due to hole tailing effects. They compared their MC simulation outputs to the 

experimental outputs to validate their MC model and concluded that it was successful, and it 

would be useful for future optimisation of the gamma camera. 

This literature review did not discover a published MC model of the GE Discovery 870 DR CZT 

gamma camera and there is limited research into using a CZT gamma camera for quantitative 

177Lu imaging. However, the studies included in this review show that MC simulations of 177Lu on 

a CZT gamma are feasible and can play a useful role in optimisation of gamma camera 

performance for quantitative imaging.  

3.5 Conclusion 

Quantitative gamma camera imaging is important for 177Lu dosimetry and individualising patient 

treatment plans. Several studies have calculated calibration factors for imaging 177Lu on a NaI 

gamma camera, which conclude that there are a range of methods available, and their accuracy 

depends on the gamma camera, geometry of object imaged, energy window, SC, AC, RR and 

dead time correction. However, little research has currently been carried out on quantitative 

imaging for 177Lu on a CZT solid-state gamma camera using experimental or MC simulation 

methods. There are bright prospects that the accuracy of 177Lu quantitative CZT imaging could 

be improved over a NaI gamma camera, however further research is required. 
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The motivation for this work has stemmed from an interest in using the GE Discovery 870 DR 

CZT gamma camera based at the Royal Surrey County Hospital (RSCH) to image 177Lu-labelled 

radiopharmaceuticals following MRT in oncology applications. The literature review has 

identified that the CZT gamma camera should provide images with improved image quality, 

compared to NaI gamma cameras, which could be beneficial for accurate quantitative 

measurements of tumour and organ uptake required for dosimetry. The literature review has 

summarised the methods that have been used for NaI quantitative imaging of 177Lu-labelled 

compounds, which can be applied to the CZT gamma camera at RSCH. However, a gap in the 

literature has been identified for a clinically appropriate SC technique which will be suitable for 

imaging 177Lu on a CZT gamma camera, and therefore one of the aims of this work is to derive a 

new SC technique. Another challenge identified is the limited availability of collimators for this 

CZT gamma camera, compared to the range available for NaI gamma cameras. The only 

collimator available for the GE Discovery 870 DR CZT at the time of this work was the WEHR 

which was recommended for use with 177Lu [167]. This literature review has identified that there 

will need to be a range of phantom acquisitions to calibrate the gamma camera, which will 

include uniformity, SC, sensitivity, optimisation of reconstruction and PVC, which are further 

discussed in chapter 4.  

In addition, the literature review has identified that MC simulations can assist with optimisation 

and validation of calibrations for CZT gamma cameras. The MC simulation will be useful to aid 

the validation process of the CZT gamma camera by modelling the ground truth which can be 

used as a comparison to the gamma camera measurements. MC simulations can provide an 

insight into the physics processes which are not directly experimentally observable, such as SC 

and AC, within the gamma camera acquisition. Therefore, this work will aim to create a MC 

model of the CZT gamma camera based at RSCH, which is further described in chapter 5. 
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4 177LU CADMIUM ZINC TELLURIDE GAMMA CAMERA 

CALIBRATIONS 

4.1 Uniformity 

4.1.1 Introduction 

The GE Discovery 870 DR CZT gamma camera based at the RSCH was routinely used for 99mTc 

imaging only, and therefore a uniformity calibration and test were required for 177Lu. The aim 

was to set up a 177Lu energy window which could be used for TEW SC using both the 113 keV 

and 208 keV photopeaks, then carry out a uniformity calibration and finally calculate the 

uniformity of the final images. The uniformity calibration and test were carried out extrinsically 

as per manufacturer’s guidance and literature [149]. As the WEHR collimator aligned with the 

individual detector elements of the CZT gamma camera, it was not advised to remove the 

collimator as this could affect the uniformity calibration and therefore clinical images if it were 

misaligned.  

4.1.2 Methods 

Prior to the uniformity calibration, a dual photopeak 177Lu energy session was created with 

scatter windows. The energy windows included the 113 keV ± 10% and 208 keV ± 10% 

photopeaks, with scatter windows at 98.7 keV ± 3%, 130.9 keV ± 5%, 176.2 keV ± 5% and 240.9 

keV ± 5%. The energy windows were taken from those clinically used on the NaI gamma cameras 

at RSCH. Approximately 77 MBq of [177Lu]Lu-DOTA-TATE was drawn up from the residual from a 

patient vial. The 177Lu was injected into a fillable flood phantom (FP67S Flächenphantom, IBS, 

Ingenieurbüro Schöppy, Stemwede) with an inbuilt mixer, which continued to mix during the 

acquisition. The phantom was filled with deionised water and topped up as required before use. 

The air bubbles within the phantom were moved to the edge of the phantom, by tilting the 

phantom, to ensure there was a uniform source. The gamma camera was moved into H-mode, 

so the detectors were parallel. The fillable flood phantom was positioned parallel to the 

detectors, on a positioning cart, between the detector heads, as shown in Figure 26. The 

uniformity calibration was completed using the 177Lu energy windows with WEHR collimators 

and 300 million counts at the 113 keV photopeak. When the acquisition finished, the uniformity 

calibration was processed on the camera and the uniformity map was attached, which included 

all six energy windows for 177Lu (as specified above).  
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Figure 26: Gamma camera set up for the uniformity calibration and test using the fillable 

flood phantom with inbuilt mixer placed on the positioning cart 

To test the uniformity calibration, a uniformity test was carried out. The same set up was used 

as for the calibration, with 85 million counts and a pixel size of 2.46 mm. Two separate uniformity 

test acquisitions were carried out using the 113 keV and 208 keV photopeaks, independently, 

which included each of the scatter energy windows. The corrections for energy, uniformity, bad 

cells and noise were applied. The bad cells describe the individual pixels which are not 

functioning optimally, which could be due to various reasons, such as high or low level of noise, 

incorrect energy peak or out of tolerance for uniformity. The noise is associated with the 

background level of individual pixels. Bad cells and noise corrections are specific to a CZT gamma 

camera and are calibrated by the manufacturer engineers using energy peaking, a uniform 

source or other calibration, as required. All bad pixels were closed. The uniformity test images 
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were processed on Fiji ImageJ, using the planar uniformity tool within the NEMA NM quality 

control (QC) toolkit plug in. The uniformity test included the differential and integral uniformity 

for the UFOV and CFOV. The uniformity test images were processed for all six energy windows. 

4.1.3 Results 

The uniformity map creation was successful and passed based on the GE acquisition terminal 

criteria. The results of the uniformity tests for all energy windows on both detector heads are 

displayed in Table 8. The results include the differential and integral uniformity for both the 

UFOV and CFOV. The results are split between the emission energy windows (113 and 208 keV) 

and the scatter energy windows (98.7, 130.9, 176.2 and 240.9 keV).  

Table 8: 177Lu uniformity results processed on Fiji ImageJ using the NMQC NEMA planar 

uniformity plug in for 113 keV and 208 keV emission energy windows and 98.7 keV, 130.9 

keV, 176.2 keV and 240.9 keV scatter energy windows. (Int: integral uniformity, dif: 

differential uniformity, UFOV: useful field of view, CFOV: central field of view). 

Energy (keV) Detector 1 Detector 2 

UFOV CFOV UFOV CFOV 

Int (%) Dif (%) Int (%) Dif (%) Int (%) Dif (%) Int (%) Dif (%) 

113  3.63 2.25 2.80 2.25 3.38 2.15 2.67 1.93 

208 5.27 2.73 4.16 2.73 5.47 2.30 3.23 2.06 

98.7 7.00 4.81 5.30 4.81 6.93 4.10 6.38 4.10 

130.9 5.49 3.17 4.00 3.17 5.22 3.22 4.25 3.12 

176.2 6.18 3.51 4.90 3.18 6.08 4.27 5.03 3.60 

240.9 100 100 100 100 100 100 100 100 

The uniformity images were reviewed for defects and generally looked acceptable. There was 

one non-uniform section on detector 1 for the 208 keV emission energy window, which appears 

at the bottom left-hand quadrant of the image. Examples of the 177Lu uniformity test images can 

be seen in Figure 27, which show the 113 and 208 keV emission energy windows for detector 1 

with different window widths and levels. 
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Figure 27: 177Lu uniformity images for detector 1 on a GE 870 DR CZT gamma camera for 

113 keV ± 10% (A and B) and for 208 keV ± 10% (C and D), displayed with different 

window levels and widths (orange arrow indicates a non-uniformity in the 208 keV 

images) 

4.1.4 Discussion 

The uniformity results (shown in Table 8) indicate that the uniformity is better for the 113 keV 

photopeak compared to the 208 keV photopeak overall. The differential uniformity results are 

comparable for both photopeaks, but the integral uniformity is poorer for the 208 keV 

photopeak compared to the 113 keV photopeak. The same 177Lu fillable flood phantom was used 

for each of the uniformity calibration and both uniformity tests. However, the longer the 

phantom is used for the more air bubbles are introduced into the phantom. The 113 keV 

uniformity test was carried out two days before the 208 keV uniformity test, which may have 

resulted in the relatively poor uniformity results for the 208 keV uniformity test, compared to 

the 113 keV uniformity test. The other factor is that the later uniformity test would have been 

carried out with less activity in the phantom, which would have increased the amount of time 

taken to complete the test. There is a slight non-uniformity visible on the 208 keV images (seen 

in Figure 27), which could also be caused by the bubbles being introduced into the phantom, 

and therefore effecting the quantitative uniformity results.  

A: 113 keV, default windowing B: 113 keV, adjusted windowing 

C: 208 keV, default windowing D: 208 keV, adjusted windowing 
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The scatter energy windows generally showed poorer uniformity results compared to the 

photopeak energy windows, which is expected as there would be less counts acquired in each 

of the scatter energy windows compared to the photopeak energy windows. The results for the 

240.9 keV scatter energy window are the poorest (100%) as there are very few counts in that 

energy window, which is expected. This would suggest that the SC for the 208 keV photopeak 

will not be greatly affected by the upper energy window if TEW SC is used. The results indicate 

there is sufficient uniformity (approximately 3% for integral uniformity and 2% for differential 

uniformity [15]) for the 113 keV photopeak, however the uniformity test results should be 

further investigated for 208 keV photopeak.  

To investigate these test results further the uniformity test should be repeated, and if this were 

to be used clinically the uniformity test should be completed regularly as part of routine gamma 

camera quality control testing. However, there is a practical and cost implication for carrying out 

regular uniformity testing for 177Lu using this method. The test acquired 85 million counts using 

residual 177Lu from a patient vial and therefore there was not sufficient activity to complete the 

test quickly, and it took a total of 26.3 hours for the 113 keV uniformity test acquisition and 13.2 

hours for the 208 keV uniformity test acquisition. Therefore, these acquisitions were set to run 

over the weekend or overnight. To complete these tests within a manageable timescale it would 

require significantly more 177Lu activity (approximately 2 GBq), which would cost the 

department, give staff a greater radiation dose when handling the phantom and potentially 

cause storage issues in a radioactive waste store. To implement this clinically there would need 

to be radiation and manual handling risk assessments to assess the health and safety issues to 

ensure compliance with the relevant legislation (such as the Ionising Radiation Regulations 2017 

(IRR) [168] and the Environmental Permitting Regulations 2016 (EPR) [169]). 

These results are comparable to the SPECT extrinsic uniformity results reported by Sandstrom 

et al for a GE Discovery 870 CZT gamma camera with medium energy collimators [149]. They 

concluded that extrinsic uniformity maps produced better results than intrinsic uniformity maps, 

which were less than 5% and approximately 14%, respectively [149]. Their methods differed as 

they used more activity in a smaller volume (500 MBq of 177Lu in a cylindrical phantom) for SPECT 

uniformity only and calculated the uniformity results using a 208 keV ± 6% energy window only.  

4.2 Scatter Correction 

4.2.1 Introduction 

As discussed in sections 2.6.1 and 3, a new method of SC was required for the CZT gamma 

camera due to hole tailing, which would affect the SC required for the low energy window. 
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Therefore, the aim was to derive a method of TEW SC suitable for imaging 177Lu on a CZT gamma 

camera. The scatter and hole tailing effects were assessed by imaging a small sphere in air and 

imaging the same sphere in scatter, then analysing the energy spectra to create an estimate for 

the hole tailing and scatter, which could be used for SC. 

4.2.2 Methods 
4.2.2.1 Scatter Correction Method Derivation 

A derivation of an appropriate SC technique was carried out using the assumptions summarised 

in Equation 22, Equation 23 and Equation 24, using inspiration from Pourmoghaddas et al, 

Kacperski et al and Fan et al [102], [145], [146] (described in section 3.3).  

 𝑪𝑳 = 𝑷𝑳 + 𝑺𝑳  Equation 22 

 𝑪𝑷 = 𝑷𝑷 + 𝑺𝑷 Equation 23 

 𝑪𝑼 = 𝑺𝑼 Equation 24  

Where CL,P,U are the measured counts in the lower, primary and upper energy windows, 

respectively, PL,P are the counts from the primary photopeak window measured in the lower and 

primary energy windows, respectively, and SL,P,U are the counts from Compton scattered 

photons in the lower, primary and upper energy windows, respectively, which is displayed in 

Figure 28. 
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Figure 28: A schematic of the energy spectrum for an object imaged in air (black line) 

and in scatter (blue line), with energy windows for lower (L), photopeak (P) and upper (U) 

highlighted. The red cross marks the primary photons (from hole tailing) which are 

detected in the lower energy window. The green cross marks the scattered photons 

which are detected in the lower energy window.  

The variable to calculate was the primary photons in the photopeak (PP) by removing the 

scattered photons detected in the photopeak (SP), using TEW SC. However, the counts measured 

in the lower energy window include the photons from the primary photopeak which have been 

trapped due to hole tailing and photons that have been scattered due to Compton scatter. 

Therefore, only the scattered photons need to be used as part of the TEW SC technique. 

Therefore, the CZT SC technique was derived as described below.  

From Equation 23: 

 𝑷𝑷 = 𝑪𝑷 − 𝑺𝑷 Equation 25 

Using the method for TEW SC (Equation 4), from Ogawa et al [72], substitute the scattered 

counts in the lower energy window with Equation 22, which gives: 

Energy 

Number of photons 

U L P 

In scatter 

In air 
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 𝑺𝑷 = ((
𝑪𝒍−𝑷𝑳

𝑾𝒍
+

𝑪𝑼

𝑾𝑼
) ×

𝑾𝑷

𝟐
)  Equation 26 

Assuming that the hole tailing ratio is constant and independent of energy peak height and 

scatter conditions [145], gives: 

 
𝑷𝑳

𝑷𝑷
= 𝒉 Equation 27 

If there is no scatter present, then h can be calculated using: 

 𝒉 =
𝑪𝑳,𝒂𝒊𝒓

𝑪𝑷,𝒂𝒊𝒓
 Equation 28 

Where CL,air and CP,air are the counts measured for an object in air in the lower and primary energy 

windows, respectively. It can be assumed that for a point source imaged in air, the energy 

spectrum will not include Compton scatter. Therefore, the counts measured in the upper energy 

window can be assumed to be zero, the counts measured in the photopeak energy window is 

assumed to be the photons from the primary photopeak only and the counts measured in the 

lower energy window is assumed to be the photons from the photopeak which are trapped due 

to hole tailing. Therefore, using Equation 26 and Equation 27: 

 𝑺𝑷 = ((
𝑪𝒍−𝒉𝑷𝑷

𝑾𝒍
+

𝑪𝑼

𝑾𝑼
) ×

𝑾𝑷

𝟐
)  Equation 29 

Where h can be calculated by imaging a small sphere in air. By substituting Equation 29 into 

Equation 25: 

 𝑷𝑷 = 𝑪𝑷 − ((
𝑪𝒍−𝒉𝑷𝑷

𝑾𝒍
+

𝑪𝑼

𝑾𝑼
) ×

𝑾𝑷

𝟐
)  Equation 30 

Which can be rearranged to give Equation 31: 

 𝑷𝑷 =
𝟐𝑪𝑷−𝒘𝑷(𝑪𝑳 𝒘𝑳⁄ +𝑪𝑼 𝒘𝑼⁄ )

𝟐−𝒉𝒘𝑷 𝒘𝑳⁄
  Equation 31 

All parameters in Equation 31 are variables and are obtained from each imaging event, except h 

which can be calculated by imaging a small sphere in air and analysing the counts in the energy 

spectrum. 

A 0.5ml Jaszczak sphere was filled with 4.88 MBq [177Lu]Lu-DOTA-TATE and was imaged in air 

and in a water-filled Jaszczak phantom using six separate planar images taken in different 
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positions across the detector heads, as shown in Figure 29. The activity in the sphere was drawn 

up from a vial of [177Lu]Lu-DOTA-TATE using a syringe and then injected into the 0.5 ml sphere. 

The activity in the vial was measured in a radionuclide calibrator before and after the syringe 

removed an amount of activity. The activity residual of the syringe was also measured. The 

planar images were acquired with a 256x256 matrix, a 2.21 mm pixel size and were imaged for 

300s. The images were acquired in list mode. 

 

Figure 29: Phantom set up for 0.5 ml sphere in air (A) and sphere in scatter (B) planar 

images acquired for six positions across the detector 

The energy spectrum of each planar image was reviewed through the GE Lister application and 

the energy spectrum was exported to a .txt file for further analysis.  

The energy spectrum analysis was completed using Microsoft Excel. The mean, standard 

deviation, maximum and minimum counts in each energy bin were calculated for both the 

sphere imaged in air and in scatter across all positions imaged. The mean counts across the 

different positions imaged were plotted against energy (keV). The energy spectrum data was 

separated for the 113 keV and 208 keV photopeaks and normalised for each for visual 

assessment.  The normalised counts (CN) were calculated using Equation 32. Where Cmean are the 

mean counts for the different positions imaged and Cmin and Cmax were the minimum and 

maximum counts in the range being normalised to, respectively. 

 𝑪𝑵 =
𝑪𝒎𝒆𝒂𝒏−𝑪𝒎𝒊𝒏

𝑪𝒎𝒂𝒙−𝑪𝒎𝒊𝒏
 Equation 32 

A: Sphere in air B: Sphere in scatter 
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To assess the effect of scatter on the energy spectrum the energy spectra were normalised to 

the 208 keV peak. The energy spectra were binned into different energy windows as displayed 

in Table 9. The averaged normalised counts for each keV were summed across each energy bin. 

Table 9: Energy ranges used for the sphere in air and sphere in scatter energy bins 

Energy Bin Lower Energy (keV) Upper Energy (keV) 

113 keV lower 96 101 

113 keV peak 102 124 

113 keV upper 125 137 

208 keV lower 167 185 

208 keV peak 187 228 

208 keV upper 229 252 

The quantity of photons from the primary energy window, which were detected in the lower 

scatter energy window was calculated by dividing the normalised counts in the lower energy 

window measured in the sphere in air by the normalised counts in the primary energy window 

(as described in Equation 28), for both the 113 keV peak and the 208 keV separately. This 

variable, defined as h, is the hole tailing contribution to the lower energy scatter window and 

was used in the SC equation derived.  

4.2.2.2 Practical Implementation of Scatter Correction Technique 

GE Xeleris was used to create an Aladdin script for this CZT SC method, by adapting a local 

Aladdin script for TEW SC using the Ogawa method [72]. The isotope list and energy windows 

were updated (as described in section 4.1). The SC method was updated to: 

“PValues_scatter(zz,yy,xx) = (2*Pvalues1(zz,yy,xx) – e_width1*0.5*( 

Pvalues2(zz,yy,xx)/e_width2*0.5 + Pvalues3(zz,yy,xx)/e_width3*0.5)) / (2 - h * e_width1*0.5/ 

e_width2*0.5)”, based on Equation 31. Therefore, the script was updated for the h values 

calculated from sections 4.2.2.1 and 4.2.3.1. 

4.2.3 Results 
4.2.3.1 Scatter Correction Method Derivation 

The mean of the counts per energy bin over the full energy spectra for the sphere imaged in air 

and in scatter across the six different detector positions is shown in Figure 30. The effect of 

scatter on the energy spectra can be seen as the two photopeaks are significantly decreased for 

the sphere in scatter compared to the sphere in air images. 
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Figure 30: The mean counts per energy bin for the six sphere in air and sphere in scatter 

planar images 

The normalised counts for the two photopeaks are shown separately in Figure 31 (for 113 keV 

and 208 keV). The 113 keV photopeak is affected by scatter more than the 208 keV photopeak. 

Both photopeaks show that there is a different shape to the energy peak for the lower energy 

compared to the higher energy, which is more clearly seen in the 208 keV photopeak than the 

113 keV photopeak. 
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Figure 31: The mean normalised counts per energy bin for the 113 keV photopeak (107 - 

120 keV) for the sphere in air and sphere in scatter (A) across all positions imaged over 

gamma camera detector and the mean normalised counts per energy bin for the 208 keV 

photopeak (195 - 215 keV) for the sphere in air and sphere in scatter (B) across all 

positions imaged over gamma camera detector 

The results for the values of h calculated using the normalised energy spectra for sphere in air, 

where the data was normalised to the 208 keV peak, are shown in Table 10. The value for h 

therefore changes depending on the energy spectra and photopeak being imaged, and therefore 

the SC method will need to be updated for the optimal value for h. 

Table 10: The summed normalised counts for each energy window and the calculated 

value for h for each photopeak for the sphere in air 

Energy Window (keV) Normalised counts summed 

for sphere in air 

Calculated value for h 

113 lower scatter (96 – 101) 2.39  

113 photopeak (102 – 124)  10.74 0.22 

113 upper scatter (125 – 137)  4.31  

208 lower scatter (167 – 185)  6.04  

208 photopeak (187 – 228) 17.05 0.35 

208 upper scatter (229 – 252) 0.62  

4.2.3.2 Practical Implementation of Scatter Correction Technique 

The Xeleris Aladdin script for the CZT TEW SC technique was implemented successfully and was 

used throughout the following sections, where the value of h was adjusted as required. 

4.2.4 Discussion 

A new method of SC for a CZT gamma camera has been developed, which can be implemented 

easily for clinical imaging. The method was based on validated techniques used in the literature 

and was based on the concept that TEW SC would be required for 177Lu imaging, but the hole 

tailing effects of the CZT gamma camera required an additional factor to account for them and 

avoid over correcting [72], [102], [145], [146]. The proposed CZT TEW SC method was 

successfully incorporated into an Xeleris Aladdin script for ease of use and was applied to a range 

of phantom images.  
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There are several underlying assumptions used in this method, which include the hole tailing 

effects are constant, a sphere in air image includes no scattered photons, and the TEW SC 

presented by Ogawa et al [72] is accurate. However, none of these assumptions are completely 

true. There are differences in the values of h for the 113 keV and 208 keV photopeaks (0.22 and 

0.35, respectively), and therefore h is not constant. It is unlikely that the sphere in air energy 

spectrum is fully free from scatter as there will be other objects that will cause photons to 

scatter, which will be detected by the gamma camera. The Ogawa TEW SC technique is widely 

used and accepted as a simple method for SC, however it does assume an average scatter 

contribution across the photopeak energy window, which can be calculated as an average of the 

upper and lower energy windows. These points are discussed further below and in section 4.6. 

A value for h was determined using a sphere in air to reduce the effect of scatter within the 

image and isolate the hole tailing effects. The value of h was calculated as different values for 

each of the photopeaks, where value of h for the 208 keV photopeak was greater than for the 

113 keV photopeak (shown in Table 10), which suggests that there was a greater hole tailing 

effect in the 208 keV photopeak compared to the 113 keV photopeak. The value of h would 

therefore need to be determined for each energy being imaged and therefore a range of values 

of h would need to be determined for clinical use and therefore would require optimisation. This 

CZT TEW SC method is a simple method and therefore there are some assumptions used, which 

will make the method less accurate than those SC methods developed by Fan et al [146] and 

Kacperski et al [102], however this may make it easier to implement in a clinical setting. This 

method includes TEW SC which is a benefit compared to Pourmoghaddas et al [145], as their 

method was DEW SC, which would not be suitable for dual photopeak imaging. Therefore, this 

method provides a practical solution for CZT TEW SC. The method for calculating the hole tailing 

effects were similar to the methods used by Pourmoghaddas et al [145] and their calculated k 

(equivalent to h) to be 0.17 ± 0.02 for 99mTc, which is close to the values calculated in Table 10 

for 177Lu. These values cannot be directly compared as they are for different radionuclides, 

however the methods used to calculate them are similar. However, to fully validate the value of 

h used it would need to be applied to various phantoms and the images and energy spectra will 

need to be compared to other SC techniques and no SC, which is discussed further in section 

4.6. It would also be helpful to calculate a value for h for 99mTc so the results could be directly 

compare to Pourmoghaddas et al [145]. 

The sphere was also imaged in scatter and the energy spectra were compared for both the 

scatter mediums (shown in Figure 30 and Figure 31). There is a clear reduction in counts when 

the sphere was imaged in water compared to air, which is to be expected. The most significant 
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reduction in counts were for the two photopeaks (113 and 208 keV), but less significant 

reduction at other energies. These energy spectra are from planar images and therefore 

attenuation is going to have a significant reduction in the counts for the air in scatter energy 

spectrum. There will be more scattered photons in the sphere in scatter phantom than the 

sphere in air, therefore increasing the relative counts below 208 keV which are not at the 

photopeaks. The next sections in this work will cover SPECT acquisitions, where the images are 

attenuation and scatter corrected, which will reduce the effects seen in the planar images in this 

section.  

The normalised counts energy spectra for the sphere in air and sphere in scatter for each 

photopeak (shown in Figure 31) indicate that the lower energy counts are much greater for the 

sphere in scatter than for sphere in air, which is due to the scattered photons. However, it is also 

possible that the hole tailing effect is different for different scatter conditions. As both the 

Compton scattered photons and the hole tailing photons would appear in the lower energy side 

of the energy spectra it is not possible to distinguish the split of the contributions are using this 

method alone, and therefore requires further investigation. 

4.3 Sensitivity 

4.3.1 Introduction 

The sensitivity of the CZT gamma camera for imaging 177Lu was established using a cylindrical 

phantom, which could be used as a calibration factor for the gamma camera counts to activity 

measured. The sensitivity was measured for a range of reconstructions to assess the variation. 

4.3.2 Methods 

A cylindrical phantom was used for the sensitivity measurement. The phantom was filled with 

approximately 80% water and then 39 MBq [177Lu]Lu-DOTA-TATE was injected into the phantom 

and mixed. Water was added until it was at the total volume of the phantom and mixed again. 

The times of the activity measurement and scan time were recorded so the activity could be 

decay-corrected to the scan time.  

The phantom was imaged using a SPECT/CT and six energy windows (as described in section 4.1) 

so that both photopeaks could be imaged with scatter windows. The WEHR collimator was used, 

40 seconds per view, 120 views, 128x128 matrix and a voxel size of 4.42 mm as shown is Figure 

32. The CT used a 512x512 matrix, 5mm slices, helical, 120 kV (kilovolts) and 20 mA (milliamps). 

The centre of rotation (COR) correction was on. 
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Figure 32: The set up for the SPECT/CT of the sensitivity phantom 

Xeleris Volumetrix software (version 4.12, GE Healthcare) was used to reconstruct the images 

using a range of parameters to assess how the sensitivity changed with SC method, OSEM 

reconstruction with a number of updates, photopeak selection and RR setting. The SC methods 

included the CZT TEW SC (as derived in section 4.2.2.1 and shown in Equation 31) with a range 

of values for h, the Ogawa TEW SC (as discussed in section 2.6.1 and shown in Equation 4) and 

NSC. The number of updates ranged from 10 to 200. All reconstructions included CTAC as part 

of the reconstruction. 

The images were processed using Amide [170] and two different sizes of VOIs, based on EANM 

131I-MIBG dosimetry guidelines [171] and MRTDosimetry [172]. EANM suggest using a VOI 75% 

of the volume of the phantom and MRTDosimetry suggest using a VOI with 130% of the phantom 

radius and 120% of the phantom length. Amide allows multiple images to be imported and 

results from the VOI analysis can be exported in a table for the same set of VOIs across multiple 

images. 

Amide exports the VOI results as the mean value of each voxel and the size of the VOI. Therefore, 

total counts was calculated using Equation 33: 
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 𝑪𝑻 = 𝑪𝒎 ×
𝑽𝑻

𝑽𝑽
  Equation 33 

Where is CT and Cm are the counts in the total VOI and mean counts per voxel and VT and VV are 

the volume total volume and the volume of each voxel, respectively. Sensitivity was calculated 

using Equation 34: 

 𝑆 =
𝐶𝑇

𝑡⁄

𝐴
  Equation 34 

Where S is the sensitivity factor (in cps/MBq), t is the scan time in seconds and A is the activity 

at scan time in MBq. For the larger VOI the total activity injected into the phantom was used. 

For the 75% VOI the fraction of activity within the VOI was calculated by calculating the volume 

of the 75% VOI of the phantom and then dividing by the total volume of the phantom. The 

activity with the 75% VOI was then the fraction of the VOI to the total phantom volume, 

multiplied by the total activity. The uncertainty for the sensitivity was calculated using Equation 

13, as per the EANM guidance [81], in Microsoft Excel. 

4.3.3 Results 

The sensitivity results for a range of reconstruction methods, including uncertainties, are 

summarised into two categories; with RR and without RR, are shown in Figure 33 and Figure 34, 

respectively. The smaller VOI results in a lower sensitivity than the larger VOI, which is more 

significant for the 208 keV photopeak, compared to the 113 keV photopeak. There is septal 

penetration in the 208 keV images and therefore that could cause the sensitivity to be 

overestimated, which is likely to be more significant in the larger VOI than the smaller VOI.  

The CZT TEW SC with h equal to 0.35 results in a greater sensitivity than for h equal to 0.22. The 

sensitivity is greater for the lowest number of updates (1 iteration and 10 subsets) and then 

reduces until it plateaus at approximately 50 updates (5 iterations and 10 subsets) for all VOI 

sizes, SC method and energy photopeak. RR significantly increases the sensitivity results 

compared to the reconstructions without RR. RR affects the sensitivity calculated with the 

smaller VOI more than the sensitivity calculated with the larger VOI for the lowest number of 

updates. 
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Figure 33: Calculated sensitivity plotted against number of updated for the 75% VOI and 

the 120% VOI for the 113 keV and 208 keV AC without RR reconstruction with h equals 

0.22 and 0.35, where the uncertainties are displayed for each point in colour coded bars 

 

Figure 34: Calculated sensitivity plotted against number of updated for the 75% VOI and 

the 120% VOI for the 113 keV and 208 keV AC with RR reconstruction with h equals 0.22 

and 0.35, where the uncertainties are displayed for each point in colour coded bars 

The sensitivity was compared for a set number of updates (5 iteration and 10 subsets) using only 

the 75% VOI, to avoid the potential overestimate of sensitivity, shown in Table 11. The maximum 
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calculated sensitivity was for the CZT TEW SC with h equals 1 and the minimum calculated 

sensitivity was for Ogawa TEW SC method. The sensitivity for the 208 keV peak was generally 

greater than for the 113 keV peak. 

Table 11: Sensitivity values calculated in cps/MBq with associated uncertainty for a range 

of reconstruction parameters and SC techniques (NSC, CZT TEW SC for a range of h values 

and Ogawa TEW SC) for 5 iterations and 10 subsets with and without RR and for both the 

photopeaks 

Sensitivity (cps/MBq) 

Scatter 

Correction 

113 keV 208 keV 

AC ACRR AC ACRR 

NSC 10.87 ± 0.54 55.11 ± 2.76 10.65 ± 0.53 52.77 ± 2.64 

0.1SC 7.19 ± 0.36 36.03 ± 1.80 9.98 ± 0.50 49.39 ± 2.47 

0.22SC 7.84 ± 0.39 39.42 ± 1.97 10.25 ± 0.51 50.81 ± 2.54 

0.35SC 8.45 ± 0.42 42.35 ± 2.12 10.61 ± 0.53 52.56 ± 2.63 

1SC 13.31 ± 0.67 66.87 ± 3.34 13.70 ± 0.69 67.88 ± 3.39 

TEW Ogawa 4.17 ± 0.21 20.48 ± 1.02 6.91 ± 0.35 33.99 ± 1.70 

The images for the sensitivity phantom, viewed in Mirada DBx (Mirada Medical, Oxford) for 5 

iterations, 10 subsets and, CZT TEW SC with h equals 0.22, for 113 keV and 208 keV without RR 

are displayed in Figure 35, where minor septal penetration artefact was observed, however this 

is more clearly identified in section 4.4. There is less counts and more noise seen in the 113 keV 

images, compared to the 208 keV images. There was no evidence of the 177Lu-labelled 

compounds sticking to the walls of the phantom (or plating out [173]) within the phantom 

images. 
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Figure 35: The sensitivity phantom images, displayed in Mirada, for 5 iterations, 10 

subsets, CTAC, no RR and CZT TEW SC with h equals 0.22 for; 113 keV (A and C) and 

208 keV (B and D) for the axial (A and B) and coronal (C and D) planes. Minor septal 

penetration artefact is observed in the 208 keV coronal image (D), as indicate by the 

orange arrow. 

4.3.4 Discussion 

There are a range of sensitivity values calculated for the different reconstruction and SC 

techniques used (seen in Figure 33, Figure 34, and Table 11). When RR was applied the sensitivity 

value was increased by approximately a factor of 5, which is mostly due to the RR algorithm used 

by Xeleris (GE Healthcare), which includes a default multiplication factor of 4 [174]. For any VOI 

size, energy window, SC technique and with or without RR, the sensitivity values decreased with 

increasing number of updates from 10 updates to approximately 50 updates, where the 

sensitivity value was generally consistent. This can help identify an optimised number of updates 

for the optimised reconstruction technique, which is further discussed in section 4.4. 

A: 113 keV, axial view B: 208 keV, axial view 

C: 113 keV, coronal view D: 208 keV, coronal view 
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The smaller VOI gave lower sensitivity values compared to the larger VOI, which is due to the 

spill over counts that would be included in the larger VOI, which are not included in the smaller 

VOI. There was a larger difference between different VOI methods for the 208 keV photopeak 

than for the 113 keV photopeak, which is likely due to the septal penetration artefact (also 

observed by Kennedy et al [150]) that can be seen in some of the 208 keV images (for example 

in Figure 35, image D), and therefore is likely to be the less accurate method, which is further 

discussed in section 4.6. When reviewing the literature for methods of calculating sensitivity, 

seen in Table 4, most studies used a VOI that was either the same size as the object, or larger, 

however as there are septal penetration artefacts for the WEHR collimators used this is unlikely 

to be the most accurate method, unless another correction can be included for the septal 

penetration artefact. 

The sensitivity for the 208 keV photopeak is greater than for the 113 keV photopeak, which is 

because the height of the 208 keV photopeak is greater than the 113 keV photopeak and 

therefore there will be more counts for the same about of activity in the 208 keV energy window 

compared to the 113 keV energy window. The CZT TEW SC value of h effected the sensitivity 

values. The greater the value of h the great the sensitivity value, which indicates that the greater 

the number of photons that are released due to hole tailing effects the greater the sensitivity.  

When comparing the NSC and Ogawa TEW SC to the CZT TEW SC technique, the sensitivity is 

least for the Ogawa TEW SC and second most for the NSC images. However, when the value of 

h is increased to 1, the CZT TEW SC provides a larger sensitivity than for the NSC technique. This 

could suggest that the Ogawa TEW SC technique is overcorrecting the images, which could be 

because the hole tailing effects are not considered in this SC technique. The value of h for the 

CZT TEW technique is further discussed in section 4.6. The uncertainties calculated for each 

sensitivity value are generally around 5%, as seen in Table 11. 

The images produced (shown in Figure 35) for a fixed number of updates, but with different 

photopeaks, show a slight difference between the two photopeaks. The activity concentration 

used was relatively low and therefore the images are noisy. There is a very slight indication that 

there is septal penetration seen in the 208 keV photopeak in the coronal plane, however this 

will be more clearly seen in section 4.4.  

When comparing the sensitivity calculated here to the literature, the Ogawa TEW SC for the 113 

keV and 208 keV can be directly compared to Kennedy et al [150]. The sensitivity value for 113 

keV for Ogawa TEW SC for Kennedy et al was 5.5 cps/MBq and therefore greater than the 113 

keV sensitivity without RR for Ogawa TEW SC (4.17 cps/MBq), but less than the 113 keV 
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sensitivity with RR for Ogawa TEW SC (20.48 cps/MBq). However, if Kennedy et al removed the 

factor of 4 applied during the RR algorithm then their sensitivity value would be approximately 

22 cps/MBq, which is comparable to the value calculated in this work. Kennedy et al did not 

specify how they calculated their value of sensitivity and therefore if they choose a larger VOI 

than 75% then the sensitivity will be greater, which could therefore account for the difference. 

For the 208 keV photopeak the sensitivity for Kennedy et al (6.1 cps/MBq) was less than 

calculated in this work for both the values without RR (6.91 cps/MBq) and with RR (33.99 

cps/MBq). This could be explained by inconsistent VOI methods or by the difference in scatter 

energy windows selected. Kennedy et al used narrower energy windows for the scatter energy 

windows, which were placed closer to the photopeak than this work, which would therefore 

lead to a greater average scatter contribution being subtracted from the 208 keV photopeak 

than in this work.  

The results from the CZT gamma camera sensitivity calculated in this work were comparative to 

the sensitivities calculated for NaI gamma cameras, summarised in Table 5. The range of 

sensitivity values for the 113 keV photopeak using the CZT TEW SC in this work were 7.19 – 13.31 

cps/MBq and for the NaI literature review were 3.57 – 5.81 cps/MBq. The range of sensitivity 

values for the 208 keV photopeak using the CZT TEW SC in this work were 9.98 – 13.70 cps/MBq 

and for the NaI literature review were 1.78 – 10.8 cps/MBq. This indicates that the CZT gamma 

camera is more sensitive than the NaI gamma camera, when an appropriate SC technique is 

used, which agrees with Imbert et al [133]. 

4.4 Optimisation of Reconstruction 

4.4.1 Introduction 

A range of reconstruction parameters, including number of updates, SC technique and use of RR 

were used to establish the optimal reconstruction parameters. These reconstruction parameters 

were applied to a selection of different size spheres to assess variations in counts and activity 

recovery. 

4.4.2 Methods 

Nine spheres with different volumes were imaged in scatter to optimise the reconstruction 

parameters. Six spheres were used from a Jaszczak phantom which were 0.5 ml, 1 ml, 2 ml, 4 

ml, 8 ml and 16 ml. Three spheres were 3D printed spheres by National Physics Laboratory (NPL) 

which were 100 ml, 150 ml and 200 ml. The 177Lu was dispensed from the residual from the 

patient vials into a schott vial and diluted as appropriate. The activity dispensed for each sphere 

was calculated by subtraction method from a schott vial.  For the three largest spheres a bottle 
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was used to dilute the activity into the correct volume. The bottle was weighed before and after 

adding and removing the activity so the activity concentration could be calculated for the bottle. 

The spheres were weighed before and after the activity was added so the total activity could be 

calculated for the spheres. For the six smallest spheres an activity check was possible by adding 

the spheres individually into the radionuclide calibrator. The time of activity measurement was 

recorded. The activity for each sphere is recorded in Table 12. 

Table 12: Volume, weight and 177Lu activity of each sphere for optimisation of 

reconstruction and PVC 

Nominal 

Sphere 

volume 

(ml) 

Sphere 

Radius 

(mm) 

Empty 

weight 

(g) 

Full 

weight 

(g) 

Measured 

Volume 

(ml) 

Activity 

from vial 

subtraction 

method 

(MBq) Time 

Activity 

check 

from 

sphere 

(MBq) Time 

0.5 4.92 4.5680 5.1047 0.54 1.36 17:44 1.33 18:41 

1 6.20 4.8250 5.8799 1.05 2.68 17:44 2.71 18:40 

2 7.82 5.1566 7.2374 2.08 5.28 17:44 5.13 18:39 

4 9.85 6.3439 10.4531 4.11 10.42 17:44 10.3 18:38 

8 12.41 7.2969 15.4658 8.17 30.88 18:33 31.4 18:38 

16 15.63 8.9512 25.1497 16.20 42.16 18:02 42.7 18:18 

100 28.79 32.5 132.5 100 8.61 17:50     

150 32.96 41.5 193.5 152 13.09 17:50     

200 36.28 50 249.5 199.5 17.18 17:50     

The spheres were imaged in an elliptical Jaszczak phantom with a cold background of water, as 

shown in Figure 36. They were imaged using five individual SPECT/CTs. The three largest spheres 

were imaged individually. The three smallest spheres (0.5 – 2 ml) were imaged together and the 

three medium spheres (4 – 16 ml) were imaged together, as shown in Figure 36. The spheres 

were split into groups to avoid spill out from the larger spheres effecting the larger spheres. Line 

profiles were drawn on the SPECT images, using Xeleris, to ensure the counts were at 

background levels between the spheres. The SPECT images were acquired using the 177Lu energy 

session set up in section 4.1, the WEHR collimator, 40s per view, 60 views per detector, 128x128 

matrix, a voxel size of 4.42 mm and with the COR correction switched on. The CT images were 

acquired using a 512x512 matrix, 5mm slices, helical, 120 kV and 20 mA. 
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Figure 36: Phantom set up for optimisation imaging using the smallest spheres (0.5 - 2 

ml) positioned in the elliptical Jaszczak phantom on the gamma camera (A) and the 

medium spheres (4 - 16 ml) positioned in the elliptical Jaszczak phantom (B). 

The 5 SPECT/CT images were reconstructed using Xeleris for a range of updates, SC techniques, 

energy windows and with and without RR. All reconstructions used CTAC. The updates ranged 

from 10 to 200. The SC techniques included the CZT TEW SC method, described in section 4.2.2.1 

and Equation 31, with a range of values for h, the Ogawa TEW SC method and no SC (NSC). 

The images were processed using Amide where the VOIs were drawn at 100% of the volume of 

each sphere. The counts within each sphere were calculated using Equation 33. The activity 

recovery was calculated and compared for each different sphere size. The calculated activity in 

each sphere was assessed by converting the measured counts into activity using the sensitivity 

factor, by using Equation 34 to find activity. The activity recovery was calculated by dividing the 

calculated activity by the known activity in each sphere (from Table 12). The activity recovery 

was plotted against the number of updates to assess where the plateau occurs to identify the 

optimal number of updates and the convergence was at least 90% of the maximum [62]. To 

confirm the optimal number of updates, the counts for each sphere were normalised to the 

counts at the start of the plateau identified for each reconstruction where the number of 

updates could be compared across different spheres, for the different SC methods, energy peaks 

and RR setting. The level of noise in each image was assessed qualitatively. 

4.4.3 Results 

The recovery coefficient plotted against number of updates for the 113 keV photopeak and 208 

keV photopeak without RR show the recovery coefficient varies from the lowest number of 

updates until approximately 30 to 50 updates, where it plateaus, as shown in Figure 37 and 

Figure 38. Therefore, the optimised number of updates chosen was 50. The graphs appeared 

A: 0.5 – 2ml spheres on the gamma 
camera 

B: 4 – 16 ml spheres in the Jaszczak 
phantom 
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very similar for the CZT TEW SC with h equals 0.35 and therefore examples of those graphs are 

not included. 

 

Figure 37: The recovery coefficient (%) against number of updates for a range of different 

size spheres for the 113 keV photopeak with AC and CZT TEW SC with h equals 0.22 (the 

lines are a visual aid) 

 

Figure 38: The recovery coefficient (%) against number of updates for a range of different 

size spheres for the 208 keV photopeak with AC and CZT TEW SC with h equals 0.22 (the 

lines are a visual aid) 

0%

10%

20%

30%

40%

50%

60%

70%

80%

0 50 100 150 200

R
ec

o
ve

ry

Number of updates

0.5 ml 1 ml 2 ml 4 ml 8 ml

16 ml 100 ml 150 ml 200 ml

0%

5%

10%

15%

20%

25%

30%

35%

40%

45%

50%

0 50 100 150 200

R
ec

o
ve

ry

Number of updates

0.5 ml 1 ml 2 ml 4 ml 8 ml

16 ml 100 ml 150 ml 200 ml



 

Page 120 of 197 

 

The counts were normalised to the counts at 50 updates. The normalised counts plotted against 

number updates for the 113 keV photopeak and 208 keV photopeak without RR showed the 

counts increased from the lowest number of updates until approximately 30 to 50 updates, 

where it either decreased or plateaued, as shown in Figure 39 and Figure 40. The normalised 

counts were between 98% and 101% for 20 to 200 updates and therefore there is only a small 

variation in normalised counts from the optimal number of updates chosen. 

 

Figure 39: Normalised counts to counts at 50 updates for a range of updates and sphere 

volume to assess the convergence of counts for 113 keV photopeak with AC and CZT 

TEW SC with h equals 0.22 (the lines are a visual aid) 
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Figure 40: Normalised counts to counts at 50 updates for a range of updates and sphere 

volume to assess the convergence of counts for 208 keV photopeak with AC and CZT 

TEW SC with h equals 0.22 (the lines are a visual aid) 

When RR was applied the recovery coefficient had a much greater range for the smaller spheres 

than when RR was not applied, as seen by comparing Figure 41 and Figure 42 to Figure 37 and 

Figure 38. With RR, the three largest spheres did appear to plateau at approximately 50 updates, 

however there was not a clear plateau for the smaller spheres, therefore the proposed number 

of updates was 50.  
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Figure 41: The recovery coefficient (%) against number of updates for a range of different 

size spheres for the 113 keV photopeak with AC, RR and CZT TEW SC with h equals 0.22 

(the lines are a visual aid) 

 

Figure 42: The recovery coefficient (%) against number of updates for a range of different 

size spheres for the 208 keV photopeak with AC, RR and CZT TEW SC with h equals 0.22 

(the lines are a visual aid) 
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43 and Figure 44 to Figure 39 and Figure 40. With RR, in the range of 10 to 100 updates the 

normalised counts ranged from 81% to 142% for the 113 keV photopeak and from 67% to 126% 

for the 208 keV photopeak.  

 

Figure 43: Normalised counts to the counts at 50 updates for a range of updates and 

sphere volume to assess the convergence of counts for 113 keV photopeak with AC, RR 

and CZT TEW SC with h equals 0.22 (the lines are a visual aid) 
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Figure 44: Normalised counts to the counts at 50 updates for a range of updates and 

sphere volume to assess the convergence of counts for 208 keV photopeak with AC, RR 

and CZT TEW SC with h equals 0.22 (the lines are a visual aid) 

The images for the smallest spheres in the Jaszczak phantom, viewed in Mirada, for 5 iterations, 

10 subsets and CZT TEW SC with h equals 0.22, for 113 keV and 208 keV without RR are displayed 

in Figure 45. There is a line artefact seen in the 208 keV coronal image, due to septal penetration. 
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Figure 45: The 0.5 ml, 1 ml and 2 ml spheres in the water-filled Jaszczak phantom 

images, displayed in Mirada, for 5 iterations, 10 subsets, no RR and CZT TEW SC with h 

equals 0.22 for 113 keV RR (A and C), and 208 keV (B and D) for the axial (A and B) and 

coronal (C and D) planes. The orange arrow shown is pointing at an image artefact suspected 

to be caused by septal penetration. 

The images for the medium size spheres (4 ml, 8 ml and 16 ml) in the Jaszczak phantom, viewed 

in Mirada, for a range of iterations, 10 subsets, CZT TEW SC with h equals 0.22, for 113 keV, with 

and without RR are displayed in Figure 46. 

  

A: 113 keV, axial view B: 208 keV, axial view 

C: 113 keV, coronal view D: 208 keV, coronal view 
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Figure 46: The 4 ml, 8 ml and 16 ml spheres in a water-filled Jaszczak phantom SPECT 

images, displayed in Mirada, for 10 subsets, 113 keV, CTAC and a range of iterations and 

with and without RR. The top row is without RR (A, B and C) and the bottom row is with 

RR (D, E and F). The iterations were 2 (A and D), 5 (B and E) and 10 (C and F). The orange 

arrow indicates an example of Gibb’s artefact (F). 

4.4.4 Discussion 

The activity recovery was calculated for each sphere size and number of updates for a range of 

reconstruction parameters, which indicated the minimum number of updates where the 

recovery plateaued was 50, as displayed in Figure 37, Figure 38, Figure 41 and Figure 42. This 

was clearer for the non-RR reconstructions, than the RR reconstructions. As increasing the 

number of updates increases the amount of noise introduced into the image it is therefore 

optimal to select the minimum number of updates when the activity recovery or counts plateau, 

which is at approximately 50 updates. However, the level of noise was qualitatively assessed 

and not quantitatively assessed. The activity recovery was different for different sphere sizes, 

which is due to the partial volume effect, as discussed in section 2.6.4. However, the activity 

recovery for the 16 ml and 100 ml spheres was similar, which is likely due to the different activity 

concentrations used for imaging each sphere. If PVE was the only factor effecting the activity 

recovery across the different size spheres, then there should be a relationship between the 

sphere size and activity recovery. This was further investigated in section 4.5 

The recovery coefficients were lower for each sphere and number of updates for the 208 keV 

photopeak compared to the 113 keV photopeak, seen by comparing Figure 37 to Figure 38. The 

208 keV photopeak has a larger sensitivity compared to the 113 keV, as discussed in section 4.3, 

which accounts for the relatively higher abundance of 208 keV to 113 keV. However, the 208 

A: 2 iterations, without RR 

keV, coronal view 

B: 5 iterations, without RR C: 10 iterations, without RR 

D: 2 iterations, with RR E: 5 iterations, with RR F: 10 iterations, with RR 
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keV images display a septal penetration artefact (as seen in Figure 45), which will cause some of 

the gamma photons to be detected outside the VOI used and will have a greater effect for 

smaller objects compared to larger objects. Kennedy et al also found there was reduced recovery 

coefficients for the 208 keV photopeak compared to the 113 keV photopeak, as displayed in 

Figure 24 [150]. 

The variation in the recovery was fairly minimal and therefore this was further investigated by 

investigating the normalised counts against number of updates, as seen in Figure 39, Figure 40, 

Figure 43 and Figure 44. The variation was less for the 113 keV photopeak compared to the 208 

keV photopeak for the non-RR. 

The optimal number of updates determined that there should be 5 iterations and 10 subsets, 

which is similar to the OSEM reconstruction used by Kennedy et al [150] and Sandstrom et al 

[149], who used 4 iterations and 10 subsets and 8 iterations and 8 subsets, respectively. Neither 

study specified how they optimised their iterations and subsets used and therefore the methods 

cannot be compared to this work.  

The use of a post-processing filter was not investigated as the use of a post-processing filter can 

degrade the spatial resolution and therefore make the PVE worse, however they can be useful 

for suppressing noise within the image [62], [65]. The noise in an image can also be suppressed 

using RR, however in this work the RR appears to cause issues with the smaller spheres. The RR 

algorithm compensates for collimator-detector response and therefore is likely to be optimised 

by GE Healthcare for a standard hexagon hole collimator used by many NaI gamma cameras. 

When the images were reviewed, they displayed a ring artefact, called a Gibb’s artefact [25], 

[77], [175], [176], as shown in Figure 46 for the largest (left-hand) sphere on images E and F. 

Gibb’s artefact is an overshoot in the reconstructed counts at a high count level and it appears 

truncated [25], [77], [175], [176]. There is discussion in the literature about the collimator 

selection and RR for reasons why this artefact can occur. Therefore, RR will not be further 

investigated within this work as the counts will be inaccurate when a Gibb’s artefact is seen. 

4.5 Partial Volume Correction 

4.5.1 Introduction 

PVC was assessed using the range of different sized spheres imaged in section 4.4 and by 

calculating the recovery coefficients. The PVC recovery curve was determined by finding a best 

fit line for the experimental data. 
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4.5.2 Methods 

The SPECT/CT images of the nine spheres acquired in section 4.4 were used for the partial 

volume correction evaluation. The recovery coefficient was calculated as described in section 

4.4. The PVC curve was created by plotting the activity recovery coefficient against the sphere 

volume for the optimised reconstruction (derived in section 4.4) and a range of SC techniques. 

The PVC curve was modelled using the curve fitting tool in Matlab (R2020b, Mathworks, 

Massachusetts, USA) and a custom equation as shown in Equation 35 [177]: 

 𝑓𝑅𝐶(𝑉) =
𝛼

1+(𝛾 𝑉⁄ )𝛽  Equation 35 

Where α, β, and γ are fitting parameters, RC is the recovery coefficient and V is the volume of 

the sphere (ml). The uncertainty was calculated using Equation 12 in section 2.6.6. 

4.5.3 Results 

The recovery coefficient was plotted against the sphere volume (including uncertainties) for 113 

keV, 208 keV for no SC, CZT TEW SC and Ogawa TEW SC, as shown in Figure 47 and Figure 48. 

The CZT TEW SC with a range of values for h only displayed small, insignificant differences and 

therefore h equals 0.22 will be used as a representation for the CZT TEW SC technique. 

Generally, the 113 keV photopeak had a greater activity recovery compared to the 208 keV 

photopeak across the different sphere sizes. For the 113 keV photopeak the Ogawa TEW SC 

method showed a decrease in recovery coefficient for 100 to 150 ml spheres compared to the 

16 ml and 200 ml spheres. The Ogawa TEW SC method resulted in the greatest recovery 

coefficient and the lowest recovery coefficients was with no SC. There was less variation in the 

recovery coefficients for the different SC techniques for the 208 keV photopeak than the 113 

keV photopeak. 
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Figure 47: Recovery coefficient (%) against sphere volume (ml) for 113 keV attenuation 

corrected reconstruction with 5 iterations and 10 subsets with NSC (orange), CZT SC 

with h equals 0.22 (0.22SC, grey) and Ogawa TEW SC (blue), including uncertainties 

 

Figure 48: Recovery coefficient (%) against sphere volume (ml) for 208 keV attenuation 

corrected reconstruction with 5 iterations and 10 subsets with NSC (orange), CZT SC 

with h equals 0.22 (0.22SC, grey) and Ogawa TEW SC (blue), including uncertainties 
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For reference, when RR was applied there was a clear separation between the six smallest 

spheres and the three largest spheres for both photopeaks, as seen in Figure 49 and Figure 50. 

For the 113 keV photopeak the recovery coefficients for the smallest spheres were 

approximately 15%, whereas for the three largest spheres the recovery coefficients were 

approximately 60%. For the 208 keV photopeak the recovery coefficients for the smallest 

spheres were approximately 15%, whereas for the three largest spheres the recovery 

coefficients were approximately 40%. 

 

Figure 49: Recovery coefficient (%) against sphere volume (ml) for 113 keV attenuation 

corrected reconstruction with RR, 5 iterations and 10 subsets with no SC (NSC, orange) 

and CZT TEW SC with h equals 0.22 (0.22SC, blue) including uncertainties 
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Figure 50: Recovery coefficient (%) against sphere volume (ml) for 208 keV attenuation 

corrected reconstruction with RR, 5 iterations and 10 subsets with no SC (NSC, orange) 

and CZT TEW SC with h equals 0.22 (0.22SC, blue), including uncertainties 

The PVC fitting parameters, using Equation 35, for a range of SC techniques, and both 113 keV 

and 208 keV photopeaks, can be seen in Table 13. The PVC curve model for the 113 keV and 208 

keV photopeaks with the CZT TEW SC without RR are shown in Figure 51 and Figure 52, 

respectively. The PVC curve falls within the uncertainty of the measured data for the 208 keV 

photopeak. The uncertainty for each sphere size is a similar value for the 113 keV and 208 keV, 

however as the recovery coefficients are lower for 208 keV than 113 keV the uncertainties are 

a greater proportion of the calculated recovery coefficients. 
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Table 13: Partial volume correction fitting parameters values for 113 keV and 208 keV 

photopeaks and a range of scatter correction techniques, calculated in Matlab, with 95% 

confidence bounds and R-squared 

SC Energy 

(keV) 

α β γ R-

square Coefficient 95% 

confidence 

Coefficient 95% 

confidence 

Coefficient 95% 

confidence 

CZT 

TEW 

113 0.5085 0.4481, 

0.569 

0.9119 0.5203, 

1.303 

2.962 1.521, 

4.403 

0.972 

208 0.3284 0.2827, 

0.3742 

0.7579 0.451, 

1.065 

4.239 1.734, 

6.744 

0.979 

NSC 113 0.4619 0.3872, 

0.5366 

0.7438 0.4181, 

1.07 

5.054 1.575, 

8.532 

0.978 

208 0.3288 0.2781, 

0.3795 

0.7301 0.4273, 

1.033 

4.898 1.664, 

8.132 

0.98 

Ogawa 

TEW 

113 0.5434 0.4976, 

0.5893 

1.377 0.8035, 

1.951 

1.611 1.093, 

2.128 

0.970 

208 0.3297 0.2976, 

0.3619 

0.8528 0.5621, 

1.144 

2.928 1.741, 

4.116 

0.982 

 

 

Figure 51: Comparison of modelled (blue line) partial volume correction curve (including 

model with 95% confidence bounds (yellow dashed line)) and measured recovery 

coefficients (orange markers) with uncertainties (black bars) for 113 keV AC with h 

equals 0.22 
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Figure 52: Comparison of modelled (blue line) partial volume correction curve (including 

model with 95% confidence bounds (yellow dashed line)) and measured recovery 

coefficients (orange markers) with uncertainties (black bars) for 208 keV AC with h 

equals 0.22 

4.5.4 Discussion 

The recovery coefficients were plotted against the sphere volume to create PVC curves for 113 

keV and 208 keV photopeaks for CZT TEW SC, Ogawa TEW SC, no SC, with and without RR, as 

seen in Figure 47, Figure 48, Figure 49 and Figure 50. As discussed in section 4.4, the recovery 

curves have a greater recovery for the 113 keV photopeak compared to the 208 keV, due to 

septal penetration artefact. The PVC curves for no SC have the lowest recovery coefficients for 

each sphere volume, compared to the CZT TEW SC and Ogawa TEW SC, and the greatest recovery 

coefficient for each sphere is the Ogawa TEW SC method.  

As discussed in section 4.4, the RR images display Gibb’s artefacts and therefore are not going 

to be further investigated in this work. However, they are included here as a comparison to the 

PVC without RR. The recovery coefficients for the largest and smallest volume spheres with RR 

are greater than without RR, however the recovery coefficients for the medium spheres are less 

with RR than without. This could be due to the Gibb’s artefact as there was a greater activity 

concentration (seen in Table 12) in the medium three spheres (4 ml – 16 ml) compared to the 

smallest and largest spheres (0.5 ml – 2 ml and 100 ml – 200 ml) and therefore the Gibb’s artefact 
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is likely to have a greater effect on the smallest six spheres, due to the higher activity 

concentration. The recovery coefficients for the larger spheres with RR are greater than those 

without RR, therefore, if the Gibb’s artefact can be resolved, RR may be a promising option, 

however, further work is required. 

The modelled PVC curves were compared to the measured recovery coefficients for 113 and 208 

keV photopeaks for the CZT TEW SC technique and are displayed in Figure 51 and Figure 52, 

respectively, including the 95% confidence bounds for the modelled PVC and uncertainty bars 

for the measured data. The measured data is generally within the 95% confidence bounds of the 

modelled PVC curve, except for the 200 ml recovery coefficient for the 113 keV photopeak. 

However, when the uncertainty for the 200 ml sphere imaged using the 113 keV photopeak is 

considered, the measured data does fall within the 95% confidence bounds of the modelled 

data. Therefore, the PVC curve model is a good representation of the measured data. The 

percentage difference between the PVC model and the measured data is greatest for the 0.5 ml 

sphere and is approximately 25% for both photopeaks, this is due to the relatively large 

uncertainty associated with the small volume measurements. The percentage differences 

between the PVC model and the measured data for the other spheres are between 1.6% and 

9.4% for the 113 keV photopeak and are between 0.4% and 14.4% for the 208 keV photopeak. 

This could be investigated by repeating the PVC method using the phantom in different 

orientations, as described by the EANM guideline for quantitative SPECT/CT [65] and it may be 

helpful to investigate the PVE on different sized phantoms for a range of different shapes, which 

closely relate to those found in patient anatomy. There was limited access to 177Lu during this 

work, which may have led to the similar activity recovery for the 16 ml and 100 ml spheres, due 

to the differences in activity concentration between different spheres. Therefore, it would be 

beneficial to repeat the imaging of the spheres with a consistent activity concentration for all 

sphere sizes, which would reduce the number of variables in the methods.  

One study, by Hippelainen et al, investigated the PVC required for 177Lu SPECT imaging using a 

NaI gamma camera and the effect PVC has on clinical 177Lu imaging [94]. They showed the PVC 

curve for the 208 keV photopeak using medium energy collimators was greatest for the RR and 

SC reconstruction, compared to RR alone. They reported that the recovery at 100 ml was 

approximately 80%. Kennedy et al [150] investigated the recovery coefficients for a CZT gamma 

camera using 177Lu and reported that the recovery coefficients for the 113 keV photopeak were 

greater than the 208 keV photopeak, which agrees with the results shown in Figure 51 and Figure 

52. They reported that for the 113 keV photopeak the recovery coefficient at approximately 28 

ml was approximately 120%, and for 208 keV photopeak the recovery coefficient at 
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approximately 28 ml was approximately 55%, which is significantly more than the results 

reported in Figure 51 and Figure 52, which could be due to the use of RR used by Kennedy et al 

[150]. In addition, Kennedy et al  [150] and Hippelainen et al [94] calculated the PVC using a 

177Lu-filled phantom background, as opposed to the non-active background used in this work, 

which will affect the results. In this work, the phantom measurements were performed without 

background radiation, which is a standard in nuclear medicine harmonisation trials [1], however 

it does not necessarily represent clinical situations, where background radioactivity might be 

present. It is expected that the recovery coefficient might change by different quantities 

depending on a range of factors, for example, different background activity concentrations due 

to PVE (spill in and spill out), image reconstruction parameters, level of noise and post-filtering 

of the images. An assessment of recovery coefficients with more realistic background to sphere 

ratios, matching clinical situations encountered in 177Lu-radiopharmaceutical post-therapy 

clinical imaging, could be investigated in the future work.  

4.6 Validation of Gamma Camera Calibrations 

4.6.1 Introduction 

The SC method was assessed by imaging a sphere in air and in scatter to assess the validity of 

the SC method against no SC and a commonly used method for SC. The gamma camera 

calibrations derived and calculated in the previous sections were applied to a separate phantom 

to assess how accurate they were.  

4.6.2 Methods 
4.6.2.1 Comparison of Sphere in Scatter with Scatter Correction to Sphere in Air 

To assess the effect of the different SC techniques, a SPECT/CT of the sphere in scatter (described 

in section 4.2, with 1.3 MBq 177Lu) was acquired using the 177Lu energy session set up in section 

4.1, the WEHR collimator, 40s per view, 60 views per detector, 128x128 matrix, a voxel size of 

4.42 mm and with the COR correction switched on. The CT images were acquired using a 

512x512 matrix, 5mm slices, helical, 120 kV and 20 mA. The images were reconstructed using 

the CZT TEW SC (derived in section 4.2.2.1) with a range of values for h, the Ogawa TEW SC 

technique and no SC. The images were reconstructed for the 113 keV and 208 keV photopeaks 

independently. The sphere in air SPECT images (described in section 4.2) were assumed to be 

the ideal solution and therefore no SC was applied. All images were reconstructed with 5 

iterations and 10 subsets and CTAC. 

ImageJ was used to plot line profiles through the transverse plane of all the reconstructed 

sphere in scatter images and the sphere in air images. A fixed rectangular ROI was used to ensure 
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there was consistency, which was the width of two pixels and centred at the middle of the 

sphere. The position data was centred to the position of maximum counts so there could be 

comparison between the sphere in scatter and sphere in air data. The raw counts were plotted 

against the centred position and compared for all SC methods for the sphere in scatter and to 

the sphere in air.  

4.6.2.2 Assessment of the Accuracy of Gamma Camera Calibrations in a Simple Phantom   

The gamma camera corrections derived and calculated from sections 4.2, 4.3, 4.4 and 4.5 were 

applied to the sphere in scatter SPECT/CT images (described in section 4.2, with 1.3 MBq 177Lu) 

to assess how accurate the calibrations were. The sphere in scatter SPECT/CT was reconstructed 

using the optimum number of updates (5 iterations and 10 subsets), with CTAC and a range of 

SC techniques, including the CZT TEW SC, with a range of values for h, Ogawa TEW SC and no SC. 

A VOI at 100% of the size of the sphere was drawn. The reconstructed images were processed 

using Amide and the appropriate sensitivity factor was applied to calculate the activity in the 

phantom. The appropriate PVC model was then used to recover the activity from the 

appropriate size sphere. The results were compared to the known activity measured in the 

phantom. 

4.6.3 Results 

4.6.3.1 Comparison of Sphere in Scatter with Scatter Correction to Sphere in Air 

The centred line profiles for the sphere in air and sphere in scatter images for the transverse 

plane are displayed for a range of SC methods for 113 keV photopeak and 208 keV photopeak 

in Figure 53 and Figure 54, respectively. The pixel size was 4.42 mm and therefore the line 

profiles interpolate between the counts at each pixel. 
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Figure 53: The measured counts against the centred position for the CZT TEW SC for a 

range of values for h (0.1 to 1.5), Ogawa TEW SC and NSC for the sphere in scatter and 

the non-scatter corrected sphere in air for the 113 keV photopeak reconstructed with 

CTAC, 5 iterations and 10 subsets, displayed with a straight-line scatter plot 

 

Figure 54: The measured counts against the centred position for the CZT TEW SC for a 

range of values for h, Ogawa TEW SC and NSC for the sphere in scatter and the non-

scatter corrected sphere in air for the 208 keV photopeak reconstructed with CTAC, 5 

iterations and 10 subsets, displayed with a straight-line scatter plot 
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For both the 113 keV and 208 keV line profiles, the sphere in air line profiles have the largest 

peak counts compared to all the sphere in scatter line profiles. The sphere in air line profile is 

narrower than the sphere in scatter profiles. The sphere in air line profile has greater peak 

counts for the 113 keV photopeak than the 208 keV. 

For both photopeaks the sphere in scatter line profile with the lowest peak counts is for the 

Ogawa TEW SC line profiles. For both photopeaks the non-scatter corrected line profiles reach 

similar peak counts to the CZT TEW SC with h equals 0.22. 

For the CZT TEW SC sphere in scatter line profiles, the increase in value of h increases the peak 

counts. For the 113 keV photopeak, the peak for CZT TEW SC with h equals 1.5 is approximately 

68% of the peak counts for the sphere in air line profile. For the 208 keV photopeak, the peak 

for the CZT TEW SC with h equals 1.5 is approximately 45% of the peak counts for the sphere in 

air, which is therefore less than for the 113 keV photopeak. The 208 keV line profile graph 

includes the CZT TEW SC for h equals 2, however when this was included for the 113 keV line 

profile graph the peak counts reached over four times the sphere in air peak counts. 

The spread or FWHM for all the sphere in scatter line profiles are greater than for the sphere in 

air. The FWHM for the sphere in air line profiles is approximately 6% and for the sphere in scatter 

line profiles is approximately 14%. They are similar for both photopeaks and for all SC 

techniques. 

4.6.3.2 Assessment of the Accuracy of Gamma Camera Calibrations in a Simple Phantom   

The sensitivity factors from Table 11 and the partial volume correction from Table 13 for the 0.5 

ml sphere were applied to the sphere in scatter SPECT/CT reconstructed with CTAC, 5 iterations, 

10 subsets and a range of SC techniques. The 95% confidence bounds for the PVC model were 

used to calculate a range of activities for each SC method. The decay corrected activity in the 

sphere was calculated to be 1.268 MBq at the middle point of the SPECT/CT. The results for the 

calculated activity and difference to the known activity are shown in Table 14. 
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Table 14: The calculated activity and the percentage difference (% dif) to the true activity 
for the sphere in scatter SPECT/CT using the derived calibration factors and PVC for a 
range of SC methods and both the 113 and 208 keV photopeaks reconstructed with CTAC, 
5 iterations and 10 subsets. The 95% confidence range is taken from the PVC model 
summarised in Table 13. 

Energy 
  113 keV 208 keV 

PVC Value 
  Modelled 

95% Confidence 
Range Modelled 

95% Confidence 
Range 

Scatter 
correction  Activity % dif Activity % dif Activity % dif Activity % dif 

NSC  0.662 -48% 
0.226 – 

2.616 
-82% - 
106% 0.835 -34% 

0.307 – 
2.955 

-76% - 
133% 

0.1SC  0.753 -41% 
0.309 - 

2.541  
-76% - 
100% 0.826 -35% 

0.219 – 
1.803 

-83% - 
42% 

0.22SC  0.759 -40% 
0.311 - 

2.559 
-75% - 
102% 0.813 -36% 

0.216 – 
1.773 

-83% - 
40% 

0.35SC  0.744 -41% 
0.305 - 

2.509 
-76% - 

98% 0.813 -36% 
0.216 – 

1.773 
-83% - 

40% 

1SC  0.763 -40% 
0.313 - 

2.572 
-75% - 
103% 0.845 -33% 

0.224 – 
1.843 

-82% - 
45% 

TEW 
Ogawa  0.973 -23% 

0.429 - 
3.161 

-66% - 
149% 0.836 -34% 

0.417 – 
2.042 

-67% - 
61% 

Overall, the calculated activity for the PVC model was underestimated for all energy windows 

and SC techniques. The CZT TEW SC technique was more accurate than no SC for the 113 keV 

photopeak. The Ogawa TEW SC technique was most accurate for the 113 keV photopeak. For 

the 208 keV photopeak all SC techniques produced similar activities. Overall, the 208 keV 

photopeak resulted in the more accurate activity calculations. 

However, when considering the 95% confidence bounds for the PVC curve fitting parameters, 

there are large inaccuracies ranges, from approximately -82% to 149% overall. For the CZT TEW 

SC the range was -76% to 103% and for the Ogawa TEW SC the range was -67% to 149%.  

4.6.4 Discussion 

4.6.4.1 Comparison of Sphere in Scatter with Scatter Correction to Sphere in Air 

The line profiles for the sphere in scatter using a range of SC techniques were compared to the 

line profiles for the sphere in air for the 113 keV and 208 keV photopeaks, displayed in Figure 

53 and Figure 54. The line profiles show that the greater the value for the h for the CZT TEW SC, 

the higher the counts in the line profile are, which is due to the SC technique, displayed in 

Equation 31. The greater the value for the h indicates that there is a greater ratio of primary 

counts detected in the lower energy window compared to the photopeak energy window, due 

to hole tailing (as shown in Equation 27). When reviewing the energy spectra from Figure 30, it 

is unlikely that the value of h would be greater than 1 as the counts in the lower energy window 
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are less than the counts photopeak energy window, for both photopeaks, however there is a 

smaller difference in the counts in the two energy windows for the 113 keV photopeak than the 

208 keV photopeak. At the 113 keV photopeak there is greater Compton scatter, which is likely 

to affect the total counts in the energy spectrum at the 113 keV photopeak and therefore 

supress the effect of hole tailing. 

The pixel size used was 4.42 mm, and therefore the line profiles have displayed the interpolated 

counts for each pixel, and therefore it has not captured a fully accurate picture of the line 

profiles. The line profiles for the 208 keV photopeak are asymmetrical, which is due to the 

maximum counts being between the centred pixel and the adjacent pixel. To improve the line 

profiles the images would need to be acquired with a smaller pixel size, which should be carried 

out as further work.  

It is clear than none of the SC techniques fully correct the images to a similar line profile as the 

sphere in air, therefore these techniques are not perfect solutions. However, when comparing 

the CZT TEW SC to a routinely used SC technique (Ogawa TEW SC) and no SC it can recover more 

of the counts, however this depends on the value of h used. The Ogawa TEW SC results in the 

lowest counts compared to the CZT TEW SC and no SC, which suggests that there is an 

overcorrection present, which is likely due to the hole tailing in the lower energy window for the 

CZT gamma camera, as suggested by Songy et al [147]. Therefore, it can be argued that the 

proposed CZT TEW SC method is an improvement on the Ogawa TEW SC for the CZT gamma 

camera and it is easy to implement in a clinical setting. 

The sphere in scatter peak line profiles for no SC and the CZT TEW SC technique with h is less 

than or equal to 0.5 for both photopeaks are approximately 25% of the value of the sphere in 

air peak line profile, therefore there are a significant proportion of counts that are not being 

recovered in the CZT TEW SC technique. At h equals 1 the peak counts in the centre of the sphere 

in scatter line profile is approximately 40% of the peak counts in the centre of the sphere in air 

line profile. When h is greater than 1 the sphere in scatter line profiles approach the peak height 

of the sphere in air peak. The sphere in air peak counts were exceeded for h equals 2 for the 113 

keV photopeak sphere in scatter and therefore was not included in these results. It is therefore 

likely that the sphere in air peak counts for the 208 keV photopeak would be exceeded for h is 

greater than 2. However, the FWHM is less for the sphere in air compared to the sphere in 

scatter (approximately 6% and 14%, respectively). There is not a significant difference between 

the shape of the line profiles across the different photopeaks, nor across the different SC 

techniques. Therefore, this indicates that none of the SC techniques investigated are completely 

suitable for recovering the reduction in spatial resolution when the scatter material is 
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introduced and therefore a more suitable SC technique is required. However, the CZT TEW SC 

may be a more appropriate option than the Ogawa TEW SC technique for imaging 177Lu on a CZT 

gamma camera. 

4.6.4.2 Assessment of the Accuracy of Gamma Camera Calibrations in a Simple Phantom   

The accuracies of the calculated activity for the different reconstruction techniques were 

analysed and displayed in Table 14, where all calculated activities were underestimated from 

the true activity. The most accurate results were generally for the 208 keV photopeak, except 

for the Ogawa TEW SC for the 113 keV photopeak (-23%). All the accuracies for the 208 keV 

photopeak were similar (-33% to -36%). However, when the accuracies for the 95% confidence 

bounds for the PVC fitting parameters are considered, the accuracy of the calculated activity 

displays a large overall range (-82% to 149%), which suggests that there are no differences 

between any of the SC techniques and energy windows used. The main limitation with this 

validation method is the small sphere (0.5 ml) used resulted in the greatest range of results as 

small volumes and activities are associated with larger uncertainties. For example, the range of 

uncertainties for the PVC across all SC techniques and photopeaks for the 0.5 ml sphere is from 

60% to 200%, whereas for the 16 ml the uncertainty range is from 6% to 22%. The 0.5 ml sphere 

was used in this work as the images were already available (from a phantom acquisition in 

section 4.2, which was not required for calibration) and there was limited time and resources to 

fill and image an additional phantom. Therefore, there should be further work carried out to 

repeat this validation using a range of different size spheres to fully validate the gamma camera 

calibrations. As there is little difference in the accuracies for the values of h investigated, it can 

be assumed that the value of h should be 0.22 for the 113 keV photopeak and 0.35 for the 208 

keV photopeak, as calculated in section 4.2. 

The methods used in this work for the accuracy calculation used a smaller object volume than 

used in the literature, which therefore provided a worse case result. The details of the validation 

process within the literature is not always clearly stated, but generally the methods used an 

object of at least 16 ml [110], [112]. The literature reported a wide range of accuracies for a NaI 

gamma camera, as described in section 3.2 [4], [32], [120]–[124], [126], [128], [129], [131], [56], 

[111], [112], [114]–[118]. One study quoted the accuracies based on a 37 mm sphere and their 

accuracies ranged from 4% to 285%, excluding their uncertainties [56]. Not all the results in the 

literature included uncertainties and therefore it is not possible to fully compare all the results 

reported. Uribe et al concluded that the accuracies were improved with larger objects, 

compared to smaller object [126] and therefore the validation should be completed with a larger 

object. The main comparison that can be made for a CZT gamma camera was for the Veriton CZT 
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SPECT, which concluded that the errors in activity were less than 10%, however the authors did 

not give a description of their methods and it was for a different design of CZT gamma camera 

to the GE Discovery 870 DR CZT used in this work [152].  

Generally, the literature concluded that the accuracy was improved using the 208 keV 

photopeak for NaI gamma cameras, however this work cannot draw a full conclusion for CZT 

gamma cameras, due to the range of uncertainty. A limitation is that this work was carried out 

on a WEHR, which is not optimised for imaging the 208 keV photopeak and resulted in a septal 

penetration artefact. GE Healthcare has recently created a MEHRS collimator for the GE 

Discovery 870 DR CZT gamma [29], which would therefore be more appropriate for imaging the 

208 keV photopeak. Therefore, the calibration methods carried out in this work should be fully 

repeated using the MEHRS collimator. Ito et al investigated the different collimators for a CZT 

gamma camera and a NaI gamma camera using 99mTc and 123I [29]. They have summarised the 

differences between the WEHR and MEHRS collimators, which is shown in Table 3, which shows 

the septal thickness is greater for the MEHRS compared to the WEHR, which would reduce the 

septal penetration artefacts seen at the 208 keV photopeak. The septal penetration for the 

MEHRS collimator for imaging 177Lu should be similar to the septal penetration for the WEHR 

collimator for imaging 99mTc, which appears to be insignificant.  

4.6.4.3 Summary 

These results summarise a step towards the validation process of the gamma camera 

calibrations, however, to strengthen this validation process the accuracy of the calibrations 

should be applied to a range of phantoms, including anthropomorphic-shaped phantoms and a 

range of different sizes. Applying the calibrations to a range of different size and shaped 

phantoms would assess the accuracy of the calibrations in clinically relevant situations and it 

would assess how consistent the calibrations were. It would also be beneficial to carry out a 

direct comparison to a NaI gamma camera using the same methods for gamma camera 

calibrations as this work, as there is more literature available for NaI gamma cameras and 

therefore it would be easier to compare the results directly. This comparison is also important 

as the NaI gamma camera is currently the “gold-standard” for nuclear medicine imaging and 

therefore the accuracies reported here should be directly compared to a local NaI gamma 

camera to minimise the number of variables in the two investigations. In an ideal scenario the 

same phantoms would be imaged on the CZT gamma camera and the NaI gamma camera on the 

same day, so the variables and uncertainties associated with phantom filling would be consistent 

across the two investigations. 
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The validation methods used in this work were similar to the literature, however this work has 

not been fully validated using a range of phantoms, patient studies or MC simulations, as 

described by Fan et al [146] and Pourmoghaddas et al [145]. To fully validate the proposed 

calibration methods described in this work the calibration methods should be applied to a range 

of different size and shape phantoms, including an anthropomorphic phantom, and using a MC 

simulation. A MC simulation is created and discussed further in chapter 5. Once those validation 

steps are complete the final step would be to image a set of patients and make a direct 

comparison to the accuracy of quantitative imaging on a NaI gamma camera. However, to 

complete the final step an ethics application would need to be considered and patient consent 

would be required, which falls outside the scope of this work.  
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5 MONTE CARLO MODEL OF THE CZT GAMMA CAMERA 

5.1 Initial CZT Gamma Camera Monte Carlo Model 

5.1.1 Introduction 

A MC simulation of the CZT gamma camera was required to model the energy spectrum and 

image that the GE Discovery 870 DR CZT gamma camera would produce. It would be used to 

compare the gamma camera output to the “ground truth” and with the aim to aid the validation 

process for the gamma camera calibrations calculated in chapter 4. A model needed to be 

developed using simple geometry and a radioisotope with one photopeak, which is commonly 

used in nuclear medicine imaging. The aim of this work was to learn how to use GATE and to 

create a MC model of the GE Discovery 870 DR CZT. 

The MC model developed was initially tested using a simple cylindrical phantom filled with 99mTc. 

The aim of the section was to carry out the initial testing of the MC model using an easily 

available isotope and a simple phantom geometry. 

5.1.2 Methods 

The MC model was created on the University of Manchester Nuclear Physics Department 

network using linux and run using GATE version 8. A range of resources were used to create the 

MC model for the GE Discovery 870 DR CZT gamma camera [91]. A model of a NaI gamma camera 

from the University of Manchester and the National Physical Laboratory (NPL) was used initially 

and adapted for the differences in the CZT gamma camera [162].  

The geometry of the CZT gamma camera was obtained from measurements and literature [15], 

[29]. The MC model was created by defining one CZT detector, including the collimator and 

detector, and then multiplying it to have the correct number to create a full CZT gamma camera. 

The CZT material was defined in a “Gate Materials” database, with density equal to 5.68 g/cm3, 

solid and included Cadmium (n=9), Zinc (n=1) and Tellurium (n=10), which is available with the 

GATE package [91].  

A CZT macro was created to simulate the components of the gamma camera. A SPECT head was 

created as a box, with dimensions of 25 by 69 by 88 cm, to contain the full gamma camera head. 

A second gamma camera detector was created by using the repeaters function and copying the 

first SPECT head. A detector was set up to include the CZT “crystal” and collimator and defined 

as a box. The dimensions of the detector were defined as 5.5 by 0.246 by 0.246 cm. The CZT 

“crystal” was defined as a box within the detector with dimensions of 1 by 0.246 by 0.246 cm, 
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positioned at the top of the detector, with the CZT material. The collimator was defined as 

another box within the detector, positioned below the “crystal”, with dimensions of 4.5 by 0.246 

by 0.246 cm, with lead material. The collimator hole was inserted into the collimator as a box 

with dimensions 4.5 by 0.226 by 0.226 cm and air as the material. The detector module was 

repeated in an array of 160 by 208 to create a full GE CZT gamma camera. A pressure plate was 

added as an aluminium box to the bottom of the SPECT head, with dimensions of 0.1 by 40 by 

52 cm. A back compartment was created to include the electronics, with dimensions of 5 by 40 

by 52 cm. This macro linked to the shielding and table macros. 

The shielding macro contained sheets of lead to surround the SPECT head. There were five 

individual shields defined as the top, front, back, left and right shields. The dimensions of the 

shielding were 3 cm thick and a total of 10.6 by 46 by 58 cm, depending on the orientation of 

the shielding plate defined.  

The table macro included the table and the mattress. The table was defined as a box with 

dimensions 1.9 by 35 by 200 cm, made of carbon fibre. The mattress was defined as a box, with 

dimensions 2.2 by 35 by 200 cm, made of PVC – fabric. A foam core to the mattress was defined 

as a box with dimensions 1.6 by 34.6 by 200 cm. 

A simple phantom was created to test the CZT MC model with 99mTc. The phantom was defined 

as a cylinder, with a radius of 7.5 cm and a height of 1 cm and made of water. The source macro 

defined the source as a cylinder, with the dimensions to match the phantom, the activity was 10 

MBq, the half-life was defined as 21636.0 seconds and both x-rays and gamma radiation were 

defined and modelled. 

The simulation was run using a “runSim.mac” macro, which linked to the CZT, phantom and 

source macros and material databases. The macros were made sensitive by attaching the 

crystalSD to the detector and attaching the phantomSD to all other volumes. The physics was 

defined as “emstandard_opt3”. The energy resolution was added using blurring with 6.36% at 

140 keV (based on routine gamma camera QC carried out at Royal Surrey County Hospital) and 

the spatial resolution was added using spblurring with a resolution of 1.7 mm. The output file 

was defined as a ROOT file [93]. The random engine used was “JamesRandom”, which is an 

algorithm originating from the universal random number generator proposed by Marsaglia and 

Zaman in 1987 [178], [179]. The simulation was run for 10 seconds, with time slices at 1 second 

intervals. 
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The initial test simulations were run on an individual PC within the University network. The MC 

simulated geometry visualisation, energy spectrum and image produced were assessed. The 

simulation was compared with an image and energy spectrum produced using the CZT gamma 

camera, with 99mTc. The energy spectrum from the gamma camera was exported using the list 

mode data and transferred to the University of Manchester network as a .txt file. The gamma 

camera energy spectrum was converted to a ROOT file so it could be directly compared with the 

MC simulation outputs, using a macro (written in C++).  

5.1.3 Results 

The initial GE Discovery 870 DR CZT MC model was created successfully, after a few iterations 

and improvements. The visualisation for the MC model with the 99mTc cylindrical phantom is 

shown in Figure 55, where the CZT detector is displayed as yellow, the collimator is displayed as 

red, the back compartment is displayed as grey, the table is displayed as blue, the shielding is 

displayed as blue (for the right and back sections) and grey (for the top, front and left sections) 

and the phantom is light blue. 

 

Figure 55: Visualisations of the MC simulation set up in GATE for the GE Discovery 870 

DR CZT with a flat cylinder phantom positioned on the table, viewed from two different 

angles. 

The 99mTc cylindrical phantom MC simulation was modelled with 10 MBq for 10 seconds, which 

produced the image in Figure 56 and the energy spectrum in Figure 57.  
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Figure 56: An image produced for the 99mTc flat cylindrical source using the MC 
simulation for the GE Discovery 870 DR CZT 

 

Figure 57: The energy spectrum produced for the 99mTc flat cylindrical source using the 

MC simulation for the GE Discovery 870 DR CZT 
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The 99mTc cylindrical phantom MC simulation energy spectrum (from Figure 57), was compared 

to a gamma camera energy spectrum taken of a cylindrical phantom containing approximately 

150 MBq 99mTc, which is displayed in Figure 58. The energy spectra are scaled to display the same 

orders of magnitude of counts. The energy spectra are similar shapes, however there is less 

noise in the gamma camera energy spectrum compared to the MC simulation as there was 

significantly more activity in the gamma camera image than the MC simulation. The counts for 

the SPECT camera energy spectrum are zero below approximately 40 keV, whereas the MC 

simulation does not include a section of zero counts. The general shape of the two energy 

spectra are similar and therefore show that the MC model for the GE Discovery 870 DR CZT is 

usable and further work can be completed using 177Lu. 

 

Figure 58: The energy spectrum produced for the 99mTc flat cylindrical source using the 

MC simulation for the GE Discovery 870 DR CZT (red line) compared with the SPECT 

camera energy spectrum (blue line), scaled to the same order of magnitude 

5.1.4 Discussion 

A MC model of the GE Discovery 870 DR CZT gamma camera was successfully created, based on 

a previously validated MC model of a NaI gamma camera created by the University of 

Manchester and the NPL. The MC model was split into different macros to enable easy updates, 

including a change in the phantom and source. There were several iterations of the MC model 

created and tested before the results were produced as displayed in section 5.1.3. Each iteration 

Camera 
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of the MC model aimed to make an improvement in the previous model. The main issues were 

the geometry of each element, which is where the visualisation of the MC model was key to 

assessing where the issues were. 

The image and energy spectrum produced in Figure 56 and Figure 57 represent the phantom 

and radionuclide that was used in the MC simulation, and therefore the simulation needed to 

be compared to a gamma camera energy spectrum, which is displayed in Figure 58. The energy 

spectrum from the gamma camera used in this comparison was much greater than the activity 

used in the simulation and therefore there were some differences expected. The aim of this 

comparison was to assess any major issues as opposed to fine details. As the overall shape of 

the two energy spectra was similar, the MC model was ready to be used for the 177Lu phantoms 

used within chapter 4, which will be discussed in sections 5.2 and 5.3 for cylindrical sensitivity 

phantom (from section 4.3) and for the sphere in scatter (from section 4.2), respectively. 

5.2 MC Simulation for the 177Lu Sensitivity Phantom  

5.2.1 Introduction 

A voxel-based phantom of the 177Lu sensitivity phantom, used in section 4.3, was created and 

the MC model of the CZT gamma camera was updated to use 177Lu. The aim was to compare the 

energy spectrum from the gamma camera images produced in section 4.3 against the MC model 

outputs. 

5.2.2 Methods 

A voxel-based phantom was created for the 177Lu sensitivity phantom based on the CT data from 

the SPECT/CT described in section 5.2. ImageJ was used to convert the CT images into a voxel-

based phantom and source, which could be used in GATE for the MC simulation. The CT was 

imported into ImageJ and a macro was used to save the image as an interfile. A rectangular ROI 

was selected for the full phantom. A macro was used to process the image by cropping, scaling 

and flipping it, as shown in Figure 59 (A). Two files were created, a header file and an image file. 

The file extensions for the phantom macros were updated to .h33 for the header file and .i33 

for the image file. To create the source macro a circular ROI was drawn to include all active 

volume within the phantom, as shown in Figure 59 (B).  
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Figure 59: The sensitivity phantom macro produced using ImageJ with the ROI created 

for the source macro (A). The sensitivity source macro produced using ImageJ (B). 

A macro was used to create the source macro for GATE using the phantom macro from ImageJ 

and the ROI set selected. The source macro sets all the Hounsfield units within the ROI to be 

15000, so that they can be easily differentiated from any other value within the CT image as 

shown in Figure 59 (B). Another set of header and image files were created for the source macro 

and the file extensions were updated to .h33 and .i33 as for the phantom macro.  

To use the voxel-based phantoms a new macro for the source and phantom were required for 

GATE. The voxel phantom macro created an insert using the 

“ImageNestedParametrisedVolume” function and the geometry was set to the .h33 phantom 

header file, created in ImageJ, which linked to the .i33 phantom image file. The Hounsfield units 

within the phantom image were converted to different materials using a text file which listed 

the materials with links to the appropriate Hounsfield unit range. The voxel source macro was 

used to include a source which linked to the .h33 source header source file, created in ImageJ, 

which linked to the .i33 source image file. The activity ranges were linked to data files which 

were updated for the appropriate activity levels per voxel and the Hounsfield unit defined in 

ImageJ, which was 15000. The physics including the half-life of 177Lu (581817.6 seconds), gamma, 

beta and x-ray emissions were defined. The energy resolution was set to 5.9% at the 208 keV 

photopeak using the blurring insert. The energy resolution was selected based on gamma 

camera acquisitions. 

The MC simulation was run using the University of Manchester Nuclear Physics Department’s 

cluster. The simulation was split into a number of jobs to allow it to run across the cluster 

efficiently. The simulation was initially tested with 1 MBq, 10 seconds over 100 jobs to ensure it 

A: The sensitivity phantom macro B: The sensitivity source macro 
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would run successfully. After the results were reviewed the sensitivity MC simulation was 

updated for 70 MBq, 300 seconds and 300 jobs. The activity value was split between two data 

files, one for beta emissions and one for gamma emissions. The activity per voxel was calculated 

using Equation 36: 

 𝐴𝑣𝑜𝑥 =
𝐴

𝑁
× 𝐵  Equation 36 

Where Avox is the activity per voxel, A is the total activity in the phantom, N is the number of 

voxels in the ROIs drawn in ImageJ to create the source macro and B is the branching ratio. 

Therefore the activity per voxel for the beta data file was 48.43 Bq/voxel and for the gamma 

data file it was 11.43 Bq/voxel. 

The MC simulation output was saved as a ROOT file. The ROOT file was analysed using a range 

of marcros to create an image for the 113 keV and 208 keV photopeaks and an energy spectrum. 

The energy spectrum was further analysed by plotting the Compton scattered events and the 

events that had not undergone Compton scattering. In addition, the name of the component 

where the scattering occurs was analysed for the full energy spectrum and for a low energy 

section, from 50 to 70 keV. 

The image energy spectrum from the simulation was compared to the image and energy 

spectrum from the gamma camera image described in section 4.3. 

5.2.3 Results 

The voxel-based phantom for the 177Lu cylindrical sensitivity phantom, with 70 MBq, was created 

successfully using ImageJ and the MC simulation for the planar image output for 113 keV and 

208 keV photopeaks are displayed in Figure 60. The images are visually similar for the 113 keV 

and 208 keV photopeaks, however there are more events within the 208 keV photopeak image, 

which is due to the higher relative abundance for the 208 keV photopeak compared to the 113 

keV photopeak. Both images are not completely uniform, which will be discussed in section 

5.2.4. 
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Figure 60: The MC simulation image produced for the 177Lu sensitivity phantom for the 

113 keV (A) and 208 keV (B) photopeaks using 70 MBq for 300 seconds 

The energy spectrum for the MC simulation is displayed in Figure 61 and it is compared to the 

gamma camera energy spectrum (produced in section 4.3) in Figure 62. The MC simulation 

energy spectrum is scaled to match the camera energy spectrum, due to the difference in 

activity for each phantom, so they can be directly compared. 

 

Figure 61: The energy spectrum produced for the 177Lu sensitivity phantom using the MC 

simulation for the GE Discovery 870 DR CZT using 70 MBq for 300 seconds 

A: 113 keV B: 208 keV 

Counts Counts 
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Figure 62: The energy spectra for the simulation (red line) and planar camera image (blue 

line) for the 177Lu sensitivity phantom, scaled to the 208 keV photopeak 

The energy spectra for the MC simulation and the gamma camera are similar in shape. The 

photopeaks at 113 keV and 208 keV are slightly different heights between the MC simulation 

and the gamma camera. The 208 keV photopeak for the camera energy spectrum has a longer 

tail to the lower energy side than the MC simulation low energy tail. The counts fall to zero for 

below 40 keV for the gamma camera energy spectrum. The MC simulation energy spectrum was 

further analysed by separating out the events that did and did not undergo Compton scattering, 

as displayed in Figure 63. The components where the scattering events occurred were assessed 

for the full energy spectrum and for a low energy range (50 to 70 keV) only, displayed in Figure 

64 and Figure 65, respectively. Where no Compton scattering has taken place, the output is 

given as “null”. 

Camera 

Simulation 
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Figure 63: The energy spectrum for the 177Lu sensitivity phantom simulation (red line), 

with the Compton scattered energy spectrum (blue line) and the energy spectrum for 

events that have not undergone Compton scattering (green line) 

 

Figure 64: The events for the 177Lu sensitivity phantom simulation which have been 

scattered in an object, where null is there has not been any scattering for those events, 

across all energy events 



 

Page 155 of 197 

 

 

Figure 65: The events for the 177Lu sensitivity phantom simulation which have been 

scattered in an object, where null is there has not been any scattering for those events, 

across the energy range of 50 to 70 keV 

The Compton scattered events are greatest at approximately 50 keV, and they are generally 

increased at lower energies compared to higher energies, which results in the low energy 

photopeak to have a larger contribution of Compton scattered events than the higher energy 

photopeak at 208 keV. The breakdown of where the Compton scattering takes place shows that 

most events are not scattered, which is consistent with the energy spectrum output. The 

Compton scattered events occur in the cylindrical voxel-based phantom, back compartment, 

table, collimator and the gamma camera head. The SPECT head contains the crystal, collimator, 

plate and compartment. There are relatively more events scattered overall and particularly in 

the collimator for the full energy spectrum than at the low energy spectrum. 

5.2.4 Discussion 

A MC model for the sensitivity phantom used in section 4.3 was created. The images, energy 

spectra and Compton scattered events were analysed and compared to the gamma camera 

results. The images created for the 113 keV and 208 keV photopeaks (displayed in Figure 60) 

showed the correct outline of the cylindrical phantom, however more counts are observed at 

one end of the phantom, in an oval shape, compared to the other side of the phantom. The scale 

used is not optimal for assessing the exact level of the number of events detected, however it 

appears that there are approximately 30% more events detected on the right-side middle 
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compared to the left-side middle. It also appears that this effect is slightly worse for the 208 keV 

photopeak image compared to the 113 keV photopeak image. As the phantom used in this 

simulation was created as a voxel-based phantom the visualisation displayed it as a large grey 

box, and therefore it was not helpful to identify the exact location of the phantom and source. 

The simulation took almost a month to acquire and therefore was not simple to repeat it. It is 

possible that the issue is related to a storage issue as some of the simulation runs in the 70 MBq 

for 300 seconds simulation were smaller in file size than most of the other runs. When the 

phantom was run with a lower activity, as a test simulation, the image appeared relatively 

uniform, as displayed in Figure 66. Therefore, the full simulation should be repeated, as further 

work, to assess why there is a non-uniformity in the images produced.  

 

Figure 66: The MC simulation image produced for the 177Lu sensitivity phantom for 10 

seconds and 1 MBq 

The energy spectrum produced for the 70 MBq 177Lu sensitivity phantom over 300 seconds 

(displayed in Figure 61) is a similar shape to the gamma camera energy spectrum (as compared 

in Figure 62). The MC simulation energy spectrum is shifted to match the 208 keV photopeak of 

the gamma camera energy spectrum, so that can be directly compared. The 208 keV photopeak 

for the simulation does not fully match the low energy tail in the gamma camera spectrum. The 

low energy tail in the 208 keV photopeak is due to hole-tailing within the CZT detector (as 

described in sections 2.3, 2.6.1 and 3.3), therefore this difference suggests that the hole tailing 

is not accurately modelled in GATE. It may therefore be necessary to apply another correction 

to the MC simulation data to ensure the hole tailing is modelled accurately or the depth of 
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interaction could be investigated within a MC simulation to assess the hole-tailing effects. The 

correction for the hole tailing requires further investigation. 

The energy spectrum at the low energy for a gamma camera is removed and therefore there is 

also a difference between the MC simulation and gamma camera energy spectrum below 50 

keV. The lower energy MC simulation spectrum is further investigated by assessing the amount 

of Compton scattering that occurs (displayed in Figure 63). This shows that the largest quantity 

of Compton scattered events occurs between approximately 50 and 110 keV, which therefore 

increases the total counts in the energy spectrum at this energy range. There was further 

analysis to identify the location of where the Compton scattering occurs (displayed in Figure 64 

and Figure 65), which identified that the Compton scattering occurred mostly in the phantom 

and there was also Compton scattering in the back compartment, table, collimator and gamma 

camera head. The gamma camera head contains the back compartment and collimator and 

therefore it is likely that these sub-components are causing most of the Compton scattering 

within the gamma camera head component. The collimator is placed between the phantom and 

the crystal and therefore some events will scatter within the collimator. The compartment is 

placed behind the crystal so will represent any back scatter that my occur from the electronics 

of the gamma camera. The phantom contains water which is surrounded by plastic and 

therefore any events initiated from the centre of the phantom will penetrate through a volume 

of water and plastic, before reaching the gamma camera, where Compton can take place. The 

events detected from the phantom will be a combination of non-scattered and scattered events 

as described in section 2.6.1.  

As described in section 3.4, there is limited literature for a MC simulation for a CZT gamma 

camera imaging 177Lu, therefore a direct comparison between the results from this work and the 

literature cannot be made. However, Robinson et al produced a MC simulation using 177Lu for a 

NaI gamma camera which resulted in a similar energy spectrum to the gamma camera energy 

spectrum, displayed in Figure 67, where the difference between the MC simulation and gamma 

camera simulation are similar to the results produced in this work. The main difference is the 

contribution of the scatter within the energy spectra, where Robinson et al indicate there is a 

significant proportion related to the scattered events, whereas the results in this work have a 

much lower proportion of scattered events. However, the energy spectrum cannot be directly 

compared as Robinson et al used a different gamma camera technology, collimator and 

phantom. 
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Figure 67: The emission spectrum for a water filled phantom measured using a GE Infinia 

Hawkeye gamma camera (black) and from a MC simulation (red) for 177Lu with a MEGP 

collimator. The true scatter is visualised from the MC simulation (blue). The energy 

window ranges are highlighted (black vertical lines). (Taken from Robinson et al) [162] 

5.3 MC Simulation for the 177Lu Sphere in Scatter Phantom 

5.3.1 Introduction 

The same approach used in section 5.2 was used to create a MC model for the sphere in scatter 

phantom, used in section 4.2, to compare to the results from the gamma camera calibrations, 

described in section 4.2. 

5.3.2 Methods 

A voxel-based phantom for the sphere in scatter, described in section 4.2, was created using 

ImageJ using the same method as described in section 5.2.2. The sphere in scatter phantom 

image created with the ROI for the source macro can be seen in Figure 68 (A) and the sphere in 

scatter source image can be seen in Figure 68 (B). 
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Figure 68: The sphere in scatter phantom macro produced using ImageJ with the ROI 

created for the source macro (A). The sphere in scatter source macro produced using 

ImageJ displayed as the white circle (B). 

The simulation was run using 4.88 MBq where the activity per voxel for the beta data file was 

67330 Bq/voxel and for the gamma data file was 15890 Bq/voxel, calculated using Equation 36. 

The time was set to 300 seconds, over 300 jobs.  

The MC simulation outputs were saved as ROOT files. The ROOT file for the MC simulated planar 

image was analysed using a range of macros to create an image for the 113 keV and 208 keV 

photopeaks and an energy spectrum, as described in section 5.2.2. In addition, the energy was 

analysed for whether the event penetrated the septa or hole of the collimator. 

5.3.3 Results 

The voxel-based phantom for the 177Lu sphere in scatter phantom, with 4.9 MBq, was created 

successfully using ImageJ and the MC simulation for the planar image output for the 113 keV 

and 208 keV photopeaks are displayed in Figure 69. There are less events displayed in the 113 

keV photopeak image compared to the 208 keV photopeak image and the spatial resolution 

appears to be less in the 113 keV photopeak image compared to the 208 keV photopeak image. 

The 208 keV photopeak displayed a cross artefact through vertical and horizontal lines in the 

image. 

A: Sphere in scatter phantom macro B: Sphere in scatter source macro 
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Figure 69: The MC simulation image produced for the 177Lu sphere in scatter phantom 

planar image for the 113 keV (A) and 208 keV (B) photopeak energy windows. The orange 

arrow indicates the cross artefact.  

The energy spectrum for the 4.9 MBq 177Lu sphere in scatter phantom for the MC simulation is 

displayed in Figure 70 and is compared to the gamma camera planar image energy spectrum in 

Figure 71. The energy spectrum appears to have relatively smaller peaks for the sphere in scatter 

phantom than for the sensitivity phantom (displayed in Figure 61). When comparing the energy 

spectrum for the sphere in scatter MC simulation to the gamma camera energy spectrum they 

are similar shapes, however, there appears to be a shift in the relative heights of the full 

spectrum, particularly at low energy (50 – 70 keV). 

 

A: 113 keV B: 208 keV 

Counts Counts 
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Figure 70: The energy spectrum produced for the 177Lu sphere in scatter phantom planar 

image using the MC simulation for the GE Discovery 870 DR CZT 

 

Figure 71: The energy spectra for the simulation (red line) and planar camera image (blue 

line) for the 177Lu sphere in scatter phantom, normalised to the 208 keV photopeak 

The MC simulation energy spectrum was further analysed by separating out the events that did 

and did not undergo Compton scattering, as displayed in Figure 72. The components where the 
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scattering events occurred were assessed for the full energy spectrum and for a low energy 

range (50 to 70 keV) only, displayed in Figure 73 and Figure 74, respectively. The energy 

spectrum was also divided into those events that penetrated the collimator septa and those 

events that did not penetrate the septa, as displayed in Figure 75. The Compton scattered events 

contribution was generally relatively small compared to the overall energy spectrum. The overall 

shape of the Compton scattered events was similar to the shape of the Compton scattered 

events analysed for the sensitivity phantom (displayed in Figure 63). As for the sensitivity 

phantom MC simulation, the breakdown of where the Compton scattering takes place shows 

that most events are not scattered, and the location they are scattered include the phantom, 

compartment, collimator and table. The septal penetration analysis shows that there is a large 

contribution of events at approximately 208 keV which do penetrate the septa and relatively 

few at lower energies. There is also a peak of events that undergo septal penetration at 

approximately 75 keV. 

 

Figure 72: The energy spectrum produced for the 177Lu sphere in scatter phantom planar 

image using the MC simulation for the GE Discovery 870 DR CZT, including all events 

(red line), Compton scattered events (blue line) and events that have not undergone 

Compton scattering (green line) 
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Figure 73: The events for the 177Lu sphere in scatter phantom simulation which have 

been scattered in an object, where null is there has not been any scattering for those 

events, across all energy events 

 

Figure 74: The events for the 177Lu sphere in scatter phantom simulation which have 

been scattered in an object, where null is there has not been any scattering for those 

events, across the energy range between 50 to 70 keV 
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Figure 75: The energy spectrum produced for the 177Lu sphere in scatter phantom planar 

image using the MC simulation for the GE Discovery 870 DR CZT, including the events 

that have penetrated the septa (red line) and the events that have not penetrated the 

septa (blue line) 

5.3.4 Discussion 

The sphere in scatter phantom was successfully modelled using a MC simulation, by creating a 

voxel-based phantom for the MC simulation, using the CT image. The images produced from the 

MC simulation for the 113 keV and 208 keV photopeaks display a sphere as expected (shown in 

Figure 69). There are more events recorded for the 208 keV photopeak than the 113 keV 

photopeak, which is consistent with the difference in relative abundance of the two photopeaks. 

The 113 keV photopeak image displays visually more scattered events than the 208 keV 

photopeak image. The scattered events are consistent with the water-filled phantom that 

surrounds the sphere, the phantom is displayed in Figure 29. The 208 keV  image displays a 

septal penetration artefact (displayed as a cross), which is consistent with the gamma camera 

images produced in chapter 4 and with work presented by Roth et al and Sandstrom et al [99], 

[151]. 

The energy spectrum produced for the sphere in scatter MC simulation (displayed in Figure 70) 

is similar to the energy spectrum produced for the sensitivity phantom MC simulation (displayed 

in Figure 61), however the photopeaks from the gamma emissions and characteristic x-rays are 

relatively reduced for the sphere in scatter, due to the increase in scatter material and lower 

level of activity used. When the MC simulation energy spectrum for the sphere in scatter is 

compared to the gamma camera energy spectrum (displayed in Figure 71), there is a difference 
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in the shape of the energy spectra, particularly between 50 and 70 keV. This is likely due to the 

MC simulation not fully representing the Compton scatter, bremsstrahlung and characteristic x-

rays as observed in the gamma camera energy spectrum. The contribution of the various 

components to the MC simulation energy spectrum were investigated by reviewing the 

Compton scatter and septal penetration within the simulation. 

The Compton scatter contribution was investigated by reviewing the events that underwent 

Compton scatter and their contribution to the energy spectrum, displayed in Figure 72, and the 

location of where the Compton scattering occurred, displayed in Figure 73 and Figure 74. The 

Compton scattered energy spectrum for the sphere in scatter MC simulation is a similar shape 

to the sensitivity phantom energy spectrum (Figure 63), however the spectrum appears to 

contain more noise for the sphere in scatter than for the sensitivity phantom, which is likely to 

be due to the difference in activity used. It appears that Compton scattering does not have a 

large contribution to the energy spectrum and therefore it may be that there are more Compton 

scattered photons detected by the gamma camera than the MC simulation has predicted. This 

should be further investigated by assessing the use of different materials within the phantom. 

As the energy spectra for the sensitivity phantom had a better similarity, it is unlikely that the 

cause is due to the CZT gamma camera MC model, but is due to the phantom defined, or the set 

up used in the gamma camera experiment. If there was a lead carry case or equivalent close to 

the gamma camera when imaging was carried out then that may cause a larger number of 

photons detected at lower energies, which have not been included in the MC simulation. To 

further investigate this, the sphere in scatter gamma camera imaging should be repeated. The 

breakdown of location of the Compton scattered events (displayed in Figure 73 and Figure 74) 

shows that the biggest contribution is the phantom, and therefore the phantom should be 

reviewed to assess if the contribution is modelled accurately.  

The septal penetration analysis (displayed in Figure 75) shows that there are a large number of 

events that have undergone septal penetration and are detected in the gamma camera 

simulation for an energy between 190 and 220 keV, which is consistent with the septal 

penetration artefact displayed in Figure 69. The septal penetration analysis also shows a high 

level of septal penetration for 70 to 90 keV, which is likely to be due to characteristic x-rays 

produced in the lead collimator at 72 keV and 84 keV, which is consistent with the literature [3], 

[74], [166]. The larger number of events at low energies for the gamma camera energy spectrum 

is likely to be due to either bremsstrahlung radiation [123], [127] or characteristic x-rays, 

however further investigation is required to confirm this.  
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6 CONCLUSIONS 

As stated in section 1.2, the aims of this work were: 

• Perform a literature review to identify the methods used for quantitative NaI gamma 

camera imaging and analyse whether these techniques could be used for quantitative 

CZT gamma camera imaging.  

• Develop a SC technique that can be used for imaging 177Lu on a CZT gamma camera 

which is appropriate for routine clinical use. 

• Calculate 177Lu CZT gamma camera calibrations for uniformity, sensitivity and PVC and 

determine the optimal parameters for SPECT reconstruction. 

• Carry out a validation for the 177Lu gamma camera calibrations calculated. 

• Develop a MC model of a CZT gamma camera which could be used to aid the validation 

of the gamma camera calibrations calculated. 

This chapter reviews the methods, results and discussions within this work and summarises how 

the research aims were met, what limitations there were and suggestions for further work 

within this area of research. 

6.1 Summary and Conclusions 

In summary, a literature review was carried out for methods used for quantitative NaI gamma 

camera imaging of 177Lu and the status of quantitative CZT gamma camera imaging for all 

isotopes, including SC techniques. This work used the GE Discovery 870 DR CZT gamma camera 

to successfully create a 177Lu uniformity calibration, create a TEW SC technique that could be 

used for the CZT gamma camera, calculate a range of sensitivity values, propose the optimal 

reconstruction parameters that should be used (5 iterations, 10 subsets, CTAC, CZT TEW SC and 

no RR), create a PVC and carry out a basic validation of the calibrations. In addition, a MC model 

of the GE Discovery 870 DR CZT gamma camera was created, and some validation steps were 

carried out to test the MC simulation against two gamma camera phantom images and energy 

spectra produced within this work. This work shows that using a CZT gamma camera for 

quantitative imaging of 177Lu is feasible, however some further work is required to improve the 

proposed calibrations and fully validate the results within this work. 

6.1.1 177Lu CZT Gamma Camera Calibrations 

The uniformity test concluded that the uniformity was generally acceptable for both detectors 

using the 113 keV photopeak, however the 208 keV photopeak uniformity results require further 
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investigation. The SC technique created was based on the Ogawa TEW SC technique with an 

additional term to account for the hole tailing effects of the CZT detector, defined as h. The CZT 

TEW SC technique was simple to implement for routine clinical SC through creating a processing 

script in GE Xeleris, using Aladdin. This work indicated that the optimal reconstruction 

parameters are 5 iterations, 10 subsets, CTAC, CZT TEW SC and no RR. The value of h used would 

depend on the photopeak being imaged and should be 0.22 for the 113 keV photopeak and 0.35 

for the 208 keV photopeak (displayed in Table 10). The calibration factors are 7.84 ± 0.39 

cps/MBq for the 113 keV photopeak (h equals 0.22) and 10.61 ± 0.53 cps/MBq for the 208 keV 

photopeak (h equals 0.35). The PVC should be applied to correct for the PVE using the values in 

Table 13 and Equation 35, where a different PVC is required for the 113 keV and 208 keV images. 

The validation process showed that the accuracy was -40% (95% confidence interval -75% to 

102%) for a 113 keV photopeak and was -36% (95% confidence interval -83% to 40%) for a 208 

keV photopeak. The gamma camera imaging and MC simulation highlighted a septal penetration 

artefact when using the 208 keV photopeak and therefore it is likely that the 113 keV photopeak 

would be most suitable for qualitative and quantitative imaging for the WEHR collimators on the 

GE Discovery 870 DR CZT gamma camera. 

6.1.2 Monte Carlo Model of the CZT Gamma Camera 

The MC model produced was adapted from a validated MC model for a NaI gamma camera to 

create a model of the GE Discovery 870 DR CZT gamma camera. It was initially tested using a 

simple phantom using 99mTc to assess its basic suitability. The MC simulation was then adapted 

for voxel-based phantoms using the CT from two phantoms imaged on the gamma camera 

during the gamma camera calibration work, a uniformly filled water cylindrical phantom and a 

small sphere placed within a water-filled non-active background. The images produced for all 

simulations generally looked acceptable, however the cylindrical phantom was not completely 

uniform, which therefore requires further investigation. The energy spectra produced for the 

MC simulations were compared to the gamma camera energy spectra and they were generally 

similar shapes, however the low energy events did not fully match the gamma camera energy 

spectrum, particularly for the sphere imaged in scatter. There was some analysis carried out into 

the components of the energy spectra for the MC simulation to identify the Compton scattered 

events and the events that had penetrated the septa, however further work is required to fully 

investigate the differences between the energy spectra.  
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6.2 Future work 

6.2.1 Limitations 

There are some limitations in this work, including the number of phantom images acquired, the 

artefacts seen for RR and the 208 keV photopeak, the use of the WEHR collimator and the 

validation process used. Some of the main limitations of this work are that the phantom 

investigations were only carried out once, which resulted in a range of uncertainties. These 

phantom investigations link to the optimisation, sensitivity, calculation for the value of h, the 

PVC calibration and the validation process. The uncertainties could be reduced by more 

accurately measuring the activity of 177Lu using a radionuclide calibrator with a direct calibration 

to the NPL primary standard calibrator, the phantom measurements could be repeated to 

ensure all measurements are repeatable and the phantoms could be imaged in multiple 

positions on the gamma camera.  

The uniformity test should be repeated to assess the defect in the 208 keV photopeak image 

and to identify a requirement for the routine quality control testing schedule. It is possible that 

the uniformity calibration will need regular updates, however this frequency is currently 

unknown as the uniformity test has not been repeated. As the gamma camera images were 

carried out over a period of approximately six months it is possible the 177Lu uniformity 

calibration would need repeating. The gamma camera is routinely tested for 99mTc uniformity 

using a fillable flood phantom for clinical use, and therefore this would have identified any major 

issues in uniformity (for example, if a detector block needed replacing), however it would not 

identify any gradual drift in uniformity performance for 177Lu.  

In addition, the RR applied in this work produced Gibb’s artefacts and therefore was not further 

investigated, however RR is widely used in the literature and therefore the RR should be further 

investigated to assess if the Gibb’s artefact can be avoided and how the results with RR compare 

to the accuracy reported in the literature and to the accuracy of the results without RR in this 

work.  

Another limitation is that the validation process was only carried out on one small sphere, which 

covered a basic validation. To carry out a full validation there would need to be a range of 

different size and shape phantoms used, including anthropomorphic phantoms. There should 

also be a fully validated MC simulation to aid validation of the gamma camera calibrations, a 

comparison to a NaI gamma camera and then there should be a phase of clinical validation. The 

line profiles used in the validation process used 4.42 mm pixels, which did not provide accurate 

analysis, therefore the line profiles should be repeated for smaller pixels to provide improved 
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spatial resolution. The MC model created should be fully validated and tested against a wide 

range of phantoms, including the anthropomorphic phantoms. The validated MC simulation 

would then be able to help fully validate the gamma camera calibrations produced in this work. 

Finally, the CZT TEW SC method proposed did display some improvements on the Ogawa TEW 

SC method, however it was not the ideal solution for CZT SC. There are a few other methods of 

CZT SC described in the literature, as identified in section 3.3, and therefore there should be a 

direct comparison of the CZT TEW SC method derived in this work and some of the CZT SC 

methods described in the literature (for example by Fan et al [146], Pourmoghaddas et al [145] 

and Kacperski et al [102]). 

6.2.2 Further Research 

This work raised multiple research questions, which should be investigated as further work. The 

first questions are; what is an appropriate tolerance for the 177Lu uniformity test and how often 

should the 177Lu uniformity test be carried out for routine use. This could be investigated by 

repeating the uniformity test on multiple occasions and analysing the results to assess the 

tolerances and the required frequency.  

Another set of questions are about the components that make up the energy spectra for the CZT 

gamma camera and how this links to the SC method required for the clinical environment. 

Therefore, a fully validated MC simulation could be used to analyse the energy spectra. Part of 

this work has been investigated in chapter 5, however the MC model requires further validation.  

In addition, the validation process has not been applied to a range of phantoms or any clinical 

data, and therefore the next research question is how accurate are these calibrations in a range 

of phantoms and in clinical cases. The phantoms should include anthropomorphic phantoms, as 

these can be directly applied to clinical cases. These additional phantom investigations should 

be filled with a known activity and the gamma camera images should be processed to calculate 

the activity within the phantom, which can then be compared to the known activity in the 

phantom. The phantoms should include more than one volume of activity so the effects of septal 

penetration can be assessed in a more clinically relevant scenario. When the full range of 

phantoms have been analysed and are within an acceptable accuracy, the final stage is to 

complete some clinical validation. This could involve imaging some patients on a NaI gamma 

camera and a CZT gamma camera for a direct comparison, however ethics will need to be 

considered for this stage of the process.  
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As there were artefacts seen for the RR and 208 keV photopeak, there are questions related to 

how could RR improve the accuracy of the quantification, how does the septal penetration 

artefact effect quantification of more than one volume and could the medium energy 

collimators result in a more accurate quantification for the 208 keV photopeak. These should be 

investigated by adjusting the scaling factor used in Xeleris for the RR processing to assess if that 

reduces the Gibb’s artefact. It may also be beneficial to use a lower activity in the phantoms that 

displayed a Gibb’s artefact. The effect of the septal penetration artefact on multiple volumes of 

interest can be investigated by using an anthropomorphic phantom (as suggested above). Once 

this work has been completed, results should then be directly compared to a NaI gamma camera 

to see if there could be an improvement on the current routine practice. The gamma camera 

calibrations and MC simulation should also be repeated with medium energy collimators and 

compared to the accuracy of quantification for the WEHR collimators.  

Finally, there are questions about how accurate the MC model created is and whether it can be 

used to validate the gamma camera calibrations. To investigate this the simulations should be 

repeated for the cylindrical phantom with the septal penetration tracking switched on and to 

assess whether there are any associated errors. It may also be beneficial to repeat some of the 

phantom imaging whilst ensuring there are no additional scatter materials close to the field of 

view. There also needs to be an additional component included for the hole tailing effect seen 

for the CZT detector, which may need to be applied to the data in an additional step, outside the 

MC simulation software. Or the MC simulation could be run for two different techniques for 

energy blurring, one for the higher energy side and another for the lower energy side. The 

required blurring could be assessed by using a curve fitting tool (for example, in Matlab) to 

calculate the curve associated with the higher and lower energy parts of a photopeak from a 

gamma camera acquired energy spectrum. Alternatively, the MC simulation could be used to 

analyse the depth of interaction of the photons with the CZT detector, which would lead to an 

estimation of the hole tailing effect. 
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7 APPENDIX A: DCLINSCI APPENDIX – LIST OF AMBS A UNITS AND 
MEDICAL PHYSICS B UNITS TOGETHER WITH ASSIGNMENTS – 
ANNA CHILCOTT 

AMBS – A Units   

Unit title Credits Assignment wordcount 

A1: Professionalism and professional 

development in the healthcare environment 

30 A1 – assignment 1 – 2500 words 

Group work/presentation – 10 

minutes (10%) 

A1 – assignment 2 – 3000 words 

A2: Theoretical foundations of leadership 20 A2 – assignment 1 – 3000 words 

A2 – assignment 2 – 3000 words 

A3: Personal and professional development 

to enhance performance 

30 A3 – assignment 1 – 1500 words 

A3 – assignment 2 – 4000 words 

A4: Leadership and quality improvement in 

the clinical and scientific environment 

20 A4 – assignment 1 – 3000 words 

A4 – assignment 2 – 3000 words 

A5: Research and innovation in health and 

social care 

20 A5 – Group work/presentation – 15 

minutes (25%) 

A5 – assignment – 4000 words 

 

Medical Physics – B Units   

B1: Medical Equipment Management 10 Group presentation 

1500 word assignment 

B2: Clinical and Scientific Computing 10 Group presentation 

1500 word assignment 

B3: Dosimetry 10 Group presentation 

1500 word assignment 

B4: Optimisation in Radiotherapy and 

Imaging 

10 Group presentation 
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1500 word assignment 

B6: Medical statistics in medical physics 10 3000 word assignment 

B8: Health technology assessment 10 3000 word assignment 

B9: Clinical applications of medical imaging 

technologies in radiotherapy physics 

20 Group presentation 

2000 word assignment 

B10b: Assessment of Image Quality 10 Group presentation 

1500 word assignment 

B10f: Radiation Protection Advice 10 1500 word portfolio item 

B10g: Radiation Waste Advice 10 1500 word portfolio item 

 

Generic B Units   

B5: Contemporary issues in healthcare 

science 

20 1500 word assignment + creative 

project 

B7: Teaching Learning Assessment 20 20 minute group presentation 
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8 APPENDIX B: INNOVATION PROPOSAL 

Executive Summary 

This innovation proposal assesses the accuracy of quantification of Lutetium-177 (177Lu) imaging 

on a solid-state gamma camera against a scintillation gamma camera, by identifying the optimal 

methods for calibration. Nuclear medicine imaging is generally assessed visually and 

qualitatively, which can lead to observer dependent interpretation. 177Lu is a type of molecular 

radiotherapy used for cancer treatment and imaging is carried out following therapy to assess 

the distribution of the 177Lu within the patient. If accurate quantitative 177Lu imaging is possible 

then the radiation dose given to the patient can be calculated, which will open the door for 

personalised therapies using a technique called dosimetry, as required by the Ionising Radiation 

(Medical Exposures) Regulations 2017 (IRMER17) [54]. 

This can be achieved by calibrating the solid-state cadmium zinc telluride (CZT) gamma camera 

using a range of measurements with a known radioactivity within simple geometry objects. The 

reconstruction of images can be optimised, and a calibration factor can be calculated to recover 

the activity within the image from the counts detected by the camera. This experimental work 

will be supported by computer simulations of the imaging system to assess any differences 

between the gamma camera image and the ideal image, and therefore whether corrections are 

suitably applied. The CZT gamma camera is more efficient than a conventional scintillation 

gamma camera, which may lead to more accurate quantification and therefore improvement in 

patient dosimetry and treatment outcomes. 

The potential barriers for this proposal include securing funding to buy the required equipment 

for calibrations and testing, the additional staff time to make the measurements and the 

possible need to routinely repeat the calibrations. The equipment and staff time can be funded 

through the higher specialist scientist training programme, which includes a budget for project 

work and protected time for staff to undertake the project.  

Background 

Nuclear medicine is the diagnosis or treatment of disease using a radioactive tracer, which is 

administered to the patient. Gamma cameras are used to acquire an image of the radioactive 

tracer distribution within the patient. Conventional scintillation sodium iodide (NaI) gamma 

cameras are often used to produce the image. A new digital technology (called cadmium zinc 

telluride (CZT)) has recently been introduced which improves the efficiency in image production. 

The CZT detector has a narrower energy peak indicating it has improved energy resolution than 
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the NaI detector. Solid-state gamma cameras with CZT detectors provide improved energy 

resolution and enhanced count-rate performance compared to conventional scintillation 

cameras. Increased detector performance can improve patient images, which can help clinicians 

make a better diagnosis and therefore improve the patient’s outcome.  

This proposal will focus on imaging 177Lu, which is used to treat cancer (either neuroendocrine 

tumours or metastatic prostate cancer), and a gamma camera image is acquired following the 

therapy to assess treatment success. If multiple images are taken following a therapy, the 

radiation dose to the patient can be calculated, which can used to personalise treatments, 

however this is dependent on accurate quantification of 177Lu imaging. 

The problems with the current methods are images for 177Lu are assessed visually, which 

depends on a trained reporting doctor, and therefore image interpretation is observer 

dependent. It is also not possible to calculate the radiation dose received by the patient as there 

are technology limitations, and image corrections are required. These corrections include 

scatter (radiation being detected that has not travelled perpendicular to the detector, or has 

changed direction before being detected), reconstruction (how the image is produced in the 

computer), attenuation (radiation that travels further through the patient will have less intensity 

than if it is at the edge of the patient) and dead time (high radiation levels can saturate the 

detector). Some of these technology limitations can be corrected for, but a perfect image is not 

possible.  

Innovation Proposal 

The innovation proposed is to determine the optimal imaging parameters and calibration 

methodology for quantitative 177Lu post therapy imaging on a solid-state gamma camera and 

compare the quantification accuracy to scintillation gamma cameras. There is currently very 

little research on 177Lu imaging on a CZT gamma camera and therefore multiple gamma camera 

measurements and computer simulations will be made to assess the accuracy of quantification 

of 177Lu imaging. 

Computer simulations will be used to predict how the CZT gamma camera will react to the 177Lu 

and what kind of images it may produce. These predictions will then be compared to real gamma 

camera images. Initially, simple objects (such as rectangles or cylinders) will be used to assess 

the best imaging settings for the digital gamma camera and calculate the relationship between 

the known quantity of radiation and the calculated radiation from the images produced. The 

same methods will be carried out on the conventional gamma camera to assess the differences 
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and whether there is an improvement. Finally, more complex geometry will be imaged, which is 

similar to a patient’s anatomy, so the accuracy of methods for a patient image can be assessed. 

Options Appraisal 

Optional One – No change 

This will involve no additional staff time or costs, however there will be no improvements to the 

patient’s pathway and the radiation dose to patients following therapies will not be calculated. 

This is not suitable as the department will be non-compliant with IRMER17 [54]. 

Optional Two – Quantification of 177Lu on a NaI gamma camera 

It is possible to calculate the radiation dose to a patient following a 177Lu therapy using a 

scintillation gamma camera, however it cannot reliably be used as a quantitative tool as there 

are many technical challenges [4]. Scintillation gamma cameras are less efficient than solid-state 

gamma cameras and therefore it is likely that the accuracy of the quantification will be reduced. 

There is no consensus on the methods used for gamma camera calibrations and there is a range 

of published literature on different methods and equipment used [4], [32], [127]–[130], [56], 

[112], [113], [115]–[118], [126], and therefore more work will be required to determine the best 

approach and therefore this is not a suitable option. 

Option Three – Quantification of 177Lu on a CZT gamma camera 

A fillable flood tank is required for weekly testing and calibration of the CZT gamma camera used 

to acquire clinical images. It is essential that the gamma camera is tested and calibrated weekly 

to ensure the quality of the clinical images is suitable to make diagnoses and to reduce the risk 

of patients receiving a radiation dose without images being acquired. The nuclear medicine 

department owns one fillable flood tank which is used for the most common isotope used for 

gamma camera imaging. 

To implement quantification of 177Lu on the CZT gamma camera, an additional fillable flood tank 

with shielding and a positioning cart will be purchased. This will be required so routine testing 

will not be interrupted, and there will be opportunities for a range of service developments and 

improve staff health and safety. The additional shielding and positioning cart will reduce manual 

handling from the current methods used and radiation doses to staff should be as low as 

reasonable practicable [168]. 
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Calibration of the CZT gamma camera with 177Lu will provide valuable opportunities to broaden 

its use for calculations of patient radiation dose, which may be more accurate than for NaI 

gamma cameras. If the radiation dose to the patient can be calculated accurately then it is 

possible to personalise the patient’s treatment, resulting in improved patient outcomes and 

compliance with legislation. The Ionising Radiation (Medical Exposures) Regulations 2017 

recommends that “the absorbed dose to the tumour, and to non-target volumes and tissues, 

following each administration should be measured and recorded, to permit subsequent 

optimisation of total doses” [180]. 

The cost of the fillable flood tank, shielding and positioning cart is £8734.31. This equipment will 

be used for a range of isotopes, which will lead to a number of service development projects in 

the department. There will be additional staff time required to acquire the calibration and test 

images, which is primarily funded by the higher specialist scientist training programme budget.  

The barriers to this option are that there may be regular calibrations required for 177Lu (in 

addition to 99mTc which is used daily), there may be a problem in creating a uniformity calibration 

for the scatter energy windows (required for scatter correction) and there may be issues with 

dead pixels appearing in the 177Lu image (which are calibrated using other isotopes). 177Lu is 

routinely imaged on scintillation gamma cameras using dual-energy scatter-corrected windows, 

however this may not be possible on the CZT gamma camera as it is currently only designed to 

image low energy gamma emissions and the scatter energy windows will need a separate 

uniformity calibration to the peak energy calibration. This is the first calibration that will be 

acquired and therefore these potential barriers can be assessed at the start of the project. The 

uniformity calibration will be repeated for the energy peak and scatter windows and testing will 

be carried out to test whether this is successful. Computer simulations will support the practical 

work and identify the differences between the CZT gamma camera images and what the ideal 

image and energy spectrum should look like. To complete the computer simulations a new skill 

will be learnt, which will require additional staff time, but once learnt it can be used for other 

service development work. 

Stakeholder Engagement 

The main team that this work will initially affect is the nuclear medicine physics team. A small 

group of the team were approached to provide verbal feedback on this innovation proposal. 

There was generally good feedback about the overall outcome of the project and the benefit to 

patient pathways, however there were some barriers discussed. There will be additional staff 

time to carry out the experimental work and computer simulations which is partly funded by the 
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higher specialist scientist training scheme, but there will need to be additional time and 

resources from a range of staff members. There will be a significant amount of gamma camera 

time required, which will primarily be out of hours. There is a cost of purchasing a fillable flood 

tank to carry out the calibrations, however this is also be used in a range of service development 

projects. There was a concern that the calibrations will require regular repeats due to the nature 

of the equipment, however this will be possible with the purchase of the additional fillable flood 

tank. 

The CZT gamma camera is primarily used for low energy gamma emitting isotopes and 177Lu is 

generally considered to be medium energy. It is possible to have a specific medium energy 

collimator for the CZT gamma camera, but this may require extra costs or discussion with the 

manufacturer. If a medium energy collimator is acquired, then the calibrations and testing will 

need to be repeated. 

Conclusion 

This innovation proposal provides potential improvement to cancer patient pathways by 

allowing improved accuracy in calculations of the radiation dose received by the patient from 

177Lu molecular radiotherapy. This project will involve additional staff time and funding, however 

this is primarily funded by the higher specialist scientist training scheme. The new equipment 

and skills required for this project will aid future service development projects which will benefit 

the department further. 
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