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Abstract 

Masonry arch bridges constitute an essential part of existing transport infrastructure, 

retaining a broad socio-economic impact on the communities they serve. It is estimated 

that between 200,000 and 500,000 masonry arch bridges are in daily use in mainland 

Europe and more than 40,000 in the UK. Many of these bridges span watercourses and 

are now carrying loads far more than those envisaged by their original designers. A 

significant number of masonry arch bridges have been damaged or destroyed from 

extreme flood events in recent years. Failure of these bridges causes disruption to 

transportation networks, services and communities as well as economic losses associated 

with the cost of bridge replacement and remedial works. These extreme flood events and 

their risk to masonry arch bridges have motivated research into scour effects and the 

quantification of that type of damage to a bridge’s substructure. However, the effect of 

flood-induced loads on the bridge superstructure has yet to be fully understood. 

To investigate this complex phenomenon, this thesis employs a novel approach where the 

flood-induced hydrostatic, hydrodynamic and floating debris impact loads on the bridge 

and the bridge response to these loads were obtained by means of smoothed particle 

hydrodynamics (SPH) and non-linear finite element (FE) modelling, respectively. 

Validation of both the SPH and FE models were undertaken by simulating existing 

experimental works in the literature. To further validate the SPH method in this novel 

application and considering the scarcity of available experimental data, an experimental 

campaign was performed using a recirculating flume at the University of Manchester. The 

experiments investigated flood-induced forces on a single-span arch bridge with different 

submergence ratios of the bridge components (abutment, arch barrel, spandrel wall) and 

debris orientations. With the validated SPH model, a real-life flooding scenario was also 

examined and associated loads were obtained in terms of detailed pressure-time histories. 

These pressure-time histories were used as an input load in the non-linear FE model of a 

single-span masonry arch bridge and the bridge response to these load scenarios was 

obtained. The results indicate that the debris impact led to greatest increase in the stresses 

in the bridge with a fully submerged abutment and side-on (0-degree) debris orientation. 

The influence of the debris impact with end-on (90-degree) orientation on the structural 

response was relatively low despite its higher peak pressure values. Furthermore, for the 

type of flow regimes observed in the field, the results indicate significant local tensile 

stresses can be generated in the spandrel wall and arch barrel leading to structural damage. 
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Chapter 1 Introduction 

 

 

1.1. Background 

Bridges are an essential part of our transport infrastructure and have a broad socio-

economic impact on the communities they serve. Most bridges which pre-date modern 

design codes are now carrying loads far more than those envisaged by their original 

designers/builders. Many bridges have collapsed or have been seriously damaged owing 

to these increased loading conditions during their history. To evaluate the causes of bridge 

collapses regardless of bridge type, Figure 1.1 summarises all studies performed in 

different regions. Wardhana and Hadipriono (2003) collected the data from the bridge 

collapses in the US between 1989 and 2000 which was extended by Cook (2014) to 2011. 

Both studies concluded that floods are the main reason for bridge collapses, whereas 

impact loading (e.g., ship, car, boulder impacts) was a dominant cause according to Harik 

et al. (1990). In Germany, Scheer (2010) concluded that most collapses were caused by 

impact loads. Although the frequency of bridge collapse certainly depends on the bridge 

location, in general it can be concluded that a flood event represents the highest risk for 

bridge collapses based on the existing  research (Imhof, 2004; Mohan and Sharma, 2011; 

Lee et al., 2013; Proske, 2018). 

 
Figure 1.1: Causes of bridge collapse (Proske, 2018) 

Bridges being damaged or destroyed by flooding has taken place in many places around 

the world. Floods caused damage or collapsed 28 bridges in 1952 in Lynmouth, UK,  233 
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bridges in 1976 in Japan and 73 bridges in 1985 in the US (Hamill, 1999). The 2002 flood 

caused damages and collapses of several hundred bridges in Germany, see Figure 1.2 

(Proske, 2018) and Czech Republic, see Figure 1.3 (Štulc, 2015). Serious flood damage 

to bridges were seen in Boscastle, UK in August 2004 (Xia et al., 2018), in the US in 

August 2005 after Hurricane Katrina (Padgett et al., 2008) and in Cumbria, UK in 

November 2009, in Afghanistan in 2012 (Proske, 2018) and in the UK in December 2015 

after storms Desmond and Eva, see Figure 1.4 (Jecock and Jessop, 2016). 

 
Figure 1.2: Pöppelmann Bridge in Germany after the 2002 Flood (Proske, 2018) 

 
Figure 1.3: Stará Hlína Bridge in the Czech Republic after the 2002 flood (Štulc, 2015) 

 
Figure 1.4: Tadcaster Bridge in the UK after the 2015 flood (Jecock and Jessop, 2016) 
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Masonry arch bridges are among the oldest bridge type and date back several thousand 

years. Masonry arch construction was used by the Assyrians e.g. in aqueduct construction 

and the wholesale application of masonry arch forms to bridges began with the ancient 

Romans (Ural et al., 2008). In the preceding centuries, the masonry arch bridge was 

ubiquitous before the adoption of structural iron and later steel in the nineteenth century. 

Although masonry arch construction became less popular towards the early part of the 

20th century due to associated labour costs and emerging technology of steel and concrete, 

this bridge form still constitutes a vital part of transport infrastructure networks 

worldwide. It is estimated that between 200,000 and 500,000 masonry arch bridges are in 

daily use in mainland Europe (Orbán, 2007; Proske and Gelder, 2009). Approximately 

35,000 in Germany, 78,000 in France, 56,800 in Italy and 17,867 in the UK are in the use 

of railway networks alone, the overall number is about 40,000 in the UK (Proske and 

Hubl, 2006). 

Existing masonry arch bridges have typically demonstrated good performance under 

normal service loads. However, a process of deterioration and ageing over time and 

changes in type of loading may limit the performance of this bridge form. Where bridges 

span watercourses, increased frequency and intensity of extreme environmental loading 

such as flash flooding etc. present a major challenge to their long-term viability. Many 

masonry arch bridges around the world have been damaged or destroyed from extreme 

flood events in the last decades and some examples in the UK are Lorton Low Bridge 

(November, 2009), see Figure 1.5, Braithwaite Bridge (November 2009), Linton Bridge 

(December 2015), Bell Bridge (December 2015), Tadcaster Bridge (December 2015), see 

Figure 1.4, Pooley Bridge (December 2015), see Figure 1.6, Ballynameen Bridge (2017), 

Grinton Moor Bridge (2019) and Llanerch Bridge (2021). Failure and damage of these 

bridges result in not only disruption to transportation networks and communities, but also 

economic losses owing to the cost of remedial works and bridge replacement and most 

importantly may result in loss of life. 
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Figure 1.5: Lorton Low Bridge in the UK after the 2009 flood (Environment Agency 

and Cumbria County Council, 2016a) 

 
Figure 1.6: Pooley Bridge in the UK after the 2015 flood (Environment Agency and 

Cumbria County Council, 2016b) 

Table 1.1 gives examples of a number of flooded masonry arch bridges including the 

flood effect, damage sources as well as the debris type seen during the flood event. In 

Table 1.1, the sources of bridge failures or damages were classified in accordance with 

Deng et al. (2016) as scour i.e. undermining of the bridge foundation due to removal of 

sediment (S), flood damage to the bridge superstructure from the hydrodynamic action of 

the flow (F) and debris impact (D) from flood-borne objects such as boulders and tree 

logs. Regarding these extreme flood events, the hydrodynamic and debris impact forces 

have the potential to damage both the superstructure and the substructure of masonry arch 

bridges. The need to evaluate the structural response of this bridge form subject to flood-

induced loads has motivated existing research into scour effects on masonry arch bridges 

and the quantification of its damage to bridge substructures. However, the effects of 

flood-induced hydrodynamic and debris impact loads on the bridge superstructure and 

the structural behaviour of this bridge form under these loads have not been identified 

comprehensively (Proske et al., 2018).  
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Table 1.1: A number of masonry arch bridges flooded in the UK (Majtan et al., 2021) 

Bridge name Area 
No of 

Spans  

Date of 

flooding 

Flood effect on 

the bridges 

Damage 

source 

Debris 

types 

Workington 

(Calva) 
Workington 3 2009 Partially collapsed S, F, D Tree log 

Northside Workington 3 2009 Bridge collapsed F - 

Little 

Braithwaite 
Braithwaite 1 

  2009, 

2015 

Bridge collapsed 

in 2009, partially 

collapsed in 2015 

F, D Tree log 

Coledale High  Braithwaite 1 2015 Parapet collapsed F,D Tree log 

Bell  Welton 1 2015 Bridge collapsed S,F - 

Pooley Ullswater 3 
2009, 

2015 

Damaged in 2009, 

bridge collapsed 

in 2015 

S,F - 

Waterstave 

Bridge 
Bradninch 1 2012 Bridge collapsed F - 

Eamont Penrith 3 2015 Damaged  S 
Asphalt 

portion  

Brougham 

Castle (Old) 
Penrith 3 2015 Partially collapsed S,F 

 Small 

boulders  

Sprint  Burneside 1 2015 Damaged S,F - 

Tadcaster N. Yorks 9 2015 Partially collapsed S,F - 

Ballynameen   Claudy 5 2017 Partially collapsed F - 

Cogden South 

(Grinton Moor)  
N. Yorks 1 2019 Bridge collapsed F - 

Llanerch Bridge  Denbighshire 1 2021 Bridge collapsed F - 

Note: Damage sources: S=scour; F=flood; D=debris impact classified based on the study 

of  Deng et al. (2016).  

1.2. Aim and objectives of the research 

Given the need highlighted above, the aim of the present research is to investigate 

structural responses of masonry arch bridges spanning watercourses to flood-induced 

forces, specifically including hydrostatic, hydrodynamic and floating debris forces. The 

work focusses on the flood effects on the superstructure; i.e., abutment, spandrel wall and 

arch barrel rather than the substructure as would be the case for scour. The research seeks 

to generate novel insights into the complex interaction between flood flow carrying debris 

and masonry arch bridges by performing both experimental and numerical works. The 

experiment is conducted to examine the capability of the numerical smoothed particle 

hydrodynamics (SPH) method for obtaining flood-induced pressure-time and force-time 

histories. Then, the numerical work adopts a one-way coupling approach using SPH in 
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combination with the finite element (FE) method to investigate the flood-induced 

pressure distribution on the bridge and associated bridge responses to these loads, 

respectively. The insights gained can lead to development of strategies to enhance 

resilience of such structures and provide guidance for the management of existing 

structures and the design of new masonry arch bridges as a part of a restoration or repair. 

In order to achieve this aim, the objectives are addressed in this research as follows: 

 Implement and validate comprehensive SPH numerical modelling approaches to 

understand and quantify the flood-induced hydrostatic, hydrodynamic and debris 

impact forces on structures. 

 Employ and validate FE numerical modelling approaches to effectively assess the 

structural response of masonry structures under static and dynamic loads. 

 Experimentally investigate the flood-induced hydrodynamic and debris impact 

loads on a typical single-span masonry arch bridge in different hydraulic 

conditions. 

 Develop an SPH model so as to obtain flood-induced loads on a typical single-

span masonry arch bridge as well as examine the capability of the SPH modelling 

approach in investigating these fluid-structure and structure-structure interactions 

based on the experimental results. 

 Collate hydraulic field data on real-life flood events and employ the validated 

numerical models to investigate the corresponding flood-induced loads and the 

structural response of a typical single-span masonry arch bridge using the field 

data. 

1.3. Layout of the thesis 

Each chapter of this thesis is summarised in this section. Considering the overall intention 

and purpose of each chapter as well as its relationship with other chapters, the thesis is 

structured as outlined in Figure 1.7. Chapter 2 covers a comprehensive literature review 

related to this research where the previous studies are presented and discussed to identify 

and justify the originality of this present research.  

Chapter 3 presents the theoretical basis of SPH and its implementations to simulate the 

flood flow carrying discrete debris items and obtain fluid-solid and solid-solid 

interactions. The capability of the modelling approach is demonstrated through 
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comparing the results obtained from the SPH model with two existing experimental 

studies.  

 

Figure 1.7: Structure of the thesis 

Chapter 4 details the FE method employed to simulate 3-dimensional non-linear 

behaviour of masonry subject to in-plane static and out-of-plane dynamic loads by 
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providing detailed explanation of its theoretical basis. Two validation studies are 

performed so as to examine the capability of the modelling approach using published 

experimental studies. 

Chapter 5 reports the experimental campaign carried out to investigate the flood-induced 

loads on a typical single-span arch bridge with 1:10 scale using different hydraulic 

conditions. To examine the capability of the SPH method properly in Chapter 6 based on 

this experiment, associated hydraulic conditions at the upstream and downstream of the 

bridge are also provided experimentally. 

Chapter 6 presents the proposed numerical SPH model to investigate the flood-induced 

loads on the scaled arch bridge and to evaluate its capability to capture these fluid-solid 

and solid-solid interactions based on the experimental results detailed in Chapter 5 by 

applying the methodology discussed in Chapter 3. 

Chapter 7 provides an example of real-life flooding scenario and implementation of the 

validated SPH modelling approach to investigate the flood-induced loads. 

Chapter 8 presents the structural responses of a full-scale masonry arch bridge to the 

flood-induced hydrostatic, hydrodynamic and debris impact loads based on the 

experimental setup and real-life scenario detailed in Chapter 6 and Chapter 7, respectively 

following the methodology described in Chapter 4. 

Chapter 9 summarises the main findings and conclusions of the research as well as 

outlining the suggestions for possible future research. 
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Chapter 2 Literature Review 

 

 

2.1. Introduction 

This chapter presents a comprehensive review on previous studies relevant to this present 

research. Considering the main aim of the research, investigating the behaviour of 

masonry arch bridges spanning watercourses subject to the flood-induced loads, the 

literature review first explains open channel flows and identifies loading types that occur 

during flooding. Following this, the state-of-the-art of experimental and field 

investigations are discussed so as to understand the functions of structural components of 

masonry arch bridges. After providing an overview of studies performed on flood effects 

on masonry arch bridges, insights into the failure modes of masonry arch bridges subject 

to in-plane and out-of-plane loads are provided with consideration of material and 

structural behaviour. This is followed by a review of modelling techniques, first of the 

hydrodynamics and floating debris and then the techniques and latest advances to 

simulate the structural response of the masonry structure. 

2.2. River hydraulics 

A river is an open channel where the water flows with a free surface subject to 

atmospheric pressure. This means that the gauge pressure at the free surface is equal to 

zero. This flow type is termed as gravity-driven. If the flow velocity is independent of 

time, the flow is termed as steady flow. If it changes within time, the flow is then called 

as unsteady flow. For the conservation of mass for the steady flow, the mass entering and 

leaving the region must be equal referring to the continuity principle. Assuming that the 

fluid is incompressible, the density of the water is the same along a streamline which 

means the conservation of mass is equal to the conservation of volume. The flow with 

uniform velocity over the cross-section of the channel is called a uniform flow in which 

the same volume of fluid must pass through all cross-sections. The flow with non-uniform 

velocity profiles is termed as non-uniform flow. The continuity relationship for non-

uniform flow in open channels can be expressed as: 

 
𝑄 =  𝑉0 A = ∫ 𝑈 𝑑𝐴 (2.1) 
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where 𝑄 is the flow rate, 𝑉0 is the free-stream velocity, A is the cross-sectional area and 

𝑈 is the local velocity. For the non-uniform flow, if the flow varies gradually where the 

water depth and/or cross-sectional width changes slowly, the flow can be considered as 

quasi-uniform and the flow velocity, 𝑈, remains almost constant. Contrary to this, when 

these changes are abrupt over a comparatively short distance, the flow is varied rapidly. 

This type of flow generally occurs in rivers around bridges due to the decreasing width 

of the waterway with the presence of bridge piers and abutments. 

To understand the physics of open channel flow at a fundamental level, the interplay of 

the gravity forces, inertia forces and friction (roughness and viscosity) forces is 

considered. Two dimensionless numbers involved in the equation of motion are mainly 

used to describe the flow regimes based on the ratios between these forces. The ratio of 

inertia to the gravity forces is referred to as the Froude number (Fr) obtained with the 

following equation: 

 
Fr =  

𝑉0

√𝑔𝐻
 (2.2) 

where 𝑉0 and 𝐻 are the velocity and height of the free-stream approach flow and 𝑔 is 

gravitational acceleration. The flow with Fr less than one is classified as subcritical, that 

with one and with more than one are classified as critical and supercritical flows, 

respectively. Reynolds number (Re) is equal to the proportion of inertia forces to viscous 

forces: 

 
Re =  

𝐿 𝑉0

𝜐0
 (2.3) 

where 𝐿 is the characteristic length, the water depth without any obstacle or the width of 

an obstacle normal to the flow direction and 𝜐0 is kinematic viscosity of the fluid. A low 

Re number corresponds to viscosity dominated flows classified as laminar, while the flow 

with a higher Re number is described as turbulent flow. In general, the flow in real-life 

open channels is a turbulent flow. 

2.3. Flood-induced forces on masonry arch bridges 

Flooding is one of the most widespread, frequent and devastating extreme natural events 

that ensues as the capacity of natural or artificial conveyance systems (stream and river 

basins, creeks, valleys, canals, dams) are inadequate to discharge excessive water 

volumes over the earth surface (Şen, 2018). Jonkman and Vrijling (2008) categorised 

flood events into two groups: inland and coastal floods. The authors evaluated the inland 
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floods in three groups: river, drainage and flash floods, by emphasising that the highest 

loss of life and property have been seen during flash floods due to their rapid occurrence 

and inclusion of solid objects i.e., debris, inside the flow.  

Flash floods usually occur after heavy rainfall in a short time or due to a levee or dam 

failure. Hand et al. (2004) highlighted different extreme events due to flash floods and 

their serious effects, for instance, flash floods in 1967 caused 464 deaths in Lisbon, 

Portugal, and the loss of 231,000 lives in 1975 in China and a variety of damages to the 

structures. On 16 August 2004, Boscastle in the UK was devastated by a flash flood 

caused by excessive rainfall. As mentioned in Section 1.1, these extreme flood events led 

to catastrophic damage to masonry arch bridges during the 2009 and 2015 UK floods and 

thus the communities they serve.  

To assess these existing bridges in flood risk areas, the flood-induced loads on masonry 

arch bridges need to be estimated properly. Though the UK’s National Highways’ 

assessment code, CS 469, formerly BD/97/12 (National Highways, 2012) evaluates the 

hydraulic actions at existing highway bridges, the code mainly focuses on scour rather 

than effects on the bridge superstructure (Takano and Pooley, 2021). To predict the flood-

induced loads on the bridge superstructure of masonry arch bridges, the design codes do 

not include a comprehensive guidance. The UK’s National Highways’ design code of CD 

356, formerly BA 59/94 (National Highways, 1994, 2020a) addresses hydraulic actions 

on the bridge pier considering its length to width ratio and on the submerged 

superstructure by suggesting drag coefficients for a typical rectangular deck without 

investigating debris impact properly. Detailed studies have been performed on estimating 

potential debris accumulation at bridges (Diehl, 1997) and investigating debris forces on 

bridges including changes in drag coefficient in relation to the flow-blockage ratio with 

different Froude numbers by US NCHRP Report 445 (Parola et al., 2000). Despite 

treating debris as a threat to bridges, these studies focused on specific bridge types such 

as pre-stressed concrete I-beam bridges, spread box beam bridges and steel girder bridges 

rather than masonry arch bridges. The hydrodynamics and associated structural response 

of masonry arch bridges are by definition of their geometry and structural behaviour, quite 

different from that of modern concrete and steel deck bridges as highlighted in Ciria C742 

(Ciria, 2017). Regarding this gap in the assessment codes as well as the research literature, 

this section aims to provide a brief description about the flood-induced forces on the 

superstructure of masonry arch bridges as follows.  
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2.3.1. Hydrostatic and hydrodynamic forces 

As the structural members of a masonry arch bridge are submerged in water, they are 

subject to horizontal hydrostatic force in relation to their submergence ratio. Unsteady 

flows in flooding induces both horizontal and vertical hydrodynamic forces on the 

submerged parts of a bridge. Horizontal forces contribute to the drag forces acting in the 

flow direction on the structural components of the bridge, piers, abutments and deck if 

submerged, while vertical (lift) forces act transversely on piers and abutments which are 

at an angle to the flow and vertically on deck if submerged. The drag and lift coefficients 

for the same structural members may vary considerably with different flow regimes 

described based on Reynolds and Froude numbers. Guidance on calculating drag and lift 

forces on the superstructure with simple geometry can be found in Australia’s bridge 

design standard (Australian Standard, 2017), UK’s National Highways’ design code 

(National Highways, 1994, 2020a) and US’s Federal Highway Administrations’ report 

(FHWA, 2009). 

2.3.2. Debris impact forces 

Various man-made and natural debris types may be seen in the watercourses e.g. cars, 

tree logs, boulders etc. A large debris production and transport occur naturally in most 

rivers. Trees fall into the river as a result of either wind throw or bank erosion (Figure 

2.1). A floating tree log with its root constitutes a major part of debris inside the river 

flow (Diehl, 1997). Channels are usually wider than the length of the tree logs to 

efficiently transport it to bridge sites (Figure 2.2). Within steep topography, the tree logs 

might be also carried by debris flows and landslides containing a large amount of 

sediment inside the flow which is not considered in the present study which is designed 

to be relevant to the topography around the bridges collapsed or damaged by the floods 

in the UK. 
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Figure 2.1: A tree debris production and transportation in the river Lune, near Kirkby 

Lonsdale (image courtesy of Dr Adrian Bell) 

A single or multiple piece of large floating debris and accumulations of floating debris 

(e.g., leaves, wood and other objects lighter than water) around masonry arch bridges in 

rivers are an important problem (Ettema et al., 2000; Panici and Kripakaran, 2021). This 

may result in a decrease of the capacity of bridge openings, thus causing an increase in 

the backwater at upstream of the bridge (referring to afflux) as well as distribution of the 

hydrodynamic forces on the bridge superstructure with increase in water level. In addition 

to these increased lateral forces on the structural components of bridges with the presence 

of the debris, the debris impact loading on the structures may be highly transient due to 

occurring in a shorter time compared to the hydrodynamic forces. The behaviour of the 

bridge under this loading type needs to be evaluated where the structural characteristics 

of the bridge’s components (i.e., stiffness and natural frequency) are considered. 

Although the importance of this loading type has been emphasised by the studies 

associated with tsunami-induced loads on other structures (Haehnel and Daly, 2004; 

Stolle et al., 2020), there is no study in the existing literature for arch bridges spanning 

watercourses.  
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Figure 2.2: Large debris accumulation in the Queets River, Washington, at Clearwater 

River Road (Diehl, 1997) 

2.3.3. Buoyancy forces 

Since a masonry arch bridge crossing a waterway is either partially or entirely submerged 

by the water during flood events, the bridge is subject to a hydrostatic uplift force, 

buoyancy force, depending on the submergence ratio. The buoyancy force is treated 

separately from the hydrodynamic uplift forces mentioned previously. The total uplift 

force on the structural components equals to the combination of both hydrodynamic uplift 

forces and buoyancy forces. 

The buoyancy force mainly equals to the differences in hydrostatic pressures exerted on 

the bottom and top of the deck submerged in water that can be calculated in relation to 

the displaced volume of the submerged deck and density difference. As Robertson et al. 

(2007) concluded for concrete decks, the submergence in water leads to a decrease in the 

effective self-weight of the structural members by nearly 50% from approximately 23.54 

kN/m3 to 13.49 kN/m3. This type of reduction in the effective self-weight due to buoyancy 

results in decreasing the compressive stresses of the main load carrying member of 

masonry arch bridges, the arch barrel. Considering this change in the stress state, the 

bridge may become more prone to failure. 

2.4. Masonry arch bridges 

The main components of a typical masonry arch bridge are shown in Figure 2.3 and 

consist of an arch barrel, backfill, spandrel wall, abutment, pier and wing wall. The main 

load carrying member of a masonry arch bridge is the arch barrel, whilst each component 

of masonry arch bridges plays a crucial role in the load capacity and performance of whole 

structure. To investigate the behaviour of the bridge subject to various loading conditions, 

it is important to understand the function of each structural member in the behaviour of 

the bridge. 
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Figure 2.3: Main components of masonry arch bridge (Heyman, 1982) 

The masonry in the arch barrel can be constructed from either stone blockwork or fired 

clay brickwork. The stone arch barrel may comprise of voussoirs with a keystone at the 

centre where the mortar joints are thick, while the brickwork arch barrel consists of a 

single or multiple rings using mortar between the rings as shown in Figure 2.4 (a)-(c). In 

brickwork arch barrels, the characteristics of the mortar joints (e.g., thickness and 

mechanical properties of the mortar) play a crucial role in the stiffness of the whole 

structure owing to these being the potential planes of weakness. 

 
                       (a)                                        (b)                                       (c) 

Figure 2.4: Masonry bonds (a) single ring, (b) single ring with a keystone and (c) 

multiple rings (Melbourne et al., 2007; Zhang, 2015) 

The arch barrels were constructed in various forms such as segmental, circular, elliptical 

and parabolic shapes. In most cases, the bricks or voussoirs at the end of the arch barrel 

are supported by the skewbacks. This end of the arch barrel surface is termed the 

springing. The backfill is typically a soil material and may be granular, cohesive or a 

mixture. The spandrel and wing walls are also masonry structures built at the edges of the 

barrel and at the bridge abutment beyond the bridge respectively, to retain the backfill 

(Hughes and Blackler, 1997). Internal spandrel walls might be adopted where the bridge 

span is more than approximately 12 m in order to strengthen the whole structure. In 
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addition to the square arch, skew arches were often constructed so as to span an obstacle 

at an angle by following three construction methods: false method, the helicoidal method 

(also called as the English method) and the orthogonal method (also called the French 

method) (Page, 1993; Forgács et al., 2018). Due to being the first study on investigating 

this type of fluid-bridge interaction, skew arches are beyond of the present study. 

When considering these various types of existing masonry arch bridges in different areas, 

it is important to understand the behaviour of masonry arch bridges subject to different 

loading conditions in relation to the functions of its structural members. 

2.4.1. Behaviour of arch barrels 

Barlow (1846) conducted tests on voussoir arches using wooden strips at the joints. In 

each experiment, different strip combinations were removed in order to demonstrate 

different positions of thrust lines which represent the internal forces flow due to changes 

in the weight distribution of the stones (Figure 2.5). 

 
Figure 2.5: Different positions of the thrust line (Barlow, 1846) 

Pippard et al. (1936) tested 23 arches made out of concrete voussoirs bonded by either 

cement or lime mortar. The dead load of backfill was also considered through hanging 

representative weights at the centre of the arches. The arches fixed at their ends were 

loaded up to collapse. The study concluded that the behaviour of the arches was like an 

elastic arch rib and the thrust line was well located outside the middle third (explained in 

Section 2.7). After the first crack, a significant residual strength was observed, and a four-

hinge failure mechanism occurred. In addition to this, sliding between voussoirs was 

captured as the arch failed. According to these results and Pippard (1948), an elastic 

theory was developed and then incorporated into the assessment method of the Military 

Engineering Experimental Establishment (MEXE) which was the standard method for 

assessing load carrying capacity of masonry arch bridges in the UK detailed in Section 

2.7. 
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In the early experiments, the bridge model was made out of the arch barrel and abutment 

by assuming the backfill as a vertical load on the arch barrel without consideration of 

spandrel walls and wing walls. The first investigations on the actual behaviour of masonry 

arch bridges were performed in the UK between 1984 and 1994 by the Transport Research 

Laboratory (TRL). As given in Table 2.1, the TRL tested eight masonry arch bridges with 

different shapes, spans and rise-to-span ratios in order to explore their load carrying 

capacities and failure modes subject to vertical loads (Page, 1993, 1995). 

Table 2.1: Failure modes of masonry arch bridges (Page, 1993, 1995) 

Bridge name 
Span 

(m) 

Rise 

(m) 
Shape 

Maximum 

load (kN) 
Failure mode 

Prestwood 6.55 1.43 Segmental 228 Four-hinge mechanism 

Bolton 6.00 1.00 Segmental 1170 Four-hinge mechanism 

Shinafoot 6.16 1.18 Segmental 2500 Four-hinge mechanism 

Torksey 4.90 1.15 Segmental 1080 Three-hinge snap through 

Bargower 10.36 5.18 Segmental 5600 Crushing  

Preston 5.18 1.64 Elliptical 5600 Crushing  

Strathmashie 9.42 2.99 Segmental 1325 Four-hinge mechanism 

Barlae 9.87 1.69 Segmental 2900 

Three-hinge snap through 

and shear failure in the 

spandrel wall 

Considering the studies outlined above, the failure modes of masonry arch bridges subject 

to the vertical loads were classified into three groups by Page (1995) as follows: 

 Four-hinge mechanism: This is the most common failure mode of masonry arch 

bridges where four tensile cracks or hinge points occur with increase in the applied 

load at the quarter span of an arch barrel as shown their locations in Figure 2.6. 

Considering the effects of spandrel wall and backfill, the failure mode may be 

more complicated as discussed in the following section. 
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Figure 2.6: Four-hinge mechanism in an arch barrel (Sarhosis et al., 2016) 

 Crushing of masonry: When internal stresses in the masonry arch bridge exceed 

the compressive strength of masonry, material failure can occur (Zhang, 2015). 

This type of failure can occur in shallow arch bridges with small rise-to-span ratio, 

slender arch barrels with thin thickness in the proportion to the span or inadequate 

mechanical strength of masonry used in the arch barrel. 

 Falling out of units: Punching shear might occur where a concentrated force is 

applied which may result in units of the arch ring to fall out (Sarhosis et al., 2016). 

2.4.2. Effect of backfill and spandrel wall  

Various experimental studies were carried out to identify the function of spandrel walls 

and backfill in the structural behaviour of masonry arch bridges. Davey (1953) performed 

a series of serviceability and failure load tests on existing masonry arch bridges to 

examine the transverse load distribution in the arch barrel with backfill and spandrel wall. 

The study found that the quality of backfill lead to non-uniform movement in the 

abutments depending on where the vertical load was applied. When the load was applied 

above the abutments, the abutments moved inwards which might be followed by an 

upward movement in the arch barrel. Contrary to this, the abutments moved outwards as 

the load was above the span. Also, the results indicated that the presence of the backfill 

and spandrel wall increased the resistance of the arch barrel after the first cracking 

occurred. 

A full-scale test with a brickwork masonry arch bridge was conducted by Melbourne and 

Walker (1990) to investigate the effect of backfill and spandrel walls on the load carrying 

capacity and failure mechanism of the arch barrel under vertical static loads. The study 

observed the four-hinge failure mode in the arch barrel and also concluded that the 
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backfill considerably increases the load carrying capacity of the bridge through restricting 

the deformation of the arch barrel. 

To compare the effects of backfill, spandrel and wing walls on the load carrying capacity 

of the arch barrel, Royles and Hendry (1991) performed 24 model tests with different 

scales dividing into four groups; (a) arch barrel only, (b) arch barrel and fill material, (c) 

arch barrel, fill material and spandrel wall and (d) arch barrel, fill material, spandrel and 

wing walls with three different the span-to-rise ratios. Figure 2.7 indicates the relative 

strength of the bridge in relation to the span-to-rise ratio within four groups. It can be 

concluded that the spandrel and wing walls provided a substantial increase in the load 

carrying capacity of the bridges, particularly where the span-to-rise ratio of the bridge 

was lower corresponding to deep arch bridges, while the load carrying capacity of the 

shallow arch bridges with high span-to-rise ratio strongly depended on the arch barrel 

strength. 

 
Figure 2.7: Effect of backfill, spandrel wall and wing wall on load carrying capacity of 

the bridges in relation to their span-to-rise ratio (Royles and Hendry, 1991) 

To investigate the effect of backfill on shallow and deep masonry arch bridges under 

vertical static loads, Hendry et al. (1985, 1986) conducted field tests on Bridgemill Bridge 

and Bargower Bridge in the UK, respectively. The studies found that the backfill led to 

an increase of 50% in the load carrying capacity of the shallow Bridgemill Bridge, whilst 

the strength of relatively deeper Bargower Bridge was increased by 8% with the presence 
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of the backfill. This study emphasised that the contribution of soil-structure interaction 

on the load carrying capacity is more important than the backfill depth above the crown. 

Fairfield and Sibbald (1997) tested a flat model arch of 2 m span and 0.2 m rise with 

spandrel walls. As the load was applied at the quarter span, the spandrel walls were 

separated from the arch barrel and final failure of the bridge was owing to the rotation 

and overturning of the spandrel walls. Melbourne et al. (1997) tested three large-scale 

models of three-span arch bridges to investigate the contribution of backfill and spandrel 

walls on the load carrying capacity of multi-span arch bridges. It was concluded that the 

spandrel walls led to an increment of 70% in the load carrying capacity of multi-span arch 

bridges, while the effect of backfill was not as significant in the multi-span bridges 

compared to single-span bridges. Similar to Fairfield and Sibbald (1997), Roca and 

Molins (2004) also observed the separation of the spandrel walls under vertical loads, 

however the four-hinge mechanism was also observed when the two short span arch 

bridge was tested. The study of Boothby and Roberts (2001) also emphasised that 

spandrel wall failures occurred before the arch barrel failure in masonry arch bridges 

subject to large vehicular loads causing transverse stress. The backfill pushes the spandrel 

walls outwards resulting in tensile (transverse) stresses or the downward traffic and 

backfill pressures act on the arch barrel; thus, the transverse bending occurs in the arch 

barrel restrained by the spandrel walls. These cause lateral failures in masonry arch 

bridges including overturning of the spandrel wall, local spandrel wall failure, local 

punching of the arch and edge failure of the arch barrel, particularly blockwork masonry 

arch bridges where the flexural tensile strength is relatively low. To illustrate the failure 

modes and loads, Boothby and Roberts’ study performed numerical modelling of four 

bridges listed in Table 2.1 using both a 2-D strip model without consideration of spandrel 

wall and backfill and a 3-D full model including spandrel walls and backfill as given in 

Table 2.2. Although the study highlighted the importance of these lateral effects on the 

bridges, few studies have been conducted including these effects on masonry arch 

bridges. Note that the numerical modelling approaches for masonry arch bridges are 

discussed in depth in Section 2.7. 
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Table 2.2: Comparison of failure modes and maximum loads with two models (Boothby 

and Roberts, 2001) 

Bridge name 

Full model Strip model 

Maximum  

load (kN) 
Failure mode 

Maximum 

load (kN) 
Failure mode 

Prestwood 112 
Local spandrel wall 

failure 
270 Four-hinge mechanism 

Bolton 576 
Load  punching 

through arch barrel  
1024 Four-hinge mechanism 

Torksey 160 Fill failure 700 
Three-hinge snap 

through 

Strathmashie 832 
Local spandrel wall 

failure 
1760 Four-hinge mechanism 

 

2.4.3. Effect of backfill properties and its interaction with the arch barrel  

The interaction between the arch barrel and backfill soil was also evaluated by researchers 

to understand its effect on the load carrying capacity of masonry arch bridges. Davey’s 

experiments (Davey, 1953) examined the cases with and without consideration of the 

backfill strength and concluded that the strength of backfill has a considerable effect on 

the increase in the load carrying capacity. Melbourne (1991) conducted experimental tests 

to investigate the contribution of the backfill to the load carrying capacity by describing 

the interaction mechanism between the backfill and arch barrel under vertical live load 

step by step as shown in Figure 2.8: 

 As the load is applied, the backfill distributes the load through the backfill onto 

the arch barrel. 

 The arch barrel moves downwards at the point of applied load, while the other 

side of the arch barrel moves upwards. 

 On increasing the load, the pressure on the opposite side of the arch barrel 

increases. 

Thus, the soil pressure tends to be active underneath the applied load and passive at the 

opposite side of the arch barrel with a destabilising and stabilising effect, respectively. 
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Figure 2.8: The interaction mechanism between the backfill and arch barrel (Sarhosis et 

al., 2016) 

Fairfield and Ponniah (1994) tested 88 semi-circular and segmental arches with 0.7 m 

spans constructed with timber voussoirs to examine the effect of backfill on the 

distribution of earth pressure affecting the arch barrel with different density and depth 

above the key stone. Graded dry silica sand and glass were used as backfill and to form 

the spandrel wall, respectively. The movement of the arch barrel and backfill led to 

mobilisation of the earth pressures (active and passive) depending on the density and 

depth of the backfill and the position of applied load. It was concluded that the higher the 

backfill depth, the higher the ultimate load. Harvey et al. (1994) also performed 

experimental studies to examine pressure changes considering this soil-structure 

interaction between the backfill and arch barrel. It was observed that the interaction 

resulted in the movement of the backfill towards the arch sides away from the load 

applied. The transversal movement was also obtained across the width of the arch barrel 

that was restrained by the spandrel wall. Their study concluded that the spandrel wall 

played a crucial role to stabilise force distribution on the arch barrel, thus significantly 

increasing the load carrying capacity of the bridge. Their study emphasised the 

importance of the transverse effects on the structure that still need more research to be 

investigated comprehensively. 

Hughes et al. (1998) conducted tests on 1/6 scale arch models with backfill and 

corresponding large-scale models were tested by Gilbert (1993). These two experiments 

indicated very good agreement in terms of the failure mode and load without observing 

scale effects. The experiments provided two main results; when reducing the strength of 

brick and mortar, the failure occurred earlier, and using different backfill material with 
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different friction angles significantly affects the load-carrying capacity of the bridge. 

Gilbert et al. (2006) also examined the backfill-arch interaction using two different 

backfill materials, crushed limestone and clay under vertical loads. It was found that the 

backfill type has a significant effect on the bridge behaviour under vertical loads since 

the load carrying capacity of the bridge was increased by a factor of two using crushed 

limestone backfill rather than clay. Although many experimental studies have been 

performed on the effect of the backfill on the behaviour of masonry arch bridges under 

both vertical static and dynamic (cyclic) loads considering traffic loads (Gilbert et al., 

2007; Callaway et al., 2012; Krajewski, 2013), this issue is still under investigation 

(Sarhosis et al., 2016). 

2.4.4. Overview of studies on flood-induced effects on masonry arch bridges 

Masonry arch bridges spanning rivers are vulnerable to flood-induced forces. As 

mentioned, these comprise horizontal hydrostatic force, hydrodynamic drag and uplift 

forces, debris impact force and buoyancy (hydrostatic uplift) force where the bridge deck 

is submerged. Assessment codes for existing bridges have included the scour effect 

around bridge piers due to hydrodynamic actions, however these neither consider the 

flood-induced forces on the superstructure of the bridges including debris impact and 

buoyancy forces nor focus on masonry arch bridges specifically, see UK’s National 

Highways’ assessment code CS 469, formerly BD/97/12 (National Highways, 2012). 

Considering this gap in the literature, many researchers have treated the effects of these 

flooding actions on the behaviour of masonry arch bridges by mostly focusing on the 

bridge substructure, e.g. scour effect (Witzany and Cejka, 2007; Ruocci et al., 2009; 

Invernizzi et al., 2011; Lamb et al., 2017; Ebrahimi et al., 2018; Prendergast et al., 2018; 

Solan et al., 2020) rather than the superstructure. 

The strength of masonry arch bridges subject to imposed loads depends on inherent self-

weight associated with the thickness of the arch barrel and depth of backfill. Applying 

Archimedes’ principle to submerged components of masonry arch bridges, buoyancy 

forces lead to a decrease in the effective self-weight of the arch barrel and backfill and 

thus reducing the load carrying capacity of the bridge (Tubaldi et al., 2016).  
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Figure 2.9: Flooding scenarios: (a) dry case, (b) unwaterproofed bridge with flooding 

until top level of backfill, (c) waterproofed bridge with dry backfill and externally 

flooding until top level of backfill, (d) waterproofed bridge with internally flooding, dry 

externally and saturated backfill  (Hulet et al., 2006) 

To determine the reduction in the load carrying capacity due to the buoyancy forces, Hulet 

et al. (2006) conducted experiments considering one of the worst case scenarios for a 

flooded masonry arch bridge, namely the water level at the elevation of the top of the 

bridge deck. The geometry of a typical segmental arch bridge in the UK was used with 

approximately 0.25 rise-to-span ratio, while the backfill type was quartz sand with 

diameters between 0.425 and 2 mm. As shown in Figure 2.9, three flooding scenarios, 

fully submerged (b) unwaterproofed bridge (c) waterproofed bridge with externally 

flooding and dry backfill and (d) waterproofed bridge with internally flooding and 

saturated backfill were considered compared to (a) the reference case of a dry bridge. 

Although all bridges failed with the four-hinge mechanism under a vertical load applied 

at the quarter span, the scenarios (b) and (c) where the arch barrel was submerged resulted 

in a significant reduction in the load carrying capacity of the masonry arch bridge 

compared to the dry case, 40% in the scenario (b) and 43% in the scenario (c), whilst the 

load carrying capacity slightly increased in the scenario (d) owing to higher weight of 

saturated backfill. The study concluded that the buoyancy effect led to the reduction factor 

of 1.6-1.8 in the load carrying capacity of the bridge where the arch barrel and backfill 

were fully submerged and this factor corresponded to the ratio of dry to submerged 

weight.  
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Figure 2.10: Cross sections of the arch bridges used in the experiment (Seckin and 

Atabay, 2005) 

To estimate flood flow around masonry arch bridges, Seckin et al. (2007) performed a 

numerical study of a laboratory experiment previously conducted by Seckin and Atabay 

(2005) with three arch bridge models (single-span semi-circular, single-span elliptic and 

multi-span semi-circular arches) as given in Figure 2.10 and one bridge model with 

straight deck. Their numerical studies via use of HEC-RAS provided a good agreement 

with the experiments (~10% error) for the water surface profiles at both upstream and 

downstream of the bridge within different flow rates. The water surface profiles were also 

examined with the vehicle blockage at an arch bridge by Xia et al. (2018) referring to the 

Boscastle flood in 2004. Although the studies provided an insight into the flood effects 

on masonry arch bridges and water surface profile results, they could not address this 

complex fluid-structure interaction properly in consideration of detailed hydrodynamic, 

debris impact and buoyancy forces acting on the bridge. 
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Figure 2.11: Directions of impact loads on a masonry arch bridge (Proske et al., 2015) 

As illustrated in Figure 2.11, Proske et al., (2015) explained possible impact directions 

on masonry arch bridges under various loadings by emphasising the importance of 

horizontal forces, in particular those acting in a transverse direction associated with 

transport vehicles (e.g. ship and railway) or natural mass movements (e.g. flooding with 

or without debris). In addition to these impact loads shown in Figure 2.11, the upwards 

vertical impact load on the intrados also needed to be considered. Although the study 

focused on the debris flow which contains large quantities of sediments inside the flow 

considering the mountainous areas, it also addressed large debris impact such as boulder 

resulting in a hard impact on the structure. 

                  

(a) (b) 

Figure 2.12: (a) Test setup and loading locations H1-H9, (b) apparatus for boulder 

impact (Proske et al., 2018) 

The Rohrbach Bridge in Austria was experimentally modelled (1:2 scale) at the laboratory 

of University of Natural Resources and Life Sciences in Vienna to determine the load 

carrying capacity of the masonry arch bridge subject to horizontal static and dynamic 

forces in the transverse direction (Proske et al., 2015, 2018). The arch was supported by 
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sandbags acting as backfill in practice. After the horizontal static load acted on the points 

of H1-H9, the horizontal dynamic load was applied at H1 using a pendulum with a mass 

of 83 kg (Figure 2.12). The study concluded that different deformation patterns and failure 

modes were obtained under static and dynamic loads. The joint sliding failure mode was 

seen during the static tests, whilst dynamic loading led to development of a compression 

strut (Figure 2.13). Proske et al. (2018) also highlighted that masonry provided higher 

resistance subject to dynamic loads with high strain rate with the estimated value of 102 

s-1 that needs to be investigated in future studies. 

 
Figure 2.13: Comparison of deformation patterns under dynamic and static loads 

(Proske et al., 2018) 

Considering the common pier shape of multi-span masonry arch bridges in the UK, 

Ebrahimi et al. (2016, 2018) conducted an experiment to investigate the effect of debris 

on scour around the pier. The main finding of their study was that the presence of debris 

led to increasing downward flow velocities and thus scour at the base of the pier. 

Although their experiment focused on the effect of debris presence in the flow on the 

scour, the study addressed vitally important aspects, such as common rise-to-span ratio, 

pier shape, debris type (e.g., tree log) and aspect ratio of the debris with 0.059 in the UK. 

Similar to this study, Solan et al. (2020) also addressed scour effects. Their study 

concluded that the traditional approaches such as streamlining abutments with wing walls 

and using cutwaters on piers do not have a significant effect on reducing scour depth. 

Instead, different scour-countermeasure were suggested such as foundation strengthening 

and the use of channel armoring. Despite their focus on the bridge substructure, their 

study includes important information about the geometry of masonry arch bridges in the 

UK. Based on these previous studies, it can be conluded that approximately half of the 

bridges are short span ranging between 2 m and 12 m in the UK. Although the main focus 
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of the present study is a single-span masonry arch bridge without consideration of a pier, 

it should be also noted that the piers of most multi-span masonry arch bridges in the UK 

adopt an on-plan triangular shape, known as the cutwater, which should be considered in 

evaluating the structural response of multi-span masonry arch bridges to flood-induced 

loads. 

In addition to these studies, case studies were performed to evaluate the flood damage to 

these historical masonry arch bridges or their performance under these flood-induced 

loads (Drdácký and Slížková, 2007; Witzany et al., 2008; Barták and Slížková, 2010; 

Wiggins et al., 2018). However, these studies either focused on the importance of flood-

induced forces on the bridge behaviour or investigate the bridge behaviour under these 

loads using simple approaches without considering detailed hydrodynamic drag and lift 

forces, debris impact forces or buoyancy forces. Wiggins et al. (2018), for instance, 

proposed the analytical thrust-line graphical equilibrium analysis to interpret the flow 

force for the rehabilitation of Brougham Castle Bridge, UK. 

2.4.5. Summary  

To conclude the findings of the studies detailed above, most studies in the literature have 

investigated the behaviour and possible failure modes of masonry arch bridges subject to 

vertical loads without consideration of the transverse effects. While the horizontal forces 

in the transverse direction have not been studied in the literature, even the transverse 

effects under only vertical loads have yet to be understood comprehensively. Despite no 

direct study associated with this current research, the main findings of the existing studies 

as detailed below could help investigating the behaviour of masonry arch bridges under 

flood-induced both vertical and horizontal loads: 

 The thickness and material strength of the main structural member, arch barrel, 

play a crucial role in the load carrying capacity of the bridges under vertical load. 

 Increasing the strength and depth of the backfill above the crown results in an 

increase in the load carrying capacity of the bridge subject to vertical load, while 

its interaction properties with the arch barrel is more important. 

 The presence of spandrel and wing walls increases the load carrying capacity for 

the bridges with higher rise-to-span ratio (or lower span-to-rise ratio) 

corresponding to deep arches, whilst the structural stability of the shallow arch 

bridges with lower rise-to-span ratio mainly depends on the masonry strength used 

in the arch barrel as well as its thickness in the loading direction. 
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 Although transverse effects could not be understood properly, it is obvious that 

the slenderness ratio and material strength of the spandrel wall directly link to the 

load carrying capacity of whole bridge. 

 Buoyancy forces resulted in a significant decrease in the load carrying capacity of 

both waterproofed and unwaterproofed bridges where the masonry structures 

were submerged compared to only saturated backfill. 

 Masonry arch barrels provide greater resistance subject to debris impact dynamic 

loads compared to almost same magnitude of static load. This dynamic response 

of whole structural system needs to be investigated in future studies with possible 

strain rate effect on the material behaviour of masonry. 

In addition to these, the geometrical information of the masonry arch bridges cited in the 

preceding literature review is summarised in Table 2.3 in order to define a typical bridge 

form for the present research (Ng et al., 1999; Boothby and Roberts, 2001; Fanning et al., 

2001; Kamiński, 2010; Gibbons and Fanning, 2012). 

Table 2.3: Geometrical properties of masonry arch bridges (Ng et al., 1999; Boothby 

and Roberts, 2001; Fanning et al., 2001; Kamiński, 2010; Gibbons and Fanning, 2012) 

Bridge Name 
Span 

(m) 

Rise 

(m) 

Rise/ 

span 

Bridge 

width 

(m) 

Arch 

thickness 

(m) 

Spandrel 

wall 

thickness 

(m) 

Backfill 

depth at 

crown 

(m) 

Torksey 4.90 1.15 0.23 7.80 0.343 0.380 0.246 

Bridge 270 2.70 1.35 0.50 2.00 0.350 0.480 0.750 

Dundee 4.00 2.00 0.50 6.00 0.250 0.330 0.250 

Bolton 6.00 1.00 0.17 6.00 0.220 0.660 0.300 

Prestwood 6.55 1.43 0.22 3.80 0.220 0.380 0.165 

Shinafoot 6.16 1.18 0.19 7.20 0.390 0.370 0.215 

Strathmashie 9.42 2.99 0.32 5.81 0.600 0.400 0.410 

Bridgemill 18.30 2.85 0.16 8.30 0.711 0.500 0.200 

Barlae 9.87 1.70 0.17 9.80 0.450 - 0.295 

Jones 6.88 2.62 0.38 5.79 0.460 - 0.300 

Oberlin 6.10 2.59 0.42 8.79 - - 0.300 

Kimbotlon B. 8.00 2.00 0.25 10.00 0.440 0.500 0.400 

Temple 3.00 0.68 0.23 6.53 0.380 - 0.050 

Oghermong UB 7.80 2.00 0.26 3.60 0.550 - 0.120 

Owenmore UB 8.60 2.28 0.27 3.82 0.440 - 0.320 

Windy  10.70 1.97 0.18 4.05 0.670 - 0.300 

Killeen 9.30 2.65 0.28 3.15 0.446 - 0.126 
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2.5. Mechanical characterisation of masonry structures 

The main load carrying components of masonry arch bridges, arch barrel, spandrel wall, 

pier and abutment, are masonry consisting of units (stone blocks or fired clay bricks 

normally, and in some cases concrete blocks) and mortar. To investigate the behaviour of 

this bridge form, the mechanical properties of masonry structures need to be understood 

properly. Masonry is classified as a brittle material with high compressive strength and 

poor tensile and shear strengths. These strengths substantially depend on the properties 

of its components (unit and mortar) and the interface between them (Lourenço and Rots, 

1997). Although both brickwork and blockwork are currently common in the practice as 

a masonry type, this study focuses on brick and stone masonry considering the masonry 

type used for arch bridges during the principal period of arch bridge construction. 

2.5.1. Compressive strength 

Masonry is a heterogeneous and anisotropic material often consisting of stiffer units and 

softer mortar. The masonry is normally expected to provide higher resistance to 

compressive forces owing to the strength of units and very low resistance in tension in 

relation to the weak bond between units and mortar. Thus, various studies in the literature 

have assumed masonry arches have infinite compressive strength without any tensile 

strength (Hendry, 1990). 

Considering the greater compressive strength of a unit and relatively low compressive 

strength of mortar in most cases, the stress under different loading conditions cannot be 

uniformly distributed throughout the entire structures and thus local crushing failure may 

occur with these high stress concentrations in structures, especially where weak materials 

exist. Therefore, the stress state cannot reach expected high compressive strength values 

based on design codes (e.g. Eurocode 6 (BSI, 2005)) which led researchers to focus on 

the parameters affecting the compressive strengths and the stiffness of whole structures 

such as strength and shape of units, strength and thickness of mortar and masonry type, 

e.g. rubble, ashlar (Francis et al., 1971; Page, 1981; Hendry, 1990).  

BS 5628 (BSI, 1978) provided masonry strengths based on unit and mortar strengths in 

relation to different types and unit shapes. Eurocode 6 (BSI, 2005) proposed the equation 

to estimate compressive strength of the masonry based on the compressive strengths of 

unit and masonry, shape factor of the unit and coefficients as follows: 

 𝑓𝑐𝑘 = 𝐾 𝑓𝑏
𝛼𝑢  𝑓𝑚

𝛽
 (2.4) 
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where 𝑓𝑐𝑘 is the characteristic compressive strength of masonry, 𝑓𝑏 and 𝑓𝑚 are mean 

compressive strengths of the unit and masonry, respectively. 𝐾, 𝛼𝑢 and 𝛽 are coefficients 

defined according to the suggested values in relation to the unit and mortar types. Despite 

its scope excluding bridges, the formula might be used for estimating compressive 

strength of the masonry arch bridges. It should be noted that this formula might not 

provide a good estimation for the compressive strength of stone masonry since the stone 

masonry typically first fails at the mortar joints (where traditional low strength mortars 

are present) and the stone strength has little effect on the compressive strength (Hendry, 

1990). 

Considering Eurocode 6 published in 1988 (Commission of the European Communities, 

1988), Hendry (1990) highlighted that Equation (2.4) does not consider the effect of joint 

thickness which may vary considerably for the masonry with stone units. Two theories to 

investigate this effect on the compressive strength of masonry were addressed: the 

deformation characteristics of unit and mortar and the strength of the unit and mortar 

subject to multi-axial stress. In the strength theory, the thicknesses ratio of 0.15 with 10 

mm thick joints and 65 mm thick brick in brickwork and the ratio of 0.01 with 5 mm thick 

joint and 500 mm thick stone in stone masonry were examined by using the same mortar 

with 1 N/mm2 compressive strength and 1:2:9 (cement: lime: sand proportions by 

volume). The deformation theory assumed the masonry unit fails in tension due to its 

lower lateral deformation capacity subject to compressive stress compared to the mortar. 

Despite no detailed findings, the study investigated the importance of the joint thickness 

on the behaviour of masonry, particularly stone masonry which was not addressed by 

Eurocode 6 in Equation (2.4). This study also performed experimental investigations on 

rubble masonry piers by using the same mortar type (1:2:9) in order to evaluate the 

estimated compressive strength values using BS 5628 (BSI, 1978) and Eurocode 6 (BSI, 

2005) It was concluded that although both BS 5628 (BSI, 1978) and Eurocode 6 (BSI, 

2005) provide more conservative results compared to the experimental results with 

approximately 12.5% and 25% higher values, respectively, they showed the same trend 

with the experiment. Considering the reasonable estimations obtained, these approaches 

can be used to predict the masonry strength subject to axial compression. However, the 

study also noted that a small specimen might not be taken from masonry arch bridges for 

obvious practical reasons and also these small specimens provide relatively higher 

compressive strength compared to the large bridges. 
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Hendry (1998) summarised previous parametric experimental studies with three main 

results: 

 The strength of the units in compression is much higher than the compressive 

strength of masonry. 

 The compressive strength of masonry may be higher than the crushing strength of 

the mortar depending on the constituents. 

 As masonry is loaded in compression, the tensile cracks parallel to the axis of 

loading occur at the interface between units and mortar due to the difference 

between their strength levels. 

Kwooi-Hock et al. (1999) tested fired clay brick (Class B solid engineering bricks) and 

mortar (1:1:6 representing cement: lime: sand ratios in the mixture) used for constructing 

arch bridges in their study to examine their Poisson’s ratios, elasticity modulus and 

compressive strengths. Following these, the study also performed tests on masonry prisms 

composed of bricks and mortar by evaluating the results with BS 5628 (BSI, 1978). The 

compressive strengths of 32.1 N/mm2, 31.3 N/mm2 and 29.5 N/mm2 were obtained from 

three masonry prisms, whilst the linear part of the stress-strain curve was up to 4702 

N/mm2, 5001 N/mm2 and 5100 N/mm2 which corresponds to the elasticity modulus of 

the material. Also, Poisson’s ratios of 0.129, 0.142 and 0.134 were found that is addressed 

in Section 2.5.4. 

 
Figure 2.14: Compression test on a brick masonry prism (Singhal and Rai, 2014) 

Various studies have been performed to characterise the static behaviour of stone and 

brick masonry structures under compression (e.g. Figure 2.14) in terms of displacement, 

stiffness and energy dissipation etc. Venu et al. (1997) tested stone masonry prisms with 

the size of 80 mm x 80 mm x 275 mm. The granitoid-gneiss stone type was used with the 

average compressive strength of 86.1 N/mm2 and the prisms were capped by using the 

mortar with 1:8 proportion (cement: sand) and 2.8 N/mm2 compressive strength. The 

average compressive strength of the stone masonry prism of 30.4 N/mm2 was obtained, 
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while the compressive strength of stone masonry walls with the dimensions of 2.95 m x 

0.9 m and 0.16 m was 0.98 N/mm2 where the same stone and mortar were used. 

 
Figure 2.15: Stress-strain curves of brick units, mortar and masonry prisms with a 

different mortar strength (a) weak, (b) strong and (c) intermediate (Kaushik et al., 2007) 

Kaushik et al. (2007) conducted a set of experiments to investigate the effect of mortar 

strength on the behaviour of brick masonry by representing weak, strong and intermediate 

mortar strengths with the ratio of 1:0:6, 1:0:3 and 1:0.5:4.5 (cement:lime:sand by 

volume), respectively. The experimental results indicated that the majority of masonry 

specimens failed due to the formation of micro cracks at mortar joint and progressively 

propagating up to brick units. During this progress, the response of brick masonry under 

compression initially showed an elastic phase, followed by a reduction of stiffness until 

the peak stress was reached and the post-peak behaviour can be described by a softening 

phase. As shown in Figure 2.15, the study obtained the compressive strength of masonry 

prisms lower than the compressive strengths of unit and mortar with strong and 

indermediate mortar strengths, while it was almost same with weak mortar strength. It 

can be also concluded that the compressive strength of masonry prism strongly depends 
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on the mortar type, thus the compressive strength of the mortar. The study also compared 

the compressive strengths of masonry prisms with the results of Eurocode 6 (BSI, 2005) 

using Equation (2.4) as given below.  

 

Figure 2.16: Comparison of stress-strain curves of masonry prisms between experiment 

and Eurocode 6 (shown with EC6) for (a) weak, (b) strong and (c) intermediate  

(Kaushik et al., 2007) 

Figure 2.16 indicates that Eurocode 6 (BSI, 2005) gave results closer to the experiments 

where the strong mortar was used. Regarding these experimental results and the limit 

states recommended by Ewing and Kowalsky (2004), the study of Kaushik et al. (2007) 

described normalised stress-strain relationship for the masonry with five or six significant 

points corresponding to experimentally observed important events and its relations with 

compressive stresses in masonry (Figure 2.17) where 𝑓𝑐  is the compressive strength of 

masonry and these six control points, 33, 75, 90 and 100% of 𝑓𝑐  until the peak point, and 

50 and 20% of 𝑓𝑐   on the descending branch of the stress-strain curves representing the 
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end point of linearity where first crack occurred (33%), start point vertical splitting cracks 

in bricks (75%), the point just before the failure (90%) with propogated vertical splitting 

cracks, the ultimate stress level(100%), the maximum compressive strength on the 

descending curve (50%) and the maximum residual compressive stress (20%), 

respectively. However, as distinct from these contol points on the descending branch, the 

compressive strength of the masonry with weak mortar could be observed until 60% of 

𝑓𝑐   reaching peak due to the bond failure between brick and mortar. 

 
Figure 2.17: Normalised stress-strain curves for masonry prisms with different mortar 

types (Kaushik et al., 2007) 

Similar to the study outlined above, several researchers investigated the masonry 

structures in compression by examining the effect of its components (unit, mortar and the 

interaction between them) on their behaviours and failure modes (Gumaste et al., 2007; 

Haach, Vasconcelos and Lourenço, 2010; Thaickavil and Thomas, 2018). However, as 

mentioned previously, these researchers performed experiments using relatively small 

masonry structures compared to the arch bridges and also used new mortar rather than 

weaker mortar common in the existing bridges. To estimate the compressive strength of 

existing masonry arch bridges, Hendry (1990) suggested to employ BS 5628 (BSI, 1978)  

or Eurocode 6 (BSI, 2005) if sufficient quantities of unit and mortar are available to be 

tested. Then for assessment purposes of the existing bridges, the compressive strength of 

masonry can be assummed to equal 0.75 of the strength calculated following the codes. 
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Although this method can be applied where a sufficiently undamaged and large specimens 

are available in the structure, these historic masonry arch bridges might be vulnerable to 

loss of material during the coring. 

Table 2.4: Material properties of tested masonry arch bridges (Kamiński, 2010) 

Bridge Name 
𝑓𝑚    

(N/mm2) 
𝑓𝑏   

(N/mm2) 
𝑓𝑐     

(N/mm2) 
𝐸𝑐    

(N/mm2) 
γ  

(kg/m3) 

Torksey 1.0 10.0 2.2 10000 2200 

Dundee 2.0 30.0 5.4 5000 2450 

Bolton 2.3 32.0 5.9 5000 2240 

Prestwood 2.0 7.7 2.2 4200 2040 

Shinafoot 2.0 20.0 4.2 10000 2200 

Strathmashie 1.0 53.6 6.7 34700 2640 

Bridgemill 2.0 43.8 6.9 15000 2100 

Table 2.5: Material properties of existing masonry arch bridges used for numerical 

models (Boothby and Roberts, 2001; Fanning et al., 2001; Gibbons and Fanning, 2012) 

Bridge Name 
𝑓𝑐     

(N/mm2) 
𝐸𝑐     

(N/mm2) 
𝑓𝑡     

 (N/mm2) 

Density  

(kg/m3) 

Bridge 270 6.0 2000 0.2 - 

Barlae 7.0 5000 0.33 - 

Jones 10.0 3500 0.5 - 

Oberlin 10.0 3500 0.5 - 

Kimbotlon B 8.0 5000 0.3 - 

Temple 4.5 3000 0.23 2280 

Oghermong UB 4.5 3000 0.23 2280 

Owenmore UB 7.0 4000 0.35 2200 

Windy  10.5 5000 0.53 2200 

Killeen 15.0 10000 0.75 2200 

 

A limited number of masonry arch bridges were tested under vertical static loads. The 

compression test results of these existing masonry arch bridges and the compressive 

strengths used for numerical studies of the bridges (listed in section 2.4.5) are summarised 

in Table 2.4 and Table 2.5, respectively. In the tables, 𝑓𝑚   and 𝑓𝑏 represent the compressive 

strength of mortar and brick, while 𝑓𝑐  is compressive strength, 𝐸𝑐   is the modulus of 

elasticity (also known as Young’s modulus) and 𝑓𝑡   is tensile strength of the masonry. It 

can be concluded that the compressive strength of masonry in existing masonry arch 

bridges ranges between 2.2 N/mm2 and 15.0 N/mm2 depending on the compressive 

strength of the mortar and unit. Other properties in the tables are discussed in the 

following sections. 
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2.5.2. Tensile strength 

Similar with other brittle materials, masonry provides considerably lower resistance in 

tension compared to its behaviour under compression. Although three testing methods 

have been employed to obtain the tensile strength of masonry and its components (unit 

and mortar):  splitting tension test, flexural tensile test (three or four-point bending test) 

and direct tension test (Figure 2.18), the tensile strength of the masonry is mostly defined 

considering its resistance to flexural tension depending on the load type (BSI, 1978, 

2005). 

 
Figure 2.18: Types of tension tests (Ruvalcaba, 2011) 

The resistance of masonry under this flexural tension strongly depends on the mortar 

grade, the unit type and the interface between the unit and mortar. Tao (2012) emphasised 

the interface is the weakest part of masonry due to the negligible adhesion between unit 

and mortar.  

 
                  (a)                                                                              (b) 

Figure 2.19: Plane of failure (a) parallel to bed joints and (b) perpendicular to the bed 

joints (based on BS 5628 (BSI, 1978)) 

BS 5628 (BSI, 1978) proposed the characteristic flexural strength of masonry in relation 

to its resistance to out-of-plane bending owing to lateral loads in consideration of the 

mortar grade and unit type used in the masonry. Figure 2.19 illustrates two failure types 
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at parallel to the bed joints (weak direction) and perpendicular to the bed joints (strong 

direction) which is used to define the characteristic of the flexural strength of masonry. 

These range between 0.25 N/mm2 and 0.7 N/mm2 in weak direction of brickwork with a 

clay brick and 0.2 N/mm2 and 0.3 N/mm2 with calcium silicate bricks and concrete bricks, 

whilst the range of 0.1 N/mm2 and 0.25 N/mm2 is provided for blockwork with concrete 

blocks in weak direction. Eurocode 6 (BSI, 2005) also included the approach of BS 5628 

(BSI, 1978) by emphasising that these values are characteristic flexural strengths and the 

true flexural strength of masonry might need to be obtained via an experimental evidence. 

Schubert (1988; 1994) performed an extensive experimental test to investigate the tensile 

strength of masonry employing different testing methods and different unit and mortar 

types. These studies found that the flexural tensile strength parallel to bed joints varied 

from 0.1 and 0.5 N/mm2 including the masonry with various units (e.g. solid clay, 

concrete) and mortar (e.g. general-purpose mortar, lightweight mortar, thin layer mortar). 

Also, the studies identified that the tensile strength could be in the range of 0.03 and 0.1 

of the compressive strength of masonry.  

Ng (1999) carried out mortar, brick unit and masonry prism tests separately to investigate 

the average material properties of masonry used to construct arch bridges in the 

laboratory. The average flexural tensile strength of the brickwork prism was 0.521 

N/mm2. After this, the study tested masonry arches (with span of 2 m, rise-to-span ratio 

of 0.25, width of 1 m and thickness of 0.1025 m) built by using same brickwork under 

vertical live load at the quarter of the span and found that the arch tensile strength was in 

the range of 0.2 and 0.3 N/mm2. 

Singhal and Rai (2014) conducted four-point bending tests on full-scale and half-scale 

masonry walls consisting of clay bricks for both the failure plane parallel to bed joints 

and perpendicular to bed joints. Regarding the failure plane parallel to bed joints, the full-

scale specimen with 786 mm long x 467 mm wide x 105 mm thick was tested using the 

distance of 715 mm and 402 mm between supports and loading points, respectively. The 

dimensions of a full-scale specimen with failure planes perpendicular to bed joints was 

933 mm in length, 311 mm in width and 108 mm in thickness with the distance of 831 

mm and 407 mm between supports and loading points. Despite observing similar 

compresive strength levels, 5.22 N/mm2 and and 5.32 N/mm2 for half-scale and full-scale 

tests, different flexural strength levels were obtained with different directions of applied 
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force, parallel and perpendicular to bed joints, in particular parallel to bed joints during 

the post-peak behaviour (Figure 2.20). It can be concluded based on these results in this 

study that the flexural tensile strength parallel to bed joints can be estimated in the range 

of 0.03-0.1 of the compressive strength, e.g. the flexural strength of 0.17 N/mm2 (MPa) 

corresponding to 0.0325 of compressive strength in full-scale specimen.  

 
Figure 2.20: Flexural tensile stress-normalised displacement for full and half-scale brick 

masonry specimens with plane of failure (a) parallel and (b) perpendicular to the bed 

joints (Singhal and Rai, 2014) 

This correlation was also used to be around 0.035 in the study of Cavaleri et al. (2020) 

for brick masonry walls and two-storey masonry building. Contrary to these 

aforementioned studies, Knudtsen et al. (2019) assumed the tensile strength was 0.02 of 

compressive strength for masonry arch bridges. Although the experimental tests 

summarised in Table 2.4 did not provide the tensile strengths, the estimated values used 

in the numerical model of masonry arch bridges in the literature are given in Table 2.5 

where the geometrical properties of bridges were detailed in Table 2.3. 

2.5.3. Shear strength 

The shear strength at the interface between unit and mortar is developed from the friction 

in the bed joints of mortar. There are two test methods used to obtain the shear strength 

of masonry, the couplet test and the triple test as shown below. 

 
Figure 2.21: Types of shear tests (a) couplet test, (b) triple test  
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According to Hendry (1990), the shear strength plays important role in the strength of 

masonry arch barrels under vertical loads where the brickwork arch barrel was 

constructed with multiple rings. In that situation, when the sections of the arch barrel 

between hinge points are in compression, the rings may be subject to shear stresses. This 

might result in the ring separation and reduction in the compressive strength of the arch 

barrel (Hendry, 1990). However, the shear strength of the interface between unit and 

mortar might be more important where whole structural components of masonry arch 

bridges are considered with different loading conditions, e.g., substantial debris impact. 

The shear strengths of the interface between brick and mortar of 0.35 N/mm2 and 0.15 

N/mm2 has been suggested by BS 5628 (BSI, 1978) for mortar of grade i-iii (mean 

compressive strength of 11.0 N/mm2, 4.5 N/mm2 and 2.5 N/mm2) and iv (mean 

compressive strength of 1.0 N/mm2), respectively.  

The shear strength of masonry directly depends on the shear strength of the interface 

between unit and mortar (initial shear strength) and the applied compressive stress 

(confined stress). Eurocode 6 (BSI, 2005) provides the following equation: 

 𝑓𝑣𝑘 = 𝑓𝑣𝑘𝑜 + 0.4 𝜎𝑑 (2.5) 

where 𝑓𝑣𝑘 is the characteristic shear strength of masonry (not greater than 0.065 𝑓𝑏, see 

its definition in Equation (2.4)), 𝑓𝑣𝑘𝑜 is the characteristic initial shear strength subject to 

zero compressive stress and 𝜎𝑑 is the designed normal compressive stress. According to 

Hendry (1990), this equation gives lower values for masonry with clay bricks. The study 

of Benjamin and Williams (1958) performed couplet tests on brickwork walls with two 

lime mortar types and founded the shear strength of masonry is over than 0.3 N/mm2. 

Regarding these, Hendry (1990) suggested 0.35 N/mm2 of shear strength where the 

strength of mortar exceeds 1.5 N/mm2 and 0.15 N/mm2 for weak mortars. 

2.5.4. Modulus of elasticity 

The modulus of elasticity defines the tendency of a material to deform elastically under 

an applied force that can vary with different loading conditions and directions. The 

modulus of elasticity of masonry relies on its components’ mechanical properties (unit 

and mortar). To simplify the estimation of the modulus of elasticity (𝐸𝑐), internationally 

accepted documents and codes recommended using its relationship with compressive 

strength (𝑓𝑐). BS 5628 (BSI, 1978) suggested 𝐸𝑐 as 900 times 𝑓𝑐𝑘 (characteristic 

compressive strength) for both brickworks and blockworks, while Eurocode 6 (BSI, 



69 

 

2005) recommended the multiplier of 1000.  According to Hendry (1990), this multiplier 

would be more realistic between 500 and 600 rather than 900 or 1000 for the mean 

compressive strength of masonry structures obtained by a set of tests. Regarding common 

masonry types for existing arch bridges (brick and stone), there are very few studies on 

stone masonry and the multiplier of 200-400 for the stone masonry was recommended in 

relation to its weak mortar and thick interface (Hendry, 1990). 

 
Figure 2.22: Variation of masonry modulus of elasticity  with corresponding 

compressive strengths (Kaushik et al., 2007) 

Kaushik et al. (2007) conducted uniaxial compression tests on 84 brickwork prism 

specimens with weak (1:0:6, cement: lime: sand proportions by volume), strong 

(1:0.5:4.5) and intermediate (1:0:3) mortars. Their study obtained the mean compressive 

strengths, 4.1 MPa, 7.5 MPa and 6.6 MPa for masonry with weak, strong and intermediate 

mortar, respectively. As shown in Figure 2.22, Ec ranged from 250 to 1100 of the mean 

compressive strength. However, considering the distribution of the results around a 

multiplier of 550,  Kaushik et al. (2007) suggested the multiplier of  550 to be used for 

the brickwork. This multiplier of 550 has also been used for brickwork by other 

researchers (Cavaleri et al., 2020). 

2.5.5. Fracture energy 

The fracture energy corresponds to the area under the stress versus displacement diagrams 

depending on the stress state, compression, tension and shear (Figure 2.23). The fracture 

energies in tension and shear are also known as mode I and mode II, respectively. To 

examine the non-linear behaviour of masonry structures properly, it is important to 

comprehend the fracture energies in different loading conditions, in particular those in 

tension and shear at the interface between unit and mortar.  
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Figure 2.23: Stress-displacement curves under (a)compression, (b)tension and (c) shear 

(Lourenco et al., 1998) 

Ganz and Thürlimann (1984) conducted tests on masonry walls with the dimension of 

3600 x 2000 x 150 mm under uniform vertical load. The study observed the fracture 

energy of 0.02 N/mm in both x and y direction tension where the tensile strength was 0.28 

N/mm2 and 0.05 N/mm2 in x and y directions, respectively. The study also founded that 

the compression fracture energies were 5 N/mm and 10 N/mm with the compressive 

strength of 1.87 N/mm2 and 7.61 N/mm2, respectively. Pluijm (1997) tested masonry 

structures with different bricks (clay, calcium silicate) and lime mortar grades (1:1:6, 

1:2;9 and 1:0.5:4.5). The study obtained the range of 0.004-0.008 N/mm and 0.005-0.012 

N/m fracture energy in tension where clay bricks and calcium silicate bricks were used. 

Beattie (2003) investigated the fracture mechanism at the joint of both unreinforced and 

reinforced masonry subject to quasi-static and dynamic loads. The study proposed the 

average of fracture energy in tension with 0.01 N/mm where the mean compressive 

strength values of mortar and brick were 8.53 N/mm2 and 100.0 N/mm2, respectively. Da 

Porto et al. (2010) investigated in-plane behaviour of clay masonry walls under cyclic 

shear-compression tests with the dimensions of 1000 x 1250 x 300 mm. The study 
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founded the range of 5-20 N/mm and 0.018-0.050 N/mm for the masonry in compression 

and tension, respectively. Cavaleri et al. (2020) proposed the equation to obtain the 

tension fracture energy of masonry in relation to its tensile strength: 

 𝐺𝑡 = 2.5(2𝑓𝑡)0.7 (2.6) 

where 𝑓𝑡 is input in N/mm2 and 𝐺𝑡 is obtained in N/mm. Although this direct correlation 

between fracture energy and tensile strength was provided the first time, the equation 

estimates approximately 100 times higher fracture energy values than the range found by 

previous researchers with similar tensile strength levels in the literature.  

2.5.6. Failure modes of masonry arch bridges 

Despite common failure modes of the main load carrying member, arch barrel, under 

vertical loads detailed previously, the failure modes of masonry arch bridges differ 

depending on loading conditions (e.g., in-plane or out-of-plane, static or dynamic), 

behaviour of structural members under these loads (e.g., arch barrel, spandrel wall, 

abutment, pier) and the interface mechanism between these structural members. These 

possible failure modes are summarised as follows in Figure 2.24. 

 

 

 

 
 

 

(a) Longitudinal crack in 

the arch barrel 

(b) Longitudinal crack 

between spandrel walls 

and arch barrel 

(c) Diagonal crack in the 

arch barrel owing to the 

rotation of pier 

(d) Mechanical failure in 

compression 

(e) Mechanical failure in 

combination of shear and 

compression  

(f) Mechanical failure in 

shear 
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(g) Transverse cracking, collapse 

due to hinge formation 

compression 

(h) Transverse cracking, collapse due 

to hinge formation and shear 

(i) Vertical crack in abutment (j) Horizontal crack in abutment 

(k) Vertical crack in pier (l) Stepped crack in pier (m) Vertical crack 

between cutwater and pier 

(n) Bulging of spandrel 

walls 

(o) Sliding of spandrel 

walls 
(p) Rotation of spandrel 

walls 
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Figure 2.24: Possible failure modes of masonry arch bridges (Ozaeta García-Catalán 

and Martín-Caro lamo, 2006) 

Longitudinal cracking in the arch barrel (a) may happen when the arch barrel is subject 

to axial tension and transverse bending forces in the arch barrel. This failure also occurs 

where there is unequal settlement of the pier foundation at the centre and edges. 

Longitudinal cracking can be also seen between the arch barrel and spandrel walls (b) in 

brick masonry arch bridges due to outward movement of spandrel walls or the greater 

stiffness of the spandrel walls compared to the arch barrel under vertical load.  

Structural failure in the arch barrel is based on the material strengths in different loading 

conditions. This failure in compression may occur where the joints are parallel to the 

compression direction (d). In addition to this, diagonal cracks can be seen where the arch 

barrel is under bending and shear forces due to its poor material properties (e). The sliding 

between bricks and stones might occur due to poor shear strength at the interfaces (f). 

Note that this failure mode is more common in brick masonry arch bridges between rings, 

also known as ring separations. Also, insufficient load carrying capacity of arch barrel 

may result in reducing resistance and durability under heavy local impact around the 

crown of the arch barrel where the backfill depth is less than 0.4 m (Kindij et al., 2014). 

One of most common failures is transverse cracks in the intrados of the arch barrel due 

the presence of higher tensile stress which can lead to the four-hinge failure mechanism 

under live load (g) and rarely shear failure mechanism where the foundation settlements 

happened (h). As previously mentioned, another important issue in relation to the 

settlement is scour. Movement in soil below abutment and pier foundations might result 

(r) Bulging and rotation 

of wing walls 

(s) Vertical crack in wing 

walls 
(t) Stepped crack in wing 

walls 
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in differential displacements between the structural components of masonry arch bridges, 

thus cracks in masonry components with vertical or diagonal propagations (c,i,k,l). A 

horizontal crack can be also seen in the abutments of shallow masonry arch bridges with 

rise-to-span ratio less than approximately 0.17 (j) (Kindij et al., 2014).  

Earth pressure of backfill and external horizontal forces (e.g., vehicle impact, ship impact, 

flood-induced hydrodynamic and floating debris impacts) might cause the bulging (n), 

sliding (o) and rotation of spandrel walls (p) depending on the type of out-of-plane load, 

earth pressure and the mechanical characteristics of spandrel walls. These failure modes 

can be more commonly seen in the deep masonry arch bridges with small span and high 

backfill depth at the crown. Like spandrel walls, a horizontal earth pressure of backfill 

might also lead to the bulging and rotation of the wing walls (r). In this case, either vertical 

cracks (s) or stepped cracks (t) in wing walls may also occur where wall members moved 

differentially.  

Regarding all failure modes and possible reasons behind them, it should be noted that the 

deterioration of material properties during the service life of masonry arch bridges, 

climatic actions (e.g., heavy rain, ice) and inadequate maintenance trigger these failure 

modes with current increased loads compared to the designed. 

2.6. Numerical modelling approaches for flood flow and floating debris  

The complex interaction between flood flow with floating debris inside the flow and a 

masonry arch bridge needs to be addressed properly in consideration of the aim of the 

current research. The physics of the fluid flow and related phenomena is described by 

solving the governing equations, the Navier-Stokes equations herein, with mass and 

momentum conservation laws. With the exception of highly simplified cases, these partial 

differential equations cannot be solved analytically for complex engineering problems. In 

order to obtain an approximate solution, computational fluid dynamics (CFD) methods 

are employed with different discretisation approaches. The fluid domain is discretised 

into a series of computational points which can be either fixed, called Eulerian, or moving 

with the fluid, termed Lagrangian, as shown in Figure 2.25. These Eulerian and 

Lagrangian approaches are known as mesh-based and meshless CFD methods, 

respectively. The accuracy of the numerical method mainly depends on the quality of this 

discretisation approach used. These discretisation methods are usually chosen depending 

on each problem by comparing their simplicity, implementations, the physical processes 
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modelled, accuracy and computational efficiency. These methods are compared in the 

following sections in more detail considering the fluid-structure interaction focussed in 

this research. 

 
Figure 2.25: Eulerian and Lagrangian description for fluid flow (Shadloo et al., 2016) 

2.6.1. Mesh-based methods 

In the mesh-based CFD methods, the fluid domain in the control volume is discretised 

into a series of tessellating cells consisting of different shapes and sizes. The mass 

conversation in each volume is rigorously enforced in order to compute the fluid 

properties at the centres or nodes of the cells. The properties of these cells are updated at 

the next time step considering each surrounding cell used in this fixed domain. In general, 

the main advantage of the mesh-based Eulerian methods compared to the Lagrangian 

methods is to be relatively cheaper to run engineering problems with large numerical 

domains, while the methods have limitations on modelling free-surface flow with large 

deformation due to its mesh-based nature (Barreiro et al., 2013). Despite solving the same 

governing equations, three mathematical models of mesh-based CFD methods: finite 

difference method (FDM), finite volume method (FVM) and finite element method 

(FEM) are used depending on the target application with different initial conditions, 

boundary conditions and the set of partial differential equations etc. The meshes are often 

called grids in the FDM, cells or volumes in the FVM and elements in the FEM. 

The FDM is the oldest approach for solving partial differential equations. In the method, 

the partial derivatives in the governing equations are approximated using Taylor series. 

Although the method can obtain higher-order accuracy without any truncation errors on 

structured meshes, it is challenging to use in most engineering problems with complex 

geometries (Andersson et al., 2011).  
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In the FEM, the domain is divided into a set of finite elements which are usually 

tetrahedral or hexahedral in 3D. The approximated solution is firstly obtained by using a 

linear shape function, also called base function, in each element across element 

boundaries. Then the difference between the summation of base functions and the exact 

solution is minimised globally by different methods such as Galerkin method. Despite no 

dispute that the FEM is the most commonly used method for solid mechanics problems, 

the method cannot be employed on the fluid mechanics problems where local 

conservation is necessarily adopted rather than globally approximation used (Andersson 

et al., 2011).  

The FVM has been successfully used in the fluid mechanics area due to its local 

conservation principles. In the FVM, the numerical domain is divided into sub-volume to 

solve the equations. Gauss’ law is employed to rewrite the partial derivatives following 

conservation principle at each sub-volume as an algebraic contribution. The governing 

equation is reformulated into a set of linear algebraic equations at each computational 

sub-volume. Despite its successful applications in fluid mechanics, modelling the 

interface and/or interfacial phenomena, i.e., multi-phase flows, free-surface flows and 

fluid-structure interaction, is the most challenging part like other CFD methods (Shadloo 

et al., 2016).  

To treat the interfacial problem that exists in multi-phase flow, a volume-of-fluid (VOF) 

method was developed (Andersson et al., 2011). This method tracks the motion of the 

free surface in time within a grid cell before using the CFD (i.e., FVM, FEM) to solve 

differential equations. This method thus was usually used by various computer codes to 

solve this fluid-structure interaction problem where free surface is involved such as 

ANSYS Fluent, FLOW-3D and OpenFOAM.  

This study aims to investigate not only flood-induced hydrodynamic loads on masonry 

arch bridges but also the impact loads due to a large floating wood impact loads on the 

bridges during floods which is commonly seen in rivers (Sibilla et al., 2020). There is no 

study on investigating this type of interaction between fluid and floating debris as well as 

their interaction with masonry arch bridges in the literature. This section herein examines 

mesh-based numerical studies performed on associated interfacial problems including 

different bridge form, piers and/or obstacles representing piers. 
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Despite different hydraulic phenomena seen during the Hurricane Ivan compared to the 

floods in rivers, the numerical investigation of the dynamic impact forces on the I-10 

bridge deck by Huang and Xiao (2009) was a good example for the fluid-structure 

interaction interested in this current research. The study used the FDM to solve the 

governing equations in the form of the Reynolds-Averaged Navier-Stokes (RANS), while 

the VOF was employed to treat free surface. The method used herein was examined 

compared to the empirical formulations for estimating the maximum wave forces on the 

I-10 bridge deck. Higher uplift forces were observed in the numerical model within the 

6.3% and 21.1% difference compared to those obtained in the empirical approaches, 

whilst the numerical model predicted much lower horizontal forces with the percentage 

error range between 39.4 and 86.8 in comparison with the empirical approaches. 

A skew straight deck bridge with piers in the open channel was modelled via use of 

FLOW-3D by Erduran et al. (2012) where the RANS equations were solved by the FVM 

and the free surface was addressed with the VOF technique. The study validated this 

numerical model against the experimental data of the maximum backwater corresponding 

to the maximum increase in the water level due to the constriction with the bridge 

compared to the normal without the bridge. This method predicted this backwater profile 

at the upstream of the bridge, while an averaged percentage error of 8 was obtained at the 

downstream of the bridge. Although the method provided a good agreement with the 

experiment to predict the backwater around the bridge, it did not include detailed 

investigations of the flow velocity and associated pressure on the structure.  

Another study also evaluated capability of the numerical models by investigating the 

tsunami forces on the slab bridge with and without girders (Hartana et al., 2013). In the 

study, the one-phase model and two-phase model were simulated using the CADMAS-

SURF and OpenFOAM software, respectively. The Navier-Stokes equations employing 

the VOF method to track the free surface were solved using the FEM in the CADMAS-

SURF and the FVM in the OpenFOAM. Both numerical models predicted well the 

surface elevations and uplift forces on the slab bridge without girder obtained 

experimentally, whereas in the case with girders, the two-phase model of OpenFOAM 

had a better agreement with the experiment with the percentage error range between 17 

and 30 since the entrapped air under the deck with girders was simulated in the two-phase 

model where its cushioning effect on buoyancy effect and impulsive uplift force was 

addressed properly. 
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Chu et al. (2016) focused on the entirely submerged rectangular bridge deck in the river 

flow by evaluating the capability of the numerical model used based on the experimental 

data available in the literature. The study performed a large eddy simulation (LES) model 

to simulate the free-surface flow around the deck and the motion of the free surface was 

computed using the VOF method. To solve the governing, filtered Navier-Stokes, 

equations, the FVM discretisation was employed. The study provided a good agreement 

with the experiment for the drag coefficient values obtained within the maximum error of 

7.04% with the coarse mesh and 0.75% with the fine mesh. It should be noted that the 

LES is expensive computationally because approximately 80% of the eddies need to be 

resolved in the simulation (Pope, 2000). 

The study of Ebrahimi et al. (2017) experimentally and numerically investigated the scour 

and hydrodynamic effects of debris blockage at the pier of masonry arch bridge. Despite 

focusing on the scour effect and associated damages on the substructure of the bridges, 

this study addressed similar fluid-structure interaction within this current research. The 

study solved the Unsteady Reynolds Averaged Navier-Stokes (URANS) equations via 

use of the FVM in OpenFOAM. The free-surface and turbulence modelling were achieved 

by employing the VOF method and the k-ω SST approach, respectively. The study only 

examined the capability of the numerical model by comparing the normalised streamwise 

mean velocity profiles around the pier at four locations with the experiment. More details 

of this research were provided by same researchers in Kahraman et al. (2019). Although 

a high accuracy with the maximum percentage error of ~10 was obtained for the velocity 

profiles within the numerical model, detailed evaluation on the capability of the method 

to capture this complex fluid-structure interaction including pressure and/or force 

histories associated with the hydrodynamic and debris impact loads was not provided. 

The ANSYS Fluent software was also used to investigate the flood-induced pressure 

distribution on a bridge pier (Nasim et al., 2019) and bridge deck (Oudenbroek et al., 

2018). In the software, the FVM is used to solve the Navier-Stokes equations. In the 

models, the VOF and the k-ω SST methods were employed for the free surface and 

turbulence modelling, respectively. These numerical studies obtained a good agreement 

with the experiments in terms of drag coefficient, lift coefficient and pressure, however 

the studies did not provide detailed information about the accuracy of the numerical 

method with possible errors. 
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To summarise, the FVM is the most commonly used mesh-based method to solve the 

governing, Navier-Stokes, equations for investigating this type of interfacial free-surface 

flow. However, it is clear that this mesh-based method suffers from the demand of 

simulating the two phases which in turn requires the interface tracking of the VOF 

approach. Also, regarding the aim of this current research, these studies do not include 

the details of modelling free-surface flow carrying floating debris around a bridge which 

can be a significant challenge for mesh-based methods. Though this is not related to the 

comparison of the discretisation in the mesh-based methods, it can be also noted that the 

turbulence is usually modelled with the k-ω SST model for open channel flows with high 

Reynolds number in the literature. 

2.6.2. Meshless particle methods 

The difficulties of applying the conventional mesh-based methods resulted in developing 

meshless particle, Lagrangian, methods in order to tackle the problems with a deformable 

boundary, moving interface and free surface. Although the meshfree methods are 

sometimes referred to as meshless methods in the literature, it should be noted that the 

meshless methods do not need any mesh throughout solving problems entirely whilst 

some meshfree methods require the background cells locally or globally for the 

integration of system matrices such as element free Galerkin (EFG) method and meshless 

local Petrov-Galerkin (MLPG) method (Liu and Liu, 2003; Liu, 2009). Considering the 

difficulties of meshing application in this type of complex interface problems, this study 

examined possible meshless particle methods. In the methods, the fluid domain comprises 

a set of particles instead of meshes carrying the fluid properties such as density, mass, 

position and velocity. The evaluation of the fluid system is then governed based on the 

interactions between the particles where the interface can be tracked easily. Compared to 

the fixed grids in the mesh-based methods, the computational points move in space by 

calculating their physical properties in time.  

The lattice Boltzmann method (LBM) is one of the meshless particle methods originated 

from the lattice gas automata method. The method calculates a fluid density on a lattice 

with streaming and relaxation (collision) processes rather than solving Navier-Stokes 

equations (Benzi et al., 1992; Rothman and Zaleski, 2004). The method can treat the 

interfacial flows easily with its natural ability, whereas the reliability of the physical 

models for inter-particle force representation and flow viscosity is the main concern. 
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Also, modelling interfacial jump conditions with the presence of surface tension, high 

viscosity ratio and density is not clear properly (Shadloo et al., 2016).  

In the meshless particle methods, the moving particle semi-implicit (MPS) and smoothed 

particle hydrodynamics (SPH) methods obtain a realistic physical modelling of interface 

problems. Importantly, both methods are Lagrangian and solve the Navier-Stokes 

equations by representing the fluid with particles where the motion of each particle is 

calculated according to its interactions with the neighbouring particles within the domain 

via a weighting or kernel function. Although both methods approximate the strong form 

of the partial differential equations based on integral interpolants, the MPS method 

employs simplified differential operator depending on a local weighted averaging 

procedure rather than the gradient of a kernel function used in the SPH method. Another 

difference between the methods is the solution process of partial differential equations. 

The MPS uses a semi-implicit prediction-correction approaches compared to the fully 

explicit one applied in original SPH method. Though both methods can be employed on 

interfacial problems successfully (Khayyer et al., 2018; Shimizu et al., 2018), the SPH 

has received more attention by researchers, hence offers more advanced methodologies 

appropriate for this present research, e.g., open boundary conditions and floating object. 

Based on the comparisons detailed above, this research uses the SPH method in order to 

investigate complex interfacial problems. However, the SPH method has shortcomings 

similar with all numerical models which is discussed in the following section in detail.  

2.6.3. Overview of smoothed particle hydrodynamics (SPH) 

The SPH method is Lagrangian meshless particle method which was originally invented 

for astrophysical problems in 1977. The method converts the partial differential equations 

into an integral form so as to employ integral interpolation theory. The first successful 

attempt to apply the SPH method for free-surface flows was performed in 1990 by 

Monaghan (1994) followed by more studies on its applications to a bore, breaking dam, 

the simulation of wave maker and waves towards a beach (Monaghan, 1996; Monaghan 

and Kos, 1999). The free surface has been simulated by means of two SPH formulations: 

incompressible SPH (ISPH) and weakly compressible SPH (WCSPH). The studies 

mentioned above employed the WCSPH formulation due to its simplicity compared to 

ISPH. The ISPH enforces density as a constant that simplified the conservation of the 

mass, while the WCSPH allows a variation of the density of each particle within 1%. 
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ISPH solves the Poison Pressure Equation which requires a matrix solution which is 

computationally demanding (Chow et al., 2018), whilst the pressure is calculated using 

an equation of state in the WCSPH. This research examines the capability of the WCSPH 

based on these previous studies and validation studies of the method provided in Chapter 

3.  

Regarding the modelling of fluid-structure interaction problems, the standard SPH 

(without recent modifications such as delta-SPH, particle shifting, kernel gradient 

corrections) has also shortcomings on simulating the interface with large ratios of 

density/viscosity discontinuity and approximating flow variable accurately as an 

optimised point between the numerical diffusion and interpolation accuracy. 

Furthermore, particle clustering may result in irregular particle arrangements in regions 

including the interface.  Standard SPH has been modified to tackle these problems by 

evaluating the accuracy, convergence and efficiency of the SPH method (Colagrossi and 

Landrini, 2003; Oger et al., 2007; Liu and Liu, 2010; Lind et al., 2012; Marrone et al., 

2013; Monaghan and Rafiee, 2013). 

The engineering problem herein include fast-dynamic flows, large deformations of the 

fluid domain with complex free surface, motions of a floating body and the interfaces 

between the bodies. To simulate a case with these challenges, the SPH method appears to 

be the best option with its natural features of: (i) distinguishing between phases owing to 

different material properties of each particle, (ii) incorporation of derivative rather than 

the derivatives of the field properties into the numerical scheme, (iii) incorporation of 

singular forces and coefficient discontinuities into the scheme and (iv) no convective term 

in the discretisation of momentum conservation equation which is especially important 

for fast-dynamic flows. Regarding the fluid-solid and solid-solid interaction in this 

research, the fluid flow and the floating debris inside the flow is firstly solved till the 

convergence criteria are reached. Then the forces calculated at the boundaries of a 

structure are transferred to the structure solver where the structural analysis can be 

performed properly in consideration of all non-linearities. Contrary to this one-way 

coupling between flood-induced flow with floating debris and the bridge, a two-way 

coupling method may be applied between fluid flow and floating debris as evaluated 

below. 
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There is no study on investigating the flood-induced loads on masonry arch bridges 

crossing rivers in the literature. Considering fluid flow, a floating debris inside the flow 

and the bridge, previous studies including these types of fluid-solid and solid-solid 

interactions via use of SPH are herein examined. Tsunami bore hydrodynamic impact on 

a single bridge pier was investigated using the SPH method (Wei et al., 2015). In their 

study, a dam-break case was simulated in order to obtain hydrodynamic forces on the 

piers with different shapes: circular, square and diamond. Their SPH model provided a 

good agreement with the experiment as predicting the hydrodynamic forces on the piers. 

Wei and Dalrymple (2016) extended the study of Wei et al. (2015) to examine the SPH 

model capability on capturing the tsunami-induced hydrodynamic forces on the 

combination of a single pier and rectangular deck with different geometries. The study 

concluded that the SPH model predicted both horizontal and vertical hydrodynamic 

forces on the superstructure where the dam-break case was used to simulate the 

experimental setup. Their study also proposed evaluating the capability of the SPH 

numerical model as employing an alternative method for tsunami wave generation. The 

SPH modelling of tsunami bore and its interaction with structures was also studied using 

a wave maker (Pringgana et al., 2016; Sarfaraz and Pak, 2017). These studies proved the 

capability of the SPH model to capture details of tsunami-induced bore and structure 

interaction with various validation studies based on the experiments available in the 

literature. Sarfaraz and Pak (2017) also compared the SPH model with the mesh-based 

FVM using VOF to track the free surface. Although these two methods provided similar 

accuracy for the horizontal forces on the bridge deck, the vertical force was predicted 

better with the SPH method. 

A single and multiple rigid bodies in free-surface flows were simulated by Amicarelli et 

al. (2015) where the body dynamics based on the Euler-Newton equations was employed 

through the SPH formalism considering the main fluid flow. The interaction between 

bodies were simulated based on the SPH boundary force particles. Despite including all 

types of interaction interested in this current research, the study only examined the 

transportation the bodies without measuring their forces on a fixed structure. Multiple 

debris were also modelled considering their material properties and interactions by the 

study of Canelas et al.(2016). Their study employed SPH and a variation of the discrete 

element method (DEM) called distributed contact discrete element method (DCDEM) to 

consider the interaction between the solid-fluid and solid-solid without rigid body 
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assumption for the floating debris. Their research, however, did not include their effects 

on a fixed structure. In the literature, Piche et al. (2014) only investigated the combination 

of hydrodynamic and a single debris impact loads on a structure via use of the SPH 

method. The SPH numerical model in the study provided a good agreement with the 

experiment where the floating body and fixed structure were assumed as a rigid body and 

the debris is considered as an extension of free-surface flow modelling without 

considering strength and deformation of debris.  

Based on these all studies detailed above, the SPH method is an appropriate method to 

capture this engineering phenomena with various fluid-solid and solid-solid interactions. 

Although this current research aims to employ the SPH method, the capability of the SPH 

method to simulate the river flow, a floating debris inside the flow as well as to investigate 

their loads on a structure needs to be examined as detailed in Chapter 3. 

2.7. Assessment methods for masonry arch bridge 

Masonry arch bridges have been constructed for thousands of years. The industrial 

revolution and large-scale development of canals and then railways led to a major 

expansion in masonry arch bridge construction, these bridges were built based on simple 

design rules. Increasing natural and man-made loads on these historical bridges have led 

researchers to focus on predicting the load carrying capacity and serviceability of these 

bridge forms under the increased loads. This demand led to development of different 

methods for structural assessment of masonry arch bridges: the Military Engineering 

Experimental Establishment (MEXE), limit state analysis including elasticity and 

plasticity and finally advanced computational approaches. The most appropriate method 

needs to be chosen according to desired accuracy and computational efficiency, the 

knowledge of the material properties used for unit and mortar. The following sections 

cover all assessment methods from Hooke’s explicit arch theory to the current 

engineering approaches. 

2.7.1. Early approaches 

Robert Hooke firstly represent an arch statics by a flexible cable with suspended weights  

in 1675 with the statement of ‘as hangs the flexible line, so but inverted well stand the 

rigid arch’ (Zhang, 2015). Sarhosis et al. (2016) provided detailed explanation of the 

studies performed between 1697 and 1875 including the investigation of failure mode of 

masonry arch, the thrust line lying with the middle third of the arch as well as the energy 
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method to determine the thrust line by integrating a sequence of elastic calculations. 

Pippard et al. (1936) finalised the middle third rule concept and introduced a theory in 

order to assess the limit of serviceability until first crack occurs, however this approach 

was significantly conservative to define the ultimate limit loads. Considering more 

advanced approaches available in the literature, these approaches are not considered to be 

employed in the current research, while more details can be found in the study of Sarhosis 

et al. (2016). 

2.7.2. Semi-empirical analysis 

The semi-empirical method, the Military Engineering Experimental Establishment 

(MEXE), is based on the elastic theory and experimental studies conducted by Pippard 

(1948). This is adopted in Design Manual for Roads and Bridges produced by National 

Highways (formerly Highway England) and adopted by other Highway Authorities in the 

UK. It is the standard method for the assessment of existing masonry arches. The MEXE 

method assumes that: 

 the arch is parabolic with a span-to-rise ratio of 4 corresponding to 0.25 rise-to-

span ratio, 

 its abutments are pinned, 

 the unit weight of masonry is 21.97 kN/m3, 

 the arch is loaded at mid-span and the permitted maximum compressive strength 

is 1.4 N/mm2 and the maximum tensile strength is 0.7 N/mm2 (Gibbons and 

Fanning, 2012).  

The MEXE method firstly calculates the provisional axle load (PAL) based on the 

equations from UK’s National Highways’ assessment code of highway bridges and 

structures (CS 454, formerly BA 16/97 (National Highways, 2020b)) regarding the span 

of the arch, the depth of the arch ring and the depth of the backfill material at mid-span 

above the crown. Then, the PAL is modified with regard to the geometry, material and 

situation of the masonry arch bridge. However, the modified MEXE method 

overestimates the PAL compared with Pippard’s equations where the axial thrust effect 

in examining the strain energy was neglected. The method may give significantly 

overestimated results in the load carrying capacity for short span bridges with shallow 

arches (Wang and Melbourne, 2010). The advantages and disadvantages of the MEXE 

method are given in more detail in Table 2.6.  
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Table 2.6: Advantages and disadvantages of the MEXE method 

Advantages Disadvantages 

• Simple and computationally 

inexpensive. 

• Most widely used approximate 

method available. 

• Underestimates the load carrying capacity 

significantly in most cases. 

• Includes limited conditions, e.g., not used for 

skew arches. 

• Cannot be used for serviceability check. 

 

2.7.3. Limit state analysis 

To predict the load carrying capacity of masonry arch bridges, Heyman (1982) proposed 

limit state analysis using plastic analysis concepts. The method assumes no tensile 

resistance and infinite compressive strength of the masonry and infinite friction between 

voussoirs by neglecting possible sliding between them. According to the approach, the 

thrust line lies within the arch thickness and a plastic hinge occurs where the thrust line 

touches the intrados or the extrados of the arch barrel. When four or five hinges are 

developed, a collapse mechanism of the arch is formed, called the ‘mechanism method’. 

Based on the mechanism method shown in Figure 2.26, the arch barrel is divided into 

rigid blocks and then the equation of static equilibrium is derived in consideration of live 

load, dead load and lateral loads of backfill in order to obtain the maximum load, collapse 

load, and the reaction forces of the abutments. The main reasons for overestimating load 

carrying capacity within this mechanism method are assuming unlimited ductility and 

taking the backfill pressure coefficient constant without consideration of the arch 

displacements etc. Other advantages and disadvantages of the method are summarised in 

Table 2.7. 

 
Figure 2.26: Principles of the mechanism method: (a) equilibrium forces and (b) arch 

barrel divided into rigid blocks (Crisfield and Packham, 1987) 
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Table 2.7: Advantages and disadvantages of the limit state analysis 

Advantages Disadvantages 

• Good for initial assessment. 

• Simple to use. 

• Requires small number of 

constitutive parameters. 

• Overestimates the load carrying capacity owing to 

assuming unlimited ductility. 

• No information on strains, displacements and 

stresses. 

• Not easy to solve an optimisation problem to 

decide the location of the hinges. 

Crisfield and Packham (1987) introduced a programme for structural analysis of masonry 

arch bridges where the lateral backfill was included and the hinges were represented by 

the yield blocks as illustrated in Figure 2.26. Later at the University of Cardiff, the CTAP 

software was developed in consideration of the elastic approach of Castigliano (1996). In 

the programme, the load carrying capacity and thrust line were determined through 

eliminating tensile zones in the arch barrel and applying the load until the ultimate limit 

state. Although the actual failure load was not able to be determined precisely, the method 

did not assume the infinite stiffness to be able to estimate deflection of the arch 

considering material deformability. The assumption of unlimited ductility in the method 

may result in overestimated load carrying capacity (Sarhosis et al., 2016). 

Another limit state analysis programme, ARCHIE, was developed by Harvey et al. (1994) 

where the load carrying capacity and thrust line were calculated for a load applying on 

the vaults of the arch barrel. This programme also included the interaction between the 

backfill soil and structure considering the passive pressure distribution in relation of load 

dispersal angle. Despite defining a fixed pressure of soil before running analysis, this 

programme was employed to analyse ten full-scale masonry arch bridges by UK’s 

National Highways (National Highways, 2020b). To represent the interaction between 

the soil and structure properly as calculating load carrying capacity of masonry arch 

bridges,  (Gilbert et al., 2010) modelled the backfill soil explicitly and applied the upper 

bound theorem of the plasticity in RING software and the proposed approach was proved 

based on the experimental data (Callaway et al., 2012). Despite adopting no tension 

criterion similar with other limit state analysis, the programme removed no sliding 

restriction by addressing frictional interfaces (LimitState, 2020). Due to its simplicity and 

power, the plastic limit analysis continues to be used for assessing masonry arch bridges 

under vertical loads (Gilbert and Casapulla, 2021; Pepe et al., 2021). 
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2.7.4. Advanced modelling approaches 

Semi-empirical and limit state analysis methods are simple to be used for initial 

assessments without information on displacements, strain and stresses under loading 

conditions or when the structure failed. The structural behaviour of masonry arch bridges 

thus may be analysed comprehensively via use of more complex computational tools 

including non-linearity of material and geometry. The finite element method (FEM) and 

discrete element method (DEM) have been widely used over the last few decades. In 

FEM, masonry can be described with three methods: micro-modelling, simplified micro-

modelling and macro-modelling depending on the accuracy desired and computational 

efforts available which is detailed in section 2.7.5. The DEM was developed based on the 

rock mechanics that assumes masonry blocks may be deformable or rigid and the contact 

between blocks is soft. The contact forces are calculated based on the joint properties, 

i.e., normal and shear stiffness properties, and the relative displacements between the 

blocks. An explicit integration scheme is followed to solve the problems by keeping the 

time step adequately small in order to ensure the numerical stability. The comparison of 

explicit scheme and other scheme, implicit, is provided in Chapter 4.  

Masonry arch bridges consist of different structural components as previously mentioned, 

arch barrel, spandrel wall, wing wall, backfill and pier depending on the number of span. 

Although 2-D structural models of masonry arch bridges under vertical loads provide 

reasonable accuracy with lower computational time in the literature (Kamiński, 2010; 

Pulatsu et al., 2018), a 3-D model is required to be able to investigate their behaviour 

subject to lateral loads in transverse direction (also called as out-of-plane load) in 

consideration of all structural components’ effects (Boothby and Roberts, 2001). The 

FEM was chosen in this research considering the necessity of 3-D modelling, the high 

computational effort of the DEM within 3-D models and the degree of accuracy obtained 

in the literature review with various FE modelling approaches (Boothby and Roberts, 

2001; Kamiński, 2010; Sarhosis et al., 2016; Grosman et al., 2021) which is discussed in 

detail in the following section. 

2.7.5. Overview of finite element (FE) modelling 

The mesh-based FE modelling approach has been commonly used for assessment 

purposes. A number of FE software has been well developed including various user-

friendly mesh generation tools for the complex structures.  Similar with all numerical 

models, the accuracy of the FE method strongly depends on the boundary conditions, 
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adequate mesh sizes as well as material parameters. As illustrated in Figure 2.27, this 

section addresses three FE modelling approaches: micro, simplified-micro and macro 

modelling through providing detailed comparison on their advantages and disadvantages 

in Table 2.8. 

 
                    (a)                                            (b)                                           (c) 

Figure 2.27: FE modelling approaches: (a) micro, (b) simplified micro and                  

(c) macro-modelling (Abdulla et al., 2017)  

(a) Micro-model 

The micro modelling approach is closer to reality where masonry is represented with 

distinct units and mortar by continuum elements and unit-mortar interfaces by 

discontinuum elements (Figure 2.27(a)). Although the method provides a deep 

understanding about local behaviours and failure modes associated with potential tensile 

and shear cracks at the unit-mortar interfaces, the model requires large computational 

time and cost.  

(b) Simplified micro-model 

To simplify the micro modelling approach, the mortar and unit-mortar interfaces are 

represented together with zero thickness discontinuum elements in the simplified-micro 

modelling approach as shown in Figure 2.27(b). The dimension of the units is increased 

so as to keep the whole geometry the same, referred to as expanded units modelled with 

continuum elements in this approach. 

(c) Macro-model 

In the macro model, masonry is described as a homogeneous anisotropic continuum 

without consideration of individual units, mortar and unit-mortar separately (Figure 

2.27(c)). Although the macro model cannot provide information about the local behaviour 

of masonry arch bridges such as cracks along the unit-mortar interface of the masonry, 

ring separation in the arch barrel and debonding units due to shear forces, the method can 

capture the global behaviour of masonry structures with lower computational time and 

cost compared to other methods. This method is mostly used for large-scale and complex 

structures. 
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Table 2.8: Comparison between macro-model and micro-model 

Macro-model Micro-model 

Basic assumptions 

• Masonry modelled as a homogenous 

isotropic or anisotropic material. 

• Masonry modelled considering its 

individual components, unit and mortar. 

• Whole masonry represented by 

continuum element. 

• Units and mortar are represented by 

continuum elements, while the interface 

between them is represented by 

discontinuous elements. 

Requirements in the models 

• Average material properties for 

masonry, i.e., stress-strain 

relationship. 

• Unit by unit, whole geometry needs to be 

modelled requiring individual properties of 

units, mortar and the interface. 

• Less computational time and cost • Large computational effort 

Application fields and limitations 

• Used for the large-scale models. •Applied to relatively small structures 

• Provide information about the global 

behaviour of the masonry structure. 

• Obtain local behaviour of the masonry 

structures, i.e., crack initiation and 

propagation until failure. 

• Cannot capture local failures such as 

debonding bricks and ring separation 

under shear forces. 

• Cannot be applied for large bridges due 

to no computational effort available. 

•Used for design practice and research 

purposes. 

•Used for research purposes. 

A popular approach by researchers is to use meso-scaled modelling to analyse masonry 

arch bridges under vertical loads focussing on the arch barrel behaviour where the arch 

barrel is modelled via simplified micro-modelling and other structural components, 

spandrel wall and backfill, are created by means of macro-modelling (Kaminski, 2007; 

Zhang et al., 2018). Considering different loading conditions examined in the present 

research, different FE modelling approaches in the literature are addressed herein.  

Ng et al. (1999) assessed the load capacity of three masonry arch bridges under vertical 

static load applied at the quarter span using macro-modelling approach in LUSAS 

software based on the experimental study on Bridgemill, Strathmashie and Barlae 

Bridges. Their study used 8-node quadrilateral elements to model the arch barrel, backfill 

and spandrel walls. The 𝐸𝑐 of 5000 N/mm2 was employed in all bridge models, while 𝑓𝑐 

and 𝑓𝑡 were 5 N/mm2 and 0.22 N/mm2 in the FE model of Bridgemill, 6 N/mm2 and 0.25 

N/mm2 in the FE model of Strathmashie and 7 N/mm2 and 0.33 N/mm2 in Barlae’s FE 

model where their geometrical properties were given in Table 2.3. Their study claimed a 
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good agreement with the experiment with 0.28%, 0.88% and 2.03% errors in the FE 

model of Bridgemill, Strathmashie and Barlae Bridges, respectively. Although the 

accuracy of their FE model was highly dependent on element size and input parameters, 

the authors did not provide the basis for the selection of parameter values used in their 

numerical models.  

Boothby and Roberts (2001) emphasised the importance of employing 3-D non-linear FE 

modelling on assessing masonry arch bridges under truck loads rather than 2-D strip 

model to be able to capture the transverse behaviour of the bridges. Their study used 

ANSYS v5.4 to analyse all models where the macro-modelling approach was employed. 

The masonry was modelled using failure criterion developed for concrete modelling, 

while the plasticity of the backfill was defined by employing Drucker-Prager model. 

Although the study did not examine the accuracy of the FE model, their study observed 

four lateral failure mechanisms in the 3-D numerical model which could not be captured 

in the 2-D numerical model: the edge failure of the arch barrel, punch-through of the arch 

barrel, the overturning and localised failure of the spandrel walls.  

Fanning and Boothby (2001) modelled three stone masonry arch bridges under service 

loads using 3-D non-linear finite element package, ANSYS v5.5. The peak displacements 

at the different locations of the bridges were obtained and compared to the field test results 

of the bridges. 8-node quadrilateral elements were employed for arch barrel, spandrel wall 

and backfill. A smeared crack and Drucker-Prager plasticity models were used for 

masonry and backfill materials, respectively. Normal and tangential behaviour were 

defined between structural components by specifying a friction coefficient. The service 

loads including dead load and truck load with different configurations were applied. Their 

FE model provided a good prediction of the actual behaviour of masonry arch bridges 

with reasonable assumption of material properties with the maximum percentage error of 

29.89 at the crown peak displacement. Also, their study recommended the range of 

material properties for FE modelling of stone masonry. 

Kamiński (2010) proposed a meso-scale FE modelling approach where the arch barrel 

was modelled using simplified micro-model and the backfill and spandrel walls were 

created by means of macro-model. The study defined masonry units in the arch barrel 

with a linear elastic-plastic isotropic material and the mortar joints with a concrete-like 

material according to Abaqus Documentation. The spandrel wall was modelled defining 
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the same material properties with the mortar joints, whilst the backfill plasticity was 

defined using Drucker-Prager model. The study numerically obtained the ultimate loads 

of few bridges detailed in Table 2.3 and compared the results with those in the experiment. 

The FE model predicted the ultimate loads of Bridgemill Bridge with 3.3% error, 

Prestwood with 6.2% error, Torksey with 31.4% error, Shinafoot with 4.8% error and 

Strathmashie with 34.5% error. Despite reasonable accuracy achieved in their FE model, 

their study did not provide detailed information for the selection of the interaction 

properties which can be the source of the error in the FE model. 

A two-span stone masonry arch bridge in Troy, US was simulated using different 

assessments methods, limit state analysis and FE modelling, by Knudtsen et al. (2019). 

Their study used ARCHIE, RING and ADINA software for the comparison of the 

methods in terms of time and live load factor. As previously discussed in Section 2.7.3, 

the main different between ARCHIE and RING was to consider a single-span arch bridge 

as applying passive pressure in ARCHIE, while RING can analyse multiple-span bridges 

with passive soil pressures. The live load factors obtained in the models ranged from 4.0 

without passive pressure to 11.5 with passive pressure using ARCHIE and RING and was 

21.8 within the FE analysis. The computational time of the model in RING and ARCHIE 

was less than 10 s and FE analysis was 1.5 hours. Considering these main findings, 

Knudtsen et al. (2019) highlighted that limit state analysis using RING and ARCHIE 

software provided accurate and fast solutions which are relatively conservative compared 

with the FE model in ADINA software. Although more input parameters need to be 

defined in the FE model and the accuracy of the model is highly dependent on these input 

parameters, the FE model is an inevitable option in order to obtain the structural behaviour 

under different loading conditions including detailed cracking or crushing information.  

Zani et al. (2020) investigated the structural response of a multi-span masonry arch bridge 

under vertical static load. Their study presented both experimental and 3-D non-linear FE 

analysis results where the macro-modelling approach was used for structural components 

and the mechanical behaviour of foundation and associated soil-structure interaction was 

considered. Although the main interest of their study was to investigate soil-structure 

interaction, the proposed FE model predicted the vertical displacement well based on the 

experimental results. However, it should be noted that detailed parametric studies may be 

performed to examine the capability of their FE model. Grosman et al. (2021) employed 

3-D non-linear FE analysis to investigate the behaviour of a single-span brickwork arch 
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bridge under vertical load where both meso-scaled and macro-modelling approaches were 

applied. Their study found that the global behaviour of masonry arch bridges are captured 

by both models, whilst only the meso-scaled model can simulate the local behaviour and 

associated local failure, e.g., ring separation. 

Considering the main aim of this research, investigating the behaviour of masonry arch 

bridges subjected to the flood-induced loads, the accuracy achieved by previous 

researchers as well as being the first study in this area, the macro-modelling approach 

was employed in this study which is discussed in Chapter 4 and Chapter 8 in more detail. 

2.8. Summary  

This chapter provided an overview of the current state of the art for assessing flood-

induced loads as well as response of masonry arch bridges subject to these loads with 

detailed discussion This chapter has demonstrated that existing masonry arch bridges 

crossing watercourses are vulnerable to these flood-induced loads and there is no study 

directly investigating this type of complex engineering phenomena in the literature. 

Regarding the review presented here and being first study in this area, the following 

objectives need to be addressed: 

 Assess the capability of the SPH method on investigating flood-induced 

hydrodynamic and debris impact forces on a structure (Chapter 3). 

 Examine the capability of the FE method to capture the behaviour of a masonry 

structure under highly transient lateral loads, also referred to as out-of-plane loads 

(Chapter 4). 

 Experimentally investigate the flood-induced forces on a typical single-span 

masonry arch bridge which represents common geometrical properties of the 

existing bridges (Chapter 5). 

 Evaluate the SPH modelling of open channel flow with a floating debris around 

the representative masonry arch bridge and its capability to capture this complex 

interface phenomenon in comparison to corresponding physical experiments.  

This is followed by implementing the validated SPH model to simulate the real-

life flooding scenario (Chapter 6 and Chapter 7). 

 Investigate the structural behaviour of the masonry arch bridge subject to these 

flood-induced loads using FE simulations and develop insights into improving the 

structural resilience (Chapter 8).  
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Chapter 3 Flood-induced Hydrodynamic and 

Debris Impact Modelling                                        

Using Smoothed Particle Hydrodynamics 

 

 

3.1. Introduction 

Simulation of flood-induced hydrodynamic and debris impact models are developed via 

use of smoothed particle hydrodynamics (SPH) in this research considering its 

aforementioned advantages compared to other CFD approaches in the literature review. 

This chapter first addresses the background and basic theory of SPH with brief 

descriptions of terms used in the equations. After describing boundary conditions used, 

the stages of the simulation in the open-source software, DualSPHysics v4.4 (Crespo et 

al., 2015), are detailed. Finally, the numerical models of flow past a free-surface-piercing 

circular cylinder in an open channel and tsunami-borne wooden debris impact on a 

circular structure are validated via comparison with the corresponding experimental data 

available in the literature. Note that the second validation study is performed on tsunami-

borne debris impact owing to the limited availability of detailed experimental studies on 

debris impact in open channel flow. 

3.2. Smoothed particles hydrodynamics (SPH) 

SPH is a Lagrangian mesh-free method that has been used for several applications in the 

field of astrophysics, solid mechanics and fluid dynamics (Gomez-Gesteira et al., 2010; 

Shadloo et al., 2016; Violeau and Rogers, 2016; Ye et al., 2019). In the SPH method, the 

moving fluid is represented by a set of arbitrarily distributed particles where physical 

properties such as density, mass, velocity and pressure, are defined. At every time step, 

the properties of each particle are predicted based on the corresponding values at the 

neighbouring particles in an influence domain called the support and thus these particles 

move with the fluid and its properties change according to the interpolation of the values 

of neighbouring particles. 

As highlighted in the literature review, the most important features of the SPH method 

compared to other CFD methods (e.g., finite volume method, finite difference method, 
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finite element method) are that it can simulate complex fluid-structure interactions 

without costly mesh generation and special treatment of the free surface due to its 

meshless nature. In this section, the theoretical background of SPH, governing equations 

and its implementation are outlined. 

3.2.1. SPH integral interpolation 

The basis of the SPH method is an integral interpolation of a function 𝐴. The interpolation 

of physical quantities is performed by using a kernel approximation to the Dirac-delta 

function. To approximate a quantity (𝐴) at an interpolant point (𝒓) in the specified domain 

(referred to as the support) according to the values of the neighbouring particles (𝒓′), the 

equation in integral form is given below: 

 
〈𝐴(𝒓)〉 = ∫ 𝐴(𝒓′)𝑊(𝒓 − 𝒓′, ℎ)𝑑𝒓′

𝛺

 (3.1) 

where 〈..〉 is the integral SPH quantity, ℎ is the smoothing length controlling the size of 

the support of  𝛺, and 𝑊 is the smoothing kernel that denotes a weighting function. For 

the approximation to the Dirac-delta function, the kernel needs to satisfy the following 

conditions (Monaghan, 1992): 

 When the smoothing length tends to zero, 𝑊 tends to the Dirac-delta function 

(positivity) 

 lim
ℎ→0

 𝑊(𝒓 − 𝒓′, ℎ) =  𝛿 (𝒓 − 𝒓′) (3.2) 

 The integral of the kernel function over its support is equal to one (normalisation) 

 
∫ 𝑊(𝒓 − 𝒓′, ℎ)𝑑𝒓′ = 1 (3.3) 

 The gradient of the kernel function is asymmetric, namely, 𝑊 is a function 

(compact support) 

 𝛻 𝑊(𝒓 − 𝒓′, ℎ) = − 𝛻′ 𝑊(𝒓 − 𝒓′, ℎ) (3.4) 

where 𝛻′ denotes differentiation with respect to 𝒓′. 
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Figure 3.1: SPH smoothing kernel  (Pringgana, 2016) 

In SPH, a finite number of particles represents the fluid that facilitates the integral form 

of Equation (3.1) to be rewritten in discrete form via a summation over the relevant 

particles in the support as shown in Figure 3.1. In this form, the approximation at an 

interpolant point (𝒓𝑎) given by: 

 〈𝐴(𝒓𝑎)〉 = ∑ 𝐴𝑏  𝑊(𝒓𝑎 − 𝒓𝑏 , ℎ)

𝑏

 ∆𝑉𝑏 (3.5) 

where 𝐴𝑏 is the value of the quantity 𝐴 on particle 𝑏, ∆𝑉𝑏 is the volume of each particle 

𝑏, changed by ∆𝑉𝑏 = 𝑚𝑏/𝜌𝑏 and the equation: 

 〈𝐴(𝒓𝑎)〉 = ∑ 𝐴𝑏 𝑊(𝒓𝑎 − 𝒓𝑏 , ℎ)

𝑏

𝑚𝑏

𝜌𝑏
= ∑ 𝐴𝑏 𝑊𝑎𝑏

𝑏

𝑚𝑏

𝜌𝑏
  (3.6) 

where the density and the mass of particles 𝑏 within the support of the kernel function are 

𝜌𝑏 and 𝑚𝑏. The density of particle 𝑏 is allowed to vary  in the method, whilst the mass of 

particle 𝑏 is fixed (Gomez-Gesteira et al., 2010). 𝑊𝑎𝑏 =  𝑊(𝒓𝑎 − 𝒓𝑏 , ℎ) is the kernel 

function examined between particles 𝑎 and 𝑏 by keeping the smoothing length constant. 

Discretisation errors are introduced during this process (Quinlan et al., 2006). To ease 

writing, herein the use of the angle brackets 〈..〉 is dropped. From Equation (3.6), the 

general equation for the derivative of the interpolant can be expressed as: 

 𝛻𝐴𝑎 = ∑ 𝐴𝑏 𝛻𝑎𝑊𝑎𝑏

𝑏

𝑚𝑏

𝜌𝑏
 (3.7) 

where 𝛻𝑎𝑊𝑎𝑏 represents the gradient of 𝑊𝑎𝑏 with regard to particle 𝑎, so that Equation 

(3.7) is used to predict the gradient of scattered data. With regard to desired accuracy and 

the quantity being considered, this gradient is rarely used since it cannot correctly 

evaluate the gradient of a constant field and different expressions are used to estimate the 

gradient in practice (Monaghan, 1992) explained in the following section. 
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3.2.2. Smoothing kernel (weighting functions) 

To approximate the Dirac-delta function, the smoothing kernel is obtained based on the 

smoothing length (ℎ) and the non-dimensional distance between particles (𝑞) calculated 

by 𝑞 = 𝒓𝑎𝑏/ℎ where 𝑟𝑎𝑏  is the distance between particles 𝑎 and 𝑏 (𝑟𝑎𝑏 = |𝒓𝑎 − 𝒓𝑏| =

|𝒓𝑎𝑏|). The area of the support domain can be controlled by the parameter of ℎ and the 

contribution of any neighbour particles inside the support cannot be neglected. Depending 

on the order of polynomials used in the smoothing kernel, there are different kernels. The 

Gaussian kernel is used as a benchmark in SPH for other kernels since it approximates 

the Dirac-delta function. The reasons why other kernels needed are that the Gaussian is 

computational expensive and does not have compact support. The DualSPHysics code 

(Crespo et al., 2015) used in the thesis involves only two options: third order cubic spline 

and fifth order quantic (Wendland) smoothing kernels. The cubic spline kernel is 

computationally efficient approximation to the Gaussian compared to the Wendland 

kernel due to its lower computational time associated with lower order (Gomez-Gesteira 

et al., 2010). The Wendland kernel however is used for simulations in the thesis with 

regard to its higher accuracy with efficient computational cost as its analytical expression 

given: 

 
𝑊(𝑞, ℎ) =  𝛼𝐷 (1 −

𝑞

2
)

4

(2𝑞 + 1)     0 ≤ 𝑞 ≤ 2 (3.8) 

where 𝛼𝐷  is equal to 21/(16πh3) for 3-D. The approximation of the Dirac-delta function 

by the smoothing kernel 𝑊 introduces a smoothing error that could be reduced via using 

smaller ℎ and 𝑟𝑎𝑏 until the discretisation error becomes dominant (Quinlan et al., 2006) 

by keeping 𝑞 constant in addition to implementing higher order of the kernel. 

3.2.3. Continuity equation 

In Lagrangian form, the conservation of mass equation (continuity) is: 

 𝑑𝜌

𝑑𝑡
=  − 𝜌∇. 𝒗 (3.9) 

where 𝒗 is velocity vector and 𝜌 is density. With the implementation of SPH form to solve 

the equation, the changes in the fluid density can be rewritten in a discrete form: 

 𝑑𝜌𝑎

𝑑𝑡
= 𝜌𝑎 ∑ 𝒗𝑎𝑏 ∙ 𝛻𝑎𝑊𝑎𝑏

𝑚𝑏

𝜌𝑏
𝑏

 (3.10) 

where 𝒗𝑎𝑏 = 𝒗𝑎 − 𝒗𝑏 and the 𝑚𝑏 is the mass of each particle 𝑏 kept constant. To reduce 

possible density fluctuations with long-term simulations, DualSPHysics provides a 
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diffusive term to be implemented into the continuity equation called a delta-SPH 

formulation that is addressed in Section 3.2.8 of improving stability and accuracy. 

3.2.4. Momentum equation 

The conservation of momentum is represented by the Navier-Stokes equations where the 

water is treated as a slightly compressible fluid with a weakly compressible SPH 

formulation (WCSPH). The momentum equation in Lagrangian form is given: 

 𝑑𝒗

𝑑𝑡
=  − 

1

𝜌
∇𝑃 + 𝒈 + 𝜐0∇𝟐𝒗 (3.11) 

where 𝒗 is velocity vector, 𝜌 and 𝑃 are density and pressure, respectively, 𝜐0 is kinematic 

viscosity and 𝒈 is the gravity equal to (0, 0, -9.81) m s-2. Within DualSPHyiscs (see 

Section 3.2.9), there are three viscosity treatments used in SPH for momentum equations, 

artificial viscosity, laminar viscosity and the combination of laminar viscosity and sub-

particle scale (SPS) turbulence. Although the artificial viscosity is commonly used for 

coastal engineering problems, the empirical parameter used in the approach is not easily 

defined for the cases associated with open channel flows owing to very few studies 

available in the literature. Considering higher Reynolds numbers expected in open 

channel flows, the last approach is used for the momentum equation in this study 

including the shear stress due to turbulence: 

 𝑑𝒗

𝑑𝑡
=  − 

1

𝜌
∇𝑃 + 𝒈 + 𝜐0∇𝟐𝒗 +

1

𝜌
∇ ∙ 𝜏 (3.12) 

where 𝜏 represents the SPS stress tensor. To avoid the second order derivative of the 

kernel (𝑊𝑎𝑏) in the SPH form, Lo and Shao (2002) proposed a simplified term for laminar 

viscous stresses as follows: 

 
(𝜐0∇𝟐𝒗)𝑎 = ∑ 𝑚𝑏

𝑏

(
4 𝑣0 𝒓𝑎𝑏 ∙ 𝛻𝑎𝑊𝑎𝑏

(𝜌𝑎 + 𝜌𝑏)(𝑟𝑎𝑏
2 + ƞ2)

) 𝒗𝑎𝑏 (3.13) 

where 𝑣0 is the kinematic viscosity of laminar flow, 10-6 m2s-1 is used for water and               

ƞ = 0.01ℎ2.                    

The effect of the turbulence was first represented with the sub-particle scale (SPS) by 

Gotoh et al. (2001) in their Moving Particle Semi-implicit (MPS) model through applying 

the concept of Large Eddy Simulation (LES). The adaptation of the SPS approach to 

WCSPH was carried out by Dalrymple and Rogers (2006) where the momentum 
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conservation equation can be rewritten in the SPH form by using Favre-averaging to 

model the SPS stress tensor for a compressible fluid as (Mayrhofer et al., 2013): 

𝑑𝒗𝑎

𝑑𝑡
= − ∑ 𝑚𝑏

𝑏

(
𝑃𝑎 +  𝑃𝑏

𝜌𝑎  𝜌𝑏
) 𝛻𝑎𝑊𝑎𝑏 + 𝒈 +  ∑ 𝑚𝑏

𝑏

(
4 𝑣0 𝒓𝑎𝑏 ∙ 𝛻𝑎𝑊𝑎𝑏

(𝜌𝑎 + 𝜌𝑏)(𝑟𝑎𝑏
2 + ƞ2)

) 𝒗𝑎𝑏

+ ∑ 𝑚𝑏

𝑏

(
𝜏𝑖𝑗

𝑎⃗⃗ ⃗⃗⃗ + 𝜏𝑖𝑗
𝑏⃗⃗ ⃗⃗⃗ 

𝜌𝑎 𝜌𝑏
) 𝛻𝑎𝑊𝑎𝑏     

(3.14) 

where 𝜏𝑖𝑗⃗⃗ ⃗⃗⃗ is the sub-particle stress tensor with Einstein notations 𝑖 and 𝑗 representing 

directions of the shear stress components (Crespo et al., 2015). Although the equation 

includes both viscosity treatments, laminar viscosity and sub-particle scale turbulence, it 

should be emphasised that turbulence in SPH method is still an open topic due to no 

adequate knowledge about Lagrangian turbulence and needs more research to be 

conducted.  

3.2.5. Equation of state 

An equation of state is the calculation of fluid pressure according to the local density. As 

mentioned in Chapter 2, the water can be treated by means of both incompressible and 

weakly compressible fluids via implementing ISPH and WCSPH formulations. In this 

study, the WCSPH formulation was employed by solving the Tait equation of state at 

each time step owing to its easier and faster implementation compared to Poisson equation 

in ISPH  (Lee et al., 2008) and also its accurate results without pressure fluctuation 

problems (Barreiro et al., 2013; Pringgana et al., 2016; Tafuni et al., 2018): 

 
𝑃 = 𝐵 [(

𝜌

𝜌0
)

𝛾

− 1] (3.15) 

where 𝜌0 represents the reference density at the free surface with 1000 kg/m3, 𝛾 is an 

empirical constant related to the stiffness of the fluid ranging between 1 and 7, this 

constant is 7 in DualSPHysics. 𝐵 is a parameter linked with the fluid compressibility 

calculated with the equation of  𝐵 = 𝑐0
2𝜌0/𝛾 where 𝑐0 = 𝑐(𝜌0) = √(𝜕𝑃/𝜕𝜌)|𝜌0

  is the 

speed of sound at the reference density that requires to be large enough in order to keep 

the fluctuations of the density small, less than 1% (Monaghan, 1992) with compressibility 

effects of the order of the square of the Mach number, 𝑂(𝑀2). Therefore, 𝑀 = 𝑣𝑚𝑎𝑥/𝑐0 

needs to kept under 0.1 with the speed of sound (𝑐0) 10 times greater than the maximum 

particle velocity (𝑣𝑚𝑎𝑥). In addition to these, when calculating pressure, the pressure field 

could be noisy, especially in violent flows, owing to numerical scheme (centred + 
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explicit), physical model (acoustic waves) and Lagrangian character (particle 

distribution). To tackle these problems, the delta-SPH formulation can be used that is 

detailed in the section of improving stability and accuracy (Section 3.2.8) 

3.2.6. Time-stepping 

To march the simulation through time accurately, the integration scheme needs to be at 

least second order accurate in time. Two integration schemes, Verlet and Symplectic, are 

available in DualSPHysics. The two-stage Symplectic scheme was implemented in this 

study since it is time-reversible in the absence of viscous and friction effects (Leimkuhler 

et al., 1996) and more robust for long-term simulations compared to the Verlet method 

(Crespo et al., 2015). If the momentum, continuity and position equations are given in 

simplified form: 

 
  
𝑑𝒗𝑎

𝑑𝑡
= 𝑭𝑎;     

𝑑𝜌𝑎

𝑑𝑡
= 𝐷𝑎;      

𝑑𝒓𝑎

𝑑𝑡
= 𝒗𝑎 (3.16) 

the position and density values are estimated at the middle of the time step in the first, 

predictor stage as follows: 

 
𝒓𝑎

𝑛+
1
2 = 𝒓𝑎

𝑛 + 
∆𝑡

2
 𝒗𝑎 

𝑛  (3.17a) 

 
 𝜌𝑎

𝑛+
1
2 = 𝜌𝑎

𝑛 +  
∆𝑡

2
 𝐷𝑎 

𝑛  (3.17b) 

where 𝑡 = 𝑛∆𝑡 and 𝑛 is the time step. In the second, corrector stage, the corrected velocity 

and position of particles are calculated using 𝑑𝒗𝑎
𝑛+(1 2)⁄ 𝑑𝑡⁄ , thus these values at the end 

of the time step are: 

 
 𝒗𝑎 

𝑛+1 =   𝒗𝑎 

𝑛+
1
2 +

∆𝑡

2
 𝑭𝑎

𝑛+
1
2 (3.18a) 

 
 𝒓𝑎 

𝑛+1 =  𝒓𝑎

𝑛+
1
2 +

∆𝑡

2
  𝒗𝑎 

𝑛+1 (3.18b) 

and then the corrected density,  𝑑𝜌𝑎 
𝑛+1 𝑑𝑡 = ⁄  𝐷𝑎 

𝑛+1, is calculated using the updated 

velocity,  𝒗𝑎 
𝑛+1, and position,  𝒓𝑎 

𝑛+1. 

3.2.7. Boundary conditions 

The SPH formalism was originally developed for astrophysical problems without any 

boundaries implemented. To apply the SPH method to engineering problems such as 

those in hydraulics, the presence of boundaries needs to be represented. The boundary in 

DualSPHysics is described by a set of particles separate from the fluid particles and the 
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software provides different boundary conditions: the dynamic boundary condition (DBC), 

the repulsive boundary condition (RBC), the periodic boundary condition (PBC) and the 

open boundary condition (OBC). This study uses the DBC and the OBC to simulate solid 

boundaries and open channel flow, respectively.  

The same equations with the fluid particles are used for the boundary particle in the DBC, 

however its velocity is either prescribed in accordance with rigid body dynamics or zero 

for stationary boundaries. As a fluid particle interacts with a boundary particle within the 

distance smaller than twice the smoothing length (2h), the density of the affected 

boundary particle increases and thus leads to increase in pressure. Due to pressure 

gradient term in the momentum equation, this pressure change also has influence on the 

force exerted on the fluid particles. The time step hereby needs to be sufficiently small so 

as to handle the highest velocity as any fluid particles approaching to boundary particles 

for the stability of the method (Crespo et al., 2007). In addition to this, to avoid boundary 

problems related to the incompleteness of the kernel, the modified dynamic boundary 

condition (mDBC) could also be considered in this study that uses ghost (mirrored) 

particles to ensure full kernel support to fluid particles. 

 

Figure 3.2: The implementation of open boundary formulation (Tafuni et al., 2018) 

The OBC is implemented by creating buffer layers for inlet and outlet regions including 

buffer particles as given in Figure 3.2. The dashed curves represent the buffer threshold 

boundaries and its width needs to be at least equal to the kernel radius so as to ensure full 

kernel support to fluid particles in the near inlet or outlet. The physical quantities of inlet 
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and outlet regions can be either assigned or extrapolated from the fluid domain to the 

buffer regions through mirroring ghost nodes. The position of the ghost nodes is defined 

by mirroring the buffer particles into the fluid within its normal distance from the buffer 

threshold. The OBC enables the reduction of the size of the computational domain and 

can thereby be implemented to simulate fluid flow in channels and rivers, however very 

few validation studies available in the literature (Tafuni et al., 2018) for the application 

of this boundary condition in DualSPHysics. 

The study also simulates the debris inside the flow using a moving object. To derive the 

motion of the object, the forces calculated based on its interaction with fluid particles are 

summed for a whole object. By assuming the object as a rigid body, the net force on each 

boundary particle is computed according to the total contributions of surrounding fluid 

particles associated with the designated smoothing length and kernel function. A force 

per unit mass on each boundary particle 𝑘 thus is computed as: 

 𝒇𝑘 =  ∑ 𝒇𝑘𝑎

𝑎∈𝑊𝑃𝑠

 (3.19) 

where 𝒇𝑘𝑎 represents the force per unit mass on the boundary particle 𝑘 exerted by the 

fluid particle 𝑎 given by: 

 𝑚𝑘𝒇𝑘𝑎 =  −𝑚𝑎𝒇𝑎𝑘 (3.20) 

The basic equations of rigid body can then be employed for the motion of the moving 

body: 

 
𝑀

𝑑𝑽

𝑑𝑡
= ∑ 𝑚𝑘𝒇𝑘

𝑘∈𝐵𝑃𝑠

 (3.21a) 

 
 𝐼 

𝑑𝜴

𝑑𝑡
  =  ∑ 𝑚𝑘(𝒓𝑘 − 𝑹0) x 𝒇𝑘

𝑘∈𝐵𝑃𝑠

 (3.21b) 

where 𝑀 and 𝑽 denote the mass and the velocity of the object, respectively, 𝜴 is the 

angular velocity, 𝐼 is the moment of inertia and 𝑹0 is the centre of mass. The velocity, 𝑽 

and angular velocity, 𝜴, obtained via integrating Equations (3.21a) and (3.21b) over time 

are used to calculate the velocity of each boundary particle, 𝒖𝑘, as follows: 

 𝒖𝑘 = 𝑽 +  𝜴 x (𝒓𝑘 − 𝑹0) (3.22) 
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Then the boundary particles of the rigid body are moved by integrating Equation (3.22) 

over time. 

3.2.8. Improving stability and accuracy 

To tackle possible instability and convergence problems in SPH due to its meshless 

nature, moving computation points, particles, unlike mesh-based methods, DualSPHysics 

also provides correction terms to be used in the basic equations as given below. 

Density diffusion term 

In the state of equation for WCSPH used in this study, the pressure is directly linked to 

the density, such that the fluctuation in the density field may result in stability and 

convergence problems with unrealistic pressure values. To reduce the density 

fluctuations, a density diffusion term is added into the continuity equation, thus Equation 

(3.10) becomes: 

𝑑𝜌𝑎

𝑑𝑡
= ∑ 𝑚𝑏𝒗𝑎𝑏 ∙ 𝛻𝑎𝑊𝑎𝑏

𝑏

+  𝛿Φ ℎ𝑐0 ∑ 𝛹𝑎𝑏 𝛻𝑎𝑊𝑎𝑏

𝑚𝑏

𝜌𝑏
𝑏

 (3.23) 

where 𝛿Φ is the density diffusion value with 0.1 as recommended by DualSPHysics for 

most applications, 𝛹𝑎𝑏 represent the density diffusion formulation introduced by Molteni 

and Colagrossi (2009) and improved by Fourtakas et al. (2019) in DualSPHysics. The 

second formulation by Fourtakas et al. (2019) was used in this research and the other 

parameters used in the equation are as defined in the previous sections.  

Particle shifting algorithm 

Particles in SPH cannot maintain a uniform distribution, especially in violent flows, 

resulting in the creation of voids within the water flow and the introduction of noise in 

the velocity and pressure fields. To prevent the instabilities in the velocity and pressure 

field, a particle shifting algorithm was proposed for SPH by Xu et al. (2009) that 

facilitates the domain to maintain a uniform particle distribution through eliminating any 

voids occurring owing to noise. 

To control shifting magnitude and direction in the presence of free surfaces, Lind et al. 

(2012) employed Fick’s first law of diffusion assuming the flux, the number of particles 

passing a unit surface in unit time, is proportional to the particles’ velocities and the 

particle shifting distance (𝛿𝒓) is defined by: 
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 𝛿𝒓 = −𝐷𝑐∇𝐶𝑎 (3.24) 

where ∇𝐶𝑎 is the gradient of the particle concentration thus its SPH form:  

 ∇𝐶𝑎 =  ∑
𝑚𝑏

𝜌𝑏
𝛻𝑎𝑊𝑎𝑏

𝑏

 (3.25) 

and 𝐷𝑐 is the diffusion coefficient controlling the shifting magnitude and absorbing the 

constants of proportionality, 𝐷𝑐 = 𝐴ℎ |𝒖|𝑎𝑑𝑡.  ℎ is the smoothing length and 𝐴 is the 

dimensionless constant, varying between 1 and 6, the value of 2 proposed by Skillen et 

al. (2013) is used in DualSPHysics. 

The shifting algorithm is strongly dependent on a full kernel support, however particles 

adjacent to the free-surface cannot obtain the full kernel support resulting in errors in the 

prediction of free-surface, thus non-physical instabilities. To address this issue near the 

free-surface, a free-surface correction was proposed by Lind et al. (2012) that limits the 

diffusion in the normal direction to the free-surface whilst allowing shifting in the tangent 

direction to the free-surface. This correction can be identified by the particle divergence 

as: 

 ∇ ∙ 𝒓 = − ∑
𝑚𝑏

𝜌𝑏
𝑏

𝒓𝑎𝑏 𝛻𝑎𝑊𝑎𝑏 (3.26) 

The approach is used in DualSPHysics by multiplying Equation (3.24), the particle 

shifting distance, with a free-surface correction coefficient (𝐴𝐹𝑆𝐶), written as: 

 
𝐴𝐹𝑆𝐶 =  

∇ ∙ 𝒓 − 𝐴𝐹𝑆𝑇

𝐴𝐹𝑆𝑀 − 𝐴𝐹𝑆𝑇
 (3.27) 

where 𝐴𝐹𝑆𝑇 is the free-surface threshold suggested to be 1.5 for 2-D and 2.75 for 3-D in 

DualSPHysics and 𝐴𝐹𝑆𝑀 is the value of the particle divergence in the case of a full  kernel 

support with the proposed value of 2 for 2-D and 3 for 3-D in DualSPHysics. 

3.2.9. DualSPHysics 

This study uses the open-source code, DualSPHysics (www.dual.sphysics.org) version 4.4, 

to perform the SPH numerical modelling (Crespo et al., 2015). The software has been 

developed in a collaborative effort amongst researchers at the University of Vigo in Spain, 

the University of Manchester in the UK, the University of Parma in Italy, the Polytechnic 

University of Catalonia in Spain and New Jersey Institute of Technology in the US. The 

code is implemented in the C++ language and CUDA (Compute Unified Device 

Architecture). The DualSPHysics program launches simulations on either a central 

http://www.dual.sphysics.org/
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processing unit (CPU) or a graphics processing unit (GPU) architecture and its long-term 

aim is to allow applying SPH simulations over large-domain engineering problems 

through decreasing the time and cost of simulation with the implementation of GPU. The 

SPH simulation in DualSPHysics has three steps, pre-processing, processing and post-

processing as detailed below. 

Pre-processing  

To create a model in the pre-processing stage using the DualSPHysics GenCase software, 

two stages, “casedef” and “execution” need to be completed to define the initial 

configuration and execution process, respectively. 

The XML input file, “casedef”, consists of information about the system geometry 

including the distance of particles and domain size and SPH constant such as gravity and 

speed of sound. Also, there are three important features in the input file: “initials”, 

“floating” and “motion” to describe the condition of fluid particles before moving, 

floating object and boundary motion if needed. First and second features are employed in 

this study for fluid flow and debris models. DualSPHysics can read STL, PLY or VTK 

file formats, thus the arch bridge geometry is imported from CAD file through converting 

it into STL format due to its complex geometry. 

In the “execution” section, the required information is provided to execute the case 

comprising “special” and “execution parameters”. The first part, “special”, involves 

implementation of open boundaries, whilst the second is related to how to execute the 

case in DualSPHysics such as kernel type, viscosity type, the value of viscosity, time 

stepping algorithm, the maximum time of simulation and sampling frequency to save the 

output data (see example XML casedef file in Appendix A). 
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                                   (a)                                                          (b) 

Figure 3.3: Flow diagram of (a) CPU and (b) GPU implementation in processing stage 

(Crespo et al., 2015) 

Processing 

The processing stage involves main computations using DualSPHysics with both CPU 

and GPU implementations (Figure 3.3). This stage can be divided in three main steps: 

neighbour list (NL), particle interaction (PI) and system update (SU). In the first step, NL, 

the DualSPHysics software employs a cell-linked list (CLL) method to create the 

neighbouring list that splits the numerical domain into square cells of side 2h. After 

identifying potential neighbouring particles for a specific particle, a list of particles is 

only generated according to the cell that the particles belong to and then updating the list 

at every time step for the next step. This approach reduces computational time and thus 

cost. The second step, PI, solves the continuity and momentum equations for each particle 

interacting with all neighbouring particles within distance less than 2h. The last step, SU, 

computes a new time step and updates physical quantities for the next step based on their 

values at the present time step and interaction forces. Then the particle information, 

velocity and density, can be saved on local storage, hard drive, at the present time. 

Post-processing 

The post-processing stage consists of the visualisation of output data using the 

visualisation toolkit (VTK) implemented in Paraview (version 5.9.1). Output files for the 

fluid particles (PartFluid.VTK) and boundary particles (PartBoundary.VTK) are 

generated by PartVTK code from the output binary files of DualSPHysics. The analyses 

of numerical measurements for physical quantities such as velocity and pressure at a set 
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of defined locations are generated using MeasureTool and also force exerted by the fluid 

particles on boundary particles using ComputeForces.  

3.3. Validation study 1: flow past a vertical surface-piercing circular 

cylinder in an open channel 

The SPH method has been validated for various coastal problems such as tsunami wave 

inundation and subsequent interaction with a structure, however the open boundary 

condition developed for open channel flows is a new boundary condition in 

DualSPHysics with very few validation studies such as that conducted by Tafuni et al. 

(2018). Another important issue in this study is the viscosity type used for open channel 

flow. Despite the artificial viscosity implemented for coastal engineering problems in 

relation to stability concerns, the empirical value used in the method is not easily defined 

for open channel flows with limited studies in the literature. With regard to this, the 

present study employs the turbulence method (Laminar+SPS) as detailed in Section 3.2. 

Regarding these reasons and the absence of experimental data for flow between bridge 

piers, the accuracy of the SPH method for open channel flow and associated interaction 

with a structure was evaluated by simulating the flow past a circular cylinder in an open 

channel in DualSPHysics. 

3.3.1. Experiment details  

A variety of experimental and numerical studies is available in the literature to investigate 

physical phenomena of flow past a free-surface piercing circular cylinder such as velocity 

profile, drag force, lift force and vorticity. To evaluate the accuracy of the SPH method 

with the turbulence model and OBCs used, the experiment conducted by Ducrocq et al. 

(2017) was simulated considering its relevance to this research. Based on the 

experimental results, Ducrocq et al. (2017) also examined two different mesh-based 

Unsteady Reynolds Averaged Navier Stokes (URANS) turbulence models,  k-ω SST 

(Shear Stress Transport) and RNG (Re-Normalisation Group) k-ε via using OpenFOAM 

software. Their study concluded that the k-ω SST model can predict the velocity field 

near the cylinder, pressure gradients and separating flows better by reproducing the 

turbulence. Therefore, it can be an appropriate evaluation of the SPH method compared 

to not only the experiment but also the other numerical models including both turbulent 

flow and open boundary conditions. 
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Figure 3.4: Experimental setup (Ducrocq et al., 2017) 

The experiments were performed by Ducrocq et al. (2017) in the laboratory using the 

flume made of glass with 0.4 m width and 4 m length at the Institute of Fluid Mechanics 

of Toulouse (IMFT).  At the centreline of the flume, a smooth PVC cylinder with the 

diameter of 0.04 m was fixed to the bottom. The system, where various flow conditions 

were evaluated with different discharges and slopes, is shown in Figure 3.4. To measure 

velocity fields and water depths, two flow rates, 10 and 20 l/s, were used with the slope 

of 0%, while the drag force on the cylinder was evaluated with different Froude numbers. 

When considering available data and the aim of this validation study, the flow rate of 10 

l/s with water depths of 0.06 m at the upstream of the cylinder was employed to examine 

the performance of the SPH model both against the experiment and also the k-ω SST.  

3.3.2. SPH model 

The experiment was simulated by modifying the case of FlowCylinder available in 

DualSPHysics package. To optimise computational time and accuracy, the particle size 

(dp) of 0.002 m was chosen by performing a convergence study with different dp values 

and the numerical domain size in the x direction was reduced to 0.6 m in order to reduce 

the computational time and cost. The domain size in the y direction was kept same with 

the experiment (Figure 3.5). 

 
Figure 3.5: Plan view of the numerical domain (not to scale) 
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As described in Section 3.2.7, the DBC at the cylinder and flume walls and the OBCs at 

the inlet and outlet were used. The physical quantities at the inlet and outlet can be either 

prescribed or extrapolated from the fluid domain to the buffer areas via mirroring ghost 

nodes. According to the experiment, the water depth of 0.06 m and the variable velocity 

with respect to the flow rate of 10 l/s were imposed and the density was extrapolated from 

the ghost nodes at the inlet, whilst all physical values: velocity, density and water depth, 

were obtained with the extrapolation at the outlet. Note that the DBC around the OBC at 

the inlet resulted in a surge at the fluid domain close to the buffer area, however this issue 

has almost no effect on the result and is evaluated in detail in Section 3.3.3.  

Table 3.1: SPH simulation parameters in DualSPHysics and GPU specification 

Constants Execution parameters 

dp 0.002 m Step Algorithm Symplectic 

CFL number 0.2 Kernel type Wendland 

Coef. of sound 20 Viscosity treatment Laminar+SPS 

h/dp 2 Viscosity 1x10-6 

Lattice number 1 ρ0 1000 

GPU specification 

Type GeForce RTX 2070   

Memory global 8192 Mb  

Number of cores 2304 cores  

Clock rate 1.62 GHz   

Table 3.1 summarises the SPH simulation parameters and GPU specifications 

implemented in this validation study. The choice of particle size, dp, affects the accuracy 

of the model and the overall simulation, thus the resolution refinement study was 

performed to choose an optimal particle size that is detailed in the following subsection. 

The CFL number is a coefficient used to control time step and keep the simulation stable 

by means of the CFL time step criterion. To obtain the smoothing length (h), the ratio of 

h/dp needs to be defined. Based on the DualSPHysics guide, h/dp = 2 was used for this 

ratio, a typical value if there is no wave propagation. The lattice number is the number of 

particle layers for the boundary in the SPH model, it is equal to 1 in the simulation. 

According to Pringgana (2016), there is no significant difference between wave-induced 

impact pressure values obtained using single and double layer of particles. However, the 

double layer of particles might be more effective to prevent water particles from 

penetrating the boundary location. ρ0 is the reference density of water in kg/m3. Other 

parameters, pertaining to the basics of the SPH method such as kernel type and viscosity, 

used in this study were provided in Section 3.2. 
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Owing to the natural disorder of the Lagrangian particles, the high frequency low-

amplitude oscillations affect the WCSPH density field. In DualSPHysics, the density 

diffusion term is used to weaken the oscillation in the density field. As detailed in Section 

3.2.8, the typical value, 0.1, was used in the simulations. Another critical stability issue 

in SPH is a non-uniform distribution of particles in specific flow condition that results in 

the creation of voids in the fluid domain and noise in both velocity and pressure fields. 

To tackle this problem, a particle shifting algorithm was utilised by defining a shifting 

coefficient and shifting threshold in DualSPHysics for shifting computation and detecting 

the free surface respectively. The shifting coefficient and the shifting threshold were 

defined as -20 and 2.75, respectively considering the example case of FlowCylinder 

modified for this study (Tafuni et al., 2018). 

3.3.3. Simulation results 

A series of numerical simulations were performed in DualSPHysics as a part of the 

convergence study to investigate optimal model resolution. After deciding the optimal 

value, the detailed results were obtained for velocity profiles, water depth and drag 

coefficient by using the sampling frequency of 100 Hz. 

Convergence study 

Particle size is determined by the minimum resolution needed to capture the flow 

phenomena of interest and the resolution that demonstrates convergence of the method. 

Based on previous convergence studies (Pringgana, 2016), a particle size of L/10 was set 

as the starting point of the refinement study where L is the smallest dimension of the 

impacted structure, diameter of cylinder, 0.04 m, for the simulation. This corresponds to 

0.004 m with 10 boundary particles across the cylinder diameter and approximately total 

495,677 SPH particles.  

 
Figure 3.6: Measurement locations of depth-averaged velocity profiles  
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Table 3.2: Drag coefficient at t=4 s with different particle sizes 

Fr 

Cd SPH particle size convergence 

Exp URANS SPH 
Particle size, 

dp (m) 

Total 

particle 

Total run 

time 

0.62 2.21 2.02 1.97 

2.19 0.002 3 824 686 4 h 44 min 

2.27 0.0025 1 975 202 1 h 58 min 

2.59 0.004 495 677 18 min 

To optimise the model resolution, the numerical models were performed with three 

different particle sizes: 0.004 m, 0.0025 m and 0.002 m referring to L/10, L/15 and L/20 

keeping all other parameters in the simulation constant. As given in Table 3.2, finer 

resolution requires longer run-time for the simulation compared to the coarse resolution 

due to the larger number of particles in the domain. The drag coefficient, the normalised 

depth-averaged velocity profiles in the x direction at the spanwise position of y/D = 0 and 

in the y direction at the streamwise position of x/D = 1 were examined with these three 

resolutions. The measurement locations of the velocity profiles are shown in Figure 3.6 

whereby the velocities were normalised by the critical velocity of 0.63 m/s (Uc = √𝑔ℎ𝑐). 

Figure 3.7 and 3.8 illustrate that the finest resolution predicted the velocity profiles 

slightly better with the maximum error of 10.6% and 9.91% in the x direction at y/D = 0 

and y direction at x/D = 1, whilst decreasing particle size significantly improved the 

agreement of the numerical model with the experiment for the drag coefficient and the 

maximum error decreased to 0.9% with the finest particle size of 0.002 m as detailed in 

the following section. 

 
Figure 3.7: Normalised depth-averaged velocity profile in the x direction at y/D = 0 at 

t=4 s with different particle sizes 
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Figure 3.8: Normalised depth-averaged velocity profile in the y direction at x/D = 1 at 

t=4 s with different particle sizes 

Evaluation of Laminar+SPS in comparison to artificial viscosity  

The standard approach for viscosity treatment is the artificial viscosity (AV) via use of 

an empirical value (𝛼) in coastal engineering applications. This value varies between 0.01 

and 0.5 based on the configuration of each problem (Barreiro et al., 2013). The empirical 

values employed in the previous studies are not for open channel flows and are not easy 

to be defined for each problem. Although this study used the laminar+SPS turbulence 

approach in Equation (3.14), the accuracy of the approach was hereby examined in 

comparison with the AV method. Three 𝛼 values firstly were considered in order to obtain 

the best agreement with the experiment for the normalised depth-averaged velocity 

profiles in the x direction at the spanwise position of y/D = 0. Figure 3.9(a) illustrates that 

the AV provided higher accuracy with the 𝛼 of 0.01, while the SPS turbulence approach 

improved the accuracy achieved compared with the AV without any empirical study for 

this specific problem as given in Figure 3.9(b). 

 
    (a) 
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     (b) 

Figure 3.9: Comparison of results with (a) three different 𝛼 values in AV method and 

(b) AV and SPS methods 

Results 

As a result of the convergence study, the particle size of 0.002 m was employed in the 

SPH model to evaluate its accuracy based on the experiment and the URANS turbulence 

model, k-ω SST, performed by Ducrocq et al. (2017). The case with the discharge of 10 

l/s and 0% slope was simulated with a Reynolds number of 16,680 with respect to the 

diameter of the cylinder and a Froude number of 0.62. 

As illustrated before in Figure 3.6, the depth-averaged velocity profiles were measured at 

three spanwise, y/D = 0, y/D = 0.5 and y/D = 1.5,  and two streamwise positions x/D = 1 

and x/D = 3 by using MeasureTool in DualSPHysics and then normalised by the critical 

velocity of 0.63 m/s given by Ducrocq et al. (2017). These normalised depth-averaged 

velocity profiles are shown in Figure 3.10 and 3.11 for the x and y directions, respectively. 

In the x direction, the SPH model predicted the velocity fields well with the maximum 

error of 5.17 % at the upstream of the cylinder, however this increased to 28.3% in the 

wake region at y/D=0.5 and y/D=1.5 at t=4 s. More importantly the SPH method provided 

more accurate results against the other numerical model, k-ω SST in the x direction at all 

spanwise positions of y/D = 0, y/D = 0.5 and y/D = 1.5. 
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Figure 3.10: Normalised depth-averaged velocity profiles in the x direction at three 

positions: y/D = 0, y/D = 0.5 and y/D = 1.5 at t=4 s 

It can be clearly seen from Figure 3.11 that the velocity values at the recirculation area 

downstream of the cylinder can be obtained well by the SPH model compared to the 

experiment. Although the SPH method provided a better  aggrement with the experiment 

(~21% error) compared to the k-ω SST model at both streamwise positions of x/D = 1 

and x/D = 3 at t=4 s, the accuracy of the SPH model decreased in this wake region. This 

could be owing to the limitations of the turbulence model in SPH at the Reynold number 

of 16,680 and the numerical boundary condition on the cylinder surface, DBC. 
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Figure 3.11: Normalised depth-averaged velocity profiles in the y direction at two 

positions: x/D = 1 and x/D = 3 at t=4 s 

The drag coefficients in Table 3.2 were computed using: 

 
𝐶𝑑 =  

 𝐹𝑑𝑟𝑎𝑔

1
2 𝜌𝐻𝐷𝑉0

2
 (3.28) 

where 𝜌 is density of the flow, 𝐻 is flow depth, 𝐷 is the diameter of the cylinder, 𝑉0 is 

the free-stream velocity at the upstream and 𝐹𝑑𝑟𝑎𝑔 is the drag force on the cylinder that 

was obtained using ComputeForces in DualSPHysics. Based on the aforementioned 

convergence study on the drag coefficient, the SPH model with finest resolution showed 

a sufficiently close agreement with the experiment (0.9% error) and more accurate 

prediction compared to the URANS models. Note that the comparison of the SPH method 

could be performed based on two URANS model instead of the k-ω SST model, since 

Ducrocq et al. (2017) did not state which URANS model was employed to compute the 

drag coefficients for the Froude number of 0.62.  

Ducrocq et al. (2017) also provided both experimental and numerical results for the free-

surface levels at the centreline of the cylinder. The comparison of the SPH model against 

both the experiment and the k-ω SST model for free-surface levels between x/D = -2 and 

x/D = 6 was illustrated in Figure 3.12. Although the SPH model predicted the results well 

with the maximum percent error of 19.05, the overall k-ω SST results provided a slightly 
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better agreement with the experiment. The reason for this difference in height could be 

the depth change at the inlet due to the presence of DBC on the side walls close to OBC. 

 
Figure 3.12: Free-surface levels at the centreline of the cylinder 

3.4. Validation study 2: Debris impact force on a circular structure 

Another important issue is debris modelling in the open channel flow. Due to the scarcity 

of experimental studies available in the open literature with detailed data, the capability 

of the SPH method for wooden discrete debris modelling and associated interaction with 

a structure was examined by simulating the experimental study of tsunami-borne debris 

impact on a structure. 

3.4.1. Experiment details 

The experimental study of Al-Faesly et al. (2013) was chosen to evaluate the capability 

of the SPH method for debris impact modelling. The experiments were conducted in a 

14.56 m long, 2.7 m wide and 1.4 m high flume. The flume was split into two sections 

and the water was allowed to travel in the flume section with a width of 1.3 m by using a 

rapidly opening swinging gate (Figure 3.13). The discharge rate was adjusted to be 1.7 

m3/s in the flume by keeping the maximum water volume of 25.50 m3 in the impounded 

reservoir with three different water depths (𝐻), 0.55 m, 0.85 m and 1.15 m. 

 
Figure 3.13: Experiment layout (Al-Faesly et al., 2013) 



116 

 

The experiment investigated bore-induced hydrodynamic forces on circular and square 

objects and also combined hydrodynamic and wooden debris impact force only on a 

circular object with three different debris dimensions and two masses, 1kg and 2 kg, as 

given in Figure 3.14. For the cases with debris, the impounded water depths of 0.55 m 

and 0.85 m and a circular cylinder with the diameter of 0.305 m were only used. The 

sampling frequency was not provided by Al-Faesly et al. (2013) for the cases of neither 

hydrodynamic forces nor combined hydrodynamic and debris impact forces. Although 

the work by Al-Faesly et al. (2013) did not present detailed force-time histories for the 

cases with debris, the results of their experiment for 1 kg debris impact were only found 

from a separate numerical study conducted by Piche et al. (2014). 

 

Figure 3.14: Dimensions of wooden debris used in the experiment                               

(Al-Faesly et al., 2013) 

3.4.2. SPH model 

The case of DamBreak in DualSPHysics was modified to simulate the experiment. The 

wooden debris with exact mass 1.088 kg (referred to 1 kg in Figure 3.14) was used for 

this validation study. The debris mass centre was initially positioned at 1.67 m 

downstream of the swinging gate and 3.25 m upstream of the structure centre, see Figure 

3.15. The DBC was used for both debris and impacted structure by assuming them as a 

fully rigid body. A “floating object” in DualSPHysics was used to model the debris by 

defining its relative weight compared with water density. 

 
Figure 3.15: Plan view of the numerical model (not to scale) 
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Table 3.3: SPH simulation parameters in DualSPHysics 

Constants Execution parameters 

dp 0.01 m Step Algorithm Symplectic 

CFL number 0.2 Kernel type Wendland 

Coef. of sound 20 Viscosity treatment Laminar+SPS 

h/dp 1.7 Viscosity 1x10-6 

Lattice number 1 ρ0 1000 

The SPH parameters used in the present study are summarised in Table 3.3 and the same 

GPU specifications as used in validation study 1 were adopted. A convergence study on 

the bore-induced combined hydrodynamic and debris impact force on the circular 

structure at the 𝐻 of 0.55 m was performed to optimise the particle size (dp). Accordingly, 

the dp of 0.01 m was employed for four different SPH simulations with and without debris 

in this validation study as summarised in Table 3.4. The simulations were run for 5 s 

physical time. Similar to validation study 1, the density diffusion value of 0.1 was 

employed in the simulations. Similar to the case of DamBreak modified in DualSPHysics 

to simulate this study, shifting threshold and shifting coefficient were defined as 2.75 and 

-2, respectively. 

Table 3.4: Details of SPH simulations in validation study 2 

Impounded depth, 𝐻 (m) Debris Total particle Total run time 

0.55 No  4 679 675 3 h 54 min 

0.55 Yes 4 682 132 4 h 2 min 

0.85 No 6 846 936 5 h 43 min 

0.85 Yes 6 849 332 5 h 57 min 

 

3.4.3. Simulation results 

Convergence study 

To optimise the model resolution for the cases with the presence of the debris, the particle 

size, dp, needs to be chosen considering both debris and impacted structure dimensions. 

A convergence study was thus performed on debris impact force on the structure at the 

case with 𝐻 = 0.55 m using different particle sizes. It should be noted that the dimensions 

of these two bodies, debris and impacted structure, needs to be a multiple of dp in 

DualSPHysics, otherwise the geometry of the bodies cannot be created by means of 

particles and the simulation cannot be performed. Therefore, two different particle sizes, 

0.02 m and 0.01 m, were implemented (Table 3.5) by assuming the debris cross-section 

dimensions and the diameter of the cylinder as 0.08 m and 0.3 m, respectively. Although 

the dp of 0.005 m corresponding to 21 563 203 particles in the numerical domain was also 
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examined, it was not considered to be used for this validation study due to its 

unreasonable computational time and memory needed.   

Table 3.5: Details of convergence study 

Impounded 

depth, 𝐻 (m) 
Debris 

Particle size, 

dp (m) 

Total 

particle 

Total run 

time 

0.55 Yes 0.01 m 4 682 132 4 h 2 min 

0.55 Yes 0.02 m 810 087 19 min 

                                                    
Figure 3.16: Pressure probe arrangement in area for 3-D model  (Pringgana, 2016) 

There is no study in the literature examining the accuracy of the “ComputeForce” tool, as 

used in validation study 1, to capture debris impact loads on a structure. Therefore, for 

the cases with the presence of the debris, the force exerted on the structure was obtained 

by using both numerical pressure measuring probes and the “ComputeForce” tool. As the 

principle of calculating force was provided in Figure 3.16, each pressure probe i 

represents the area (𝐴𝑖). The force at each probe was obtained by multiplying the pressure 

value (𝑃𝑖) at the probe and its corresponding area (𝐴𝑖). Then the total force (𝐹𝑡𝑜𝑡𝑎𝑙) was 

determined through summing the forces at the total number of probes (𝑛), see Equation 

(3.29): 

 
𝐹𝑡𝑜𝑡𝑎𝑙 =  ∑ 𝑃𝑖 𝐴𝑖

𝑛

𝑖

 (3.29) 

An important detail when using the pressure probe tool in DualSPHysics with DBC is to 

create a small gap between dynamic particles and fluid particles (1.5-2.0 times h, 

smoothing length) when defining the locations of pressure probes; otherwise the probes 

inside the gap lead to reduction in the population of fluid particles and thus an incorrect 

or no result is obtained. For the circular cylinder, the coordinates of the each DBC were 

obtained by using Paraview software before placing the measuring probes. By providing 

the 1.5 h distance from the DBCs, the total of 960 pressure probes were placed around 

the cylinder.  
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Another important issue is the sampling frequency. Although the bore-induced 

hydrodynamic forces on the structure could be predicted well with the sampling 

frequency of 100 Hz, the peak debris impact values could not be captured accurately with 

this low sampling frequency and it was increased to 500 Hz at the cases with the presence 

of the debris in accordance with the Nyquist-Shannon sampling theorem (Ficker and 

Martišek, 2015).  The forces exerted on the circular structure with two particle resolutions 

were compared with the experiment in Figure 3.17. Reducing the particle size from 0.02 

m to 0.01 m produced a better agreement for the debris impact forces, while this did not 

affect the hydrodynamic force values. Whilst the SPH method had the 44.8% error for the 

peak debris impact value with the particle size of 0.01 m, the reason for this error could 

be the assumption of rigid body behaviour for the debris and impacted structure without 

consideration of their stiffness rather than just resolution. Hence, the particle size of      

0.01 m was chosen in order to optimise the SPH model resolution considering both 

accuracy and computational time and cost. 

 
Figure 3.17: Bore-induced combined hydrodynamic and debris impact force-time 

history at the case with 𝐻 = 0.55 m with different particle sizes 

Results 

To examine the accuracy of the pressure probes, the bore-induced forces (with no debris) 

were first captured via using both distributed pressure probes and “ComputeForce” tool 

in DualSPHysics. The SPH results obtained by using “ComputeForce” tool provided a 

good agreement with the experiment for the bore-induced hydrodynamic forces on the 

structure within mostly ~5% for both cases with 𝐻 = 0.55 m and 0.85 m and a 27.37% 

maximum error was obtained in the case with 𝐻 = 0.85 m (Figure 3.18). Associated 

locations of distributed pressure probes are hereby defined for the cases with the presence 

of the debris. The debris-induced peak loads obtained by using pressure probes and 
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“ComputeForce” tool were the same. Considering this and its straightforward application, 

“ComputeForce” tool was used in this research for the cases with and without debris. 

 

 
Figure 3.18: Bore-induced hydrodynamic force-time histories 

 
     (a) 

 
     (b)  

 
      (c) 

Figure 3.19: Output of the case with debris and 𝐻 = 0.55 m (a) initial position at t = 0 s 

(b) first debris impact (peak) at t = 1.388 s and (c) second debris impact at t = 1.480 s 

Similar with the experiment, the maximum bore velocity of 3.0 m/s was obtained at the 

case with debris and 𝐻 = 0.55 m (Figure 3.19). The debris firstly impacted on the structure 

at t = 1.388 s and followed by the second impact at t = 1.480 s in the case with                        

𝐻 = 0.55 m, whilst the first debris impact exerted the peak impact force on the structure. 

The detailed force-time histories for the cases with 𝐻 = 0.55 m and 0.85 m are given in 

Figure 3.20 where the peak force was observed at different times in the experiment and 
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SPH model despite the same bore velocity. This might be relevant to the gate removal 

duration in the experiment. The peak debris impact force in the case with 𝐻 = 0.85 m was 

predicted better by the SPH model compared to that in the case with 𝐻 = 0.55 m with the 

error of 11.18%. In both cases, the SPH model provided a good agreement with 

experiment for the hydrodynamic forces after the debris impacts with the maximum error 

of 9.33%. The SPH model did not capture negative debris impact force, however the 

experimental study of Al-Faesly et al. (2013) did not provide any discussion on these 

negative values. These negative values may be owing to high velocities at the debris 

impact. Higher errors in the cases with debris could be due to the rigid body assumption 

for both debris and structure without considering the localised interaction between these 

components. In addition to this, the debris and structure were modelled using the dynamic 

boundary condition in SPH that could be the error source too. 

 

                
Figure 3.20: Bore-induced combined hydrodynamic and debris impact force-time 

histories 

3.5. Concluding remarks 

The capability of the SPH approach and DualSPHysics in particular has been 

demonstrated for various engineering problems in the literature relevant to this thesis. 

The present study uses relatively novel and evolving features of the SPH method such as 
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turbulence modelling and open boundary conditions in order to capture the complex 

interface behaviour associated with debris impacts in open channel flow. To examine the 

capability of the SPH method using these features, this study provided two validation 

studies. The first validation study was performed on flow past a circular cylinder in an 

open channel flow and the second was on debris impact on a circular cylinder. 

Considering both validation studies, the SPH model predicted the hydrodynamic forces 

exerted on the structure very well, most importantly it was more accurate than another 

commonly used numerical model. The accuracy of the method however decreased in the 

cases with debris and the higher accuracy was obtained in the case with higher water 

depth, 𝐻 = 0.85 m in the reservoir, with the error of 11.18%. As highlighted previously, 

two possible sources can be introduced for these errors: the dynamic boundary conditions 

used for the structure and debris and the rigid body assumption for the structure and debris 

without considering their localised deformation. Considering both these limitations and 

the accuracy of results from the validation studies, the capability of the SPH method needs 

to be examined in more detail for simulating flood flow and debris around masonry arch 

bridges by comparison more extensive experimental data. Due to the scarcity of 

experimental studies available in the literature in relation to this type of fluid-solid and 

solid-solid interaction, a new experimental campaign is conducted as part of this research, 

this is presented in detail in Chapter 5. The next chapter presents the theoretical basis of 

finite element modelling and its applications to investigate the analysis of masonry.  
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Chapter 4 Analysis of Masonry                            

Using the Finite Element Method 

 

 

4.1. Introduction 

This chapter presents the finite element (FE) modelling approach to explore the linear and 

non-linear behaviour of masonry under static and dynamic loads. The macro-modelling 

approach is employed for masonry in this study in consideration of simulating a relatively 

large and complex masonry structure as well as the main interest of this research i.e. 

investigating global behaviour of the structure. All FE models are simulated via use of 

the commercially available FE software Abaqus 2020 (www.3ds.com). Detailed 

description of the explicit scheme used in this study is firstly provided by highlighting its 

advantages and disadvantages contrary to the implicit scheme. Following this, the 

parameters used in the linear and non-linear modelling of masonry, specifically the 

masonry units and mortar associated with the common masonry types in arch bridges, are 

discussed. Before simulating dynamic analysis within the explicit scheme, the capability 

of the macro-modelling approach is evaluated in the validation study 1 dealing with the 

structural behaviour of a masonry arch barrel subject to vertical static load. The validation 

study 2 is then performed to capture the structural response of a masonry parapet wall 

subject to an out-of-plane impact load representing an accidental vehicle impact. The 

findings from these validation studies are discussed in detail at the end of the chapter to 

be able to provide evidence of the methodology’s capability and useful insights for 

simulating the masonry arch bridge under flood-induced loads in Chapter 8. 

4.2. Dynamic analysis using an explicit solver approach 

Abaqus provides two different numerical solution schemes for dynamic analysis: implicit 

and explicit. The implicit scheme uses the equilibrium between external and internal 

forces through applying the Newton-Raphson iteration method which can enable more 

accurate results compared to the explicit scheme (Abaqus, 2014). However, the stiffness 

matrix needs to be reconstructed and inverted for each time increment resulting in longer 

computational time and cost for each time increment in the implicit scheme compared to 

those in the explicit. The number of the time increments required is reduced in the implicit 

http://www.3ds.com/
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scheme, whilst the explicit uses very small time increment with large amount of 

increments.  

The explicit scheme has been commonly used to solve transient dynamic problems due 

to its capability to evaluate the behaviour of structures under high-speed and short 

duration dynamic events such as impact and blast loads (Abaqus, 2014). One of the main 

advantages of the method is to formulate more easily the contact interactions with the 

same robust capability as the implicit. Also, numerical convergence problems after local 

material failure are usually observed in the implicit method, while the explicit method 

can tackle this problem. Considering the flood-induced hydrodynamic and particularly 

debris impact loads, the explicit scheme is employed in this research. The computational 

procedure of Abaqus/Explicit where the dynamic nodal responses are integrated 

(velocity, acceleration, stress etc.) for each time increment is shown in Figure 4.1: 

 
Figure 4.1 Computational procedure in Abaqus/Explicit (Abaqus, 2014) 



125 

 

where 𝑦 is the deformation, �̇� is the velocity and �̈� is the acceleration. [�̅�] and I represent 

the total nodal mass matrix and nodal internal force of the system, respectively. F(t) and 

(t) are the externally applied force to the element and the stress of the element at the 

current time step. It is important that sufficiently small time increment in the procedure 

facilitates obtaining more accurate results and this time increment is defined depending 

solely on the highest natural frequency of the model without consideration of type or 

duration of the loading (Abaqus, 2014). 

4.3. Geometrical modelling   

The geometry of structural components can influence the element type chosen. For the 

analysis of structural response, there are two main element types; solid and shell elements 

(see Figure 4.2) commonly used in Abaqus depending on the dimensions of the structure. 

Considering the 3-D full-scale masonry structural behaviour and the absence of relatively 

thin sections, a 3-D solid hexahedral element (C3D8R) was employed here with 8-node 

linear (first-order) interpolation by adopting a reduced integration technique with fewer 

Gaussian integration points rather than the full integration scheme. The approach may 

lead to the hourglass numerical problem, namely, uncontrolled distortion of the mesh. To 

tackle this problem, an artificial stiffness called “hourglass stiffness” is applied to an 

element in Abaqus.  

 
Figure 4.2: Linear solid and shell elements in Abaqus (Abaqus, 2014) 

Two mesh refinement techniques, p-refinement and h-refinement, can be applied for FE 

models. The first is p-refinement increasing the degree, or polynomial order, of the shape 

function, whilst h-refinement is the easiest and most common method where the number 

of finite elements are increased by reducing the size of the element (Gupta et al., 2018). 

The first option could not be performed herein due to no second-order interpolation being 

available for hexahedral elements in Abaqus/Explicit, such that the 3-D solid hexahedral 

element were limited to the linear (first-order) interpolation, hence h-refinement was 

performed for all numerical models in this study. To optimise the model in terms of 

accuracy and computational efficiency as well as to tackle mesh distortion in the model 



126 

 

with complex geometry, e.g. masonry arch bridge models, an adaptive mesh refinement 

was also performed by reducing the element size locally which is detailed in the following 

sections. In addition to these, the effects of geometric non-linearity were considered in 

the validation study 2 in consideration of the default setting in Abaqus/Explicit (Abaqus, 

2014). However, this effect can be more distinguished in members under large 

displacements owing to the relatively higher slenderness ratio, the quotient between the 

height and the thickness of the member. 

4.4. Material modelling  

Masonry is a composite material composed of units and mortar which can be modelled 

with three different approaches as detailed in Section 2.7.5: micro-modelling, simplified 

micro-modelling and macro-modelling based on the level of desired accuracy and 

computational time. When considering relatively larger and complex structural 

components of a masonry arch bridge and the main interest of this research, investigating 

the global behaviour of the bridge rather than local behaviour, the macro-modelling 

approach was employed in this study. In the FE model, both elasticity and plasticity 

parameters must be defined. While the elasticity parameter is defined by the Young’s 

modulus, the plasticity can be simulated via use of three different models in Abaqus for 

this type of quasi brittle material: brittle crack concrete model, smeared crack concrete 

model and concrete damaged plasticity model. The latter was selected based on its 

capability to model non-linear behaviour of quasi brittle materials in both compression 

and tension properly (Wahalathantri et al., 2011). 

4.4.1. Elasticity model 

In the elasticity model, the modulus of elasticity needs to be defined. As discussed in 

Section 2.5.4, for assessment of existing masonry structures, the modulus of elasticity 

(𝐸𝑐) can be estimated based on the compressive strength (𝑓𝑐) of masonry following 

internationally accepted documents and codes. Considering their conservative approach 

and relatively lower values obtained from experimental studies, the multiplier of 550 was 

used in this research for brickworks as follows (Kaushik et al., 2007; Cavaleri et al., 

2020): 

 𝐸𝑐 = 550𝑓𝑐     (4.1) 

However, the value of 𝐸𝑐 strongly depends on the mortar grade used in the masonry and 

may decrease with relatively weak mortar. Although this research deals with a complex 
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and large structure, it should be also noted that the original modulus of elasticity of 

masonry can be calculated based on an equation for small scale masonry where the 

modulus of elasticity of unit (brick) and mortar as well as the geometry of this assemblage 

are known (Abdulla et al., 2017). 

4.4.2. Concrete damaged plasticity (CDP) model 

The damaged plasticity model is applied to quasi brittle materials e.g. concrete and 

masonry to determine the degradations in compression and tension under various loading 

conditions. The CDP model employs the concepts of isotropic damaged elasticity and 

isotropic compressive and tensile plasticity to obtain linear and non-linear behaviours, 

respectively. The model captures two global failure modes of quasi brittle materials: 

crushing in compression and cracking in tension. The model is sensitive to the strain rate 

which could be important to evaluate structural behaviour under high strain rate impact 

loads where the strain rate effect in the material is known. The compressive and tensile 

degradations are also defined in Abaqus/Explicit as a function of the plastic strains 

(휀𝑐
𝑝𝑙

, 휀𝑡
𝑝𝑙

), optional plastic strain rates (휀𝑐
.  𝑝𝑙

, 휀𝑡
.  𝑝𝑙

) and temperature (𝜃) as detailed below: 

 𝜎𝑐 =  𝜎𝑐 (휀𝑐
𝑝𝑙

, 휀𝑐
.  𝑝𝑙

, 𝜃) (4.2) 

 𝜎𝑡 =  𝜎𝑡 (휀𝑡
𝑝𝑙

, 휀𝑡
.  𝑝𝑙

, 𝜃) (4.3) 

Very few experimental studies have been conducted to investigate the strain rate effect 

on brick and mortar in compression within the strain rate range of 10-5 (representing 

quasi-static) to 200 s-1 (Larcher et al., 2013; Pereira and Lourenço, 2017). The increase of 

the material strength associated with higher strain rate is simply defined with the dynamic 

increase factor (DIF) equivalent to the ratio between the dynamic strength and static 

strength of the material. These studies found that the apparent compressive strength of 

the mortar and clay brick increased with higher strain rates: 4.13 and 2.5 of DIF in 

compressive strength for a strain rate of 200 s-1, while the DIF value for the compressive 

strength of masonry with small size was approximately 2.0 for the same strain rate of 200 

s-1. Huang and Xiao (2009) numerically investigated these increments in the mortar 

strength and brick strength in compression showing that they have insignificant effect on 

the structural response under rapid blast loading. This might be due to lower strength of 

masonry in tension instead of compression. Also, there is no detailed information about 

the strain rate effects on masonry strengths in tension. Considering a typical floating 

debris impact load much slower than those associated with the blast loads, the strain rate 
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effect on the material strength is unlikely to be significant which is recalled in Section 4.8 

within validation study 2.  

The CDP model was employed in this study by defining three different fields in Abaqus: 

plasticity parameters, compressive behaviour and tensile behaviour. Considering the 

discussion above, the plastic strain rate and temperature were not considered for 

modelling non-linear behaviour in neither compression nor tension, while the fracture 

energy approach was followed to obtain the non-linear behaviour in tension as detailed in 

the following sections.  

4.4.2.1. Plasticity parameters 

The plasticity parameters of the CDP model are defined as follows: 

 Dilatation angle (𝝍) is the ratio of the volume change to shear strain, obtained from 

the plane (p – q) shown in Figure 4.3 where p is the hydrostatic pressure stress and q is 

the Mises equivalent effective stress. This value ranges between 12 and 37 degrees 

depending on the roughness of the unit surfaces for masonry. While lower values were 

used for the brick masonry walls by Abdulla et al. (2017) and Cavaleri et al. (2020), the 

dilation angle was kept between 24° and 37° for masonry arch bridges with both brick and 

stone masonry (Boothby and Roberts, 2001; Fanning et al., 2001; Kaminski, 2007) . It 

should be considered that a lower dilation angle values results in decrease in the stiffness 

of the structure considerably. 

 
Figure 4.3: Flow potentials in p-q plane (Genikomsou and Polak, 2015) 

 Eccentricity (𝝐) represents the shape of the flow potential in the (p – q) plane. As 

illustrated in Figure 4.3, the flow potential tends to a straight line with the tendency of the 

eccentricity to zero. The default value for the eccentricity in Abaqus is 0.1 (Abaqus, 

2014).  
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 𝝈𝒃𝟎/ 𝝈𝒄𝟎  is the proportion of the initial equibiaxial compressive yield stress to initial 

uniaxial compressive yield stress in plane stress see Figure 4.4 The value of 1.16 is 

proposed in the guidance of Abaqus (Abaqus, 2014). 

 

Figure 4.4: Yield surface in plane stress (Abaqus, 2014) 

 K𝒄 represents the ratio of the second stress invariant on the tensile meridian to that on 

the compressive meridian. The yield surface in the deviatory plane is given in Figure 4.5 

with 0.67 and 1 of K𝒄.  This ratio must be defined between 0.5 and 1.0 with the default 

value of 0.67 in Abaqus. 

 
Figure 4.5: Yield surfaces in the deviatory plane, corresponding to different values of Kc  

(Genikomsou and Polak, 2015) 

 Viscosity parameter (𝜇) is a viscoplastic regularisation used to tackle numerical 

convergence problems during stiffness degradation and softening behaviour of the 

material in Abaqus/Standard with the implicit scheme. The default value of this parameter 

is 0 for Abaqus/Explicit, while small viscosity value can be used to address the 

convergence problems in relation to the characteristic time increment (Abaqus, 2014). 

However, it should be noted that this parameter influences stiffness of the material which 

needs to be kept as small as possible. 
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4.4.2.2. Compressive behaviour  

As provided in Figure 2.22 in Section 2.5.1, the behaviour of the model in compression 

is linearly elastic until the yield stress value. After strain hardening occurs until reaching 

the ultimate stress value, the strength starts to decrease with strain softening. This plastic 

part in the compressive stress-strain curve is defined in the CDP model with the 

compressive stresses and corresponding compressive strains (휀𝑐
𝑝𝑙

) equivalent to the 

difference between the total compressive strain (휀𝑐) and the compressive strain at the yield 

stress (휀𝑐
𝑒𝑙) as follows: 

 휀𝑐
𝑝𝑙 =  휀𝑐 −  휀𝑐

𝑒𝑙  (4.4) 

It should be also noted that the plastic strain can be also calculated by applying a 

corrective equation based on compressive damage parameters in the CDP model 

(Kmiecik and Kaminski, 2011) which is not used in this study. 

For a brick masonry structure, if the brick and mortar types used are known, Eurocode 6 

(BSI, 2005) proposes an equation as given in Equation (2.4). Kaushik et al. (2007) found 

that Eurocode 6 (BSI, 2005) overestimates the compressive strength of brick masonry and 

their study proposed the lower compressive strengths for brick masonry with the modified 

equation of Eurocode 6 (BSI, 2005) as follows: 

 𝑓𝑐  = 0.63 𝑓𝑏
0.49 𝑓𝑚

0.32 
(4.5) 

where 𝑓𝑏 and 𝑓𝑚 represent the compressive strengths of brick and mortar. Kaushik et al. 

(2007) also provided a detailed compressive stress-strain curve for brick masonry with 

different mortar types where the peak strain, 휀𝑐, can be calculated as: 

 
휀𝑐 =

0.27

𝑓𝑚
0.25  

𝑓𝑐  

𝐸𝑐
0.7 (4.6) 

These equations are used to define the compressive stresses and corresponding 

compressive strains values in CDP model which was used in the validation study 2 in 

consideration of known compressive strengths of brick and mortar separately. 

4.4.2.3. Tensile behaviour 

The behaviour of the CDP model under uniaxial tension is linearly elastic until the 

ultimate stress level. After crack formation at its ultimate stress (𝑓𝑡), the tensile softening 

behaviour is observed that can be defined based on three approaches: the post-peak tensile 

stress-strain, tensile stress-displacement (crack opening) and the cracking fracture energy.  

Similar to the approach applied in the compressive stress-strain curve, the tensile stresses 
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in the post-peak region are defined using plastic strains (휀𝑡
𝑝𝑙

) corresponding to the 

difference between the total tensile strain (휀𝑡) and elastic strain (휀𝑡
𝑒𝑙) as: 

 휀𝑡
𝑝𝑙 =  휀𝑡 − 휀𝑡

𝑒𝑙  (4.7) 

The tensile plastic strain can be also obtained via the use of the tensile damage parameter 

in the post-peak tensile stress-strain approach. In the CDP model for brittle materials with 

little or no reinforcement, the result is sensitive to the mesh size during crack distribution. 

The mesh refinement may lead to narrower crack bands instead of additional crack 

formation. In this approach, the FE model cannot converge to the solution with a refined 

mesh owing to this local failure in the structure. Considering this, the stress-strain 

approach is not recommended for defining tensile post-peak behaviour of brittle material 

with little or no reinforcement by Abaqus (2014). The other options for modelling tensile 

post-peak behaviour, the tensile stress-displacement and the fracture energy method, are 

illustrated in Figure 4.6. The tensile softening is defined according to the post-peak tensile 

stresses and their corresponding displacement values in the first approach as given in 

Figure 4.6(a), whilst the latter is based on the ultimate stress value and corresponding 

energy required to open a unit area of crack. This fracture energy is equivalent to the area 

under the softening part of stress-displacement curve (Figure 4.6 (b)). Although Cavaleri 

et al. (2020) proposed an equation for fracture energy in tension for masonry, the equation 

predicts the tensile fracture energy approximately 100 times higher than its range found 

by the experimental studies detailed in the literature review. As an empirical approach 

based on those experimental results, the following equation was used in the CDP model 

as: 

 𝐺𝑡 = 0.1 𝑓𝑡
0.85 (4.8) 

where the 𝑓𝑡 is in N/mm2 and 𝐺𝑡 is in N/mm. 

 
                                    (a)                                                         (b) 

Figure 4.6: Tensile post-peak behaviour in the CDP model for a brittle material: (a) 

post-peak stress-displacement curve (b) post-peak stress fracture energy (Abaqus, 2014) 
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4.5. Contact modelling 

While macro-modelling approach can be used to simulate masonry without modelling the 

interaction between unit and mortar, there is still need for contact modelling between an 

impacted structure and other components such as loading plates, bearing plates etc. With 

this contact interaction, a concentrated stress and/or pressure can be generated at each 

contacted body based on its mechanical, geometrical and dynamic properties. To model 

contact interactions, Abaqus has two algorithms: the general contact (GC) and the 

contact-pair (CP) algorithms. The GC is easy to be defined for large models, while the 

CP is computationally efficient due to defining contact pairs separately. Although the 

latter is used in this study to be able to define different interaction properties at the 

interfaces, the automatic option can be used to find contact pairs in the CP option for large 

models. 

The CP algorithm is employed through defining the tangential and normal stress 

behaviour of the surfaces in contact. To define the tangential behaviour of the surfaces in 

contact, there are two different options commonly used in Abaqus: kinematic and penalty. 

The second option is better suited for general types of contact modelling including 

multiple contacts per node, contact between rigid bodies and contact of surfaces (Abaqus, 

2014). The isotropic penalty formulation is therefore used in this study by defining the 

coefficient between the master and slave surfaces in contact (where these surface 

descriptions adopt standard FE terminology). In order to decide whether the surface in 

contact is the master or slave, three rules are considered in Abaqus as follows: 

 Rigid surfaces can be used only as a master surface. 

 A node-based surface must always be the slave surface. 

 The finer mesh needs to be used for the slave surface. 

In addition to this, the normal behaviour of surfaces in contact is modelled following the 

default option, hard contact, by Abaqus is used in this research. The hard contact assumes 

that the tensile and compressive stresses can be transmitted by the surfaces in contact. Its 

most important advantage is no penetration between the surfaces. 

4.6. Time increment control and stability  

While Abaqus/Standard (also called Abaqus/Implicit) uses the equilibrium between 

external and internal forces applying a Newton-Raphson iteration method, 

Abaqus/Explicit integrates the dynamic nodal responses (velocity, acceleration, stress 
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etc.) for each time increment. Thus, the stability of the numerical model can be controlled 

with a time increment in Abaqus/Explicit and the stability limit is defined as the 

maximum time increment (Abaqus, 2014).  Due to high material and geometrical non-

linearities associated with the dynamic problems in this research, the stability limit needs 

to be continuously changed. Abaqus/Explicit contains the option to adjust time increment 

automatically. This method starts with the calculation of the stability limit depending on 

the maximum frequency of all elements in the model through using the following equation 

for each element.  

 
∆𝑡𝑠𝑡𝑎𝑏𝑙𝑒 =

𝐿𝑒

𝑐𝑑
 (4.9) 

where 𝐿𝑒 is the shortest element length and 𝑐𝑑 is the characteristic wave speed in the 

material equal to √Ε 𝜌⁄  , 𝐸 and 𝜌 are the modulus of elasticity and density of the material, 

respectively. After that, the global stability limit, which refers the stability limit defined 

based on the maximum frequency of the dynamic system, is calculated using Equation 

(4.10): 

 
∆𝑡𝑠𝑡𝑎𝑏𝑙𝑒 =

2

𝜔𝑚𝑎𝑥
 (√1 +  𝜉𝑚𝑎𝑥

2 −  𝜉𝑚𝑎𝑥) (4.10) 

where 𝜔𝑚𝑎𝑥  and 𝜉𝑚𝑎𝑥 are the maximum frequency of the system and the corresponding 

damping ratio, respectively. The latter is defined by the equation of  𝑐 𝑐𝑐⁄  where 𝑐 is the 

damping of the system and 𝑐𝑐 is the critical damping value.  

The impact duration of the phenomena investigated here is very short time compared to 

the natural period of the structural system, hence the impact problems are often 

considered as an un-damped system with 𝜉 = 0 through assuming no significant damping 

effect on the structural system under impact (Al-Thairy, 2012). Then Equation (4.10) 

becomes: 

 
∆𝑡𝑠𝑡𝑎𝑏𝑙𝑒 =

2

𝜔𝑚𝑎𝑥
 (4.11) 

Unless the main interest of a study is to investigate the effect of mass scaling, the 

automatic time increment control in Abaqus/Explicit is highly recommended with its 

more conservative progress (Al-Thairy, 2012; Abaqus, 2014). The automatic option is 

hereby employed in this study. 
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4.7. Validation study 1: response of brick masonry arch barrel under 

vertical static load 

Before examining the capability of the FE model under dynamic loads within an explicit 

solver, the macro-modelling approach for masonry was first addressed using the implicit 

solver to be able to investigate the effects of the parameters used in the CDP model for 

material non-linearity. For this purpose, the response of a brick masonry arch barrel 

subject to vertical static load was simulated based on the experiment available in the 

literature. Experimental details, FE model description and results are discussed below. 

4.7.1. Experimental details 

To replicate traditional masonry structures, a lime-based mortar and solid clay bricks were 

used in the construction of  the masonry arches in the experimental study of Oliveira et 

al. (2010) as shown in Figure 4.7(a). Two un-strengthened arches were tested under 

vertical load applied at the quarter span. The dimensions of the arches and the location of 

the applied force are given in Figure 4.7(b). The effective internal span and internal rise 

were 1,467 mm and 593 mm, respectively corresponding to a 0.4 rise-to-span ratio. 

  
(a) 

 
(b) 

Figure 4.7: (a) Preparation of masonry arch barrel and test rig in the experiment          

(b) front and side views of experimental setup, dimensions in mm (Oliveira et al., 2010) 
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The mechanical properties of masonry were also characterised in their study by testing 

10 masonry prisms with the dimensions of 163 mm x 100 mm x 50 mm consisting of five 

stacked bricks. The average compressive strength of 9.1 N/mm2 with 16% statistical 

coefficient of variation (COV) and the average elasticity modulus was 2,040 N/mm2 with 

34% COV. 

4.7.2. FE model description 

To simulate the experiment, three different components were modelled: masonry arch 

barrel, concrete block and steel loading beam.  3-D hexahedral shaped 8-node linear brick 

elements were used for all structures in the model with reduced integration and hourglass 

control (C3D8R). Although p-refinement can be performed in Abaqus/Standard for 3-D 

hexahedral elements, the second order interpolation was not employed to be able to 

provide the same conditions adapted in Abaqus/Explicit. Since this study uses the explicit 

scheme without p-refinement for masonry under dynamic loads which is examined in 

Section 4.8, this validation study only aims to investigate the effects of CDP parameters 

used for material non-linearity before moving to more complex structural analysis 

including dynamics. As detailed in Section 4.3, two options are available for numerical 

integration in Abaqus to calculate the stiffness matrix. Shear stress is not zero at the 

integration points of the elements in the full integration compared to the reduced 

integration which results in shear deformation occurring instead of realistic bending 

deformation referred to as shear locking phenomenon (Abdulla, 2019). The reduced 

integration was hence used in the present study so as to provide more accurate results by 

preventing the shear locking phenomenon. 

Table 4.1: Plasticity parameters and mechanical properties of brick masonry in CDP 

model 

Plasticity parameters 

Dilation angle (𝜓) Eccentricity (𝜖) 𝜎𝑏0/ 𝜎𝑐0 Kc Viscosity(𝜇) 

30° 0.1 1.16 0.67 0 

Mechanical properties of brick masonry 

Density (kg/m3) 𝑓𝑐 (N/mm2) 
𝐸𝑐 

(N/mm2) 
𝑓𝑡 (N/mm2) 𝐺𝑡 (N/mm) 

2150 9.1 2040 0.319 0.038 

The plasticity parameters and mechanical properties of masonry defined in the CDP 

model are summarised in Table 4.1. As detailed previously, the default values for the 

plasticity parameters; 𝜖, 𝜎𝑏0/ 𝜎𝑐0, Kc and 𝜇 were used. Contrary to previous studies 
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(Abdulla et al., 2017; Cavaleri et al., 2020), the value of 𝜇 could be kept at 0 as a default 

value without any convergence problems observed during the simulations. The dilatation 

angle 𝜓 of 30o was chosen following sensitivity analysis in consideration of various 

values used for masonry in the literature previously discussed in Section 4.7.3. The 

compressive strength (𝑓𝑐) and modulus of elasticity (𝐸𝑐) of brick masonry were provided 

by the experimental study of Oliveira et al. (2010) with 9.1 N/mm2 and 2040 N/mm2, 

respectively. The elastic strain (휀𝑐
𝑒𝑙) in the compressive stress-strain curve was obtained 

based on these values, whilst the total strain (휀𝑐) and plastic strain (휀𝑐
𝑝𝑙

) values were 

defined in consideration of the compressive strength as well as the behaviour of brick 

masonry with lime mortar referring to the intermediate mortar grade in  the study of 

Kaushik et al. (2007). The compressive stress-strain curve of brick masonry used in this 

validation is given in Figure 4.8 where the non-linear behaviour was defined in the CDP 

model following Equation (4.4). The tensile strength (𝑓𝑡) of brick masonry was assumed 

as 0.035 𝑓𝑐 based on previous studies detailed in the literature (Schubert., 1988; Cavaleri 

et al., 2020). The fracture energy in tension (𝐺𝑡) was calculated from Equation (4.8). 

 
Figure 4.8: Compressive stress-strain relationship of masonry in validation study 1 

To simulate the experiment, the concrete blocks and steel loading beam were assumed as 

a rigid body, while translation and rotation were restricted in all directions at the bottom 

of the blocks (Figure 4.9) in accordance with the experiment where the concrete blocks 

were fixed to the strong floor. The CP algorithm was employed between the loading beam 

and masonry arch barrel by applying hard contact and penalty options as a normal and 

tangential behaviour, respectively. The friction coefficient of 0.85 was defined in the 

penalty algorithm following previous studies in the literature (Boothby and Roberts, 

2001). A different CP interaction modelling type, tie constraint, was adopted between 

blocks and bottom of arch barrel where these surfaces were kinematically constrained to 

prevent sliding of surfaces. 
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Figure 4.9: Front view of FE model with numerical boundary conditions used at the 

bottom of blocks 

4.7.3. Simulation results 

This section first presents the results from sensitivity analyses performed on mesh size 

and dilatation angle used in the CDP model. Then the structural response of masonry arch 

barrel subject to vertical static loads is discussed.  

4.7.3.1. Influence of mesh size 

A mesh sensitivity analysis was conducted to optimise the model resolution according to 

desired accuracy and computational efficiency. For this purpose, the numerical model 

was simulated with three different mesh sizes considering the width of arch barrel with 

50 mm. The coarse mesh size was defined with 25 x 25 x 25 mm to be able to have two 

elements along the width of the arch barrel with the total element number of 2,988 as 

shown in Figure 4.10(a). As a medium mesh, each mesh was refined in x direction 

corresponding to the mesh size 12.5 x 25 x 25 mm, thus doubling the number of total 

elements in the numerical model (Figure 4.10(b)). In the last analysis, the dimension of 

each mesh was 12.5 x 12.5 x 25 mm where the elements were refined in the y direction 

(Figure 4.10(c)). The total number of elements in the simulations and associated CPU run 

time are detailed in Table 4.2. Note that a core processor with an Intel i7-10875H CPU 

@2.30 GHz was used to conduct all FE models. 
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             (a)  25 x 25 x 25 mm                                        (b)  12.5 x 25 x 25 mm                             

                                       
                                                    (c) 12.5 x 12.5 x 25 mm 

Figure 4.10: Masonry arch barrel with different mesh sizes 

Table 4.2: Details of mesh sensitivity analysis 

Mesh size in mm                                 

(height x length x width) 

Number of 

elements 

CPU run 

time (sec) 

12.5 x 12.5 x 25 12384 935.2 

12.5 x 25 x 25 5976 392.0 

25x 25 x 25 2988 165.5 

Figure 4.11 illustrates the comparison of force-time displacement at the quarter span of 

the arch with these three mesh sizes. Exp-1 and Exp-2 represent the experimental results 

obtained from two identical masonry arch barrels of Oliveira et al. (2010). Despite no 

detail about the reason of this difference between two experimental results, this can be 

expected in consideration of the nature of masonry assembly. Although the numerical 

model with three different mesh sizes could capture similar trend, the peak force and 

corresponding displacement values show a slight change between the results with 

medium and coarse mesh size. Contrary to Exp-1, the error at the peak force value was 

1.61% and 0.6% within coarse and medium meshes, respectively. The peak force with 
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fine mesh was closer to the value obtained in Exp-2 with the error of 10%.  Considering 

the difference between the results with the finest mesh and others, Exp-1 was assumed as 

a reference for the numerical model, and the coarse mesh was chosen in relation to its 

higher accuracy and computational efficiency. The accuracy of the FE model obtained in 

this validation study is relatively higher than those discussed in the literature review. 

 
Figure 4.11: Comparison of force-displacement curves at the quarter span of the arch in 

vertical direction with three mesh sizes 

4.7.3.2. Influence of dilatation angle 

Similar with all numerical models, the parameters used in this present FE model have an 

effect on the numerical results. Considering various dilatation angle (𝜓) values proposed 

to be between 24° and 37° in the CDP model (Boothby and Roberts, 2001), its effect on 

predicted structural behaviour was herein examined. Figure 4.12 shows that the effect of 

𝜓 on the structural response under static load is insignificant within the range of 25° and 

35° which is also evaluated in the validation study 2.  

 
Figure 4.12: Comparison of force-displacement curves at the quarter span of the arch in 

vertical direction with different dilation angles, 𝜓 
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4.7.3.3. Results 

The numerical model predicted the failure mode well where the four-hinge mechanism 

was occurred on the masonry arch barrel same as the experiment as illustrated in Figure 

4.13(a) and Figure 4.13(b). Figure 4.14(a) and Figure 4.14(b) provide maximum and 

minimum principal stress distribution at the end of simulation where the tensile stresses 

on the structure reached the tensile strength with 0.319 N/mm2. Considering the loading 

direction as well as the width of the arch barrel, this model was strongly dependent on the 

flexural tensile strength of the material in the CDP model corresponding the tensile 

strength and fracture energy defined. Even though the experiment obtained two different 

force vs. displacement curves of the identical structures under the same loading condition 

and a good accuracy with 1.61% error was observed within the numerical model 

compared the peak force obtained by the experiment of Oliveira et al. (2010) as shown in 

Figure 4.15 (a). The accuracy of the numerical model within the explicit solver was also 

examined in Figure 4.15(b) where the FE model within the explicit solver predicted the 

peak force value with 1.53% error. The post-peak behaviour in the explicit solver was 

slightly different compared with that in the implicit solver, Abaqus/Implicit. 

     
(a) 

            
                                                                   (b)  

Figure 4.13: Four-hinge failure mechanism captured in the (a) experimental and (b) 

numerical study at the end of the simulation (deformation scale factor: 20) 
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(a) 

            
(b) 

Figure 4.14: (a) Maximum principal stresses distribution and (b) minimum principal 

stress distribution in N/mm2 at the end of the simulation (deformation scale factor: 20) 

 
(a) 

 
(b) 

Figure 4.15: (a) Comparison of force-displacement curves at the quarter span of the arch 

in vertical direction between the experiments and macro-modelling within implicit 

solver (b) implicit and explicit solvers 
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4.8. Validation study 2: response of brick masonry parapet walls under 

out-of-plane impact load 

As aforementioned, there are currently no detailed experimental studies in the open 

literature exploring the behaviour of masonry arch bridges under horizontal dynamic 

loads in the transverse direction i.e., called horizontal out-of-plane loads. To examine the 

capability of the proposed macro-modelling approach for unreinforced brick masonry as 

well as the explicit scheme used in the dynamic analysis, an experimental study on the 

behaviour of unreinforced brick masonry parapet walls subject to out-of-plane impact 

loads conducted by Gilbert et al. (2002) was chosen. The experimental study was 

simulated via Abaqus/Explicit and the results are discussed in the following sections. 

4.8.1. Experimental details  

The main aim of the experiment by Gilbert et al. (2002) was to investigate the behaviour 

of an unreinforced masonry wall subject to accidental vehicle impact load as well as the 

effect of wall thicknesses, wall lengths, material properties, impact locations and 

boundary conditions on the structural behaviour under out-of-plane dynamic loads. 

Considering how typical vehicle impact on the masonry parapet walls occurs, the impact 

force was applied laterally to the test walls through using an impact test rig with a drop 

weight, rotating quadrant and quadrant support (Figure 4.16). The drop weight and height 

were determined to be representative of those for real vehicle impacts through obtaining 

different impulse values with various peak impact force and impact duration. 

 
Figure 4.16: Arrangement of impact test on masonry parapet wall (Gilbert et al., 2002) 
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Among the various masonry walls investigated experimentally by Gilbert et al. (2002), a 

free-standing brickwork parapet wall subject to out-of-plane impact load at the centre of 

the wall, named as B2, was chosen to be simulated in FE with the front view of test 

arrangement shown in Figure 4.17. The dimension of the brickwork wall was 9.15 m long, 

1.07 m high and 0.215 m wide. The wall was constructed on a plain rectangular steel base 

plate with 0.012 m thickness by bolting the plate to the floor.  

 
Figure 4.17: Front view of test arrangement (based on (Gilbert et al., 2002)) 

The impact load was applied at the centre of the loading plate with the dimensions of      

0.4 x 0.4 x 0.05 m equivalent to 500 mm above the base of each masonry wall. Different 

unit types, bricks and concrete blocks and a consistent mortar type, class iii according to 

BS 5628 part1 (BSI, 1978) with the compressive strength of 8.6 N/mm2 and mean density 

of 2090 kg/m3 was used in the experiment. The wall B2 consisted of clay brick of 134 

N/mm2 compressive strength and 2200 kg/m3 density. In addition to these, the friction 

coefficient of 0.85 was determined between the steel base plate and masonry wall in the 

experiment (Gilbert et al., 2002). The out-of-plane impact load exerted by the 380 kg 

mass dropped from a height of 2.5 m corresponding to a 2.66 kNs impulse load was 

applied to the wall from the centre of the steel loading plate with the force-time history 

given by the experiment as shown in Figure 4.18.  

 
Figure 4.18: Force-time history given by Gilbert et al. (2002) 
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4.8.2. FE model description 

Similar to the experiment, a masonry wall with a loading plate was modelled via use of 

3-D hexahedral shaped 8-node linear brick elements with reduced integration and 

hourglass control (C3D8R) based on the discussion provided in the validation study 1. 

The same plasticity parameters, 𝜓,  𝜖,  𝜎𝑏0/ 𝜎𝑐0, Kc  and 𝜇 were employed as validation 

study 1, while the sensitivity of the 𝜓 was also discussed in the result section. The 

mechanical properties of brick masonry defined in the CDP model are given in Table 4.3. 

The experimental study of Gilbert et al. (2002) provided the compressive strengths of 

brick (𝑓𝑏) and mortar (𝑓𝑚). The compressive strength of masonry (𝑓𝑐) was calculated 

based on Equation (4.5) proposed by Kaushik et al. (2007) as a modified equation of 

Eurocode 6 (BSI, 2005). While the 𝐸𝑐 was calculated according to Equation (4.1), 

Equation (4.6) was employed to obtain 휀𝑐  where the compressive strength of mortar is 

known. The compressive stress-strain curve obtained based on these values as well as the 

proposed curve by Kaushik et al. (2007) is illustrated in Figure 4.19. Equation (4.4) 

facilitated the calculation of the plastic strain, 휀𝑐
𝑝𝑙

 for the CPD model by using 휀𝑐 and 휀𝑐
𝑒𝑙  

values at the descending branch of the curve.  

Table 4.3: Mechanical properties of brick masonry in CDP model 

Density (kg/m3) 𝑓𝑐 (N/mm2) 𝐸𝑐 (N/mm2) 𝑓𝑡 (N/mm2) 𝐺𝑡 (N/mm) 

2150 13.82 7604 0.484 0.054 

 

 
Figure 4.19: Compressive stress-strain relationship of masonry in validation study 2 

The  𝑓𝑡  of 0.484 N/mm2 was employed in the FE model corresponding to 0.035 𝑓𝑐 which 

was also in the range of characteristic flexural strength of brickwork with clay brick and 

mortar type iii under the out-of-plane loading parallel to the bed joints (BS 5628 (BSI, 

1978)) associated with the failure mode of the wall observed in the experiment. 𝐺𝑡 was 

obtained according to Equation (4.8) and the Poisson’s ratio of 0.2 was used in all FE 

models. 
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     Figure 4.20: Front view of FE model with applied boundary conditions 

The steel loading plate was assumed as a rigid body considering the greater stiffness and 

strength of the steel compared to masonry. To simulate the boundary condition in the 

experiment where a relatively thin rectangular plane base plate is bolted to the floor and 

the mortar used between the wall and base plate, the movements and rotations were 

restricted in x, z directions and y directions, respectively (Figure 4.20). The CP algorithm 

was employed between the loading plate and masonry wall by applying hard contact and 

penalty options with the friction coefficient of 0.85 as a normal and tangential behaviour, 

respectively. 

4.8.3. Simulation results 

The simulation results from the sensitivity analyses performed on the mesh size and 

dilatation angle used in the CDP model is first presented. Following this, the structural 

response of the masonry parapet wall subject to out-of-plane impact load is shown. 

Further discussion is also provided on the possible loading rate effect on the structural 

response of masonry at the end of the section. 

4.8.3.1. Influence of mesh size 

According to the simple geometry of the masonry parapet wall, the h-refinement approach 

was used through defining mesh sizes globally rather than defining locally, called 

adaptive mesh refinement (used in Chapter 8). Also, the element with same dimensions 

in x, y, z direction could capture the failure modes of the wall properly. Figure 4.21(a) 

illustrates side view of the masonry wall in FE with three different mesh sizes in 

consideration of the number of the element along the width of the wall: coarse, medium 

and fine representing approximately 200 x 200 x 200 mm, 100 x 100 x 100 mm and           

50 x 50 x 50 mm, respectively. These elements sizes can range ±3 mm according to the 

dimensions of the wall. Figure 4.21(b) provides the comparison of the displacement 

histories at the 440 mm above the base, 115 mm from the centre of the loading steel beam, 

with these different mesh sizes in the FE against the experimental result of Gilbert et al. 

(2002) . The fine mesh size with 1.3 s computational (CPU) time where t = 0.7 s physical 

time (Table 4.4) and 3.4% error at the peak displacement was chosen instead of refining 



146 

 

the mesh more in order to optimise the FE model in terms of computational time and 

accuracy. Note that the same Intel i7-10875H CPU @2.30 GHz was used to simulate FE 

models in this validation study. 

   
                    (a)                                                                      (b) 

Figure 4.21: (a) Side view of masonry wall in FE with three mesh sizes: coarse, 

medium, fine and (b) comparison of horizontal displacement histories at the 440 mm 

above the base, 115 mm from the centre of the loading steel beam with these mesh sizes 

against the experiment of Gilbert et al. (2002) 

Table 4.4: Details of mesh sensitivity analysis 

Mesh size in mm                                 

(height x length x width) 

Number of 

elements 

CPU run 

time (sec) 

50 x 50 x 50 15884 1.3 

100 x 100 x 100 2536 0.4 

200 x 200 x 200 742 0.2 

 

4.8.3.2. Influence of dilatation angle  

The dilation angle used in the CDP model is known to affect the material behaviour in 

masonry. Based on the comparison of force-displacement histories with different 

dilatation angles in validation study 1, this effect on the behaviour of masonry arch barrel 

under vertical static load was relatively low. Considering the out-of-plane dynamic load 

within this validation study, a sensitivity study for this parameter was hereby conducted 

with regard to the displacement history provided in the experiment (Gilbert et al., 2002). 

Although the dilatation angle (𝜓) of 30° was applied in the FE model according to the 

studies in the literature, its effect was evaluated. Figure 4.22 shows that the dilation angle 

less than 25° in the CDP model resulted in a considerable increase in the maximum 

displacement equal to 12% higher than that in the experiment with decrease in the 

stiffness of the structure. 
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Figure 4.22: Comparison of horizontal displacement histories at the 440 mm above the 

base, 115 mm from the centre of the loading steel beam with different dilation angles, 𝜓 

4.8.3.3. Results 

The crack patterns of the masonry parapet wall B2 was given by the experiment (Figure 

4.23(a)). Figure 4.23(b) and Figure 4.23(c) illustrate the crack pattern on the front and 

back face of the wall obtained at the end of the simulation, t = 0.7 in the FE model where 

the PE represents the plastic strain, while the first crack occurred when the masonry 

material reached the tensile strength of 0.484 N/mm2 at t = 0.14 s. Considering this crack 

pattern of B2 wall observed in Figure 4.23(a), the FE model could predict the horizontal 

cracks at the bottom of the wall, front face tensile cracks and back face tensile cracks well 

including the location of vertical, horizontal as well as some of the diagonal cracks. 

Another numerical study of Burnett, Gilbert, Molyneaux, Beattie, et al. (2007) in the 

literature also simulated this experiment employing simplified micro-model. The 

displacement history at 440 mm above the base, 115 mm from the centre of the loading 

steel beam captured in the macro-model was compared with that in the experimental study 

and the simplified micro-model of Burnett, Gilbert, Molyneaux, Beattie, et al. (2007) so 

as to examine the capability of this present macro-model, see Figure 4.24. The macro-

modelling approach provided a good agreement with the experiment with 3.4% error in 

the peak displacement value, particularly better than simplified micro-modelling with the 

61.3% error. The study of Burnett, Gilbert, Molyneaux, Beattie, et al. (2007) used a non-

linear constitutive model for only interfaces via use of a specially formulated contact 

interface model where all other parts including masonry units were considered within a 

linear constitutive model. Their study highlighted that the effects of the key contact 

interface parameters: dilation angle, base friction, joint failure stress and fracture energy 

might be the reason of the high error in their simplified micro-modelling approach for 

this wall B2. It should be emphasised that although Burnett, Gilbert, Molyneaux, Beattie, 
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et al. (2007) showed a better agreement for the cases with concrete abutments at the end 

of the walls, contrary to the B2 wall and their simplified micro-model could undoubtedly 

provide detailed information for local behaviour of the structure. However, these results 

emphasise that the macro-model can be applied successfully where the global behaviour 

of the structure under out-of-plane dynamic load is the main interest. 

 
                         (a) 

 
                          (b) 

 
                          (c) 

Figure 4.23: Crack pattern on masonry wall B2 (a) experiment based on the study of 

Gilbert et al. (2002), (b) FE, front face and (c) FE, back face of the wall at t = 0.7 s 

(deformation scale factor = 0.5) 

 
Figure 4.24: Comparison of horizontal displacement histories of wall B2 at the 440 mm 

above the base, 115 mm from the centre of the loading steel beam based on the 

experiment of Gilbert et al. (2002) and simplified micro-model of Burnett, Gilbert, 

Molyneaux, Beattie, et al. (2007) 

4.8.3.4. Discussion on the influence of loading rate 

Another brick masonry wall, named as B4 in the experiment of Gilbert et al. (2002), was 

also modelled to examine the macro-modelling approach applied in this present study 

which might also evaluate the loading rate effect on structural behaviour. The wall B4 

with the same boundary conditions and material properties as the wall B2 was subject to 
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out-of-plane impact load at the same location, at the centre of the loading plate, 0.555 m 

above the base of the wall. The wall B4 had slightly different dimensions from the wall 

B2 with 9.15 m length, 1.03 m height (0.04 m shorter) and 0.33 width (0.115 m wider). 

The peak impact force and the impulse were two times higher than those exerted on the 

wall B2. Gilbert et al. (2002) did not provide the detailed force-time history, but they 

mentioned that the dual peak on the force-time history was recorded. Based on this 

information, an idealised force-time history was applied to the wall B4 shown in Figure 

4.25 with 180 kN peak force and experimentally recorded impulse with 5.04 kNs. 

 
Figure 4.25: Force-time history applied on the wall B4 in the FE model based on 

(Gilbert et al., 2002) 

 
                     (a) 

 
                      (b) 

 
                        (c) 

Figure 4.26: Crack pattern on masonry wall B4 (a) experiment based on (Gilbert et al., 

2002), (b) FE, front face and (c) FE, back face of the wall at t = 0.3 s (deformation scale 

factor = 0.5) 

The wall B4 was also simulated within the simplified micro-model by Burnett, Gilbert, 

Molyneaux, Beattie, et al. (2007). Figure 4.26(a) shows the crack pattern observed in the 

experimental study of Gilbert et al. (2002). Figure 4.26(b) and 4.26(c) illustrate the crack 

pattern at the front face and back face of the wall B4 at t = 0.3 s, respectively, while  

Figure 2.27 compares the displacement histories obtained by this study, macro-modelling, 
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experiment (Gilbert et al., 2002) and simplified micro-modelling (Burnett, Gilbert, 

Molyneaux, Beattie, et al., 2007). This comparison reveals that the macro-modelling 

approach predicted the crack pattern well including horizontal crack at the bottom and 

vertical crack at the top of the wall, whilst the inclined cracks could not be captured. The 

macro-model predicted the global behaviour of the wall well with the 3.58% error in the 

maximum displacement compared to the experiment. The maximum error in the macro-

model was 29.25% where that was 27.28% in the simplified micro-model of Burnett, 

Gilbert, Molyneaux, Beattie, et al. (2007). 

 
Figure 4.27: Comparison of horizontal displacement histories of wall B4 at the 440 mm 

above the base, 115 mm from the centre of the loading steel beam based on the 

experiment of Gilbert et al. (2002) and simplified micro-model of Burnett, Gilbert, 

Molyneaux, Beattie, et al. (2007) 

These two experimental results might provide an insight for examining the effect of the 

loading rate and hence strain rate on the structural behaviour. The maximum plastic strain 

of the wall B4 reached 0.1618 at t = 0.7 s with 43% lower value compared to the wall B2 

and the maximum displacement decreased by 27%, though two times higher peak force 

were exerted on the structure within the same impact duration. These results highlight 

that this difference in the structural behaviour of masonry wall could be due to slight 

differences in the wall dimensions or the influence of loading rate which requires a further 

investigation including its possible effect on the material behaviour of masonry. In 

relation to this, Burnett, Gilbert, Molyneaux, Beattie, et al. (2007) refers to a parallel study 

(Burnett, Gilbert, Molyneaux, Tyas, et al., 2007) obtaining the dynamic enhancement of 

tensile strength of masonry joints within the small bodies at strain rates of ~1 s-1 within 

the DIF of  ~3.1. However, Burnett, Gilbert, Molyneaux, Beattie, et al. (2007) highlighted 

that this topic needs further research. Considering this, the maximum principal strain-time 

histories were obtained where the highest strain values were observed on the front and 

back faces of the wall B2 as shown in Figure 4.28(a) and Figure 4.28(b) where the LE 
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(logarithmic strain) is the default strain output to obtain both elastic and plastic strain by 

considering non-linearity of geometry (Abaqus, 2014). Similar with the range obtained 

by Burnett, Gilbert, Molyneaux, Beattie, et al. (2007) the maximum strain rate of ~1 s-1 

was obtained in the FE model of the wall B2 (Figure 4.28(c)). However, Wei and Hao 

(2009) obtained the range between 1.0 and 1.05 of the DIF in the homogenised masonry 

within the strain rate of ~1 s-1 rather than that considering the joint discussed by Burnett, 

Gilbert, Molyneaux, Tyas, et al. (2007). Although relatively low strain rate is expected in 

this research compared to the vehicle impact load, the strain rate effect on masonry 

behaviour and associated DIF values in tenion are still open topics as Burnett, Gilbert, 

Molyneaux, Beattie, et al. (2007) highlighted.  

 

                 
                        (c) 

Figure 4.28: (a) Front face, (b) top face of the wall B2 with the maximum strain points 

on the front wall (F1 and F2) and back wall (B1) at t = 0.7 s (deformation scale factor = 

0.5) and (c) maximum principal strain-time histories at F1, F2 and B1 

4.9. Concluding remarks 

This chapter presented a finite element (FE) modelling methodology adopting a macro-

modelling approach to simulate the structural response of masonry subject to static and 

dynamic loads. This methodology was validated against existing experimental work and 
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hence the numerical tools needed to investigate the behaviour of masonry arch bridges 

under flood-induced loads in Chapter 8 were developed. The findings obtained in this 

chapter can be summarised as follows: 

 The macro-modelling approach proposed in this study could predict the global 

behaviour of a masonry arch barrel subject to vertical static load in terms of the 

force-displacement response, crack formation and crack propagation, particularly 

capturing four-hinge mechanism failure mode of masonry arch barrel same as the 

experiment without numerical convergence difficulties. 

 The capability of the FE model within the explicit scheme via use of a macro-

model was demonstrated by a validation study of the structural response of 

masonry walls subject to out-of-plane impact loads. All FE models were able to 

reproduce the behaviour experimentally observed within good accuracy including 

horizontal, vertical and some of diagonal cracks. 

 The selections of parameters in the CDP model as well as the mesh sizes 

influenced the numerical results. A set of sensitivity studies were performed to 

demonstrate and justify the parameters and mesh sizes used in this study. 

 In the dynamic analyses, any possible strain rate dependency in the masonry 

material was ignored. The relative accuracy of the results suggests that any 

possible strain rate effects for this kind of masonry component and impact are 

negligible. The strain rate effect on the structural response of masonry under out-

of-plane impact load was however discussed. Further study needs to be conducted 

on the strain rate effect for mechanical properties of masonry, particularly that in 

tension in consideration of low strength of masonry and associated failures in 

tension. 

The next chapter presents an experimental study to investigate flood-induced loads on a 

single-span arch bridge. 
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Chapter 5 Experimental Investigation of Flood-

induced Loads on a Single-span Arch Bridge 

 

 

5.1. Introduction 

Flow characteristics around the structural members of a masonry arch bridge are essential 

to investigate the flood-induced forces, particularly hydrodynamic and debris impact 

forces on the bridge. As highlighted in Chapter 2 and Chapter 3, there are neither 

experimental nor numerical studies on investigating this type of complex fluid-structure 

interaction in the literature. To comprehend the flood-induced forces on a typical single-

span masonry arch bridge as well as to validate the SPH numerical model used in this 

research, this chapter provides experimental investigation of the flood-induced forces on 

the bridge considering different submergence ratios of the bridge components and initial 

debris orientations. Firstly, the modelling criteria employed in the experiment is detailed, 

then the experimental setup and methodology with description of instrumentations are 

outlined. This is followed by presenting experimental results including explanation of 

calibrations and post-processing of experimental data.  

5.2. Experimental setup and laboratory equipment 

5.2.1. Laboratory flume 

The hydraulic experiments were carried out using an existing re-circulating flume at the 

University of Manchester as shown in Figure 5.1. The flume is 4.88 m long, 1.22 m wide 

and 0.61 m high without any slope. In consideration of the slight changes in the width of 

the flume between inlet and flume test section (see Figure 5.1), the flume test section was 

kept to a section of the flume 2.88 m in length. A detailed velocity profile needs to be 

obtained related to possible varied surface roughness characteristics through the flume 

surface associated with small corrosion seen on the flume surface. To obtain various flow 

conditions, the flume has an adjustable pump at the inlet and a weir at the outlet whose 

depth can be changed using a rectangular piece of wood. Although the flume was 

connected with the central pump system, a refilling tank at the outlet was used to measure 

the flow rates during the experiments. Considering possible uncertainty due to measuring 
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water height in the tank for volume and stop watch for the time, there is a need to take 

more than one flow rate measurement as detailed in Section 5.2.4.  

 
Figure 5.1: Photograph of the flume 

5.2.2. Modelling criteria 

A physical scale model is used to identify hydraulic engineering problems and to optimise 

economical and technical solutions for these problems through representing a real-world 

prototype. To minimise possible scale effects, the physical scale model needs to satisfy 

mechanical similarities with the real-world prototype; geometric, kinematic and dynamic 

similarity. Based on the geometric similarity, the scale ratio between model and full-scale 

structures must be same for all dimensions by keeping same shape. While the kinematic 

similarity is the similarity of velocities between the model and full scale, the dynamic 

similarity considers the similarity of force between them. Thus, by having both geometric 

and dynamic similarity, the kinematic similarity is also provided between the model and 

full scale.  

Similarity conditions can be provided with two types of scaling approaches depending on 

the flow conditions considered; Froude scaling and Reynolds scaling. The former is most 

often used for open channel flows where viscous forces are negligible compared to 

dominant gravity forces, whilst the Reynolds scaling is used where viscous forces are 

dominant like pressured pipe flow. Considering the flows in this project, gravity-driven 

open channel flow, Froude scaling was used in this study where the Froude number was 

calculated applying Equation (2.2) given in the literature review and associated scaling 

factor (𝜆) was obtained from the ratio between the characteristic lengths of the prototype 

(𝐿𝑃) and the model (𝐿𝑀). The Froude scaling factors for physical properties are 

summarised in Table 5.1 where the fluid density is assumed as an identical. 
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Table 5.1: Froude scaling factors for physical properties (based on (Heller, 2011)) 

Parameter Dimension Froude 

Geometric similarity 

Length [L] λ 
Area [L2] λ2 
Volume [L3] λ3 
Rotation [-] 1 

Kinematic similarity  

Time  [T] λ1/2 
Velocity  [LT-1] λ1/2 
Acceleration [LT-2] 1 

Discharge [L3T-1] λ5/2 
Dynamic similarity 

Mass [M] λ3 
Force [MLT-2] λ3 
Pressure and stress [ML-1T-2] λ 
Energy and work [ML2T-2] λ4 
Power [ML2T-3] λ7/2 

A representative masonry arch bridge was chosen considering typical geometrical 

properties, e.g. span, rise-to-span ratio of many masonry arch bridges. Based on the listed 

masonry arch bridges in Table 2.3 and more studies in the literature (Kamiński, 2010; 

Ebrahimi et al., 2016; Sarhosis et al., 2016; Mathews and Hardman, 2017; Solan et al., 

2020), a single-span masonry arch bridge with a 8 m span, 0.25 rise-to-span ratio and 4 

m streamwise width in relation to a one-vehicular lane bridge was assumed as a prototype 

bridge. According to the flume dimensions and the geometric similarity, the scale ratio 

between model and prototype structures must be same for all dimensions by maintaining 

the same cross-section shape. The model bridge with 1:10 scale was used for experiments 

corresponding to 0.8 m span and 0.4 m width (see Section 5.2.3). The hydraulic conditions 

in the experiment were decided according to the submergence ratio of structural 

components (abutment, arch barrel and spandrel wall) rather than replicating the flooding 

condition based on Froude scaling approach due to insufficient flume capacity. However, 

the flooding scenario by applying the kinematic similarity based on Froude scaling law is 

also studied numerically in Chapter 7. Also, the Froude scaling was also used for the 

structural response of prototype bridge under these different hydraulic conditions in 

Chapter 8. 
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5.2.3. Experimental setup 

Figure 5.2 shows a schematic sketch of the experimental setup. The inlet pipe had two 

control valves externally adjustable by hand wheels. While one of them had been always 

fully open during the experiments, the other was used to control the flow rate. A 

perforated metal plate at the inlet was used to eliminate possible unwanted objects in the 

test area. In addition to flow rates, the weir height was also changed using rectangular 

piece of wood with different heights (Figure 5.3(a)) at the outlet to obtain desired 

hydraulic conditions (Figure 5.2). 

 

Figure 5.2: Plan and side view of experimental setup with the velocity and water depth 

measurement locations of V1-V9 (not to scale) 

     
                    (a)                                         (b)                                          (c) 

Figure 5.3: (a) Woods used as a weir, (b) aluminium beam and (c) elbow joiner 
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Due to the presence of the debris and unknown location of the debris impact, the bridge 

was suspended using an aluminium beam (Figure 5.3(b)) and elbow joiner (Figure 5.3(c)) 

keeping an approximately 5 mm gap between the flume surface and bridge bottom.  It 

should be noted that the elbow joiner was located based on the direction of the debris 

impact, thus the elbow joiner allowed the bridge to move in the flow direction and to be 

restrained in other directions.  

 
Figure 5.4: Cross section of a single-span arch bridge with tree log 

As previously stated, the arch bridge was modelled with 1:10 scale in the experiment with 

a 0.8 m span, 0.25 rise-to-span ratio and 0.4 m width in the flow direction. Considering 

the flume width, 1.22 m, the abutment dimension perpendicular to the flow direction was 

0.205 m to keep the gap of 5 mm between the flume side wall and bridge side wall so that 

the bridge was allowed to freely move under hydrodynamic and debris impact forces 

(Figure 5.4). The equivalent full-scale bridge height of 4.5 m was decided based on Table 

2.3 in consideration of common rise-to-span ratio, backfill depth at the crown as well as 

the parapet wall height of the bridge equating 0.45 m in the modelled bridge. To represent 

a tree log in the rivers, a cylindrical debris was designated based on the span length of the 

bridge and the ratio between the length and diameter of the debris with 0.059 based on 

several studies (Comiti et al., 2006; Magilligan et al., 2008; Ebrahimi et al., 2016). Details 

about the debris type and orientations are provided in Section 5.3. In addition to these, to 

record the debris motion at the upstream of the bridge, a camera with the model of 

Panasonic Lumix DMC-TZ71 was located at the side of the flume. 
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                                            Figure 5.5: Arch bridge assemblage 

According to previous hydraulic experiments (Al-Faesly et al., 2013; Ducrocq et al., 

2017) and the rigid body assumption for structures in the SPH numerical model (Chapter 

3), the arch bridge needed to be rigid as well as transparent to be able to obtain accurate 

flood-induced loads without consideration of the structure response and to keep cables 

away from water in case the model bridge leaks, respectively. Considering these, the 

bridge was assembled using 12 mm thick acrylic perspex sheet and waterproof cases were 

prepared with 50 mm diameter and 130 mm height for 35 mm outer diameter and 90 mm 

height of the pressure probes as shown in Figure 5.5. Note that the special process, acrylic 

drape forming, was employed to be able to fabricate a rigid arch from the 12 mm thick 

sheet.  

5.2.4. Flow meter 

The flow rate in the flume used in this study was measured via use of a separate tank with 

a 2 m length, 1 m width and 1 m height at the outlet of the flume. The total volume in the 

tank in a specific period of time was measured to obtain the flow rate for each case. The 

hydraulic conditions in the experiment were set based on the submergence ratio of the 

modelled bridge and the flume capacity. Regarding the maximum volume of 2 m3 in the 

tank and the risk of flooding the laboratory using a full volume, the maximum flow rate 

of 0.1 m3/s was considered in the experiment. It should be highlighted that the free-surface 



159 

 

level fluctuated occasionally at flow rates greater than 0.1 m3/s where steady flow could 

not be maintained by the pump. 

 
      (a) 

                      
                                                                        (b) 

Figure 5.6: (a) Accumulated volume in time and (b) the averaged flow rate vs number of 

the observation with the reference of Q = 0.01 m3/s 

To predict the uncertainty of the flow rate readings, two tests were performed. The first 

one was to investigate the drift in flow rate within time, whilst the other was to calculate 

the standard deviation of the flow rates measured independently. For the first one, the 

accumulated volume up to approximately 1.75 m3 in the tank was obtained eight times 

over total 175 s with the interval of 10 s, 16 s and lastly 20 s (Figure 5.6(a)). The mean 

flow rate of 0.01 m3/s was estimated over the total time which fits the data over the range 

with maximum difference of 0.69 m3 where the interval of 10 s corresponding to the 

maximum error of 6.9%. This might be due to the reaction time of approximately 0.2 s to 

start and stop the watch. Regarding this and the hydraulic conditions in the flume, the 

time interval of 16 s was used in this study to measure flow rate with maximum error of 

2.5%. The second test calculated the standard derivation based on the mean flow rate of 

0.01 m3/s and maximum 10 flow rate readings at 16 s. The results varied from 0.009876 

m3/s and 0.0104 m3/s with an error of 1.24% and 4.1% where the number of observations 

was 1 and 2, respectively.  Overall, the 0.2 % standard deviation of the mean flow rate 

was obtained. It can be thus concluded that the uncertainty associated with the flow rate 
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was considered negligible in the tests, in particular where the number of observations was 

increased. Considering this, three flow rates were measured for each case. 

5.2.5. Acoustic doppler velocimeter (ADV)  

The streamwise, vertical and spanwise velocities of water were measured at various 

locations in the flume test section including both the upstream and downstream of the 

bridge as given in Figure 5.2 with sections V1-V9. For the velocity measurements, a 

Nortek Vectrino Acoustic Doppler Velocimeter (ADV) was used in this study. Figure 5.7 

shows the setup of the ADV where the cylindrical main body (housing) was suspended 

from a steel beam with a clamp above the flume, whilst the cabled type probe was 

extended into the water flow. The probe consisted of four receive and one transmit 

transducers. Each receive transducer was located inside a receiver arm, while the transmit 

transducer was mounted at the centre of the probe.  

                                 

Figure 5.7: Acoustic Doppler Velocimeter  

To measure the volume-averaged velocity of the flow, the probe employs the Doppler 

effect which represents a difference in the frequency of sound wave as the wave source 

moves compared to reference observer. Figure 5.8 shows the procedure of obtaining 

velocity where a sound wave emitted by the transmit transducer hits a moving particle 

(shown as red in Figure 5.8) and then reflects the sound, called the Doppler shift. The 

receiver arm detects this reflected sound wave, thus determining the velocity vector in a 

single plane. The sample volume of the ADV used in this study is located approximately 
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50 mm below the transmitter. Note that the transmitter needs to be fully submerged by 

water to be able to obtain an accurate reading. 

 
Figure 5.8: Working principle of  Vectrino ADV (Nortek, 2018) 

The sampling rate of 200 Hz was employed for all velocity measurements. To obtain an 

accurate velocity measurement at the free-surface level without fluctuation, glass 

microspheres were added at 1 m upstream of measurement point. Considering the increase 

in the uncertainty of Doppler with increase in the velocity range (Robertson, 2016), the 

velocity range was kept same at the location of V1 with free-surface velocity of 0.2 m/s 

for all submerge conditions which is detailed in Section 5.3. To ensure the time period of 

ADV measurements, a convergence study was performed at the lateral centreline of  V1 

location without the bridge in the flume. An optimal time period was decided by keeping  

the uniform flow with the Reynolds number of 18,120 based on the hydraulic radius at 

the location V1. The depth-averaged velocities as a function of the depth were obtained 

over three different time periods; 30, 60 and 120 s. Figure 5.9 provides the comparison 

of vertical velocity profiles at the lateral centreline of V1 location with these different 

time periods where 𝑧 is the velocity measurement point with respect to the total water 

height (𝐻), 𝑢 is the local (temporally averaged) velocity in the direction of the flow and 

𝑈 is the depth-averaged velocity calculated as:  

 
𝑈 =  

1

𝐻
∫ 𝑢 𝑑𝑧

𝐻

0

 (5.1) 

Since values obtained over 60 s and 120 s showed a maximum difference of 2.52 %, the 

optimal time period of 60 s was chosen equating 12,000 total velocity measurements with 

200 Hz for each case.  
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Figure 5.9: Vertical velocity profile in the flume without bridge at the lateral centreline 

of V1 location 

For all cases in the experiment, the flow conditions were subcritical and fully turbulent. 

In addition to this velocity profile comparison, the turbulence intensity corresponding to 

the turbulent kinetic energy per unit might have been addressed here if the main interest 

of the study was to examine the turbulence modelling in the open channel flow with a 

simpler obstacle and more advance velocity measurement technique, e.g., Particle Image 

Velocimetry (PIV) might be needed for this. With the equipment available in the 

University of Manchester Hydraulics Laboratory as well as the validation purposes of the 

SPH numerical model to investigate this complex fluid-structure interaction in the present 

research, this study mainly aims to provide insight into the flood-induced damages on 

masonry arch bridges. Further investigation therefore needs to be performed on the 

evaluation of the turbulence in the SPH model using a simpler obstacle and more advance 

measurement equipment. 

5.2.6. Data logging system for pressure sensors and load cells 

In the experiment, a total of five pressure sensors on the front spandrel wall and arch 

barrel of the bridge and two load cells behind the suspended bridge were used. Details of 

these instruments are given in the following sections. The data logging system used to 

capture the signal from these instruments is now explained. As shown in Figure 5.10, a 

signal conditioning box was firstly used for pressure sensors so as to convert current 

signal output into voltage within the range of 1 V and 5 V. To measure this electrical 

signal, the voltage output obtained from signal conditioning box was connected to the 

National Instrument (NI)-9205, voltage input module, which can be read by NI Data 

Acquisition (DAQ) system. The product type of NI cDAQ-9178 was used in this 



163 

 

experiment. Another input module with two channels, the NI-9218, was connected to the 

DAQ system not only to read but also to adapt the load cell outputs comprising of full-

bridge strain gauges. After setting up all data logging devices, the DAQ system was 

connected to the computer where the LabVIEW software was programmed accordingly. 

To minimise systematic errors related to zeroing, this raw data in voltages was collected 

in all experiments.   

 

Figure 5.10: Data logging devices 

With the presence of debris resulting in short-time debris impact forces on the bridge, the 

sampling frequency needed to be at least 500 Hz to be able to capture these short-time 

impulsive forces based on the preliminary SPH numerical results. Following the Nyquist-

Shannon sampling theorem, the sampling frequency was kept higher than the minimum 

required one to retain all information without missing any data (Ficker and Martišek, 

2015). The sampling rate of 2000 Hz was therefore employed in the experiments. The 

sampling rate could have been increased within the programmable LabVIEW software, 

however considering the amount of required memory with higher sampling rate, this 

sampling frequency of 2000 Hz was optimal as well as sufficient for the experiments. 

5.2.7. Pressure sensors and calibration 

Five pressure sensors were accommodated on the arch bridge for the validation purposes 

of SPH models. As previously described, each pressure sensor with the outer diameter of 

35 mm was put inside a waterproof case of 50 mm diameter made by Perspex, while the 

inner diameter of sensors was 25 mm representing the sensing diameter. After installation 

of the pressure sensors and their cables, the waterproof cases were sealed as illustrated in 
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Figure 5.11. Following these, numbered pressure sensors were connected to the DAQ 

system via use of a signal conditioning box as detailed previously in Section 5.2.6. 

 
Figure 5.11: Installation of pressure sensors 

Figure 5.12 shows location of five pressure sensors; three of them were used on the front 

spandrel wall and the other two were placed in the arch barrel considering where the 

predetermined locations of interest of the hydrodynamic and debris impact forces and the 

location of common four-hinge mechanism are expected on the arch barrel under vertical 

loads. Also, considering the breadth of the waterproof case and the symmetry of the 

bridge, the pressure sensors on the spandrel wall were located at the left side of the bridge, 

while the others on the arch barrel at the right side of the bridge. The type of pressure 

sensors was kept same with the designation of PTX5072-TA-A3-CA-HO-PA. The main 

reasons for choosing this pressure sensor type were its premium accuracy level and its 

range between -20 kPa and +20 kPa in relation to expected negative pressure on the arch 

barrel and the front spandrel wall close to the free surface where the debris impacted as 

well as high positive pressure values induced by the debris impact. 

      

Figure 5.12: Pressure sensors’ locations on the left side of the front spandrel wall and 

right side of the arch barrel (not to scale) 
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The signal conditioning box converted the signals into the voltages between 1 V and 5 V 

corresponding to -20 kPa and +20 kPa, respectively, thus the 0 kPa value was expected 

to be 3 V accordingly. Although all pressure sensors were identical, the 0 kPa value was 

only equal to 3 V precisely for P3, whilst P1, P2, P4 and P5 were 2.983 V, 3.008 V, 3.001 

V and 3.01 V. To avoid this systematic error associated with zeroing, the following 

equations were obtained for pressure sensors separately based on the calibrations, 

readings taken before and after each experiment. Note that the equations calculate the 

pressure in Pa as follows:  

P1: 𝑃 = (
(𝑉𝑜𝑢𝑡𝑝𝑢𝑡 − 0.983) ∗ 40

4
− 20) ∗ 1000 (5.2) 

P2: 𝑃 = (
(𝑉𝑜𝑢𝑡𝑝𝑢𝑡 − 1.008) ∗ 40

4
− 20) ∗ 1000 (5.3) 

P3: 𝑃 = (
(𝑉𝑜𝑢𝑡𝑝𝑢𝑡 − 1) ∗ 40

4
− 20) ∗ 1000 (5.4) 

P4: 𝑃 = (
(𝑉𝑜𝑢𝑡𝑝𝑢𝑡 − 1.001) ∗ 40

4
− 20) ∗ 1000 (5.5) 

P5: 𝑃 = (
(𝑉𝑜𝑢𝑡𝑝𝑢𝑡 − 1.01) ∗ 40

4
− 20) ∗ 1000 (5.6) 

For calibration purposes to obtain these 0 values accurately in Equation (5.2) - Equation 

(5.6), the hydrostatic pressures were measured by filling the flume with water until all 

pressure sensors were fully submerged with the free-surface level of 0.398 m. The 

pressure values at each pressure sensor were measured and then these experimental results 

were compared with the analytical results following horizontal hydrostatic pressure 

calculation. Figure 5.13 provides this comparison where the total heights above the 

flume’s bottom of the pressure sensors P1-P5 were 0.305 m, 0.255 m, 0.355 m, 0.300 m 

and 0.272 m considering 5 mm gap between the flume and bridge base. These 

corresponded to 912.33 Pa, 1402.83 Pa, 421.83 Pa, 961.38 Pa and 1236.06 Pa, 

respectively in the analytical calculations. After approximately 3 s, the pressure values 

started to decrease since the weir of the flume cannot be fully closed for a hydrostatic 

tank. Until 3 s, the accuracy was observed from these experimental results using pressure 

sensors and associated zeroing process with highest error being 0.97 % in P4. Note that 
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the pressure values were measured before and after each experiment to be able to provide 

the consistent accuracy without systematic error related to this zeroing process. 

    

   

 

Figure 5.13: Comparison between experimental and analytical results of hydrostatic 

pressure values at P1-P5 where H = 0.398 m 

5.2.8. Load cells and calibration 

This present research aimed to investigate the pressure distributions on the bridge with 

and without debris. Considering the unknown location of the debris impact, the load cells 

were used to be able to predict the debris impact force on the structure. For this purpose, 

the arch bridge was submerged by suspending it from the aluminium beam. Behind the 

bridge, another beam was mounted to carry the steel plates and load cells used (see Figure 

5.2). The locations of the steel beams and load cells were parallel, while the load cell 

immediately adjacent to the downstream face was fixed in order to measure the reaction 
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force resulting from the hydrodynamic flow and debris impact on the bridge. The most 

important point here was to keep the distance between two aluminium beams used for the 

bridge and load cells the same to be able to obtain similar force range from load cell A 

(LA) and load cell B (LB) considering the load cells are non-identical. 

 
Figure 5.14: Installation of load cells 

The load cells were hand-made consisting of full-bridge strain gauges accommodated on 

a hollow aluminium tube with 1 mm thickness and inner diameter of 40 mm. Firstly, the 

maximum load capacity of the tube and corresponded strain were calculated to avoid 

possible compression or buckling failures of aluminium tube in compression. Then, the 

linear relationship between voltage and force was obtained by applying known weights, 

12.5 kg and 25 kg on the load cells. The load cells were non-identical owing to being 

hand-made, thus the calibration was performed separately.  

        
Figure 5.15: Correlation between voltages and forces in LA 

Based on the calibration shown in Figure 5.15, the following equation was employed for 

LA: 



168 

 

 𝐹LA =  0.6231 + 9.0897 𝑥 106 𝑉𝑜𝑢𝑡𝑝𝑢𝑡 (5.7) 

 
Figure 5.16: Correlation between voltages and forces in LB 

Figure 5.16 gives the calibration results of LB with the equation obtained as: 

 𝐹LB =  0.3723 + 10.8696 𝑥 106 𝑉𝑜𝑢𝑡𝑝𝑢𝑡 (5.8) 

Due to lower 𝑉𝑜𝑢𝑡𝑝𝑢𝑡 values of hand-made load cells compared to their industrial options, 

special attention was devoted to deciding the voltage values corresponding to the case of 

0 N in the experiment by taking readings before and after each experiment. 

5.3. Description of case studies 

The hydraulic conditions in the experiments were set based on the flume capacity. This 

was the main limitation of the experiment where the submergence ratios of structural 

members of the model bridge were evaluated rather than replicating real flooding 

scenarios by providing geometrical as well as kinematic similarity based on Froude 

scaling law. A representative masonry arch bridge was used with a scale factor of 1:10 in 

all structural components of the modelled arch bridge; abutment, arch barrel and spandrel 

wall as detailed in Section 5.2.3. Three hydraulic conditions were set according to water 

depth at the V1 location considering fully submerged abutment, arch barrel and spandrel 

wall with 5 mm gap between the bridge base and the flume. These corresponded 0.208 

m, 0.318 m and 0.405 m, respectively where the free-surface velocity was kept as 

approximately 0.2 m/s. Considering possible flooding and safety risk in relation to the 

cables connected to the pressure sensors, the bridge was submerged up to 0.405 m instead 

of the total height of the bridge of 0.45 m. The flow conditions at V1 location, 1.75 m 

upstream of the bridge, was considered as an inflow of the test area to be able to provide 

a steady flow to the test area of the flume.  
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Table 5.2: Hydraulic conditions and debris details in case studies 

Case  

Fully submerged 

structural 

member 

Flow 

depth at 

V1 (m) 

Flow 

rate 

(m3/s) 

Fr Re Debris  

Initial debris 

orientation 

(degrees)  

1 Abutment 0.208 0.043641 0.120 35,724 - - 

1A Abutment 0.208 0.043641 0.120 35,724 Tree log 0 

1B Abutment 0.208 0.043641 0.120 35,724 Tree log 90 

2 Arch barrel 0.318 0.067536 0.098 55,014 - - 

2A Arch barrel 0.318 0.067536 0.098 55,014 Tree log 0 

2B Arch barrel 0.318 0.067536 0.098 55,014 Tree log 90 

3 Spandrel wall 0.405 0.086089 0.087 70,065 - - 

3A Spandrel wall 0.405 0.086089 0.087 70,065 Tree log 0 

3B Spandrel wall 0.405 0.086089 0.087 70,065 Tree log 90 

As previously stated, this work focused not only on flood-induced hydrodynamic loads 

but also the combination of hydrodynamic and debris impact loads on a single-span arch 

bridge. Table 5.2 summarises these three hydraulic conditions and debris details in the 

case studies examined in the experiment. The most common floating debris type in 

watercourses is a tree log as detailed in the literature review of Chapter 2. In relation to 

this, a tree log, specifically English Brown Oak with the density of 905 kg/m3 (wet) was 

used in the cases with debris. The length and diameter of this cylindrical debris were 0.84 

m and 0.05 m representing a tree log with the diameter-length ratio of 0.059. The initial 

debris orientation (θ) was the orientation of debris at V2 location representing 1.5 m 

upstream of the bridge. The long axis of the debris was parallel to the bridge span in case 

1A, 2A and 3A where θ = 0, while it was perpendicular to the bridge span in case 1B, 2B 

and 3B where θ = 90. It should be noted that a set of 5 experimental runs for each case 

was performed as a part of repeatability analysis and further discussions on the accuracy 

of the measurements is provided in Section 5.5. 

5.4. Signal processing 

The pressure sensors, load cells and DAQ system available at the University of 

Manchester were used considering their successful applications in the hydraulic 

experiments where the open channel flow is the interest. However, it is not easy to obtain 

an accurate signal from this equipment due to the interference in the noisy atmosphere, 

e.g., the noise of the central pump in the hydraulics laboratory. To process the signal, 

there are several methods widely used such as Mean Average Filter (MAF), Fast Fourier 
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Transform (FFT) and Wavelet Transform (WT). The MAF takes subset of data at a time. 

After taking the average of those data, a single output value is calculated in relation to 

this subset. Although the method is used in various applications, it is not suitable for the 

experimental data in this research due to possible risk of data loss associated with peak 

impact pressure and force values. The FFT transforms a signal from its original domain, 

time domain here, to the frequency domain. Although the method can be employed for 

the cases where the frequencies of the signal and noise can be overlapped, representing a 

signal in the frequency domain was the main disadvantage of the method considering no 

predictable range of frequencies of load cells and pressure sensors used in the experiment 

(Baines, 2020). To overcome this shortcoming of FFT, the WT decomposes a signal into 

subset and then analyse these subsets separately by providing more information about 

where and when of these different components. Following sections provide a brief 

explanation of both common signal processing methods used in this type hydraulic 

experiments, FFT and WT, and then the methods are compared by applying them to raw 

data obtained in the experiment.  

5.4.1. Fast Fourier transform 

The Fourier transform is an integral where a time-dependent function is expressed in 

terms of sinusoidal basic functions, e.g., a sum of cosines and sines function multiplied 

by coefficients. To obtain the Fourier coefficients (e.g., amplitude, phase), the input signal 

varying with time 𝑓(𝑡) is correlated with a sinusoidal wave (𝑒−𝑗𝜔𝑡) as follows: 

 
𝑓(𝜔) =  ∫ 𝑓(𝑡)𝑒−𝑗𝜔𝑡

∞

−∞

𝑑𝑡 (5.9) 

where  𝜔 is an angular frequency. This equation calculates the amplitude spectrum of 

𝑓(𝑡) at frequency 𝜔 which means representing the signals as a function of frequency.  For 

discrete measurements, Equation (5.9) becomes the discrete Fourier transform (Haddad 

and Serdijn, 2009) with the FFT widely used. A filter can be imposed in the frequency 

domain (e.g., a high-, low- and band-pass filter) to remove undesired components.  The 

filtered time signal in the time domain can then be constructed by using the inverse 

Fourier transform on the desired frequency components. As previously stated, the FFT 

provides discrete information in the frequency domain and the Fourier coefficients 

converge quickly where the signals are sufficiently regular and periodic. Therefore, the 

FFT is not satisfactory for the signals with varied spectra in time. For example, although 
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the non-stationary signal’s frequency can be easily detected by the Fourier transform, the 

time information is lost during the process of the inverse Fourier Transform. 

The time information of 𝑓(𝑡) is characterised by decomposing it over waveforms which 

are well localised in time. While the windowing function can be used to localise the 

singularity of the signal in the time domain, its Fourier transform is defined over the 

whole axis leading to poorly present it in frequency domain by the Fourier transform. 

Further discussions on the windowing function and FFT with examples of their 

applications can be found in the study of Haddad and Serdijn (2009) as well as the tutorial 

of National Instruments (2021) used in the experiment for the voltage input module and 

DAQ system detailed in Section 5.2.6. 

5.4.2. Wavelet transform 

The WT decomposes a signal into a subset (called as family of wavelets) which can be 

either regular or irregular, smooth or sharp, symmetric or asymmetric. Hence, different 

types of wavelets can be selected associated with various types of signals. The family of 

wavelets consists of the translated and dilated versions of a prototype function (also called 

mother wavelet). The WT of a function 𝑓(𝑡) at scale 𝑎 and position 𝑥 is as: 

 
𝑊𝑓(𝑥, 𝑎) =  

1

√𝑎
∫ 𝑓(𝑡) 𝜓∗ (

𝑡 − 𝑥

𝑎
)

∞

−∞

𝑑𝑡 (5.10) 

where 𝜓 (𝑡) and ∗ denote the mother wavelet and complex conjugate, respectively. 1 √𝑎⁄  

is the factor used for energy normalisation, while position 𝑥 and scale 𝑎 determine how 

the mother wavelet translate and dilate along the time and space axis. By solving this 

equation, the inner products of a signal are obtained with a family of wavelets. To perform 

signal processing including peak detection and noise reduction, the discrete WT with 

denoising option was employed in this study where the noisy signal is first decomposed 

via use of multi-level wavelets and some of detail coefficients are threshold. Following 

these, the signal is reconstructed using the approximation coefficients and altered detail 

coefficients. Further information on the WT tools can be found at National Instrument 

website (www.ni.com), various studies in the literature (Addison et al., 2001; Haddad and 

Serdijn, 2009; Shi et al., 2012) and the website of the Origin Pro software used for signal 

processing (www.originlab.com). Despite an automatic option for calculating the 

threshold is available in the software, it should be noted that a larger threshold may 

remove the useful signal when removing the noise as discussed in the following section. 

http://www.ni.com/
http://www.originlab.com/
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5.4.3. Comparison of FFT and WT 

The WT method has outstanding features for signal processing compared to the FFT. 

Firstly, the WT can analyse signal from coarse to fine as well as in the form of various 

frequencies. Also, the method can localise the signal features in both time and frequency 

domains and the trend of effective signal can be identified by the method (Addison et al., 

2001; Shi et al., 2012). When considering the hydrodynamic and debris impact loads 

expected in the experiment, the main advantage of the WT method is its definition of 

impulse response in the time domain (Haddad and Serdijn, 2009).  Baines (2020) showed 

that for pressure signals measured during waves impacting a vertical wall, the use of WT 

removed the signal noise without loss of amplitude of the peak signals and did not 

introduce any phase shift common to standard Fourier transform methods. Although the 

WT was employed in this study considering its outstanding features to capture the local 

behaviour associated with the debris-induced pressure and force values, the capability of 

the other common method (FFT) was also examined for each case. To highlight the 

importance of choosing a signal processing method as well as to illustrate the loss of the 

debris-induced peak load within the FFT, the total force in case 1 without debris and case 

1A with debris and pressure on P2 sensor in case 2 without debris and case 2A with debris 

obtained using these two approaches are herein discussed. Since the most sudden changes 

(most impulsive load) with the presence of the debris occurred in case 1A and case 2A 

and their reference hydrodynamic cases, case 1 and case 2 were also presented so as to 

provide comprehensive comparison. Note that OriginPro 9.1 software was used in this 

study for signal processing of all pressure and force readings obtained from pressure 

sensors and load cells. Also, it should be emphasised that the pressure measurements were 

performed via use of industrial product with signal-to-noise ratio (SNR) range between 

15 dB (decibels per milliwatt) and 25 dB, while the SNRs within the load cell 

measurements were ~5.1 dB and 10.52 dB considering all cases summarised in Table 5.2. 

 
Figure 5.17: Fourier amplitude spectra for force in case 1  
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To provide an example of the first step of the FFT filtering method, the Fourier amplitude 

spectra of the signals in case 1 is illustrated in Figure 5.17 where the mean fundamental 

frequency of 50 Hz was calculated. A low-pass filter with a cut-off frequency of 35 Hz 

was applied to remove high-frequency noise. During the inverse Fourier Transform, the 

time information was obtained without any loss in case 1 as shown Figure 5.18 with 

relatively regular signal in the hydrodynamic cases, while the time information was lost 

in case 1A with the debris impact (Figure 5.19). 

 
                                                                          (a) 

 
                                                                         (b) 

 
          (c) 

Figure 5.18: The results of load cell signals in case 1, Reading 1 (R1) (a) raw data with 

noise and (b) processed by FFT-low pass and WT-denoising for the complete time 

history (c) between 4.4 s and 6.0 s 
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As can be seen in Figure 5.18(a), Figure 5.18(b) and Figure 5.18(c), the capability of both 

methods for processing signals obtained in case 1 with only hydrodynamic loads is almost 

the same. However, as examining the cases with the presence of debris, e.g. case 1A in 

Figure 5.19(a), Figure 5.19(b) and Figure 5.19(c), the peak value associated with the 

debris impact could be predicted 42% less with 25.47 N in the FFT-low pass signal 

processing compared to 43.92 N in the WT-denoising. As detailed in Section 5.4.1 and 

Section 5.4.2, the cut-off frequency the FFT-low pass and thresholding level and wavelet 

type of the WT-denoising are also important to obtain an accurate result. In this study, 

these were decided according to the cases with hydrodynamic loads only ensuring same 

prediction for drag force histories. Considering all these advantages of the WT-denoising 

method and its outstanding prediction for the debris impact force compared to the FFT-

low pass, the WT-denoising method was employed in the experimental data in order to 

clean the noise from the signal with Daubechies wavelet type and 5th order. More 

information on the efficiency of the method with different orders can be found in the 

study of Saravanan and Ramachandran (2009). 

 
           (a) 

  
                                                                         (b) 
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       (c) 

Figure 5.19: The results of load cell signals in case 1A, R2 (a) raw data with noise and 

(b) processed by FFT-low pass and WT-denoising for the complete time history          

(c) between 21.2 s and 22.8 s 

 
           (a) 

 
          (b) 
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             (c) 

Figure 5.20: The results of  P2 pressure sensor signals in case 2, R1 (a) raw data with 

noise and (b) processed by FFT-low pass and WT-denoising for the complete time 

history (c) between 4.5 s and 5.8 s 

The capability of both FFT and WT methods is also examined for P2 pressure sensor 

reading in case 2A where the debris impacted the sensor as well as its reference case 

without debris, case 2.  Similar to the force values, the noise from the P2 pressure sensor 

without debris could be cleaned successfully without loss of the signals using both FFT-

low pass and WT-denoising methods as illustrated in Figure 5.20(a), Figure 5.20(b) and 

Figure 5.20(c). Whilst the WT-denoising obtained the debris impact pressure without loss 

of the peak signals, the FFT-low pass computed the peak positive and negative pressure 

values 63% and 90% less, respectively (Figure 21(a), Figure 21(b) and Figure 21(c)). 

Note that whether a pressure sensor or a load cell with the sensitivity to negative values 

is used in the experiment, a negative value maybe captured before or after the debris 

impact when the debris is close the structure with these pressure sensor and load cell as 

discussed in Chapter 3 in relation to the negative forces observed in the experiment of   

Al-Faesly et al. (2013). 

 
            (a) 
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                 (b) 

 
              (c) 

Figure 5.21: The results of P2 pressure sensor signals in case 2, R1 (a) raw data with 

noise and (b) processed by FFT-low pass and WT-denoising for the complete time 

history (c) between 32.72 s and 32.84 s 

5.5. Results and discussions 

This section presents the results obtained from the experiment. Despite the main focus on 

investigating the flood-induced hydrodynamic and debris impact pressure and forces on 

a single-span arch bridge, the velocities and water depths were measured at the upstream 

and downstream of the bridge within every 0.25 m (representing with V1-V9 in Figure 

5.2) to be able to repeat the experiments within same hydraulic conditions as well as to 

conduct associated statistical analysis. Considering this, the results in relation to 

kinematics of the water flow are first discussed with the water level and depth-averaged 

velocity at these V1-V9 locations. Then the dynamics of the flow and debris carried by 

the flow around the bridge is examined with the pressure and force values obtained using 

five pressure sensors and two load cells. Further discussion on the results of related 

uncertainty and statistical analyses is also provided in associated sections. 
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5.5.1. Flow depths 

The free-surface level of water and bottom level of the flume were measured at the lateral 

centreline of the locations V1-V9 (Figure 5.2) through the water depth measuring device, 

named as point gauge, for each case. The difference between these two levels was equal 

to the water depth. The zero value at the point gauge was set at the flume bottom level so 

as to obtain water depth directly with the free-surface level measurement. As detailed in 

Section 5.3, three hydraulic conditions were examined in the experiment based on the 

fully submerged structural member of the bridge, abutment, arch barrel and spandrel wall 

referring to 0.208 m, 0.318 m and 0.405 m at the location V1, 1.75 m upstream of the 

bridge. In case 1, a 0.1 m high weir was used at the 0.75 m downstream of the bridge rear 

spandrel wall. Figure 5.22 illustrates the water level elevations through the flume 

centreline in case 1 at the upstream and downstream of the bridge regardless of the bridge 

width in the flow direction. The measurement was taken every 0.25 m upstream 

representing with V1-V7, while the V8 was 0.3 m downstream of the bridge due to the 

presence of the second aluminium beam used for the load cells and the distance between 

V8 and V9 was 0.25 m.  

 
Figure 5.22: Water level elevations at the centreline of the flume                                              

in case 1, case 2 and case 3 

Figure 5.22 also shows the water level elevations at locations V1-V9 in case 2 and case 3 

where the height of the weir used at 0.75 m downstream of the bridge was 0.19 m and 

0.27 m, respectively. Using the same procedure as case 1, the hydraulic conditions were 

set at V1 locations in case 2 and case 3. The water depths at locations V1-V9 were mainly 

dependent on the height of the weir and the submergence ratio of the structural 

components. Although the weir height was not same in the cases, it can be observed from 
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water level elevations at the locations that increase in the submergence ratio of the 

structure blocked waterway and this resulted in a slight decrease in water depth compared 

to the water depth changes in case1 with only submerged abutment. Repeatability analysis 

was conducted for each case to be able to provide same hydraulic conditions since a small 

instability occurred in this water depth and velocity measurements related to the 

kinematic of the flow can nonetheless cause a significant scatter in pressure and force 

records. Based on the analysis, higher accuracy was observed in the water depth 

measurements with the uncertainty of ± 1.5 mm. 

5.5.2. Velocity profiles 

As detailed in the numerical modelling part in Chapter 3, the fluid velocity tangential to 

the boundary goes to zero at the solid boundary. This phenomenon is called the no-slip 

condition where the fluid velocity matches to the boundary velocity (zero in the 

experiment) owing to the friction effect of the walls and bottom. In accordance with this, 

the water velocity decreased near the bed of the flume in the experiment, see Figure 5.9, 

while the velocity reached the highest velocity value at the free-surface level and the 

velocity varied over the vertical coordinate between the bed and free surface. This spatial 

variation of velocity, called shear, affects the boundary layer next to the walls and bed. 

The height of the boundary layer is theoretically defined as the distance above the bed 

where the local velocity reaches 99% of free-surface velocity. This can vary with different 

viscosity value associated with the bed characteristics. To minimise the effects of not only 

this variation but also possible human errors as taking the measurement, thus the 

uncertainty in the measurements, the depth-averaged velocity profiles were produced for 

each case. Ten readings along the water depth in the z direction were obtained at the 

centreline of the location V1-V9 for each case with the uncertainty of ± 0.008 m/s. Then 

these local velocity values were used to calculate the depth-averaged velocities at those 

locations following Equation 5.1. As detailed in Section 5.2.5, the velocity measurements 

were performed via use of ADV. 60 s was the optimal time as a measurement duration 

with 200 Hz frequency, corresponding to 12 000 total velocity measurements for each 

one.  
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Figure 5.23: Depth-averaged velocity profile in the x direction at the centreline of the 

flume in case 1, case 2 and case 3 

The free-surface velocity was kept as 0.2 m/s at 1.75 m upstream of the bridge (V1) in all 

cases with different submergence ratio. Figure 5.23 illustrates the depth-averaged velocity 

profile in the x direction at the flume centreline in case 1 with the depth-averaged velocity 

of 0.1784 m/s at V1 and 0.3815 m/s at V9. When the flow is constricted due to the 

presence of the bridge, the depth-averaged velocity at the bridge opening increases to 

maintain the constant flow rate. 

The depth-averaged velocity profiles in the x direction at the centreline of the flume in 

case 2 and case 3 are also given in Figure 5.23. As can be seen from the results, the depth-

averaged velocity values decreased at the upstream of the bridge with increase in the 

submergence ratio of the structural components, particularly at V6 and V7 representing -

0.5 m and -0.25 m in the graphs. The same effect was also observed at the downstream 

of the bridge. The results reveal that the presence of the structure in the watercourse 

results in increasing the velocity around the structure at both upstream and downstream 

associated with 0.42 m decrease in the width of the watercourse from the flume width of 

1.22 m to the bridge opening of 0.8 m. Note that this increase in the velocity is also 

dependent on the weir height, especially at the downstream of the bridge. 

5.5.3. Flood-induced hydrodynamic loads: pressure and force histories 

Considering dominant hydrostatic loads in the cases, relatively low pressure and force 

values with a slight effect of hydrodynamic load are expected in the scaled model 

compared to real-life flooding scenario as discussed previously. To characterise the 

confidence intervals of the peak pressure and force value as well as their repeatability 
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from one experiment to another, five experiments were carried out for each case with 

different submerged structural components as detailed in Table 5.2. These five-time 

repetitions facilitated obtaining a statistical description of the quantities measured. This 

section presents the pressure-time and drag force-time histories from these five tests for 

three cases with only hydrodynamic loads: case 1, case 2 and case 3, by providing 

discussion on the statistical description for each result. For each case, the five 

repeatability tests are referred to as R1 to R5. 

Case 1 

Figure 5.24 illustrates the free-surface level around the bridge observed in the first reading 

(named as R1) in case 1 representing the case with fully submerged abutment. As can be 

seen, pressure sensors were not submerged in case 1, thus only the associated force history 

was obtained. Note that the force in the graphs represents the total force corresponding to 

the drag force in the cases with hydrodynamic load only and total force (drag force and 

debris impact force) with the case with the presence of the debris. 

 
Figure 5.24: Fully submerged abutment in case 1, reading R1 

 
Figure 5.25: Force-time histories in case 1, readings R1-R5 
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Five tests were conducted for case 1 where the results of each test were provided in Figure 

5.25. This facilitated obtaining the confidence interval as well as detailed data for the 

statistical analysis provided in Table 5.3. Considering a slight change in the force over 

time in the hydrodynamic cases, the root-mean square (RMS) force was calculated for 

statistical analysis of each case. The mean force and its standard deviation (SD) were 

provided related to the confidence interval to be able to use for validation purposes in the 

following chapter. The uncertainty in the measurements of the tests was also examined 

by computing the coefficient of variation (COV). The results with the SD of 0.77 N and 

COV of 12.4% show that reasonable consistency was observed with relatively small 

variability. To provide a clear force history, Figure 5.26 shows the result from one of the 

readings, R1. 

Table 5.3: Test results in case 1 

Reading no Force, RMS (N) 

R1 5.74 

R2 7.39 

R3 5.40 

R4 6.78 

R5 5.62 

Mean 6.19 

SD 0.77 

COV, % 12.40 

  
       Figure 5.26: Force-time history in case 1, reading R1 
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Case 2 

In case 2 with fully submerged arch barrel, two pressure sensors, P2 and P5, were fully 

submerged, while pressure sensor P1 was partially submerged where the free-surface 

level changed in time, see Figure 5.27. 

 

Figure 5.27: Fully submerged arch barrel in case 2, reading R1 
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Figure 5.28: Force and pressure histories in case 2, readings R1-R5 

Similar to the previous case, the confidence interval was obtained by conducting five tests 

with readings R1-R5 in case 2. Associated force and pressure histories are provided in 

Figure 5.28 where the negative pressure value was observed at the free-surface level 

around the bridge spandrel wall referring to P1 pressure sensor. The results of statistical 

analysis are summarised in Table 5.4 where relatively higher COV was obtained from 

pressure sensors with the highest COV of 76.15 % at sensor P1 associated with the free-

surface level and its resultant negative pressure. These higher variations at the pressure 

sensors are due to the measured pressure values being very small at the free surface 

around the arch barrel so the fluctuations are proportionally larger. In addition to this, the 

pressure sensing diameter of 25 mm may result in obtaining higher COV within partially 

submerged pressure sensor P1. The mean force and pressure histories are also given in 

Figure 5.29. 
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Table 5.4: Test results in case 2 

Reading No 
Force, RMS 

 (N) 

P1 

Pressure, RMS 

(Pa) 

P2 

Pressure, RMS 

(Pa) 

P5 

Pressure, RMS 

(Pa) 

R1 22.93 2.31 494.34 165.69 

R2 27.01 4.62 446.74 213.94 

R3 27.72 24.19 465.63 199.32 

R4 19.89 44.27 465.62 199.42 

R5 25.52 25.92 518.93 172.81 

Mean 24.61 20.26 478.25 190.23 

S.D. 2.88 15.43 25.40 18.08 

COV, % 11.69 76.15 5.31 9.51 
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Figure 5.29: Force and pressure histories in case 2, reading R1 

Case 3 

Five sensors were fully submerged in case 3, three on the spandrel wall and two on arch 

barrel as can be seen in Figure 5.30. Five tests were carried out where the force-time and 

pressure-time histories obtained via use of sensor P1-P5 are illustrated in Figure 5.31. 

Detailed analysis was performed so as to examine each force and pressure values in term 

of its repeatability and confidence interval (Table 5.5). With larger pressure values being 

measured, a lower COV compared to case 2 was obtained in all pressure values with the 

range between 1.46 and 3.12%, while the COV for the drag force was 18.76%. A 

representative force-time and pressure-time histories are also provided in Figure 5.32. 

 

Figure 5.30: Fully submerged spandrel wall in case 3 - R1 
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Figure 5.31: Force and pressure histories in case 3, readings R1-R5 

Table 5.5: Test results in case 3 

Reading 

No 

 Force, 

RMS (N) 

P1 

Pressure, 

RMS (Pa) 

P2 

Pressure, 

RMS (Pa) 

P3 

Pressure, 

RMS (Pa) 

P4 

Pressure, 

RMS (Pa) 

P5 

Pressure, 

RMS (Pa) 

R1 52.63 778.45 1366.00 397.88 704.80 989.87 

R2 45.87 807.14 1383.04 396.46 720.91 984.69 

R3 53.16 804.08 1356.65 415.49 690.06 964.43 

R4 31.72 809.08 1338.75 379.63 677.12 937.92 

R5 38.21 820.80 1327.21 385.26 667.46 963.23 

Mean 44.32 803.91 1354.33 394.94 692.07 968.03 

S.D. 8.32 13.93 19.72 12.34 19.11 18.42 

COV, % 18.76 1.73 1.46 3.12 2.76 1.90 



189 

 

 

 

 

 



190 

 

 

 
Figure 5.32: Force and pressure histories in case 3, reading R1 

5.5.4. Flood-induced hydrodynamic and debris impact loads: pressure and 

force histories 

In this section, the debris impact load is examined with different submerged ratio of the 

bridge components (abutment, arch barrel and spandrel wall) as well as initial debris 

orientations (0 and 90 degrees). As previously detailed in Figure 5.2, the centre of mass 

of the debris was located at V2, a distance of 1.5 m upstream of the bridge front face, in 

all cases. The debris motion was recorded using a camera with the model of Panasonic 

Lumix DMC-TZ71 at the side of the flume (Figure 5.33(a)) where the intelligent 

resolution and the automatic option for adjusting frame rate in accordance with the 

movements of the debris were used. Every 0.01 m with the total of 0.03 m upstream of 

the bridge was marked (Figure 5.33(b)) in order to estimate the debris velocity at the 

impact location by using the time from the videos recorded.  Although no bias was 

observed in the flume based on preliminary experiments, the debris orientation at the 

impact location varied in the tests of each case. This might be due to human errors 

considering no mechanical system used for releasing the debris inside the water flow. 
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                                  (a)                                                             (b) 

Figure 5.33: (a) Camera used in the experiment and (b) marked locations at the 

upstream of the bridge 

Case 1A 

The debris-induced impact force was evaluated here by conducting five tests. As force-

time histories are shown in Figure 5.34(a)-(e), the force including both hydrodynamic and 

debris impact load ranged between 32.94 N and 43.92 N where the mean force was        

6.19 N in case 1. In readings R1 and R4, the force values increased after the debris impact 

since the debris was accumulated at the upstream of the bridge. The average impact 

duration was 0.069 s based on those obtained in readings R1-R5. The SD and COV in the 

peak value of the debris impact were 4.00 N and 10.33%, respectively (Table 5.6) 

associated with the variability of debris orientation at the impact location relative to its 

initial orientation of 0-degree. Figure 5.35 and 5.36 illustrate these different orientations 

at the impact location in the tests, R1-R5.  
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                                           (a)                                                         (b) 

       

                                           (c)                                                         (d) 

 
                                                                          (e) 

Figure 5.34: Force-time history in case 1A at the debris impact (a)-(e) readings R1-R5 
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Figure 5.35: Motion of debris in case 1, reading R1 (Time in seconds and milliseconds 

is given in each snapshot) 

To estimate the debris velocity, the motion of the debris was recorded in millisecond 

precision. The snapshots from debris motion records are shown in Figure 5.35. The 

distance of the debris front face was 0.3 m and 0.1 m at the first and second captures, 

whilst the last one shows the time of debris impact. The debris velocity was estimated 

according to its travelling time between these specific distances, thus the debris velocity 

was calculated as 0.291 m/s and 0.331 m/s based on 0.3 m and 0.1 m distances in first 

and second captures. Considering the increase in the debris velocity close to the bridge, 

the 0.1 m distance was used for the rest of the tests in Figure 5.36 with relatively low 

COV obtained (Table 5.6). 

       
                                     (a)                                                              (b) 
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                                      (c)                                                                 (d) 

Figure 5.36: Motion of debris in case 1, (a)-(d) from readings R2-R5 

Table 5.6: Test results in case 1A 

Reading No  Force, Peak (N)  udebris (m/s) 

R1 32.94 0.331 

R2 43.92 0.336 

R3 35.25 0.330 

R4 40.40 0.334 

R5 40.84 0.337 

Mean 38.67 0.334 

SD 4.00 0.003 

COV, % 10.33 0.818 

Case 2A 

In case 2A, the debris impacted the bridge where the pressure sensor P2 was located. This 

enabled the examination of the debris impact load locally with the pressure results and 

globally with the peak force values. Similar with case 1A, the debris orientation along the 

upstream of the bridge changed in time and impacted the bridge with different orientation 

in the five tests of case 2A compared to its 0-degree initial orientation. Figure 5.37, Figure 

5.38 and Figure 5.39 show the force and pressure results obtained from these tests and 

the motion of the debris during the tests. As can be seen from the results in Table 5.7, the 

variability of the peak pressure results was much higher with 51.11% of COV compared 

to that in the peak force with 7.56% of COV. This is directly relevant to the debris 
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orientation, the position of the debris in reference to the 25 mm sensing diameter of the 

pressure sensors as well as the debris velocity. Despite this high variability in the peak 

pressure values, the results emphasised the debris impact loading locally was higher than 

its effect globally with the increment of peak pressure up to ~12,098 Pa with the debris 

impact contrary to its mean RMS value of 478.25 Pa in the hydrodynamic case, case 2; 

this is an approximate factor of 25. The debris impact duration of approximately 0.052 s 

was observed at the peak force in reading R4 (Figure 5.37(d)), while it was 0.005 s at the 

peak pressure (Figure 5.38(d)). Considering all readings, the mean impact duration was 

0.075 s at the peak force and 0.006 s at the peak pressure. The results of statistical analysis 

on peak force, peak pressure and debris velocity are summarised in Table 5.7. Note that 

before or after the debris impact, a considerable negative pressure was observed. This 

negative value is not expected to be captured in the numerical model as discussed in 

validation study 2 in Chapter 3 and Section 5.5.4. 

        
                                          (a)                                                          (b) 

        
                                        (c)                                                              (d) 
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           (e)      

   Figure 5.37: (a)-(e) Force-time history in case 2A, readings R1-R5 

 

    
                                           (a)                                                         (b) 

         
                                              (c)                                                           (d) 
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            (e) 

Figure 5.38: (a)-(e) Pressure-time history in case 2A, readings R1-R5 

 

               
                                    (a)                                                               (b) 

                       
         (c)                                                              (d) 
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(e) 

Figure 5.39: Motion of debris in case 2A, (a)-(e) from readings R1-R5 

Table 5.7: Test results in case 2A 

Reading No  Force, Peak (N) 
 P2 

  Pressure, Peak (Pa) 
 udebris (m/s) 

R1 46.01 2903.97 0.172 

R2 38.64 3287.52 0.178 

R3 44.65 7539.50 0.178 

R4 48.90 12097.82 0.188 

R5 43.87 10581.15 0.183 

Mean 44.41 7281.99 0.180 

SD 3.36 3721.98 0.005 

COV, % 7.56 51.11 2.993 

Case 2B 

Compared to case 2A (Table 5.2), the initial debris orientation was changed to the 90 

degrees in case 2B. The force histories and the debris velocities were obtained in five 

tests. As shown in Figure 5.40(a)-(e), higher debris impact loads were obtained in case 

2B with the 90-degree orientation in shorter impact duration with ~0.07 s compared to 

those in case 2A. Associated with the impact durations in the cases, detailed discussion 

is provided in Section 5.5.5. The mean debris velocity was lower than that in case 2A 

since the centre of mass of the debris was located 1.5 m upstream of the bridge equivalent 

to an initial distance of 1.08 m between the front face of the debris and the front wall of 

the bridge, while for the θ = 0 degrees orientation this initial distance was 1.475 m in case 
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2A. Debris motion before the impact and associated statistics of the tests results are given 

in Figure 5.41 and Table 5.8, respectively. 

        
                                           (a)                                                         (b) 

        
                                           (c)                                                        (d) 

 
        (e) 

Figure 5.40: (a)-(e) Force-time history in case 2B, readings R1-R5  
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    (a) 

 
  (b) 

 
  (c) 
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 (d) 

 
     (e) 

Figure 5.41: Motion of debris in case 2B, (a)-(e) from readings R1-R5 

Table 5.8: Test results in case 2B 

Reading No  Force, Peak (N)  udebris (m/s) 

R1 53.08 0.166 

R2 49.61 0.171 

R3 50.17 0.167 

R4 74.17 0.163 

R5 63.51 0.173 

Mean 58.11 0.168 

SD 9.46 0.004 

COV, % 16.28 2.130 
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Case 3A and Case 3B 

In the cases with fully submerged spandrel wall, the free-surface velocity decreased due 

to the flow along the arch barrel and a fluctuation at the free surface was observed. 

Therefore, the debris impact was not distinguished with the 0-degree initial debris 

orientation in case 3A (Figure 5.42(a)) and in case 3B (Figure 5.43(a)). To provide these 

results clearly, the test results from reading R1 were shown in Figure 5.42 and Figure 

5.43. Detailed comparison and their statistical analysis can be found in Table 5.9 where 

the debris velocity was estimated same as previous cases, see Figure 5.42(b) and Figure 

5.43(b) based on five readings. 

     
                                            (a)                                                            (b) 

Figure 5.42: (a) Force-time history and (b) motion of debris in case 3A, R1 

 
         (a) 
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(b) 

Figure 5.43: (a) Force-time history and (b) motion of debris in case 3B, R1 

Table 5.9: Test results in case 3A and case 3B 

Reading No 

Case 3A Case 3B 

 udebris (m/s)  udebris (m/s) 

R1 0.081 0.104 

R2 0.095 0.102 

R3 0.087 0.110 

R4 0.083 0.104 

R5 0.088 0.107 

Mean 0.087 0.105 

SD 0.005 0.003 

COV, % 5.568 2.657 

To characterise the dynamic features in the cases with and without debris, the Fourier 

amplitude spectra of the force was obtained for case 2, case 2A and case 2B corresponding 

to the cases with only hydrodynamic load, debris impact with the 0-degree and the 90-

degree initial orientation, respectively. As can be seen in Figure 5.44, the fundamental 

frequency of tests was the same in case 2 and case 2B with 19.95 Hz and a slight 

difference was observed in case 2A. 
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Figure 5.44: Fourier amplitude spectra for case 2, case 2A and case 2B 

5.5.5. Findings and discussions 

As can be seen from the results, the hydrodynamic cases can be considered quasi-static 

cases with relatively low velocity values, while the debris impact loads need to be 

understood comprehensively. For this purpose, not only debris impact pressure and drag 

force but also the impact duration of the experimental results requires to be considered. 

To examine the correlation between the load increment and submergence ratio, the ratios 

of mean debris impact load to the mean RMS hydrodynamic load were calculated in the 

cases. As shown in Table 5.10, the debris impact loads decreased with increase 

submergence ratio of the bridge. The 0-degree debris impact in case 1A with fully 

submerged abutment resulted in 6.25 times higher load on the bridge, while this value 

was 1.80 and 1.01 in case 2A with fully submerged arch barrel and case 3A with fully 

submerged spandrel wall. The same trend can be seen when case 2B and case 3B are 

compared with 2.36 and 1.04. The debris was stationary with two different debris 

orientations. The mass centre of the debris was at 1.5 m upstream of the bridge which 

means the distance between front faces of the 0-degree debris and 90-degree debris and 

front spandrel wall of the bridge was 1.475 m and 1.08 m, respectively. Although this 

might affect the debris velocity value in the cases, the debris with 90-degree orientation 

led higher impact load compared to the cases with the 0 degrees. The shortest impact 

duration of peak force was observed with lower submergence ratio, e.g. ~0.069 s in case 

1A compared to 0.075 s in case 2A, while it was 0.006 s at the peak pressure. Also, the 

impact duration was shorter in the cases with 90-degree debris orientation contrary to the 

cases with the 0 degrees, e.g., 0.075 s in case 2A and 0.07 s in case 2B. The debris impact 

pressure was 15.23 times higher than hydrodynamic pressure in the case with fully 
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submerged arch barrel where associated force ratio was 1.80. This highlights that the 

debris impact load occurred more locally. 

Table 5.10: Ratios of total forces in cases with and without the presence debris 

Cases  Force, Peak  / Force, RMS   Pressure, Peak  / Pressure, RMS  

Case 1A 6.25 - 

Case 2A 1.80 15.23 

Case 2B 2.36 - 

Case 3A 1.01 - 

Case 3B 1.04 - 

As previously mentioned, this study did not use any mechanical system for leaving the 

debris into the water flow. The load cell used in the experiment was very sensitive with 

relatively low voltage values. Also, the bridge needed to freely move under loading to be 

able to measure the drag force and total force with debris impact, while the width of the 

flume was not constant to provide ~5 mm distance between flume walls and bridge wall. 

Considering this, the bridge was located close to the outlet. To obtain different 

submergence ratios of the bridge, different weir heights were used at the outlet. Special 

attention was devoted to tackling these limitations in the experiment and achieved a 

relatively low COV in the experiment; however, these can be improved by applying 

different approaches such as using mechanical system for leaving the debris and 

measuring its velocity. 

5.6. Concluding remarks 

This chapter presents an experimental investigation on hydrodynamic and debris impact 

forces on a single-span arch bridge. Details in experimental setup, equipment used and 

possible uncertainties were firstly covered. Three submergence ratios of the bridge were 

examined by keeping the free-surface velocity constant where the abutment, arch barrel 

and spandrel wall of scaled bridge was fully submerged corresponding to flow depths of 

0.208 m, 0.318 m and 0.405 m at the inlet (location V1). Due to relatively slow flow in 

accordance with the flume capacity, the hydrostatic loads were dominant in the cases 

without debris. The correlation between the debris impact load and submergence ratio as 

well as the debris orientation was evaluated. The results showed that the debris impact 

load decreased with the increase in the submergence ratio associated with the decrease 
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free-surface velocity, thus hydrodynamic loads. The 90-degree initial debris orientation 

resulted in higher peak impact load with slightly shorter impact duration compared to the 

case with the 0 degrees. However, the findings revealed that the debris impact load was 

occurred more locally and the increment in the pressure value can reach 15.23 times 

higher value where the force increased by 1.80 times compared to the cases with only 

hydrodynamic loads. This emphasised the importance of obtaining debris impact 

pressure-time histories rather than the forces so as to evaluate the structural response of 

these loads. 

Detailed statistical analyses were performed for each case in order to examine the 

repeatability as well as the uncertainty in the experiment. The COV was relatively low in 

the peak force, drag force and debris velocity values, while the variability of debris impact 

pressure was high in case 2A. Special attention was devoted to defining these confidence 

intervals and the following chapter uses these experimental results to examine the 

capability of the SPH numerical model on investigating this fluid-structure and structure-

structure interactions. Although the focus of the experiment was to investigate the debris 

impact load with different submergence ratios and debris orientations considering the 

limitations in the experiment, future research needs to examine the debris-induced 

impulse on the bridge in real-life flood events. Also, use of more advanced measurement 

technology (e.g., composite distributed fibre optic sensing) to capture pressure 

distribution on the bridge can be considered for future research. 
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Chapter 6 Validation of the SPH Numerical Model 

against the Experimental Results 

 

 

6.1. Introduction 

In this chapter, the SPH modelling technique described in Chapter 3 is further examined 

based on the experimental results in Chapter 5. This aims to demonstrate the validity in 

the SPH modelling of the flooding flow, a discrete floating debris inside the flow and 

their interactions with a single-span arch bridge. First, this section provides a brief 

description of a new boundary condition, modified dynamic boundary condition (mDBC), 

used to tackle problems highlighted in Chapter 3. Following this, a comparison between 

the SPH numerical method and experiment is thereby presented by providing detailed 

discussions on the capability of the SPH model for each case. Considering the limitation 

of the experimental investigation representing relatively slow flow compared to the real-

life flooding scenario, the validated model is employed to simulate faster flow in the 

following chapter, Chapter 7. 

6.2. Improvement on boundary conditions 

The SPH method provided higher accuracy and capability on modelling the fluid-solid 

and solid-solid interactions compared to other CFD methods, however  an instability 

problem at the inlet due to the dynamic boundary condition (DBC) close to the open 

boundary condition (OBC) and the gap between the fluid and the structure associated with 

the DBC were observed as highlighted in Chapter 3. The accuracy obtained in Chapter 3 

can be improved by tackling the problems associated with the DBC with the 

implementation of a new boundary condition, modified dynamic boundary condition 

(mDBC). Note that this mDBC is a new approach which is available for a structure with 

simple geometry in DualSPHysics v5.0. Considering complex geometry of the bridge, the 

3-D bridge geometry was drawn in AutoCAD and then imported into the GenCase (Pre-

processing in Section 3.2.9) as a STL file. DualSPHysics v5.0. does not include an 

example of implementing the mDBC to the bridge geometry as an external object. Also, 

the updated version of GenCase and DualSPHysics was required so as to simulate the 
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floating object with mDBC in this thesis. These will be available online in the 

forthcoming DualSPHysics code releases. 

As described in Chapter 3, in the DBC the boundary particles satisfy the same continuity 

equation (Equation 3.10) with the fluid particles, while their velocities are to set to be 

zero. When the fluid particles locally increase the density associated with the continuity 

equation, the pressure term in the momentum equation (Equation 3.14) changes and the 

pressure based on Equation 3.15 are increased. This results in an acceleration magnitude 

of the fluid particles around the boundary particles corresponding to the repulsion force 

which leads to a gap between defined boundary particles and desired boundary limit. To 

tackle these problems, the boundary particles in the mDBC are first created in the same 

way as those in the DBC. Following this, a boundary interface for a simple geometry is 

defined at half of the particle size (dp /2) from the boundary layer closest to the fluid. A 

ghost node for each boundary particle is mirrored into the fluid through the interface 

between boundary and fluid as shown in Figure 6.1(a) where green and blue particles 

represent the boundary and fluid particles, respectively. The fluid properties are then 

obtained though the summation of the fluid particles inside the kernel corresponding to 

pink particles in Figure 6.1(b) around the ghost node with first-order consistent 

interpolation. Whilst the fluid properties around the boundary particles are calculated at 

the ghost node following the extrapolation method detailed in Chapter 3, the density of 

both boundary particles and ghost nodes are computed based on the study of Liu and Liu 

(2006) as detailed by English et al. (2021). 

 
                                    (a)                                                   (b) 

Figure 6.1: (a) Mirroring of ghost nodes through the interface and (b) fluid particles 

inside the kernel sum around the ghost nodes used in the mDBC (English et al., 2021) 

It should be emphasised that the main advantage of using mDBC in this research is to 

obtain pressure values on the structure without consideration of 1.5-2.0 h gap between 

solid and fluid particles (see Chapter 3) where h is the characteristic smoothing length. 
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Since this gap size varies at each problem with each particle resolution and an accurate 

location needs to be defined to take pressure measurements. Also, this gap between 

floating object and structure may be the reason of lower accuracy observed in the cases 

with the presence of the debris which is investigated in this chapter. 

6.3. SPH model description 

The SPH numerical modelling of fluid flow and a discrete floating debris around a single-

span arch bridge and associated loading on the structure is examined here based on the 

experiment. In the physical flume set-up described in Chapter 5, the flume width was 

slightly different along the length; thus the flume test section was restricted where the 

flume width was 1.22 m so as to provide steady flow condition at the upstream of the 

bridge. Figure 6.2(a) shows the plan and side views of the SPH numerical domain used 

to simulate the physical flume set-up. To optimise the computational cost and time, the 

numerical flume test section was restricted to a length of 2.7 m. The bridge geometry was 

chosen considering the span and the rise-to-span ratio of a representative of many 

masonry arch bridge forms in the UK as detailed in Chapter 5. The cross section of the 

single-span arch bridge is illustrated in Figure 6.2(b). Following the validation studies in 

Chapter 3, the bridge and debris (tree log) were assumed as a rigid body in all simulations. 

The V1 and V9 locations shown in Figure 5.2 were used to impose the physical properties, 

i.e. velocity, water depth at the inlet and outlet of the numerical model, respectively. 

Following the experiment, a parabolic velocity profile with the free-surface velocity of 

0.2 m/s and associated water depth were defined at the inlet, while water depth and 

constant velocity profile was imposed considering the water depth measured at location 

V9 in the experiments and conservation of mass between these two locations. Note that 

the velocity profile measured at the location V9 was at the centreline of the flume width 

which was not imposed at the outlet considering its highest velocity value along location 

V9 and mass conversation. 
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           (a) Plan and side views of the numerical domain  

                         
                                    (b) Cross section of a single-span arch bridge  

Figure 6.2: (a) Plan and side views of the numerical domain and (b) cross section of a 

single-span arch bridge (not to scale) 

To apply mDBC for the side and bottom walls of the flume, the boundary particles of the 

walls were created by using normal vectors from boundary particles to actual boundary 

limit and providing distance of dp /2 between boundary limit and boundary particles where 

the normal vectors of the wall geometries must point to the fluid particles as explained in 

Section 6.2. Considering the smoothing length (ℎ) and the inter-particle distance (dp), four 

layers of boundary particles were defined in the model. For the bridge, the boundary 

particles were created with the distance of 0.001 m less than dp/2 (0.005 m) considering 

its complex geometry by controlling the normal vectors, otherwise the geometry could 

not be created accurately with the solid boundaries. Applying mDBC to the floating object 

may cause inaccurate results which is discussed in Section 6.4.3. Note that the dp was 

0.01 m based on the convergence study given in Section 6.4.1. 
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The cases detailed in Table 5.1 were followed for the validation studies here. For the cases 

with the debris, the same debris modelling approach in validation study 2 was adopted 

(Chapter 3). A discrete floating debris with the diameter-length ratio of 0.059 was 

modelled by defining the relative density of the oak to the water in the simulations with 

0.905 according to 905 kg/m3 of oak density and 1000 kg/m3 of water density. The effect 

of initial debris orientations (θ) was also evaluated with two orientations: 0-degree and 

90-degree based on the experiment. 0-degree represents a side-on collision of the debris 

with the bridge, while 90-degree is an end-on collision where the long axis of the debris 

was parallel (see Figure 6.2) and perpendicular to the flow and bridge span respectively. 

The same SPH parameters adopted for validation study 1 in Chapter 3 were used except 

for changing the dp to 0.01 m (Table 6.1) according to a convergence analysis detailed in 

Section 6.4.1. The same GPU specifications as used in validation studies in Chapter 3 

were adopted. All simulations were run for 15 s physical time. 

Table 6.1:SPH simulation parameters 

Constants Execution parameters 

dp 0.01 m Step Algorithm Symplectic 

CFL number 0.2 Kernel type Wendland 

Coef. of sound 20 Viscosity treatment Laminar+SPS 

h/dp 2 Viscosity 1x10-6 

Lattice number 1 ρ0 1000 

 

6.4. Results and discussions 

6.4.1. Convergence analysis 

To ensure sufficient model resolution, a convergence analysis was performed for case 1 

where the abutment was fully submerged with the water depth of 0.208 m at the inlet. 

Although the dimensions of the impacted structure as well as debris needs to be a multi-

ple of dp in DualSPHysics as discussed in Chapter 3, three different particle resolutions 

were used considering the shortest dimension of the impacted bridge in case 1 without 

the presence of the debris: 0.02 m, 0.01 m and 0.005 m.  
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Figure 6.3: Force-time history on the bridge with different particle resolution vs 

experimental result in reading R1 

The drag force-time history is given in Figure 6.3 where the experimental result in reading 

R1 is presented. As can be seen the results, decreasing the dp from 0.02 m to 0.01 m 

improved the accuracy significantly by decreasing the error from 38.29% to 17.61% 

based on the mean force of 6.19 N obtained in the experiment, while a slight increase was 

obtained in the accuracy using 0.005 m dp corresponding to 4.2 times more total particles 

in the numerical domain and 7.5 times longer computational time compared to those with 

the dp of 0.01 m as shown in Table 6.2. To optimise the model resolution, the particle size 

of 0.01 m was used in all simulations. The simulation results are examined in the 

following sections for each case in detail. 

Table 6.2: Details of particle size convergence 

Flow depth     

at V1 (m) 
Particle size, 

dp (m) 

Force,RMS 

(N) 

Error  

(%) 

Total 

particle 

Total run 

time 

0.208 0.005 5.25 15.19 7,931,232 21 h 13 min  

0.208 0.01 5.10 17.61 1,873,208 2 h 49 min  

0.208 0.02 3.82 38.29 348,336 23 min  

 

6.4.2. Validation cases with hydrodynamic load 

Case 1 

Figure 6.4 shows the velocity distribution at the upstream and downstream of the bridge 

in case 1 with fully submerged abutment. It can be seen that the water height was slightly 

higher at the upstream of the bridge and velocity values increased significantly along the 

bridge span.  
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Figure 6.4: Velocity distribution and water depth at the upstream and downstream of the 

bridge 

 
(a) 

 
(b) 

Figure 6.5: Comparison of SPH vs. experiment (a) water level elevation and (b) depth-

averaged velocity profile in the x direction at the centreline of the flume in case 1 
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As mentioned in Section 6.3, the water depth and parabolic velocity was defined at the 

inlet corresponding to location V1 in the experiment at 1.75 m upstream of the bridge, 

while the water depth at the location V9 was defined at the outlet with the fixed velocity 

considering mass conservation. Figure 6.5(a) and Figure 6.5(b) illustrate the water level 

elevation and depth-averaged velocity profile in the x direction at the centreline of the 

flume in case 1. The flume was perfectly horizontal without any slope. To obtain the 

desired velocity and water level elevation at V1, the weir height was adjusted. Due to the 

presence of the weir at the outlet close to the bridge with lower water level compared to 

that at the inlet, the water level elevation decreased in the x direction along the flume in 

the experiment. In the numerical model with horizontal flume bed and different water 

depth imposed at the inlet and outlet, the flow depth was slightly higher in the SPH model 

with the maximum error of 2.42% and associated depth-averaged velocity was lower with 

the maximum error of 11.52%. The force in case 1 was obtained with 17.61% error 

compared to the mean RMS force of 6.19 N in the experiment as given in Figure 6.6. The 

different free-surface levels with associated velocity values imposed at the upstream and 

downstream with horizontal flume resulted in more fluctuation around the bridge which 

means a fluctuating drag force is expected in the results compared to the experiment. 

Although this might be addressed using the extrapolation option for the velocity at the 

outlet, this option led to observe an instability problem at the outlet. Considering these 

limitations in both experiment and numerical models, these physical properties (velocity 

and water depth) were imposed in the numerical model. 

 
Figure 6.6: Force-time history obtained the SPH model vs. experiment, reading R1, in 

case 1 
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(a) 

 
(b) 

Figure 6.7: (a) Velocity and (b) pressure distributions on the bridge in case 1 

Figure 6.7 illlustrates velocity and pressure distributions on the 1:10 scale bridge in      

case 1 at the end of simulation with the presence of the free surface. As can be predicted, 

the maximum velocity occurred in the vicinity of the arch barrel close to the free surface 

and the total pressure was highest at the bottom of the front spandrel wall of the arch 

bridge. To obtain averaged pressure histories on the front and back spandrel walls for 

investigating structural response to this load in Chapter 8, the measurements points given  

in Table 6.3 were used. The averaged pressure values obtained at these measurement 

points are shown in Figure 6.8. It should be emphasised that these pressure values were 

observed on the scaled bridge. These are multipled by 10 in Chapter 8 to be used as an 

input loads in the FE models. 

Table 6.3: Measure points on front and back spandrel walls in case 1 

Front (F) Back (B) 

Name 
Measurement point 

(x,y,z) 
Name 

Measurement point 

(x,y,z) 

FL1 1.75, 0.2, 0.03 BL1 2.15, 0.2, 0.03 

FL2 1.75, 0.2, 0.08 BL2 2.15, 0.2, 0.08 

FL3 1.75, 0.2, 0.13 BL3 2.15, 0.2, 0.13 

FL4 1.75, 0.2, 0.18 BL4 2.15, 0.2, 0.18 
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Figure 6.8: Pressure-time histories on front and back spandrel walls in case 1 

Case 2 

Similar to case 1, the locations V1 and V9 were used as an inlet and outlet in case 2 where 

the arch barrel was fully submerged. Figure 6.9 compares the SPH results of water level 

elevation and depth-averaged velocity profile in the x direction at the centreline of the 

flume in case 2 against those obtained in the experiment. As can be seen, the SPH 

predicted lower water level elevation and higher depth-averaged velocity between 1.5 m 

and 0.75 m upstream of the bridge with maximum error of 2.47% and 6.7%, respectively, 

while the lower velocity was observed around the bridge in the SPH model compared to 

the experiment with the maximum error of 3.45% at location V8. As discussed previously, 

this is due to the limitations in both experiment and numerical model. 
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(a) 

 
(b) 

Figure 6.9: Comparison of the SPH vs. experiment (a) water level elevation and (b) 

depth-averaged velocity profile in the x direction at the centreline of the flume in case 2 
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Figure 6.10: Force-time and pressure-time history obtained in the SPH model vs. 

experiment, reading R1, in case 2 

Figure 6.10 gives the comparison of the SPH and experimental results of force and 

pressures at pressure sensor P1, P2 and P5 with the locations of x =1.75 m, y= 1.11 m,     

z = 0.305 and 0.3 m for P1, x =1.75 m, y= 0.91 m, z = 0.255 m for P2 and x =1.85 m,       

y= 0.41 m, z = 0.255 m for P5. The drag force was predicted with the error of 29.26% 

based on the mean RMS value of 24.61 N in the experiment. Considering the sensing 

diameter of pressure sensors, the pressure value was measured for sensor P1 with different 

locations in z direction. However, the 0 Pa was measured and suction was not observed 

in the SPH model. For fully submerged pressure sensor P2 on the spandrel wall, the SPH 

model provided better agreement with the experiment with the maximum error of 13.21%, 
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the pressure value at P5 on the arch barrel fluctuated compared to the experiment. This 

might be due to the same reason with that explained for the drag force. 

The velocity and pressure distributions on the 1:10 scale bridge in case 2 at the end of 

simulation are shown in Figure 6.11(a) and Figure 6.11(b), respectively. Similar to        

case 1, the maximum velocity was observed in the vicinity of the arch barrel close to the 

free surface and the highest pressure was at the bottom of the front spandrel wall of the 

arch bridge. The averaged pressure histories for each level on the front and back spandrel 

walls were obtained (Figure 6.12) using the measurements points in Table 6.4.  

 
(a) 

 
(b) 

Figure 6.11: (a) Velocity and (b) pressure distributions on the bridge in case 2 

Table 6.4: Measure points on front and back spandrel walls in case 2 

Front (F) Back (B) 

Name 
Measurement point 

(x,y,z) 
Name 

Measurement point 

(x,y,z) 

FL1 1.75, 0.2, 0.03 BL1 2.15, 0.2, 0.03 

FL2 1.75, 0.2, 0.08 BL2 2.15, 0.2, 0.08 

FL3 1.75, 0.2, 0.13 BL3 2.15, 0.2, 0.13 

FL4 1.75, 0.2, 0.18 BL4 2.15, 0.2, 0.18 

FL5 1.75, 0.2, 0.23 BL5 2.15, 0.2, 0.23 

FL6 1.75, 0.2, 0.28 BL6 2.15, 0.2, 0.28 
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Figure 6.12: Pressure-time histories on front and back spandrel walls in case 2 

Case 3 

Compared to case 1 and case 2, a greater maximum error was observed in both water level 

elevation and depth-averaged velocities in the x direction at the centreline of the flume 

with 3.5% and 9.34%, respectively (Figure 6.13) according to the values in the SPH 

model at t = 15 s. 

 
(a) 
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(b) 

Figure 6.13: Comparison of the SPH vs. experiment (a) water level elevation and (b) 

depth-averaged velocity profile in the x direction at the centreline of the flume in case 3 

Similar to previous cases, the fluctuation in force and pressure values was observed in the 

SPH model associated with the imposed physical properties at the outlet. Although the 

SPH model predicted the force and pressure values well against experiment as shown in 

Figure 6.14, the velocity needs to be extrapolated in the SPH model to be able to tackle 

this problem. Also, it should be noted that the pressure values can be measured at different 

locations in y and z directions considering 0.025 m sensing diameter of the pressure 

sensors used in the experiment. The pressure-time histories in Figure 6.14 were measured 

at the same location with those detailed in Chapter 5. 
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Figure 6.14: Force-time and pressure-time history obtained in the SPH model vs. 

experiment, reading R1, in case 3 

 
(a) 

 
(b) 

Figure 6.15: (a) Velocity and (b) pressure distributions on the bridge in case 3 

As shown in Figure 6.15, the highest velocity was around the crown where the spandrel 

wall was submerged in case 3. To impose the associated load to the full-scale bridge in 
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Chapter 8, the averaged pressure values were obtained on the front and back spandrel 

walls (see Figure 6.16) following the measurement points in Table 6.5. Note that due to 

relatively higher fluctuation in the pressure values around bridge opening, these averaged 

values were obtained at y = 0.1 m compared to y = 0.2 m in the previous cases. 

Table 6.5: Measure points on front and back spandrel walls in case 3 

Front (F) Back (B) 

Name 
Measurement point 

(x,y,z) 
Name 

Measurement point 

(x,y,z) 

FL1 1.75, 0.1, 0.03 BL1 2.15, 0.1, 0.03 

FL2 1.75, 0.1, 0.08 BL2 2.15, 0.1, 0.08 

FL3 1.75, 0.1, 0.13 BL3 2.15, 0.1, 0.13 

FL4 1.75, 0.1, 0.18 BL4 2.15, 0.1, 0.18 

FL5 1.75, 0.1, 0.23 BL5 2.15, 0.1, 0.23 

FL6 1.75, 0.1, 0.28 BL6 2.15, 0.1, 0.28 

FL7 1.75, 0.1, 0.33 BL7 2.15, 0.1, 0.30 

FL8 1.75, 0.1, 0.35 BL8 2.15, 0.1, 0.33 

 

 
Figure 6.16:  Pressure-time histories on front and back spandrel walls in case 3 
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6.4.3. Validation cases with hydrodynamic and debris impact loads 

Case 1A 

As described in Section 6.2 and discussed in Section 6.3, although the mDBC can be used 

for a floating object, two main problems were observed. The first was relatively small 

debris dimension with 0.05 m diameter which led to creating 4-layer boundary particles 

with less than 0.5 dp as discussed for the flume walls and also the gap between the bridge 

and floating object was observed. The second issue was not capturing the debris-induced 

peak impact pressure and associated force which were successfully obtained using the 

DBC in Chapter 3. Considering this developing feature, the floating debris was created 

via use of DBC. However, it should be noted that mDBC has outstanding advantages 

compared to the DBC when it can be applied properly. 

 
Figure 6.17: Debris velocity-time history in case 1A 

Figure 6.17 gives the debris velocity-time history in the flow direction (x) obtained in the 

SPH model where the debris was released inside the flow after the flow reached the 

steady-state condition same as the experiment, t = 4 s, while the debris was transported 

by the flow between t = 4 s and 7.026 s and then impacted the bridge with the velocity of 

0.285 m/s. Thus, the SPH model predicted the debris velocity with the 14.67% error based 

on the mean value of 0.334 m/s in the experiment. Figure 6.18 shows the comparison of 

the force-time history in the SPH and experiment in case 1A referring to reading R2 where 

the time refers to the experiment. The snapshots at the impact in the experiment (reading 

R1) and SPH model are also given in Figure 6.18. The impact duration of debris-induced 

force was higher in the SPH model with 0.092 s against the mean of 0.069 s in the 

experiment. The SPH model predicted the peak force 5.84% higher compared to the 

reading R2 in the experiment and 16.81% against the mean value of 38.67 N where the 

sampling frequency of 500 Hz was used based on the experimental results and the 
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Nyquist-Shannon sampling theorem. This error might be due to the debris orientation at 

the impact and/or the assumption of the rigid body for both debris and bridge without 

consideration of their responses. 

           

Figure 6.18: Comparison of force-time history in the SPH vs. experiment, reading R1, 

in case 1A 

To capture detailed debris-induced pressures on the bridge, numerical measuring probes 

were placed with spacing 0.02 m on the bridge front at x = 1.74 considering the gap 

between the debris and bridge. Figure 6.19(a) and Figure 6.19(b) show the flow velocity 

and pressure distributions on the scaled bridge in case 1A when the debris impact was 

observed at t = 7.026 s. Compared to case 1, the presence of debris at the upstream of the 

bridge resulted in an increase in the free-surface velocity in the vicinity of the arch barrel 

close to the upstream side. Although the water pressure on the bridge slightly increased 

to 1883.1 Pa, a negative water pressure with the maximum value of 221.1 Pa occurred at 

the upstream spandrel wall with the debris impact. As shown in Figure 6.19(c), the 

maximum pressure of 33,084 Pa was observed when the debris impacted the bridge at       

t = 7.026 s. Detailed pressure-time histories are provided in Figure 6.20. Herein, (i) LP 

and RP are used to refer to the left- and right-hand sides of the upstream bridge face 

impacted by the debris; and (ii) the numbers 1-5 indicate the numerical pressure probe 

impacted with 1 being the furthest from the arch barrel and 5 being nearest the arch barrel. 

The rise times of the debris-induced pressure at the first impact ranged between 0.018 s 
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and  0.024 s with the total impact duration of ~0.052 s (Figure 6.20(a) and Figure 6.20(b)) 

which was shorter than total impact duration of debris-induced forces (see Figure 6.18). 

 
(a) 

 
(b) 

 
(c)  

Figure 6.19: (a) Velocity and (b) pressure distributions on the bridge and (c) peak 

impact locations associated the debris at t = 7.026 s in case 1A where the debris impact 

locations were numbered at the left (L) side of the bridge 
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           (a) 

 
           (b) 

    Figure 6.20: (a) Pressure time histories at peak debris impact locations at left (L) side 

with LP1-LP5 (b) at right (R) with RP1-RP5 between t = 6.8 s and t = 7.6 s  

Case 2A 

The debris velocity in case 2A was obtained with the error of 16.7% at impact. 

Considering similarity of the debris orientation at impact, reading R5 in the experiment 

was used for the comparison (Figure 6.21). As discussed in case 2, the drag force was 

obtained with a fluctuation in the cases with higher submergence ratio of the bridge 

associated with limitations in both experimental and numerical models. The debris-

induced peak pressure of 10,620 Pa was obtained with a 0.37% error in case 2A compared 

to reading R5 with 10,581.15 Pa in the experiment and 45.84% error against the mean 

peak value of 7281.99 Pa where the COV was 51.11%. However, the SPH model could 

not capture the second peak pressure observed in the experiment and the debris-induced 

force as shown in Figure 6.22 and Figure 6.21, respectively. Considering sensor diameter 

of 25 mm of the pressure sensors used in the experiment, the pressure was measured 

through z direction and the peak pressure was observed at z = 0.275 m as illustrated in 

Figure 6.22 where the gap between the floating object and bridge was considered by 

taking measurement at x = 1.74 m. Note that the time shown in the figures is based on the 

experiment. 
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Figure 6.21: Comparison of force-time history in the SPH vs. experiment, reading R5, 

in case 2A 

 
Figure 6.22: Comparison of pressure-time history at pressure sensor P2 in the SPH vs. 

experiment, reading R5, in case 2A 

Similar to case 1A, Figure 6.23 illustrates debris-induced pressure distribution on the 

bridge front where the numerical measuring probes of 0.02 m were used. The pressure 

probe locations are vitally important to capture an accurate values. In this case, although 

the debris impacted the bridge horizontally, some of the probes could not capture the peak 

pressure due to its locations defined according to the arch shape. The pressures at these 

points were also considered before applying them to the bridge in Chapter 8. Detailed 

pressure-time histories are given in Figure 6.24 where the total impact duration of peak 

pressure was approximately 0.109 s. 
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Figure 6.23: Peak impact locations associated the debris at t = 8.928 s in case 2A where 

the debris impact locations were numbered at the left (L) and right (R) side of the bridge 

 
      (a) 

 
     (b) 

 
(c) 
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(d) 

Figure 6.24: (a)-(b) Pressure time histories at peak debris impact locations at left (L) 

side with LP1-LP9 and (c)-(d) at right (R) with RP1-RP9 between t = 8.4 s and 9.6 s 

Case 2B 

The debris velocity of 0.186 m/s was estimated by the SPH model at t = 6.97 s with 

10.71% error where the mean velocity of 0.168 m/s was obtained in the experiment. The 

SPH model predicted the debris-induced peak force with 5.6% and 4.12% errors 

compared to reading R1 (Figure 6.25) and the mean peak force of readings R1-R5, 

respectively. 

                

 
Figure 6.25: Comparison of force-time history in the SPH vs. experiment, reading R1, 

in case 2B 
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Figure 6.26: Peak impact locations associated the debris at t = 6.97 s in case 2B where 

the debris impact locations were numbered at the left (L) and right (R) side of the bridge 

Figure 6.26 shows the pressure distribution when the debris impacted bridge with 90 

degree orientation in case 2B. Associated pressure-time histories are given in Figure 6.27 

where the peak pressure of 33,707 Pa was observed. This was ~3.18 times higher than 

that observed in case 2A with 0-degree debris orientation with shorter impact duration, 

approximately 0.098 s compared to ~0.109 s in case 2A. 

 
   (a) 

 
   (b) 

Figure 6.27: (a) Pressure time histories at peak debris impact locations at left (L) side 

with LP1-LP3 (b) at right (R) with RP1-RP3 between t = 6.4 s and 7.6 s 
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Case 3A and Case 3B 

As in the experiment, the debris-induced force could not be captured either in case 3A or 

in case 3B by the SPH model. The debris velocity decreased gradually in case 3A and 

associated pressure on the bridge could not be distinguished in the SPH model. Contrary 

to this, the debris impacted the bridge with the velocity of 0.078 m/s at t = 9.62 s in case 

3B with 25.7% error based on its mean value in the experiment. Associated pressure 

distribution and detailed pressure-time histories obtained in case 3B are given in         

Figure 6.28 and Figure 6.29, respectively where the peak pressure of 21,277 Pa was 

observed in case 3B with the impact duration of ~0.21 s. 

 
Figure 6.28: Peak impact locations associated the debris at t = 9.62 s in case 3B where 

the debris impact locations were numbered at the left (L) and right (R) side of the bridge 

 
        (a) 

 
          (b) 

Figure 6.29: (a) Pressure time histories at peak debris impact locations at left (L) side 

with LP1-LP2 (b) at right (R) with RP1-RP2 between t = 9.0 s and 10.2 s 
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6.5. Concluding remarks 

This chapter examined the capability of the SPH model to capture the hydrodynamic and 

debris impact forces on a single-span arch bridge based on the experimental results 

presented in Chapter 5. An improved boundary condition, mDBC, was firstly described. 

This mDBC was employed for both bridge and flume walls, while the DBC was used for 

the floating object due to its limitations. Although the SPH model provided a good 

agreement with the experiment in terms of the water depth, velocity, pressure and force, 

the accuracy of the method decreased with increase in the submergence ratio associated 

with the imposed physical properties at the outlet. This problem might be solved using 

extrapolation for the velocity at the outlet. This extrapolation was working for the cases 

with lower water depth in case 1 and case 2 with relatively small instabilities at the outlet, 

however the existing code for OBC needs to be improved to be able to employ for this 

type of application successfully. This problem could be also due to the limitation in the 

experiment in relation with the water level elevation discussed previously. Although the 

fluctuations were observed in both force and pressure values associated with the OBC, 

the SPH model predicted the forces acting on the structure with a reasonable accuracy, a 

mean error of ~20% in the cases with only hydrodynamic load and ~29% in the cases 

with 0-degree initial debris orientation and ~5% with 90-degree initial debris orientation 

where the COV was more than 10% in the experiment. The accuracy in the cases with the 

presence of the debris was dependent on the debris orientation at impact. Thus, when a 

specific reading in the experiment was compared to the SPH model with the same debris 

orientation at impact, a higher accuracy was obtained with a mean error of 4.92% in the 

force. Also, the debris-induced peak pressure was obtained with a 0.37% error compared 

to reading 5 and 45.84% against the mean peak pressure where the COV was 51.11%. 

Detailed pressure-time histories were obtained so as to use as input loads in Chapter 8 

where the structural analysis of the single-span arch bridge under these loads are 

investigated. The debris impact led to highest peak pressure with lower submergence ratio 

of the bridge where the abutment was fully submerged in case 1A. When the submergence 

ratio increased, the debris-induced pressure decreased in the cases. With the same 

submergence ratio, the debris with 90-degree initial orientation resulted in higher impact 

pressure on the bridge with shorter impact duration compared to the case with 0-degree 

debris orientation. The following chapter uses the same methodology and setup to 

simulate the real-life flooding scenario considering only hydrodynamic load. 
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Chapter 7 Numerical Investigation based on      

Real-life Flood Scenario 

 

 

7.1. Introduction 

The geometrical similarity between the prototype and model was provided successfully 

in the experiment as highlighted in Chapter 5 and its numerical investigation in Chapter 

6, however the dynamic similarity (thus kinematic similarity) was constrained by the 

flume capacity used in the experiment. The free-surface velocity of the flow at the inlet 

(location V1) was 0.2 m/s in the experiments with all submergence ratios representing a 

velocity of 0.63 m/s in the full-scale scenario. Although the flow velocity in rivers varies 

depending on the topographical and hydrological conditions where the river flow interacts 

with the masonry arch bridge, field data from real-life flood scenarios reveal that much 

faster flows can occur e.g., approximately 3.14 m/s at Pooley Bridge, 3.2 m/s at Eamont 

Bridge, 4.2 m/s at Brougham Bridge and 4.3 m/s at Sprint Bridge during the 2015 UK 

flood events (Mathews and Hardman, 2017). Despite detailed investigation being needed 

to examine these flood-induced loads on a specific bridge, i.e., hydraulic condition, bridge 

geometry etc., this chapter provides a general estimation of how flood-induced loads 

change using the same representative bridge and higher flow velocity value observed 

during the real-life flooding compared to 0.63 m/s used in the previous case studies based 

on the experimental setup. For this purpose, real-life flooding data provided by the 

government and local bodies in the UK for Pooley Bridge is first discussed and associated 

flood flow with a representative single-span arch bridge is simulated using the SPH 

numerical model. Then, the result of the simulation and detailed pressure-time histories 

are presented and discussed. 

7.2. Real-life flooding data: Pooley Bridge 

Pooley Bridge is a village situated in the Lake District National Park in Cumbria, UK. 

The village is located at the northern end of Ullswater which is on the B5320 to Eamont 

Bridge. The main watercourse running though Pooley Bridge is the River Eamont which 

is the outlet from Ullswater and passes through the western edge of the village. One of 

the major causes of the 2015 flood is the extensive rainfall over the 36-hour period and 
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associated extreme water levels in Ullswater and subsequently the River Eamont. Figure 

7.1 illustrates the approximate extent of the River Eamont flooding in Pooley Bridge on 

6th December 2015 where the bridge crossing the River Eamont is shown with red marked 

circle. This 16th-century three-span road bridge (Figure 7.2) was destroyed during the 

flood on the 6th December after the peak flow in the River Eamont (Figure 7.3). 

 
Figure 7.1: River Eamont flooding in Pooley Bridge on 6th December 2015 

(Environment Agency and Cumbria County Council, 2016b)  

 

Figure 7.2: Photo of flooded area in Pooley Bridge with the bridge location (based on 

(Environment Agency and Cumbria County Council, 2016b)) 
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Figure 7.3: Three-span Pooley Bridge on 6th December 2015 before collapsing at 13:00 

(GMT) and after collapsing at 14:00 (GMT) (Atlantic Geomatics, 2015) 

When Storm Desmond passed over the UK, an intense rainfall was recorded between the 

4th and 7th of December as can be found in the report of Environment Agency and Cumbria 

County Council (2016b). This unprecedented rainfall compared to previous records 

caused exceptionally high river flows across the UK, especially in Cumbria. The water 

levels in the River Eamont at Pooley Bridge were the highest on record exceeding the 

records during the previous flood occurred in 2009. Table 7.1 shows the peak flows 

recorded at two gauging stations (Steamer Pier Ullswater and Pooley Bridge) on 6th 

December and previous 2009 and 2013 floods where the flow was greater than that 

recorded during previous flooding events. 
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Table 7.1:Details of flows recorded at the gauging stations(Environment Agency and 

Cumbria County Council, 2016b) 

Gauging 

station 
River 

Peak level (m) 

December  

2015 

Past events 

November 2009 December 2013 

Streamer Pier 

Ullswater 
Ullswater  

4.52 

(estimated) 
n/a 2.928 

Pooley Bridge 
River 

Eamont 

2.71 

(estimated) 
2.226 - 

 

 

Figure 7.4: Peak flow at Pooley Bridge gauge station, downstream of the masonry arch 

bridge. Gauge location: Ordnance Survey Great Britain (OSGB) 347234, 524958 and 

Bridge location: OSGB 346996, 524430 (based on (Environment Agency and Cumbria 

County Council, 2016b; Mathews and Hardman, 2017)) 

The hydrographs obtained at Pooley Bridge gauging station were provided by 

Environment Agency and Cumbria County Council (2016b) where the peak flow was   

267 m3/s during the 2015 flood. Mathews and Hardman (2017) provided the same 

hydrograph by calling as stage and flow hydrographs of Pooley Bridge. Although 

Mathews and Hardman (2017) did not detail how the Pooley Bridge flow hydrograph was 

obtained, these terms (stage and flow hydrographs) are used to define either an upstream 

or downstream boundary condition in the numerical modelling software, HEC-RAS 

where the stage and flow hydrographs represent the recorded values at the river gauge 

and forecasted values, respectively (HEC-RAS, 2022). Their study also provided 



239 

 

estimated parameters around Pooley Bridge with the velocity of 3.14 m/s and the afflux 

of 0.6-0.8 where the water depth was 4.3 m and the arch barrel was almost fully 

submerged (see Figure 7.3). Although the drawings of this three-span masonry arch 

bridges (Pooley Bridge) were obtained from Cumbria County Council, a detailed 

measurement is needed so as to simulate a real-life scenario properly such as water depth 

and velocity (or flow rate) at the specific location at the upstream of the bridge which can 

be imposed at the inlet in the SPH model, topographic condition (e.g., slope of the river 

bed) and water depth or velocity (or flow rate) at the specific location at the downstream 

of the bridge which can be imposed in the SPH model or enable to examine the results 

obtained in the SPH model if an extrapolation option is chosen at the outlet. Considering 

the available data, the effect of fast flow was examined with the same representative 

single-span bridge described in Chapter 5 and Chapter 6.  

7.3. SPH model description  

The same numerical domain as described in Chapter 6 was defined with 2.7 m length, 

1.22 m width and 0.61 m. The bridge location was kept same and the bridge is defined as 

a rigid body. mDBC was applied to all solid boundaries, e.g., walls and bridge following 

the rules as detailed in Section 6.2 and Section 6.3. Considering available report and study 

(Environment Agency and Cumbria County Council, 2016b; Mathews and Hardman, 

2017) and photos (e.g. Figure 7.3), the hydrodynamic case without the presence of the 

debris was examined here. 

 
Figure 7.5: Time-varying velocity at the inlet 

The SPH model with 1:10 scale employed in Chapter 6 was used. To implement the initial 

physical properties at the inlet, the mean velocity of 1.0 m/s and the water depth of 0.27 

were imposed corresponding to 3.14 m/s and 2.7 m in the prototype where the arch barrel 

was fully submerged with the height of the crown was 3.0 m. It should be noted that 
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although the corresponded flow rate was 103 m3/s in the prototype and less than the flow 

rate observed in the wider watercourse with the three-span bridge, the aim is to represent 

a real-life flood-induced hydrodynamics compared to the cases with dominant hydrostatic 

load discussed in Chapter 5 and Chapter 6. As shown in Figure 7.5, a time-varying 

velocity were imposed at the inlet so as to provide enough time to reach the steady-state 

condition in the simulation. Figure 7.6 illustrates the initial condition of the numerical 

model where the initial water depth was kept the same as 0.27 m in the numerical domain 

and at the outlet and the fluid particles in the numerical domain was stationary. During 

the simulation, the water depth of 0.27 m and time-varying velocity was also imposed at 

the outlet. The same SPH parameters and GPU specifications adopted for case studies in 

Chapter 6 were also used here. The simulation was run for 15 s physical time where the 

total run time of 4 h 47 min 56 s with the total particles of 2,755,038. 

 
(a) 

 
(b) 

 
                                              (c) 

Figure 7.6: Initial condition of the SPH model: (a) plan, (b) side and (c) front views 

7.4. Results and discussions 

Although the SPH model was run for 15 s physical time, the real-case flooding scenario 

was represented between 12.5 s and 15 s with the mean velocity of 1 m/s. This section 
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first presents the velocity and pressure distributions around the bridge components at t = 

15 s as well as associated pressure-time histories obtained. Following this, further 

discussion is provided. 

7.4.1. Simulation results 

Figure 7.7 shows plan and side views of the simulation at the end of simulation, t = 15 s 

where the velocity distribution around the bridge was the focus. As can be seen from the 

side view, although the initial water depth was 0.27 m in the numerical domain, the water 

depth increased at the upstream of the bridge which was also seen in the real-life flooding 

scenario called afflux in Section 7.2. However, this can vary with the change in the water 

depth at the outlet which was kept same during the simulation so as to obtain fully 

submerged arch barrel same as case 2 in Chapter 6. 

      

Figure 7.7: Plan and side views of the simulation with the focus on velocity distribution 

around the bridge at the end of simulation, t = 15 s 

Figure 7.8 illustrates the velocity and pressure distributions on the bridge components at 

t = 15 s, abutment, arch barrel and spandrel walls. The maximum velocity of 1 m/s 

occurred in the vicinity of the arch barrel and a negative pressure (suction) was seen at 

the top edge of the arch barrel (the edge of the crown) around free-surface level with the 

maximum value of 290 Pa. The total pressures at the bottom of the spandrel walls were 

highest and a considerable difference between the pressures on the front and back 

spandrel walls was observed with the maximum value of 1000 Pa due to the water depth 

difference and the hydrodynamic load applied on the front spandrel wall by the flood 

flow. This difference in case 2 with dominant hydrostatic load was approximately 100 
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Pa. Note that these pressure values were in the model with 1:10 scale, thus this refers to 

10,000 Pa in the prototype. 

                                                                                          
Figure 7.8: Velocity and pressure distributions on the bridge components at t = 15 s 

As described in Chapter 6, a one-way coupling was performed in the SPH model without 

consideration of the bridge response to these loads. To investigate the structural response 

of the bridge, flood-induced pressure-time histories were obtained by locating numerical 

pressure probes on the structural components. Figure 7.9(a), Figure 7.9(b) and Figure 

7.9(c) show the pressure contours of the fluid particles on the front spandrel wall, back 

spandrel wall (including abutments) and arch barrel. According the contour colours 

representing changes in the pressure, the pressure probes for the pressure measurements 

were located as given in Table 7.2. Note that the numerical pressure probes could be 

defined at the bridge location without any problem due to using mDBC (Chapter 3 and 

Chapter 6). Figure 7.10(a), Figure 7.10(b) and Figure 7.10(c) provide average pressure 

histories obtained on the back and front spandrel walls and arch barrel between 12.5 s and 

15 s associated with the flow in the steady state. It should be reiterated that these pressure-

time histories pertain to the 1:10 scale bridge. In accordance with Froude scaling (Table 

5.1), these pressure were multiplied by a factor of 10 before being applied to the full-scale 

FE model of the bridge. 
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                                              (a) 

 
                                              (b)                                                                     (c) 

Figure 7.9:Pressure distribution on the scaled bridge (a) front, (b) back and (c) side view 

of the bridge at t = 15 s with measurement locations for detailed pressure-time histories 

Table 7.2: Numerical probe locations at front wall, back wall and arch barrel for 

pressure measurement 

  Name Measurement point (x,y,z) 

Front 

(upstream 

spandrel) wall 

FL1 1.75, 0.2, 0.03 

FL2 1.75, 0.2, 0.08 

FL3 1.75, 0.2, 0.13 

FL4 1.75, 0.2, 0.18 

FL5 1.75, 0.2, 0.245 

FL6-1 1.75, 0.2, 0.32 

FL6-2 1.75, 0.59, 0.32 

FL7 1.75, 0.2, 0.34 

Back 

(downstream 

spandrel) wall 

BL1 2.15, 0.2, 0.03 

BL2 2.15, 0.2, 0.08 

BL3 2.15, 0.2, 0.13 

BL4 2.15, 0.2, 0.18 

BL5 2.15, 0.2, 0.23 

BL6 2.15, 0.2, 0.28 

Arch barrel 

AL1 1.95, 0.21, 0.05 

AL2 1.95, 0.24, 0.14 

AL3 1.95, 0.31, 0.215 

AL4 1.95, 0.42, 0.265 

AL5 1.95, 0.61, 0.3 
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(a) 

 
(b) 

 
(c) 

Figure 7.10: Pressure-time histories on the front wall, back wall and arch barrel 

7.4.2. Further discussion 

To describe a relative pressure throughout a fluid flow field, a dimensionless number, 

pressure coefficient, is commonly used in both hydraulic engineering and structural 

engineering areas. As previously discussed in Chapter 2, neither the assessment code nor 

design code include this information for masonry arch bridges under hydraulic actions. 

Similarly, no study in the literature has provided flood-induced pressure coefficient on 

the masonry arch bridges. 
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Table 7.3:Pressure coefficient on the bridge 

  Name 
Measurement point 

(x,y,z) 

Pressure 

coefficient 

Averaged 

pressure 

coefficient 

Front 

(upstream 

spandrel) wall 

FL1 1.75, 0.2, 0.03 0.736 

0.721 

FL2 1.75, 0.2, 0.08 0.716 

FL3 1.75, 0.2, 0.13 0.738 

FL4 1.75, 0.2, 0.18 0.698 

FL5 1.75, 0.2, 0.245 0.693 

FL6-1 1.75, 0.2, 0.32 0.685 

FL6-2 1.75, 0.59, 0.32 0.786 

FL7 1.75, 0.2, 0.34 0.718 

Back 

(downstream 

spandrel) wall 

BL1 2.15, 0.2, 0.03 -0.103 

-0.117 

BL2 2.15, 0.2, 0.08 -0.122 

BL3 2.15, 0.2, 0.13 -0.101 

BL4 2.15, 0.2, 0.18 -0.140 

BL5 2.15, 0.2, 0.23 -0.139 

BL6 2.15, 0.2, 0.28 -0.098 

Arch barrel 

AL1 1.95, 0.21, 0.05 0.340 

0.485 

AL2 1.95, 0.24, 0.14 0.467 

AL3 1.95, 0.31, 0.215 0.540 

AL4 1.95, 0.42, 0.265 0.521 

AL5 1.95, 0.61, 0.3 0.558 

 

For better contextualisation of these results, a dimensionless number in the form of a 

pressure coefficient was calculated to describe a relative pressure throughout the fluid 

flow field. For this, the maximum pressure values obtained at the measurement points on 

the scaled bridge were first multiplied by a factor of 10 considering 1:10 scale. Then, the 

pressure coefficient associated with the hydrodynamic load only was calculated at each 

measurement point by subtracting the hydrostatic pressure and the averaged pressure 

coefficient was obtained for each bridge component, front spandrel wall, back spandrel 

wall and arch barrel. The averaged pressure coefficients were highest on the front 

spandrel wall and lowest on the back spandrel wall with 0.721 and -0.117, respectively, 

while it was 0.485 on the arch barrel (Table 7.3). It should be emphasised that these 

coefficients were measured at the specific location on the structural components, for 

instance the measurement point on the arch barrel was at the middle of the streamwise 

width which led to obtaining positive pressures only, although a negative pressure was 

obtained at the edge of the crown. Therefore, a detailed pressure coefficient distribution 

on the structural components needs to be investigated whether the coefficients aims to be 

used to estimate the flood-induced hydrodynamic load on the whole bridge.  
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7.5. Concluding remarks 

To address the real-life flooding scenario compared to the cases discussed in Chapter 6, 

the SPH model of a representative single-span arch bridge was simulated with faster flow 

where the arch barrel was fully submerged. Flood-induced hydrodynamic loads in terms 

of detailed pressure-time histories on the representative bridge were investigated. The 

total pressure on the bridge components associated with the hydrodynamic pressure 

increased significantly compared to case 2 with fully submerged arch barrel in Chapter 6 

and the water depth difference between the upstream and downstream of the bridge 

increased to 0.066 m corresponding to the afflux of 0.66 m in the prototype. This increase 

in the water depth at the upstream as well as high hydrodynamic pressure associated with 

fast flow during flooding led to approximately 1,000 Pa (1 kPa) maximum difference in 

the flood-induced loads on the upstream spandrel and downstream spandrel walls, 

corresponding to 10 kPa in the prototype. Considering the averaged pressure values at 

measurement points as well as the corresponding areas where the water interacted with 

the spandrel walls at upstream and downstream, the difference in the horizontal pressures 

led to approximately 167 kN net out-of-plane force acting to overturn the bridge in the 

direction of flow. In addition to this, suction pressures with the maximum value of           

2.9 kPa were observed at the edge of the crown with a fully submerged arch barrel in the 

prototype and this may be higher when the arch barrel is partially submerged. These levels 

of high suction pressure may induce local damage or exacerbate damage resulting from 

deterioration mechanisms. 

To investigate the structural response of the bridge to these increased loads, the pressure-

time histories obtained in the SPH simulation is used as input load for the FE model of 

the bridge in the following chapter. It should be noted that although this chapter provided 

a representative hydrodynamics during the real-life flooding and associated loads on a 

representative bridge, further research and data are needed so as to simulate this real-life 

floods around three-span Pooley Bridge properly, e.g. water depth at the specific location 

at the upstream and downstream of the bridge with flow rate which can be used as 

boundary conditions at the inlet and outlet. This is ongoing work for future studies. 
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Chapter 8 Structural Response of a Single-span 

Masonry Arch Bridge under Flood-induced Loads 

 

 

8.1. Introduction 

The flood-induced forces exerted on a masonry arch bridge comprise horizontal 

hydrostatic forces, hydrodynamic drag and uplift forces, hydrostatic uplift or buoyancy 

forces where components are submerged and also floating debris impact forces as 

discussed in Chapter 2. Depending on the flow velocity, hydrodynamic forces can result 

in serious damage, particularly when the buoyancy forces reduce the effective self-weight 

of submerged main structural component i.e., the arch barrel and associated backfill. In 

addition to this, the presence of the debris inside the flow results in increases in water 

level corresponding to an increase in both hydrostatic and hydrodynamic forces as well 

as the debris impact force on the structural members including the abutment, spandrel 

wall and arch barrel. This chapter investigates the structural behaviour of a single-span 

masonry arch bridge subject to the flood-induced loads which were obtained in Chapter 

6 and Chapter 7 for relatively slow and fast flows, respectively. To explore the non-linear 

behaviour of a single-span masonry arch bridge under these loads, the validated finite 

element approach described in Chapter 4 was employed. Although the explicit scheme 

was used in this study, the computational time of the bridge model was longer than that 

of the validation studies within the same CPU. Considering this, the Computational 

Shared Facility (CSF) at the University of Manchester was used for all simulations in this 

chapter. Detailed description of the FE model is first presented by highlighting important 

points discussed in Chapter 2 and Chapter 4. Following this, the response of a single-span 

masonry arch bridge under flood-induced loads in terms of the pressure-time histories 

obtained in Chapter 6 and Chapter 7 is investigated and findings are discussed in detail. 

8.2. FE model description 

The behaviour of a masonry arch bridge is dependent on the nature of its structural 

components; particularly the arch barrel for shallow arch bridges with lower rise-to-span 

ratios and spandrel walls for deep masonry arch bridges with relatively high rise-to-span 

ratios. As detailed in Table 2.3 (Chapter 2) as well as the standard model proposed by 
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Boothby and Roberts (2001), the geometric characteristics of a representative full-scale 

single-span masonry arch bridge was used in this study with a 8 m span, 0.25 rise-to-span 

ratio and 4 m streamwise width in relation to a one-vehicular lane bridge where the 

abutment height and width were 1 m and 2.1 m, respectively. The thickness of the arch 

barrel and spandrel walls were 0.45 m and 0.55 m, while 0.3 m backfill depth above the 

crown was defined where the total height of the bridge was 4.5 m including the 0.75 m 

high parapet wall. Note that abutment, spandrel walls and parapet walls were modelled 

as a continuum part with respect to the macro-modelling approach followed in this study. 

Table 8.1: Mechanical properties of brick masonry 

Density  

 (kg/m3) 
𝑓𝑐  

(N/mm2) 

𝐸𝑐     

 (N/mm2) 

𝑓𝑡     

 (N/mm2) 

𝐺𝑡     

 (N/mm) 

2000 9.33 5132 0.33 0.039 

The material properties of the masonry arch barrel and spandrel wall used in this study 

are summarised in Table 8.1 in consideration of clay brickwork. The 𝑓𝑐 of 9.33 N/mm2 

was used based on an experimental study in the literature (Hendry, 1990).  𝐸𝑐,   𝑓𝑡 and 𝐺𝑡     

were defined following the same procedures with the validation studies. The CDP 

parameters were the same as the validation studies, whilst the compressive stress-strain 

behaviour of masonry was calibrated based on the 𝑓𝑐  value and 휀𝑐 as seen in Figure 8.1. 

The present study assumed the masonry arch bridge is waterproof and therefore does not 

include any saturation in the backfill, thus the density of 1800 kg/m3 and 𝐸𝑐   of 100 N/mm2 

were used for backfill considering a simple elastic constitutive law based on previous 

studies (Boothby and Roberts, 2001; Kaminski, 2007).  

 
Figure 8.1: Compressive stress-strain relationship of brick masonry  

Following the validation study, CP interaction was employed between the arch barrel, 

front and back spandrel walls and backfill defining normal behaviour with a hard contact 
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option and tangential behaviour with a penalty option. In the penalty formulation, the 

friction coefficient of 0.85 was used between masonry arch barrel and spandrel walls, 

while 0.3 was defined between the backfill and masonry members such as the arch barrel 

and spandrel walls in accordance with the friction angle of the backfill material based on 

previous numerical studies (Boothby and Roberts, 2001; Kaminski, 2007).  

Hydrodynamic and debris impact loads are time-dependent dynamic loads; therefore, an 

explicit solver was employed in this work considering its numerical stability in such 

applications (Pringgana et al., 2016; Cavaleri et al., 2020) as well as the accuracy obtained 

in the validation studies in Chapter 4. The same element type, C3D8R, with the validation 

studies was used in all models. To optimise model resolution, the global mesh sizes of 

approximately 100 mm and 50 mm were employed for spandrel wall and arch barrel, 

respectively. An adaptive mesh refinement technique was performed using various mesh 

sizes locally by means of creating partition and local seeds so as to apply the debris impact 

on represented elements as well as to tackle convergence problems in relation to meshing 

the complex arch barrel and spandrel wall geometry, see Figure 8.2(a) for case 1 (Table 

5.2). The mesh size for the backfill was kept relatively coarse with ~ 200 mm to optimise 

the computational efficiency. 

 
(a)           
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(b)                                                             

Figure 8.2: (a) Mesh, (b) boundary conditions and loads applied in case 1  

The boundary conditions were fixed at the bottom of the abutment with no displacement 

in the x direction at the sides of spandrel wall and backfill as adopted in previous studies 

(Kaminski, 2007; Kamiński, 2010). Due to the non-slender nature of the masonry arch 

bridge, the geometrical non-linearity was not considered in the FE model. Similar to the 

validation study, the dead loads and flood-induced loads were applied at the first stage 

and second stage of the analysis, respectively. As previously described, for the input 

loads, the pressure values obtained from the SPH models in Chapter 6 and Chapter 7 were 

multiplied by 10 in accordance with Froude scaling and applied to associated areas via 

use of vertical and horizontal partitions in Abaqus (Abaqus, 2014) as shown in             

Figure 8.2(b). Special attention was devoted to applying debris impact pressure-time 

histories at the same location of the pressure probe spacing used in the SPH model and in 

the FE model to ensure consistency. For these purposes, the mesh sizes were kept spatially 

uniform at the location where the debris impacted as far as possible. For instance, the 

mesh size for the arch barrel and spandrel walls where the debris impacted are same in 

case 1 as illustrated in Figure 8.2(a), however it should be noted that the mesh size in the 

spandrel wall where the wall interacted with the arch barrel slightly varied to tackle mesh 

distortions. 



251 

 

8.3. Case studies 

8.3.1. Load applied in the FE analysis 

Considering the impact events occurred between 6 s and 10 s, the pressure-time histories 

obtained for that time interval were used as an input load in the FE model and are 

represented by the range 0-4 s in the following graphs.  

Cases with only hydrodynamic loads 

The input loads in the FE model are given in Figure 8.3, Figure 8.4 and Figure 8.5 for 

case 1, case 2 and case 3, respectively where F and B represent front and back spandrel 

walls as described in Chapter 6 and Chapter 7. Considering slight changes in the pressure 

values between the front and back spandrel walls, the same pressure values as those at the 

front spandrel wall were applied on the arch barrel in the cases with dominant hydrostatic 

load. For each level, a partition was created on the arch barrel and spandrel wall in the FE 

model as shown in Figure 8.2(b). The corresponding area at each level was equal to λ2 

times the area in the scaled model where λ was the scaling factor of 10 (see Table 5.1). 

Note that the time was not changed in the cases with only hydrodynamic load considering 

as quasi-static loads, while the pressure values were multiplied by a factor of 10. 

 

 
Figure 8.3: Pressure-time histories applied on the full-scale bridge in case 1 
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Figure 8.4: Pressure-time histories applied on the full-scale bridge in case 2 

 

 
Figure 8.5: Pressure-time histories applied on the full-scale bridge in case 3 

Cases with the combination of hydrodynamic and debris impact loads 

In the cases with the presence of the debris, the combination of hydrostatic and 

hydrodynamic pressures were first applied on the bridge following the same procedure 

described above. In addition to the pressure values and corresponding areas, the time was 
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multiplied by a factor of 3.16 in the cases with the presence of debris associated with 

debris-induced impulse loads (see Table 5.1). For example, a 0.052 s impact duration of 

pressure in case 1 in the scaled model (Figure 6.20) corresponded to ~0.17 s in the 

prototype (Figure 8.6). The debris-induced pressures, e.g., Figure 8.6 for case 1A were 

applied to the associated elements. Defining the area of impulsive pressure is vitally 

important to obtain its local effect accurately. Considering this, the partition was also 

created in the vertical direction on the spandrel wall to use as a reference coordinate. It 

should be noted that special attention needs to be given to define these associated areas 

and element sizes. 

 

 
Figure 8.6: Debris-induced pressure-time histories applied on the full-scale bridge in 

case 1A 

8.3.2. Results 

The maximum and minimum principal stress distributions on the bridge under only dead 

load is shown in Figure 8.7(a) and Figure 8.7(b) considering the initial step result before 

applying flood-induced loads to understand the effects of the loads properly. After 

examining the scenarios where the abutment, arch barrel and spandrel wall were 

submerged, the effect of the debris impact on the stress distribution on the structural 

components is discussed. 
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(a) 

     

 
(b) 

Figure 8.7: (a) Maximum and (b) minimum principal stress distribution on masonry 

arch bridge under only dead load (N/mm2) 

Cases with only hydrodynamic loads 

Figure 8.8, Figure 8.9 and Figure 8.10 show the maximum and minimum principal stress 

distributions on the bridge in case 1, case 2 and case 3 where the stress values are 

presented in N/mm2 (corresponding to MPa). As can be seen from the results, the 

hydrodynamic effect on the bridge was relatively small due to using lower free-surface 

velocity values compared to typical values from real flooding scenarios. Although the 

dominant loading was the hydrostatic pressure in these cases increasing with the water 

depth from the free surface to the bottom of the bridge in all cases, higher tensile stress 
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values occurred where the arch barrel and spandrel wall were submerged in case 2 and 

case 3. The significant effect of buoyancy and reduction in the compressive stress state 

of the arch barrel can be clearly observed from Figure 8.7 and Figure 8.10. The maximum 

tensile stress on the arch barrel was ~0.167 N/mm2 in case 2, while this value was around 

0.192 N/mm2 in case 3 where the tensile strength of the masonry is 0.33 N/mm2. 

Nevertheless, the tensile stresses are significant especially given the range of tensile 

strength expected in the field. The maximum compressive stress on the superstructure 

also increased with an increase in the submergence ratio, however the maximum value 

was ~0.07 N/mm2 which is low compared to the compressive strength of masonry with 

9.33 N/mm2. 

     

 
(a) 

       

 
(b) 

Figure 8.8: (a) Maximum and (b) minimum principal stress distribution on masonry 

arch bridge under hydrodynamic load in case 1 at t = 4 s (N/mm2) 
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(a) 

     

 
(b) 

Figure 8.9: (a) Maximum and (b) minimum principal stress distribution on masonry 

arch bridge under hydrodynamic load in case 2 at t = 4 s (N/mm2) 
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(a) 

     

 
(b) 

Figure 8.10: (a) Maximum and (b) minimum principal stress distribution on masonry 

arch bridge under hydrodynamic load in case 3 at t = 4 s (N/mm2) 

Cases with the combination of hydrodynamic and debris impact loads 

Figure 8.11(a) and Figure 8.11(b) illustrate the maximum and minimum principal stress 

distributions on the bridge under the combination of hydrodynamic and debris impact 

loads in case 1A where the peak pressure was around 0.3 MPa (N/mm2) with the total 

impact duration of ~0.17 s. Compared to case 1 (Figure 8.8), the presence of the debris 

resulted in increasing the overall stress distribution slightly with 7.21% higher maximum 

tensile stress, 0.2291 N/mm2, while the tensile stress values on the arch barrel and 

spandrel walls were approximately 2 times higher in case 1A (Figure 8.11(a)) compared 
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to those for case 1 (Figure 8.8(a)). Despite lower tensile stress values in the cases with 

the free-surface velocity of 0.63 m/s, this floating debris impact load directly links to the 

debris velocity associated with the free-surface velocity of the water flow. The debris-

induced effect was also distinguished in the compressive stress distribution on the bridge, 

however, this increase in the compressive stresses is not expected to lead to material 

failure in compression considering its lower values compared to the compressive strength 

of the masonry (see Figure 8.11(b)). 

     

 
(a) 

     

 
(b) 

Figure 8.11: (a) Maximum and (b) minimum principal stress distribution on masonry 

arch bridge in case 1A at impact, t = 1.2 s (N/mm2)   
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(a) 

        

 
(b) 

      

 
(c) 

Figure 8.12: (a) Maximum and (b) minimum principal stress distribution on masonry 

arch bridge and (c) crack patterns in case 2A at impact, t = 3.0 s (N/mm2) 
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Figure 8.12(a) and Figure 8.13(a) give the maximum tensile stress distribution on the 

masonry arch bridge with a fully submerged arch barrel in case 2A and case 2B 

corresponding to 0-degree and 90-degree debris impacts, respectively. 3.12 times higher 

debris impact pressures were applied to the structure in case 2B (~0.312 N/mm2) 

compared to case 2A (~0.1 N/mm2) where the impact durations were 0.344 s and 0.31 s 

in case 2A and case 2B, respectively. Whilst the debris impact load caused cracks at the 

bottom of the front spandrel wall and the tensile stress values increased at the back 

spandrel wall at impact in case 2A (Figure 8.12(a) and Figure 8.12(c)), the associated 

stress distributions cannot be distinguished in case 2B (Figure 8.13(a)). This might be due 

to the relatively slow debris velocity associated with lower free-surface velocity with the 

submerged arch barrel in both case 2A and case 2B as well as the shorter impact duration 

in case 2B in combination with the impacted area despite the associated higher localised 

pressure. Similar to case 1A, the compressive stress distibutions on the bridge was 

relatively low in case 2A (Figure 8.12(b)) and case 2B (Figure 8.13(b)). 

     

 
(a) 
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(b) 

Figure 8.13: (a) Maximum and (b) minimum principal stress distribution on masonry 

arch bridge in case 2B at impact, t =1.0 s (N/mm2) 

Similar with case 2B, the a slight change in the response of the bridge was observed in 

case 3B compared to case 3 as shown in Figure 8.14(a) and Figure 8.14(b). It can be 

concluded that the floating debris impact loads and associated response of the bridge 

under these loads are strongly dependent on the free-surface velocity. Regarding the 

results, when the submergence ratio of the bridge increases, the velocity of the free 

surface decreases, thus the debris impact loads and its effect on the bridge descrease. 

Another important issue is the debris impact duration and impacted area, these may 

contribute the lower debris impact-induced stress values with 90-degree debris 

orientation. 

              

 
(a) 
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(b) 

Figure 8.14: (a) Maximum and (b) minimum principal stress distributions on masonry 

arch bridge in case 3B at impact, t =3.6 s (N/mm2) 

As previously discussed, the debris-induced loads occurred locally and it is important to 

precisely define the area of impulsive pressure in the FE model. This can be the main 

source of the limitation of the one-way coupling method used in this research. 

8.4. Real-life flooding scenario 

8.4.1. Load applied in the FE analysis 

The pressure-time histories given in Section 7.4.1 were multiplied by a factor of 10 

(Figure 8.15). 
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Figure 8.15: Pressure-time histories applied on the full-scale bridge in real-life flooding 

scenario 

8.4.2. Results 

Figure 8.16 shows the maximum tensile stress distribution at the first time step, 0.2 s in 

the FE model. The maximum stress reached the masonry’s tensile strength of 0.33 N/mm2 

on the spandrel wall and arch barrel rather than the bottom of the abutment compared to 

case 2 with dominant hydrostatic loads, therefore the material failure was observed at the 

first time step. After this material failure, the tensile stresses tend to zero with increasing 

strain as the maximum tensile stress distribution and crack pattern (as indicated by plastic 

strains) on the bridge at the end of simulation are given in Figure 8.18 and Figure 8.20, 

respectively. Meanwhile, the minimum stresses show that no compressive failure 

occurred during the first crack, at 0.2 s Figure 8.17 and at the end of the simulation Figure 

8.19. 

            

 

 Figure 8.16: Flooding scenario: maximum principal stress distribution on the bridge 

during the first crack, t =0.2 s 

Front 

Back 
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Figure 8.17: Flooding scenario: minimum principal stress distribution on the bridge 

during the first crack, t =0.2 s 

 

               

 

Figure 8.18: Flooding scenario: maximum principal stress distribution on the bridge at 

the end of simulation, t =4 s 
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Figure 8.19: Flooding scenario: minimum principal stress distribution on the bridge at 

the end of simulation, t =4 s 

              

 

Figure 8.20: Flooding scenario: crack patterns at the end of simulation, t =4 s 

8.5. Concluding remarks 

In this chapter, the structural response of a single-span masonry arch bridge was first 

investigated under relatively slow flow and debris impact loads compared to the typical 

flood events observed in the field in the UK. The most impulsive debris impact load and 

related highest increments in the tensile stresses were observed where the abutment was 

fully submerged. The presence of the debris with 90-degree initial orientation resulted in 

larger pressure values on the bridge in contrast to the cases with 0 degrees with a fully 

Front 

Back 

Front 

Back 
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submerged arch barrel. However, these loads had a shorter impact duration and smaller 

impacted area which resulted in a slight increase in the tensile stress distribution on the 

structure compared to the cases without the debris. It should be noted that considering the 

limitations in the experiment, the flow velocity, debris-induced impact load and 

associated impulse are lower than those in real-life flooding. Further research needs to 

investigate the debris-induced impulse on the bridge in real-life flood events and 

associated structural response. 

The hydraulic characteristics observed in real-life flood events were also considered using 

field data in the UK. The outcomes of the realistic flooding scenario indicated that the 

hydrodynamic force was the principal contributor to bridge damage. The maximum 

tensile stresses were observed at the spandrel wall and arch barrel as opposed to the 

bottom of the abutment as seen the in the case study with dominant hydrostatic loads. 

This caused crack initiation and propagation in relation to the material failure in tension 

at the bridge superstructure. 

The magnitude of the flood-induced loads determined in both the theoretical case study 

and the real-life flood scenario and associated bridge response highlighted the importance 

of understanding these loads in respect to structural performance and flood resilience of 

masonry arch bridges spanning watercourses. Further investigation is needed to assess 

existing masonry arch bridges in high-flood risk areas with detailed field data e.g. bridge 

dimensions and material data, hydraulic data at the bridge locations, debris details. The 

FE model could not be validated against experimental results due to no existing study 

relevant to the present research in the open literature. Further work is required to validate 

the FE model of masonry arch bridges against experimental results or field data by 

refining the modelling approach, including more detailed modelling of the backfill soil 

and the effect of pre-existing defects in the bridge structure. 
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Chapter 9 Conclusions and Recommendations for 

Future Research 

 

 

9.1. Introduction 

The aim of this research was to investigate structural behaviour of masonry arch bridges 

spanning watercourses subjected to flood-induced forces with a particular focus on the 

bridge superstructure. This chapter first presents the main findings of the research which 

have contributed to the field of study. The limitations of the methods used as well as the 

effect of these limitations on the findings are given. Finally, the overall impact of this 

present research on both the research and practice community are discussed and the areas 

requiring further research are highlighted. 

9.2. Main findings of this research 

The main findings of this research in response to each of the objectives presented in 

Chapter 1 are now discussed as follows: 

Implement and validate comprehensive numerical modelling approaches to 

understand and quantify the flood-induced hydrostatic, hydrodynamic and debris 

impact forces on structures. 

This research uses newly evolving features of the smoothed particle hydrodynamics 

(SPH) approach to model flood hydrodynamics and floating debris around the structure 

and to investigate associated forces on the structure. These features include turbulence 

modelling, open boundary conditions and solid-solid interaction modelling. The SPH 

model of flow past a free-surface-piercing circular cylinder in an open channel flow was 

first validated using experimental data from the literature. Then, the second validation 

study included solid-solid interaction feature where the tsunami-borne debris impact on 

a circular cylinder was investigated. The second validation study included tsunami 

modelling rather than open channel flow due to limited availability of detailed 

experimental studies on debris in open channel flow which highlighted the necessity of 

an experimental study in this area. Based on both validation studies, the SPH model could 

predict the hydrodynamic forces exerted on the structure well with the maximum error of 
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0.9% in the first and 9.33% in the second validation study, most importantly it was more 

accurate than another commonly used numerical model. Although the method showed a 

good agreement with the experiment of Al-Faesly et al. (2013) in the case with the debris 

the higher water depth (𝐻 = 0.85 m), in the reservoir with the maximum error of 11.18%, 

its accuracy decreased significantly with the lower water depth (𝐻 = 0.55 m) in the 

reservoir. Overall, the validation studies show that the SPH model with the turbulence 

model and open boundary condition features can be successfully employed to investigate 

flood flow around a structure, while the dynamic boundary condition (DBC) used for 

flume, structure and debris and the rigid body assumption for structure and debris without 

considering their localised deformation could be the source of the error. Considering both 

the accuracy and limitations of the SPH method for this type of fluid-solid and solid-solid 

interaction, a new experimental campaign is performed so as to compare the SPH model 

with more extensive experimental data. 

Employ and validate numerical modelling approaches to effectively assess the 

structural response of masonry structures under static and dynamic loads. 

A finite element (FE) modelling methodology was employed to investigate the linear and 

non-linear behaviour of masonry under dynamic loads. The macro-modelling approach 

was used for masonry in consideration of simulating a relatively complex and large 

structure and the main interest of this research, exploring the global behaviour of the 

structure. Although the macro-modelling approach has been successfully employed to 

investigate the structural response of masonry structures subject to both static and 

dynamic loads in the literature, the parameters used in the CDP model varied in the 

existing work. To investigate the capability of the macro-model as well as to select the 

parameters in the CDP model, the global behaviour of masonry arch barrel subject to 

vertical static load (force-displacement response, crack formation and crack propagation) 

was first obtained using the proposed FE methodology and the FE model was validated 

based on the experimental study in the literature by discussing the effects of the 

parameters used in the CDP model. The capability of the FE model within the explicit 

scheme via use of validated macro-model was then demonstrated by a validation study 

where the global behaviour of masonry walls under impact loads was successfully 

reproduced by the FE model compared to the experimentally observed behaviour 

(vertical, horizontal and some of diagonal cracks). In addition to these, the potential strain 

rate effects on the structural response of masonry under out-of-plane impact load was 
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discussed. Despite its negligible effect for this this kind of masonry components and 

impact load, the necessity of further study on the strain rate effect for mechanical 

properties of masonry was highlighted, especially that in tension associated with its low 

strength and failures in tension. 

Experimentally investigate the flood-induced hydrodynamic and debris impact 

loads on a typical single-span masonry arch bridge in different hydraulic conditions. 

Prior to the present work, there were neither experimental nor numerical studies on 

investigating the flood-induced forces on the structural members of a masonry arch 

bridge, particularly hydrodynamic and debris impact forces on the bridge superstructure 

in the open literature. The flow characteristics around the structural members are essential 

to explore this type of complex fluid-structure and structure-structure interaction. To 

understand this phenomenon as well as to compare the SPH model with more extensive 

experimental data, a set of experiments were conducted where the flood-induced forces 

on a single-span arch bridge was measured with different submergence ratios of the bridge 

components and initial debris orientations.  

The results revealed that the debris impact loads decreased with increase submergence 

ratio of the bridge. The 0-degree debris impact force on the bridge in case 1A with fully 

submerged abutment was 6.25 times higher compared to only hydrodynamic force, while 

this ratio was 1.80 in case 2A with a fully submerged arch barrel and 1.01 in case 3A with 

fully submerged spandrel wall. Similar to these, the 90-degree debris impact resulted in 

2.36 times higher load in case 2B and 1.04 in case 3B. The mass centre of the debris with 

both debris orientations was at 1.5 m upstream of the bridge corresponding to the distance 

of 1.475 m and 1.08 m between front faces of the 0-degree debris and 90-degree debris 

and front spandrel wall of the bridge. Although this might lead to a decrease in the debris 

velocity value in the cases with 90-degree debris orientation, the 90-degree debris impact 

resulted in higher impact force compared to the cases with the 0-degree orientation. The 

shortest impact duration of peak force was observed with a lower submergence ratio, 

0.069 s in case 1A compared to 0.075 s in case 2A. The impact duration was shorter in 

the cases with 90-degree debris orientation contrary to the cases with the 0 degrees, e.g., 

0.075 s in case 2A and 0.07 s in case 2B. In addition to these, the impact duration of peak 

pressure at sensor P2 was 0.006 s in case 2A with 15.23 times higher pressure value 

compared to only hydrodynamic load in case 2. Considering 15.23 and 1.80 times greater 
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pressure and force values were observed with the presence of the debris compared to only 

hydrodynamic load as well as associated impact durations, it can be concluded that the 

debris impact load was occurred more locally. These findings emphasise the importance 

of obtaining detailed pressure-time histories rather than the force-time so as to investigate 

the structural response to these loads properly. 

Develop a numerical model so as to obtain flood-induced loads on a typical single-

span masonry arch bridge as well as examine the capability of the numerical 

modelling approach in investigating these fluid-structure and structure-structure 

interactions based on the experimental results. 

A SPH model was developed to investigate the flood-induced loads on a single-span arch 

bridge and the capability of the proposed SPH model was examined against the 

experimental behaviour presented in Chapter 5. These additional validation studies 

showed that the SPH model predicted the water depth, velocity, pressure and force well 

compared to the experiment. The flood-induced force values were estimated with a mean 

error of ~20% in the cases with only hydrodynamic load and ~29% in the cases with 0-

degree initial debris orientation and ~5% with 90-degree initial debris orientation where 

the COV was more than 10% in the experiment. For the cases with the presence of debris, 

a specific reading with the same debris orientation at impact was compared to the SPH 

model where the mean error decreased to 4.92% in the force value. Also, the debris-

induced peak pressure was obtained with a 0.37% error compared to reading 5 and 

45.84% against the mean peak pressure where the COV was 51.11%. Despite its 

outstanding features and capability to capture this complex phenomenon including both 

fluid-structure and structure-structure interactions, the SPH method needs more 

improvement, especially addressing the instability issue at the outlet where the 

extrapolation was used for the physical properties with relatively higher water depth. 

Despite this limitation, the method can provide acceptably accurate pressure-time 

histories associated with both hydrodynamic and debris impact loads. These detailed 

pressure-time histories were used as input load in the FE model to investigate the 

structural response of the bridge to these loads. 

 

 

 



271 

 

Collate hydraulic field data on real-life flood events and employ the validated 

numerical models to investigate the corresponding flood-induced loads and the 

structural response of a realistic single-span masonry arch bridge using the field 

data. 

Field hydraulic data from real-life flood events was collated to understand the dynamics 

expected during the flooding. Despite the limitation, that model was validated using 

relatively low-flow experiments compared to the real-life flows, the validated SPH model 

was used to investigate the flood-induced loads with faster flow representing the real-life 

flooding scenario. As observed in the real-life flood, an afflux (difference in the water 

depth at the upstream and downstream of the bridge) was observed with the fast flow 

compared to the cases with dominant hydrostatic loads. The structural responses of a 

single-span masonry arch bridge to these loads with both slow and fast flows were 

examined. The results revealed that the debris impact load can be more impulsive with 

lower submergence ratio where only the abutment was submerged, i.e. the arch barrel was 

not completely submerged. The debris impact load with 0-degree initial orientation 

caused higher increments in the tensile stresses compared to the cases with 90-degree 

initial orientation. This might be due to relatively shorter impact duration and almost 

certainly the impact area is dominating, this would be expected. In the real-flooding 

scenario, the maximum tensile stresses occurred at the arch barrel and spandrel walls 

rather than the bottom of the abutment observed in the cases with dominant hydrostatic 

loads. This resulted in crack initiation and propagation associated with the material failure 

in tension. 

9.3. Recommendations for future research 

Considering the findings and limitations in this research, the following points are 

recommended for future research: 

 This research assumed the floating debris and structure as a rigid body in the SPH 

model. Considering this, the rigid Perspex material was used for the bridge in the 

experiment. Although the idealisation of the bridge as a rigid body could be 

considered reasonable given the nature of the real-life structure, the log is, by 

comparison, much less stiff and can undergo local deformation during the impact 

event. In the SPH software, DualSPHysics, there are different options to consider 

the stiffness of the structure as well as the interaction between the structures such 
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as DEM and Chrono. Future parametric studies could examine the influence of 

stiffness on the resulting forces. 

 This study focused on investigation of peak debris force with different 

submergence ratio and debris orientations due to the limitation in the experiment. 

Further experiment can be considered to investigate the fluid-solid and solid-solid 

interactions using more advanced measurement technology, e.g., PIV for velocity 

field measurements and composite distributed fibre optic sensing for pressure 

measurements. 

 Issue at the inflow-outflows in the SPH simulations associated with the 

DualSPHysics implementation of open boundary conditions (OBC) was solved 

using mDBC, however when the extrapolation was used for the velocity at the 

outlet with higher water depth, some instabilities were observed. Further research 

needs to improve the existing code for OBC. 

 This research focused on identifying the impact load induced by a single discrete 

debris. However, multiple-debris impact loads and afflux with multiple debris 

need to be considered in the future studies. 

 This research considered a typical single-span masonry arch bridge, however 

further research needs to investigate the response of multi-span masonry arch 

bridges with different pier and cutwater geometries.  This is likely to need a multi-

GPU version of the DualSPHysics code due to the increase in the numbers of 

particles required. 

 Often the arch may be skewed and the response of such bridges to flood induced 

forces may differ from that of regular straight arch barrels. This requires further 

investigation. 

 Although this research used macro-modelling approach to investigate the global 

behaviour of masonry arch bridge, this approach cannot fully capture certain local 

failure modes, e.g. ring separation. Although this local failure type can be seen 

during the debris impact load with the submerged arch barrel, using simplified 

micro-modelling for whole masonry structure may not be practical considering 

the computational time of the FE simulations for a single-span masonry arch 

bridge. Applying symmetry in the FE model might be considered if the local 

behaviour is of interest. 
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 The masonry arch bridge was assumed as a waterproofed bridge in this study 

where a simple elastic constitutive law was used for the backfill in the FE 

simulations. Further research needs to investigate the bridge response considering 

the material nonlinearity in the backfill as well as saturated backfill with 

associated soil-structure and fluid-soil interactions. 

 

 Further study can be conducted on the strain rate effect on the masonry which was 

not considered in this study. 

 The numerical modelling approaches adopted in this work could be used to 

develop closed form equations which allow bridge engineers in practice to 

estimate flood forces on the bridge superstructure and help inform management 

strategies. 

 Given the kind of stresses realised from both hydrodynamic loads and also those 

from single log impacts, future research into how to best strengthen the bridge 

structure against such forces is required. 

9.4. Impact for practice 

This research here has been conducted to provide an insight of the magnitude of the flood-

induced loads and how the behaviour of masonry arch bridge under these loads. As 

highlighted in Chapter 1 as well as considering the findings, the flood-induced loads have 

caused a significant damage or failure of the masonry arch bridges. Neither the prevalent 

assessment nor design codes consider these hydraulic actions properly. Similar to this, 

there is no comprehensive study on understanding the flood-induced effect on the 

superstructure of masonry arch bridges. Although this proposed method has some 

limitations, the method can provide much better understanding on both flood-induced 

loads and structural response under these loads. Quantitative consideration of these 

effects needs to be incorporated in assessment codes and management strategies for 

bridges of this type in order to ensure continued service life. 
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Appendix A 

As an example for the pre-processing stage in DualSPHysics, the xml file of the 

validation study 1 in Chapter 3 is given below. 

<?xml version="1.0" encoding="UTF-8" ?> 

<case app="GenCase v5.0.171 (05-04-2020)" date="17-06-2020 10:42:43"> 

<casedef> 

   <constantsdef> 

     <lattice bound="1" fluid="1" /> 

     <gravity x="0" y="0" z="-9.81" comment="Gravitational acceleration" units_comment="m/s^2" /> 

     <rhop0 value="1000" comment="Reference density of the fluid" units_comment="kg/m^3" /> 

     <hswl value="0" auto="true" comment="Maximum still water level to calculate speed of sound" /> 

     <gamma value="7" comment="Polytropic constant for water used in the state equation" /> 

     <speedsystem value="0" auto="true" comment="Maximum system speed" /> 

     <coefsound value="20" comment="Coefficient to multiply speedsystem" /> 

     <speedsound value="0" auto="true" comment="Speed of sound to use in the simulation" /> 

     <hdp value="2" comment="Coefficient to calculate the smoothing length (H=hdp*dp)" /> 

     <cflnumber value="0.2" comment="Coefficient to multiply dt" /> 

   </constantsdef> 

   <mkconfig boundcount="240" fluidcount="10" /> 

   <geometry> 

      <definition dp="0.002" units_comment="metres (m)"> 

          <pointmin x="-0.3" y="-1" z="-1" /> 

          <pointmax x="2.1" y="1" z="1" /> 

      </definition> 

      <commands> 

      <mainlist> 

          <setshapemode>actual | bound</setshapemode> 

          <!-- INLET/OUTLET --> 

          <setdrawmode mode="full" /> 

          <setmkfluid mk="1" /> 

          <drawbox> 

                <boxfill>left</boxfill> 

                <point x="0" y="0" z="0" /> 

                <size x="0.6" y="0.4" z="0.06" /> 

          </drawbox> 

          <setmkfluid mk="2" /> 

          <drawbox> 

                 <boxfill>right</boxfill> 

                 <point x="0" y="0" z="0" /> 

                 <size x="0.6" y="0.4" z="0.06" /> 

          </drawbox> 

          <!-- FLUME --> 

          <setmkbound mk="0" /> 

          <drawbox> 

                  <boxfill>front|back|bottom</boxfill> 

                  <point x="-0.012" y="0" z="0" /> 

                  <size x="0.624" y="0.4" z="0.1" /> 

           </drawbox> 

           <!-- CYLINDER --> 

           <setmkbound mk="20" /> 

           <setdrawmode mode="solid" /> 

           <drawcylinder radius="0.02"> 

                   <point x="0.3" y="0.2" z="0" /> 

                   <point x="0.3" y="0.2" z="0.1" /> 

           </drawcylinder> 
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           <!-- FLUID PARTICLES IN THE DOMAIN --> 

           <setmkfluid mk="0" /> 

           <setboxlimitmode mode="full" /> 

           <fillbox x="0.5" y="0.1" z="0.03"> 

                   <modefill>void</modefill> 

                   <point x="0" y="0" z="0" /> 

                   <size x="0.6" y="0.4" z="0.06" /> 

           </fillbox> 

           <shapeout file="" /> 

           </mainlist> 

           </commands> 

      </geometry> 

</casedef> 

<execution> 

      <special> 

           <inout resizetime="0.5"> 

           <determlimit value="1e+3" comment="Use 1e-3 for first_order or 1e+3 for zeroth_order" /> 

           <inoutzone> 

           <refilling value="1" comment="Refilling mode. 0:Simple full, 1:Simple below zsurf, 2:Advanced              

           for reverse flows (very slow) (default=1)" /> 

           <inputtreatment value="2" comment="Treatment of fluid entering the zone. 0:No changes,  

           1:Convert fluid (necessary for outlet), 2:Remove fluid (recommended for inlet)" /> 

           <layers value="6" comment="Number of inlet/outlet particle layers" /> 

           <zone3d comment="Input zone for 3-D simulations"> 

                     <particles mkfluid="1" direction="right" /> 

           </zone3d> 

           <imposevelocity mode="1" comment="Imposed velocity 0:fixed value, 1:variable value,  

           2:Extrapolated velocity, 3:Interpolated velocity (default=0)"> 

                     <velocitytimes comment="Uniform velocity in time" units_comment="m/s"> 

                         <timevalue time="0.0" v="0" z="0.06" /> 

                          <timevalue time="1.0" v="0.42" z="0.06" /> 

                      </velocitytimes> 

           <imposerhop mode="2" comment="Outlet rhop 0:Imposed fixed value, 1:Hydrostatic,  

           2:Extrapolated from ghost nodes (default=0)" /> 

           <imposezsurf mode="0" comment="Inlet Z-surface 0:Imposed fixed value, 1:Imposed  

            variable value, 2:Calculated from fluid domain (default=0)"> 

                      <zbottom value="0" comment="Bottom level of water (used for Hydrostatic option)"  

                       units_comment="m" /> 

                      <zsurf value="0.06" comment="Characteristic inlet Z-surface (used for Hydrostatic  

                       option)" units_comment="m" /> 

            </imposezsurf> 

            </inoutzone> 

            <inoutzone> 

            <refilling value="2" comment="Refilling mode. 0:Simple full, 1:Simple below zsurf, 2:Advanced              

           for reverse flows (very slow) (default=1)" /> 

            <inputtreatment value="1" comment="Treatment of fluid entering the zone. 0:No changes,  

           1:Convert fluid (necessary for outlet), 2:Remove fluid (recommended for inlet)" /> 

           <layers value="6" comment="Number of inlet/outlet particle layers" /> 

          <zone3d comment="Input zone for 3-D simulations"> 

                     <particles mkfluid="2" direction="left" /> 

          </zone3d> 

          <imposevelocity mode="2" comment="Imposed velocity 0:fixed value, 1:variable value,  

          2:Extrapolated velocity, 3:Interpolated velocity (default=0)" /> 

          <imposezsurf mode="2" comment="Inlet Z-surface 0:Imposed fixed value, 1:Imposed  

            variable value, 2:Calculated from fluid domain (default=0)" /> 

          <imposezsurf mode="2" comment="Inlet Z-surface 0:Imposed fixed value, 1:Imposed variable  

          value, 2:Calculated from fluid domain (default=0)" /> 

          </inoutzone> 

          </inout> 
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    </special> 

    <parameters> 

           <parameter key="SavePosDouble" value="0" comment="Saves particle position using double  

           precision (default=0)" /> 

            <parameter key="StepAlgorithm" value="2" comment="Step Algorithm 1:Verlet, 2:Symplectic  

           (default=1)" /> 

            <parameter key="VerletSteps" value="40" comment="Verlet only: Number of steps to apply  

           Euler timestepping (default=40)" /> 

            <parameter key="Kernel" value="2" comment="Interaction Kernel 1:Cubic Spline, 2:Wendland  

           (default=2)" /> 

            <parameter key="ViscoTreatment" value="2" comment="Viscosity formulation 1:Artificial,  

           2:Laminar+SPS (default=1)" /> 

            <parameter key="Visco" value="1e-6" comment="Viscosity value" /> 

            <parameter key="ViscoBoundFactor" value="2" comment="Multiply viscosity value with  

            boundary (default=1)" /> 

            <parameter key="DensityDT" value="1" comment="Density Diffusion Term 0:None, 1:Molteni,  

            2:Fourtakas, 3:Fourtakas(full) (default=0)" /> 

            <parameter key="DensityDTvalue" value="0.1" comment="DDT value (default=0.1)" /> 

            <parameter key="Shifting" value="3" comment="Shifting mode 0:None, 1:Ignore bound, 2:Ignore  

            fixed, 3:Full (default=0)" /> 

            <parameter key="ShiftCoef" value="-20" comment="Coefficient for shifting computation  

            (default=-2)" /> 

            <parameter key="ShiftTFS" value="2.75" comment="Threshold to detect free surface. Typically  

            1.5 for 2D and 2.75 for 3D (default=0)" /> 

            <parameter key="RigidAlgorithm" value="1" comment="Rigid Algorithm 1:SPH, 2:DEM,  

           3:Chrono (default=1)" /> 

            <parameter key="FtPause" value="0.0" comment="Time to freeze the floatings at simulation start  

            (warmup) (default=0)" units_comment="seconds" /> 

            <parameter key="CoefDtMin" value="0.05" comment="Coefficient to calculate minimum time  

            step dtmin=coefdtmin*h/speedsound (default=0.05)" /> 

            <parameter key="#DtIni" value="0.0001" comment="Initial time step (default=h/speedsound)"  

            units_comment="seconds" /> 

            <parameter key="#DtMin" value="0.00001" comment="Minimum time step  

            (default=coefdtmin*h/speedsound)" units_comment="seconds" /> 

            <parameter key="#DtFixed" value="DtFixed.dat" comment="Dt values are loaded from file  

            (default=disabled)" /> 

            <parameter key="DtAllParticles" value="0" comment="Velocity of particles used to calculate DT.  

            1:All, 0:Only fluid/floating (default=0)" /> 

            <parameter key="TimeMax" value="4" comment="Time of simulation"  

            units_comment="seconds" /> 

            <parameter key="TimeOut" value="0.01" comment="Time out data" units_comment="seconds"/> 

            <parameter key="PartsOutMax" value="1" comment="%/100 of fluid particles allowed to be  

            excluded from domain (default=1)" units_comment="decimal" /> 

            <parameter key="RhopOutMin" value="700" comment="Minimum rhop valid (default=700)"  

            units_comment="kg/m^3" /> 

            <parameter key="RhopOutMax" value="1300" comment="Maximum rhop valid (default=1300)"  

           units_comment="kg/m^3" /> 

            <parameter key="#XPeriodicIncZ" value="0" comment="Increase of Z with periodic BC in axis  

           X" units_comment="metres (m)" /> 

            <simulationdomain comment="Defines domain of simulation (default=Uses minimun and  

           maximum position of the generated particles)"> 

                <posmin x="default" y="default" z="default" comment="e.g.: x=0.5, y=default-1, z=default- 

                10%" /> 

                <posmax x="default" y="default" z="1.0" /> 

            </simulationdomain> 

     </parameters> 

   </execution> 

</case> 

 

 


