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Abstract 

Non-heme iron dioxygenases are versatile biological enzymes in all life forms, including the human body. 

They catalyse various chemical reactions, including the biosynthesis of natural products, e.g., 

hydroxyproline in mammals. However, they are also involved in the biodegradation of toxic compounds, 

for example, toxic cysteine in the brain. In many of these reaction pathways, a regio- or stereoselective 

reaction occurs, making this enzyme class of interest to the biotechnology industry for producing high-

value compounds. Many questions remain about the high selectivity patterns of non-heme iron enzymes 

and how the enzyme drives these mechanisms. Therefore, a detailed computational study was performed 

on a set of well-characterised non-heme iron dioxygenases with different functions in Nature. This 

dissertation focuses on three non-heme iron dioxygenases, of which a recent crystal structure was 

determined. These structures have been used to elucidate the selectivity patterns' reaction mechanisms 

and origins. In particular, the work described in this thesis shows that the second-coordination sphere of 

the enzyme plays a vital part in substrate binding and positioning. 

 

Moreover, electrostatic and polar interactions from the second coordination sphere often induce a local 

dipole moment or electric field effect and drive the reaction to an otherwise thermodynamically 

unfavourable pathway. My work has given insight into the intricate details of enzyme design and how 

regio- and chemoselectivities can be achieved. This insight can be used to engineer non-heme iron 

dioxygenases and give them original reactivity patterns with high selectivity for biotechnological 

applications.  

 

My work details computational studies on three non-heme iron dioxygenases, namely UndA (undecene 

biosynthesis enzyme), TmpA (2-(trimethylammonio)-ethylphosphonate dioxygenase) and AAD 

(aryloxyalkanoate dioxygenase). The latter enzyme is found in agricultural plants such as rice and is 

shown to be able to trigger the biodegradation of herbicides. Our work has given insight into the 

mechanism of the herbicide biodegradation and the substrate scope of the enzyme. For the UndA 

biosynthesis enzyme, a controversy had arisen about whether it is a mononuclear non-heme iron 

dioxygenase; hence models for mononuclear and dinuclear systems were created that established it as a 

dinuclear enzyme. Finally, the TmpA work showed that this enzyme reacts via negative catalysis, 

whereby a thermodynamically favourable pathway is blocked, favouring a higher energy reaction channel. 

My work highlights the second coordination sphere groups that induce a local electric field and guide the 

reaction to the wanted products.  
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Chapter 1: Introduction 

1.1 Dioxygen activation, Non-heme iron dioxygenases 

In nature, dioxygen is essential to all the aerobic living creatures that utilize dioxygen for biosynthesis 

and biodegradation processes. In the past 60 years, major breakthroughs in the understanding of dioxygen 

activation by metalloenzymes has taken place. [1] The earliest known dioxygen-activating enzymes that 

were discovered were tyrosinase, cytochrome P450 and catechol 1,2-dioxygenase. [2-6] Tyrosinase is a 

di-copper enzyme that hydroxylates a tyrosine amino acid as part of the melatonin biosynthesis in plants 

and animal tissues, while catechol 1,2-dioxygenase is an intradiol dioxygenase involved in the 

biodegradation of aromatic compounds. [4,5] The cytochromes P450 are heme enzymes that take part in 

biodegradation reactions in the liver and act as a mono-oxygenase. [7] These enzymes have been well 

studied in the field of dioxygen activation. [1] Dioxygenases use a dioxygen molecule and transfer both 

oxygen atoms to the target substrate whereas the mono-oxygenase only transfers one oxygen atom to 

substrate and releases the second one as a water molecule. [8-11] Scheme 1.1 shows functions of 

monooxygenase and dioxygenases (intramolecular and intermolecular). [12] 

 

Scheme 1.1 Monooxygenase and dioxygenase reactions by metallenzymes. [12] 

 

Natural occurring metalloenzymes carry out catalytic oxidations often with high substrate specificity, 

regioselectivity, and stereoselectivity. [25,26] Most importantly they operate under mild conditions at 

room temperature while in synthetic chemistry and heterogeneous catalysis frequently high temperatures 

and pressures are used to achieve the same reaction yields. This leads to a relatively "green or sustainable 

process", allowing a lower energy cost and less toxic or unwanted products. [26] There are many primary 
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types of metalloenzymes for dioxygen activation ranging from copper enzymes, such as tyrosinase, 

[19,20,21] iron enzymes (either heme, nonheme or diiron), [22.23] and enzymes with other metal ions, 

e.g. Mn, Co, or Ni as core. [24] This thesis focuses on the iron-containing dioxygen-activating enzymes, 

with special emphasis on the mononuclear nonheme iron enzymes. The two major classes of mono-

nuclear iron containing enzymes are the heme and nonheme enzymes, which are found in virtually every 

species whether in plants or animals or even bacteria, displayed in Figure 1.1. [13] Regarding the 

superfamily of the nonheme iron enzymes, there are two kinds, namely the mononuclear non-heme iron 

enzymes and dinuclear nonheme iron enzymes. In my research I only focused on the mononuclear 

nonheme iron enzymes. 

  

Figure 1.1 General structural motif comparison of the first-coordination sphere of heme and nonheme 

iron-containing enzymes. [13] 

 

The structure of the active site of the enzyme plays a key role to its function and mechanism, especially 

the coordination environment of the redox-active iron centre that has a variety of forms to accommodate 

diverse catalytic reactions. Thus, nonheme iron enzymes are capable of important biotransformations, 

such as the biodegradation of toxic chemicals, and the biosynthesis of natural products. [14] Due to their 

efficiency and often selective reaction patterns, there is huge interest from the biotechnology industry to 

utilize metalloenzymes for a variety of chemical processes. For instance, because of sustainable concerns, 

the soaring development studies on the biosynthesis of biofuels (hydrocarbons) using iron containing 

enzymes (such as nonheme iron enzymes, cytochrome P450 mono-oxygenases, and dinuclear iron 
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enzymes) have emerged, which aims to serve as an alternative to petroleum-based fuel. [14] In Chapter 

3, I will discuss the details of enzymatic routes for the 1-undecene biosynthesis by the enzyme UndA, 

which has shown promising potential for the biosynthesis of biofuel products. [15] This project followed 

an experimental study from the Rui research group that had characterised short-lived intermediates of the 

catalytic cycle of UndA using crystallographic and biochemical approaches. [16] This is a nonheme iron 

decarboxylase found to biotransform medium-chain fatty acid with chain lengths of Cn (n = 9 - 13) to 

terminal olefins. [15] The primary function of these enzymes is their capability to perform the cleavage 

of the C-C bond of the substrate fatty acids (or aldehydes, Cn-1) through decarboxylation into alkenes (Cn). 

By contrast, the "C-H functionalization" reactions typically are coupled with dioxygen activation and are 

related with mono-oxygenation reactions. [14] 

 

From a chemical synthesis point of view, the reaction of dioxygen with substrate is considered a spin-

forbidden oxidation process due to a spin mismatch between reactants and products. [9] This is because 

of the triplet ground state of dioxygen and hence requires a spin-crossing during the reaction mechanism. 

Therefore, it has a low one-electron oxidation potential and very slow kinetics. However, nature has 

developed an intelligent approach for oxidation reactions by using transition metals to overcome the 

dioxygen activation's kinetic reaction energy barrier. [27] 

 

 

Figure 1.2 Active site model of AAD, TmpA, TauD enzyme. Three of the models shows similar structural 

motif 2-His-1-carboxylate. [68,125,131] 

 

Over the last two decades, a recurring structural motif has been identified in nonheme iron enzymes with 

a so-called "2-His-1-carboxylate facial triad", see comparison in Figure 1.2. [22,23] For instance, the iron 

centre in taurine/-ketoglutarate dioxygenase (TauD) has the iron ion bound to two histidine side chains 

and a carboxylate from an Asp side chain in a facial orientation. Since then, many nonheme iron 
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dioxygenases were shown to have a similar active site structure. The geometry and electronic properties 

of transition metals are dependent on the surrounding ligand motifs and determine physical chemical 

properties such as reduction potential of the iron centre. Metalloenzymes, especially iron-containing 

enzymes in nature, take on diverse oxidative biotransformation reactions and will be the main topic of 

this thesis. The functionalisation of C-H bonds is specifically challenging as these bonds are 

thermodynamically relatively strong and difficult to activate. [28] One example that synthetic chemists 

struggle with is the transformation of methane to methanol. [29,30,31]  

 

Metalloenzymes like methane mono-oxygenase can hydroxylate methane, while other oxygenases like 

the cytochromes P450 and nonheme iron dioxygenases activate longer hydrocarbon substrates easily but 

not methane. In order to achieve oxygen activation, in mononuclear metalloenzymes like the cytochromes 

P450 or nonheme iron dioxygenases, a catalytic cycle describes the steps from substrate and oxidant 

binding to the generation of an active oxidant to the actual substrate activation and product release. Often 

these metalloenzymes create a high-valent iron(IV)-oxo species that performs the C-H functionalisation 

as these intermediates can do this with much lower activation energy than free dioxygen. [25] The reaction 

will need to overcome the C-H bond dissociation free energy (BDFEs), which is considerable for aliphatic 

C-H bonds (cleaving energy ranging from 80 – 105 kcal mol-1), in which the enzyme usually requires 

about 10-30 kcal mol-1 in activation energy to catalyse the reaction, and normal non-enzyme chemistry 

reaction need to overcome that C-H bonding dissociation energy to achieve the same reaction goal. [28,32] 

Therefore, it is essential to understand how the metalloenzyme conducts functional group 

biotransformation in the catalytic cycle and its active site structural motif.  

 

Metalloenzymes use these high valent iron(IV)-oxo species to activate the substrate using "a proton-

coupled electron transfer" (PCET) process, where the electron and proton transfer to different atoms. 

[28,33,34,35,36] In particular, the proton transfers from the substrate to the oxo group, while the electron 

moves to the iron (in nonheme) or heme (in the cytochromes P450). The natural enrichment of iron in 

nature means that iron-containing enzymes are very common and widespread. In the mononuclear 

nonheme iron enzymes, they acquire electrons from the co-substrate or cofactor to carry out the catalytic 

mechanism. [37,38,39] Nonheme iron dioxygenases are more self-sufficient than the heme enzymes as 

they do not need an external redox-partner to donate the electrons for the catalytic cycle. [40,41] The 

nonheme iron dioxygenases instead use its co-substrate to supply the electrons for the reaction mechanism 

and assist with the generation of an active high-valent iron(IV)-oxo species. Subsequently, the nonheme 

iron enzymes commonly conduct substrate activation on the primary quintet spin state through single-

state reactivity (SSR) and without spin crossing to another spin state. [8] In both heme and nonheme 
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catalytic mechanisms, high-valent iron oxo intermediates are commonly generated after dioxygen 

molecules bind to the iron core. [11,42-47] 

 

Nonheme iron dioxygenases have diverse oxidative functions related to biotransformations, and examples 

come from the mammalian physiology of collagen synthesis by prolyl-4-hydroxylase, the repair of 

alkylated DNA or RNA bases by AlkB, and the biodegradation of toxic chemicals in the body. [9-

12,15,17,18,48-60] Furthermore, in bacteria they have been shown to be involved in the biosynthesis of 

antibiotics (i.e. isopenicillin, fosfomycin). In this thesis, we will focus on the mononuclear nonheme iron 

dioxygenases, which catalyses diverse reactions and are naturally occurring in every life form. [9,56.61-

63] 

 

Experimentally, α-ketoglutarate (α-KG)-dependent nonheme iron enzymes are the most well-known and 

well-studied enzyme nonheme iron enzymes, even though the family comprises of more than a thousand 

members. [28,64] They carry out versatile enzymatic reactions. For the TauD enzyme, the mononuclear 

iron metal centre utilizes -KG (also called 2-oxoglutarate, 2OG) as a co-substrate and hence are called 

the -KG-dependent nonheme iron oxygenases. [65-69] An extensive number of studies have focused on 

the characterisation of short-lived intermediates and the reactivity patterns with substrates and substrate-

analogues. These studies range from X-ray crystallography, biochemical, computational approaches, 

electronic absorption, circular dichroism, isothermal titration calorimetry, magnetic circular dichroism, 

conventional and pulse electron paramagnetic, nuclear resonance vibrational spectroscopy, Mössbauer, 

X-ray absorption, crystallographic analyses, resonance Raman approaches, and 18O-kinetic isotope effect 

measurements in order to understand active site properties of TauD enzyme. The first work on TauD 

described the detection of two intermediates that were characterised by rapid kinetic and spectroscopic 

approaches in Escherichia coli: one identified as a high-valent nonheme iron(IV)-oxo species, while the 

other is iron(II) species. [70] In 1982, the first proposed TauD mechanism included various chemically 

reasonable intermediates. [71] 

 

The general mechanism of taurine/-KG dioxygenase (TauD) is that this enzyme will hydroxylate a 

taurine substrate at its second carbon position, then invoke the release of sulfate from the product. [72] 

By contrast to the situation in TauD, for the majority of nonheme iron dioxygenases the high-valent 

intermediates like Fe(IV)=O are highly challenging to characterise spectroscopically. [73] Scheme 1.2 

shows the general TauD enzyme hydroxylate the substrate and release the hydroxylate product. [27] 

However, computational techniques can serve as a promising tool to study their mechanistic, electronic, 

and structural functionalities. 
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Scheme 1.2 Typical hydroxylation reaction catalysed by many of -KG dependent oxygenase, non-heme 

iron enzymes 

 

One advantage of computational work is that the calculations give insight into fast reaction processes that 

are difficult to trap experimentally. Thus, large models that include the first- and second-coordination 

sphere of the metal centre and substrate enable one to study the reaction mechanisms with the substrate 

in a regio-, stereo-, and chemo-selectivity way and check the pathways to products and by-products. [73] 

It is interesting to note that the co-substrate (cofactor) such as -KG is used to convert the iron(III)-

superoxo intermediate into a high-valent iron(IV)-oxo intermediate and succinate, but these steps were 

found to proceed too fast and no intermediates along that mechanism could be determined. [74-77]  

 

These -KG-dependent nonheme iron dioxygenases can selectively conduct epimerization, ring closure, 

hydroxylation, ring expansion, and desaturation of the target substrate. Hence, α-KG dependent nonheme 

iron enzymes, can catalyse diverse chemical reactions, that are used in nature for functions including 

antibiotics biosynthesis, collagen, oxygen sensing, DNA repair, transcription regulation. [55,75,78-81] 

Nonheme iron(IV)-oxo species was first reported by the Bollinger and Krebs's groups, who conducted a 

series of experiments using spectroscopy on TauD. [55,57,70,82] The activated high-valent iron-oxo 

species usually operates through hydrogen atom abstraction of an aliphatic group of the substrate. [83] 

Although most experimental reports is on TauD, a handful of other nonheme iron dioxygenases (-KG 

dependent) have also had their iron(IV)-oxo species characterised through spectroscopic experiments. 
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[64,84,85] However, for a number of nonheme iron dioxygenases a crystal structure is available of the 

nonheme iron(II) resting-state with or without substrate and -KG. To understand the electronic energy, 

reaction patterns, geometric transformation of nonheme iron dioxygenase, one must know the detailed 

structural motif to reveal mechanistic insight fully.  

 

In the Scheme 1.3, the mechanisms of dioxygenase activation by an iron core is shown for the 

transformation upon dioxygen binding to the form an iron(III)-superoxo species and its conversion 

through breaking of the O-O bond to ultimately lead to a high-valent iron(IV)-oxo species. Overall, this 

process requires a reaction with a co-substrate, such as -ketoglutarate (-KG) that abstracts two-

electrons from the metal.  

 

 

 

Scheme 1.3: Electron transfer steps during the dioxygen activation process of non-heme iron 

dioxygenases 
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1.2 The 2-His-1-carboxylate facial triad structural motif in nonheme iron 

dioxygenases  

 

Based on crystal structure coordinates of a variety of nonheme iron enzymes, it can be seen that the resting 

state of nonheme iron dioxygenases has a similar first-coordination structure of the iron centre as 

demonstrated in Figure 1.2. [27] 

 

 

 

 

Figure 1.3 Resting state structure of typical non-heme iron dioxygenases 

 

This is, despite the variation in reactivity and chemical catalysis of the enzyme superfamily. In particular, 

the typical structural motif of nonheme iron(II) enzymes in the first coordination sphere gives the "2-His-

1-carboxylate facial triad", whereby the iron(II) core is connected to the side chains of two histidine amino 

acids and one carboxylate (from either an aspartate or glutamate amino acid) ligand. [6,22,27,47,86,87,88] 

The remaining three ligand sites of the iron are occupied by three solvent molecules (water molecules). 

 

The 2-His-1-carboxylate (Asp/Glu) motif indicates that its facial triad (three ligands have been occupied) 

take over one side of the octahedral structure motif, while the rest of the endogenous ligands are solvent 

molecules. [6,27,83] This is demonstrated in Figure 1.3, where active site of AAD, TmpA, and TauD 

enzyme show the similar structural motif. [68,125,131] 

 

 During the catalytic cycle an iron(IV)-oxo is formed, where the oxo group is trans to one of the histidine 

amino acids. The consensus of the structural motif "2-His-1-carboxylate facial triad" is naturally 

occurring and is the vital foundation of the non-heme iron oxygenases resting state of the structure. [6] 

Five classes of mononuclear nonheme iron with "2-His-1-facial triad" motif have been classified by 

structural features, reactivity, distinguishing different functions for bio-catalysis. [27] These mononuclear 

nonheme iron classes are named the -KG dependent dioxygenases, the extradiol cleaving catechol 

dioxygenases, the Rieske dioxygenases and the pterin-dependent hydroxylases. [27] As discussed above, 
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the nonheme iron and -KG dependent enzymes use the 2-His-1-carboxylate facial triad as structural 

motif and react dioxygen with -KG through decarboxylation to form succinate, carbon dioxide and an 

iron(IV)-oxo species. [11] Interestingly, the structural motif of the nonheme iron decarboxylase UndA, 

according to the crystal structure coordinates from the 4WXO PDB file, demonstrates that the 

mononuclear iron core coordinates with the side chains of His104, His194, and Glu101. [15,16] However, 

these residues do not align with the consensus structural motif "2-His-1-carboxylate (Asp or Glu)". [6] 

As the structural arrangement of ligands in UndA appears not to form the facial triad motif we were 

wondering whether it still would be able to react with substrate efficiently. Our subsequent computational 

study on UndA highlighted that UndA is unlikely to be a mononuclear iron system as high barriers for 

substrate activation were found. Instead, a diiron system fit the protein structure better and reacted with 

much lower energy barriers and made the reaction feasible at room temperature.  

 

It is also interesting to note that analogous enzymes, such as thiol dioxygenases, use three histidine 

coordinated iron(II) and bind a thiolate-containing substrate to the metal centre. [89] There are two 

significant functions of the coordination of the water molecules found in the iron(II) resting state of the 

enzyme: the first one is that water coordination stabilises the reduced state of the iron core and the second 

reason it allows the cofactors (i.e. -KG) to replace and activate two ligand sites effortlessly. [28] The 

iron(II) resting state (divalent iron centre) provides a mono-anion stage (di-valent iron centre), making it 

suitable for the flexibility to bind with a variety of ligands, such as cofactor, substrate, and the target 

substrate. [27] 

  



 19 

1.3 Catalytic cycle of non-heme iron enzyme 

 

 

Scheme 1.3 Consensus catalytic cycle of nonheme iron dioxygenase with the 2-His-1-Asp/Glu facial triad 

structure. 

 

Starting from the resting state in the catalytic cycle, as demonstrated in Scheme 1.3, it is an iron(II) 

species A that has three coordinated water molecules. Two coordinated waters are replaced by the cofactor 

α-KG in the first stage of the catalytic cycle (to form B), while the main substrate is closely positioned to 

the iron centre but not covalently bound. [6,27,28] This leaves one vacant site on the iron centre that can 

be activated by a dioxygen molecule. Dioxygen binding to form structure C is followed by the attack of 

dioxygen on the co-substrate α-KG and leads to succinate and carbon dioxide and generates the iron(IV)-

oxo species (Intermediate E). [64] Interestingly, the diverse classes of the superfamily of nonheme iron 

dioxygenase all share quite a few mutual mechanistic characteristics. The general mechanism of nonheme 

iron dioxygenase in more detail is as follows: [6,9,11,90] (Stage A). The resting state of a non-heme iron 

enzyme is usually an iron(II) coordinating with six ligands, including three displaceable ligands attached 

to neutral solvent molecules, and the related site is the octahedral coordination sphere.  
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The iron(II) resting state has been trapped and characterized with a variety of experimental methods 

including by magnetic circular dichroism (MCD), crystallography and UV-Vis spectroscopy. [9,51] 

(Stage B) Then once we introduce the substrate or co-substrate (cofactor) (Q) into the active site and 

replace two ligands, leaving the one vacant site, it turns the six-coordination saturated motif into an 

unsaturated five-coordination structural motif. [90] In this stage, the five-coordination structural motif 

becomes easy to attack by the dioxygen molecule, thanks to its high structural dioxygen affinity. [90] 

Bollinger et al measured the rate constant for this process. [57] Another reason is that the substitution of 

water molecules to the anionic substrate or co-substrate will diminish the oxidation potential of iron(II), 

making the iron centre attract a dioxygen molecule. [6] In addition, the binding of the substrate or co-

substrate is served as a sheltering mechanism that protects the enzyme from deactivating itself, resulting 

from the evidence that iron(II)-superoxo intermediate will not form until redox-active substrate or redox-

active co-substrate is introduced. [6,27] (Stage C). The subsequent direct bonding of dioxygen to the 

vacant site on iron ligand turns the oxidation state from iron(II) to iron(III)-superoxo. This step is fast and 

the iron(III)-superoxo has never been trapped experimentally. The nonheme iron enzyme picks up two 

equivalent electrons from either the substrate or co-substrate (redox-active) to activate the redox dioxygen, 

which only has one electron (low redox potential). [27] Moreover, in the common motif 2-His-1-

carboxylate facial triad, from a geometry aspect, one of the advantages is it is flexible to dioxygen to bind 

in any of three endogenous ligand positions and may react variously if they bind differently. [6,88] (Stage 

D) In the next step, the redox-active dioxygen will convert into the peroxide form, and form a bridged 

structure between the -KG and iron centres. [91] (Stage E) This is followed by breaking of the O-O 

bond, and triggers the formation of a high-valent iron(IV)-oxo intermediate. [27] The reaction mechanism 

from stage E to A is the critical stage that is experimentally and computationally interesting as it happens 

at a very fast timescale. [6] Since in this stage a high-valent iron(IV)-oxo intermediate can bio-transform 

the target substrate into the product, and the active site of the enzyme regenerates its resting state. [92] 
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Scheme 1.4 Substrate-activating catalytic cycle of α-ketoglutarate (α-KG) dependent dioxygenases (Sub-H) 

 

Comparing with detail the taurine/alpha-ketoglutarate (alpha-KG) dioxygenase (TauD) mechanism, 

demonstrated in Scheme 1.4: 

(Stage A) Starting the catalytic cycle from the iron(II) centre bonded with His-His-Asp/Glu structure 

motif and two ligands coordinated with alpha-KG and leaving one ligand as a neutral water molecule. 

When the target substrate (Sub-H) has been introduced alongside, the coordinated water molecule will 

detach (stage B), leaving one vacant site available for attack by a dioxygen molecule and therefore invokes 

stage C, where the iron(II) ion converts into iron(III). In the next step, the activated terminal super-oxo 

will react with the co-substrate -KG and rearrange the motif into a bridge-like structure (stage D). This 
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is followed by the cleavage of the O-O bond of the iron-superoxo and carbon dioxide will be liberated 

from stage D. Subsequently, a high-valent Fe(IV)=O intermediate and oxidative succinate will form 

(stage E). After that, the highly activated terminal iron(IV) oxo will abstract the hydrogen from the target 

substrate to form ferric (iron(III)-hydroxylated complex, stage F).  

 

The following steps will be the OH rebound back to the substrate radical and form the hydroxylated 

substrate (Sub-OH), stage F to A. Ultimately, the hydroxylated substrate (product) will liberate from iron, 

and the structure will rearrange to the initial stage A (resting state) assisted by the new reactant molecule. 

The rate determining step is stage F. The iron(IV)-oxo is the most thermodynamically stable intermediate 

in the catalytic cycle and the decarboxylation of -KG ligand is an irreversible process. However, I also 

include the Septet spin state in comparison with the quintet state [132,133]. In comparison to the septet, 

it shows that the quintet is more exothermic whereas the septet spin state is more endothermic from an 

energy profile perspective, which deomonstrate in Scheme 1.5. 

 

Stage C iron(III)-superoxo attack the co-substrate to stage D1 form the bridge like structure (activation 

energy 10.4 kcal mol-1), display in Scheme 1.5. This energy profile, scheme, shows the reaction start from 

stage C to stage E, the catalytic cycle is extreme exothermal reaction, meaning that reaction is very fast 

and irreversible, especially from stage D1 to stage D2 (decarboxylation, the activation energy drop around 

60 kcal mol-1 and most stable stage is stage E (lowest relative energy).  

 

The subsequent steps is from stage D2 to stage E, after re-arrange to form the iron(IV)-oxo intermediate. 

It is worth to note that despite that iron(IV)-oxo from aforementioned state that is highly activate reaction 

but also in comparison with stage C, D1, D2, is even stable. Moreover, all intermediate B, C, D1, D2, is 

extreme difficult to to trap and characterisation using experimental work. That is where the computational 

work value are. All this steps are mostly the same from stage C to stage E. In this account, most of our 

project will start our model from stage E iron(IV)=O to study the divergent of the different substrate 

activation dependent on what enzyme we use.  
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Scheme 1.5 Potential energy profile for dioxygen activation by TauD cluster model. Energy units in kcal 

mol-1 (relative energy relative to C) for quintet and septet spin state obtained from method of 6-

31G/ccpVTZ. Data taken from Ref 72, 132, and 133. [72,132,133] 
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1.4 High-valent iron(IV)-oxo intermediate  

The high-valent nonheme iron(IV) oxo intermediate E was characterised and detected spectroscopically. 

[64,94,95] A vivid example for the -KG-dependent enzymes, taurine/-ketoglutarate dioxygenase 

(TauD), is the high-spin iron(IV)-oxo intermediate that was characterised by several spectroscopic 

approaches, namely X-ray absorption spectroscopy, Mössbauer and resonance Raman spectroscopy. 

[57,64,84,85] Both the structural and electronic properties of the high-valent nonheme iron(IV)-oxo 

species have been studied extensively. [96-99] In particular, many groups have created biomimetic 

models of iron(IV)-oxo species with varying ligand-types and reactivity patterns with model substrates 

were studied. The divergent of substrate activation by biomimetic complex are showing in Scheme 1.6, 

and spans the various reactions such as aromatic hydroxylation, aliphatic hydroxylation, alkyl-aromatic 

oxidation, alcohol oxidation, alkene epoxidation, N-dealkylation, P-oxidation, S-oxidation. [13,27] 
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Scheme 1.6: Diversification of biomimetic complex of non-heme iron(IV)-oxo species substrate 

activation 

There are eight primary classes of substrate activation of nonheme iron(IV)-oxo complex that can do 

aliphatic hydroxylation, alkyl-aromatic oxidation, alcohol oxidation, alkene epoxidation, N-dealkylation, 

P-oxidation, S-oxidation, and aromatic hydroxylation. [13,27] Highly electrophilic high-valent iron(IV)-

oxo intermediate complexes in the non-heme iron enzyme are considered highly reactive species in the 

catalytic cycle, responding to dioxygen activation. [12,13,100,101]  

 

Furthermore, the spin state of the enzymatic intermediate E is S = 2 in the ground state and is identified 

as a six-coordination structural motif, confirmed by a series of experimental procedures, such as 

Mössbauer measurements, spectroscopic measurements, and extended X-ray absorption fine structure 

spectroscopy as well as computational methods to cross-validate. [102] Apart from the hydroxylation of 

C-H bonds of substrates, some -KG-dependent enzymes perform the halogenation of the substrate. 

[82,104,105]  

 

Furthermore, α-KG-dependent iron enzymes can also catalyse substrate desaturation, epoxidation of C=C 

bonds, cyclisation of heterocyclic ring, decarboxylation, oxidative aromatic bond cleavage. [6,28,55,106] 

It is essential to understand the dioxygen activation reaction pathway of nonheme iron-containing 

enzymes to unveil its mechanistic detail.  

 

Although the Fe(IV)-oxo species has been well-studied, one challenge remains to be resolved: whether 

higher-valent oxo Fe(V) is an exit for the inspiration from nature and then applied on the biomimetic field 

for producing the desired product. [107,108] In addition, computational methods also play an essential 

role in the validation and supporting the experimental part of the research on revealing these enzyme 

properties. [93,102,103,109-114] 



 26 

 

Scheme 1.7 The Catalytic Cycle of αKG-Dependent Non-heme Iron Dioxygenases and Three Examples 

of Oxidative Transformations for (Aliphatic C−H Hydroxylation (in TmpA, AAD, TauD). 
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Scheme 1.7 shows the general consensus mechanism of αKG-Dependent Non-heme Iron Dioxygenases, 

exemplified by TmpA, AAD, and TauD, activate by the iron(IV)=O intermediate. For computational 

chemists, three key components are worth investigating: gaining insight in enzymatic reaction 

mechanisms, the electronic properties of short-lived intermediates of enzymes, identifying the rate 

determining step of the reaction, identification of the active oxidant in the catalytic cycle, prediction of 

product distributions, spectroscopic parameters, and intrinsic chemical properties of short-lived 

intermediates such as a high-valent iron(IV)-oxo species. [8,72]  

 

Short-lived intermediates are hard to characterise spectroscopically, whereas theoretical modelling can 

easily unveil their structural and properties at the molecular level. [72] Therefore, computational 

modelling plays a vital role in biological chemistry and bioengineering and usually supports experimental 

research. Furthermore, solving the mechanism of enzymes will significantly enhance the advancement of 

the fine-chemical and pharmaceutical fields and produce more sustainable products for humans and the 

earth. [33,82,115,116] In addition, the research emerging from the computational field on bioinspired and 

biomimetic complexes is worth noticing. 
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1.5 First and Second coordinate sphere effect on a nonheme iron enzyme 

 

Enzymes are versatile catalysts that can effectively biotransform substrates through binding and 

positioning them in the active site. [83] This relates to three general aspects and determines their 

stereoselectivity, chemo-selectivity, and regioselectivity. The first coordination sphere of the enzymatic 

co-factor is defined by the covalent bonds that connect the iron core to the protein and the labile ligands.  

 

In general, these ligands are positioned in three major planes, namely the equatorial plane (xy-plane), the 

axial ligand, and the distal ligand, demonstrate in Figure 6. [83] The latter is typically the site where 

dioxygen binds and where the oxo group of the iron(IV)-oxo species is located. For instance, a 2-His-1-

Asp facial triad is one example of the first coordination sphere representing the nonheme iron 

dioxygenases. [83]  

 

The first coordination sphere describes the bonding and antibonding interactions of the iron orbitals with 

the ligands, whereby its structural motif whether 6-coordination or 5-coordination affects the ordering of 

the spin states. Therefore, the active site of the enzyme uses the first coordinate sphere (iron bonding 

structural motif) to determine the physicochemical properties of the metal centre, while the second 

coordination sphere (amino acid residues) incurs non-covalent interactions that stabilise the reactant 

complex and transition states to achieve the desired catalytic reaction. [73] 
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Figure 1.4 External perturbations guiding the interactions of first and second coordination sphere on a 

metal centre. [83] 

  

Figure 1.4 depicts four possible long-range interactions (second coordination sphere effects) in enzyme 

active sites, including substrate placement, salt bridge interactions, hydrogen bonding interactions, and 

charge stabilisation. [83] The indirect bonding interactions toward the iron core exclusive from the first 

coordination sphere is called the second coordination sphere, influencing the electronic properties of 

enzymatic reaction. The non-covalent interactions, protein environmental perturbation inside the protein 

matrix including polar amino acid residues (cations and anions), hydrogen bonding, salt-bridge 
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interactions can significantly influence the kinetics, spectroscopic parameters, reactivity trend, and even 

selectivity of enzyme and hence affect its product specificity. [73,83]  

 

Moreover, it is significantly apparent compared with the biomimetic complex, usually containing only 

the first coordination sphere; without the protein environment, the reactivity will be different from where 

the protein is present, as shown in the following chapters on TmpA, AAD enzyme. So that we will create 

a large model which covers the essential part of protein residues that help stabilise the reactions. [17,18] 

For almost two decades, the second-coordination sphere effect, non-covalent interactions, on enzymatic 

reactions in both heme and nonheme enzymes has received extensive attention from experimental and 

computational chemists. [83,117-121] Substrate binding and substrate orientation are matters of the 

second-coordination sphere. This ranges from an aromatic ring of amino acid residues that can influence 

the enzyme reactivity pattern, polar group of amino acid residues such as carboxylate groups or alcohols; 

functional groups will configure hydrogen-bonding with a substrate. [73] These environmental 

perturbations stabilise the reaction and form a geometrical "lock and key" that relatively fixes the substrate 

positioning.  

 

As an example, in our 2(trimethylammonio)ethylphosphonate dioxygenase (TmpA) project all negatively 

and positively charged amino acid residues were combined and integrated into a local dipole moment, 

which triggers a negative catalysis, where a low-energy but undesirable reaction is avoided. [17,89] 

Similarly, trends for the viomycin biosynthesis enzyme (VioL) and the carbon starvation-induced protein 

D (CsiD) show major effects of the second coordination sphere. [89,122,123]  

 

In chapter 4, the electrostatic influences (environmental charge perturbations) on TmpA, such as electric 

dipole-moment, external electric field effect and polar amino acid residues inside the protein matrix are 

discussed. [17] These studies show that second coordination sphere effects significantly affect the 

selectivity and product distribution of the catalytic reaction. These long-range perturbations were 

demonstrated to influence the oxidation state and bonding forces. Therefore, they affect the mechanism, 

local pKa values, selectivity, redox potential, and product distribution. [83] 

 

There are four types of second coordination sphere interactions, including the vicinity of positive and 

negative charged among acid residues bonding with a substrate, hydrogen-bonding interactions between 

the substrate and the first coordination sphere, salt bridge interactions between the substrate or first 

coordination sphere (e.g. terminal carboxylate group of -KG) with amino acid residues (e.g. arginine), 

and finally the substrate orientation fit in protein array. [83] Nonheme iron dioxygenases, particularly 
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those that are -KG dependent, are commonly affected by the salt bridge interaction between its 

carboxylate group (bond in first coordination as a cofactor) and lysine or arginine amino acid residues. 

[17,18,83] A similar trend can be found in the crystal structures of 2-(trimethylammonio) 

ethylphosphonate hydroxylase (TmpA, demonstrated in Chapter 4), -KG dependent leucine 5-

hydroxylase (GriE) and TauD. [17,68,124,125] In addition, due to its functionality of being a highly tight 

substrate binding feature, nonheme iron dioxygenases can synthesise natural products and biodegrade 

toxic chemicals selectively. [83] 

 

 With the understanding of the concept of the first and second coordination sphere interactions on the 

identification of substrate and oxidant alignment will significantly assist the computational and 

experimental work in the engineering, design biomimetic complex and possibly alter stereo-, regio-, and 

chemo-selectivities of enzymes. [126-129] In this respect, it is vital to include the iron ligand's first and 

second coordination sphere in our active site of enzyme model, exemplified in the TmpA and AAD 

projects in chapter 4 and chapter 5, respectively. [17,18] 
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1.6 Research Aims and Objectives 

1.6.1 General Aims and Objectives of this thesis 

 

The purpose of this thesis is to introduce the significance of computational chemistry applied to a variety 

of nonheme iron dioxygenase enzymes as examples, using cutting-edge quantum cluster model 

techniques to unravel the three different kinds of nonheme iron enzymes (UndA, TmpA, and AAD) with 

different aspects and its property.  

 

The thesis attempts to summarise some notable projects that have a direct bearing on nonheme iron 

enzymes and to generalise the idea of second-coordination sphere effects on the chemo-selectivity of 

nonheme iron dioxygenases. The function of dioxygen activation of nonheme iron dioxygenases is first 

introduced in Chapter 1: Introduction. Additionally, the structural motif of the 2-His-1-carboxylate facial 

triad is followed by the mostly natural occurring nonheme iron dioxygenases. In addition, a clear 

explanation the nonheme iron enzyme's catalytic cycle as well as some of the key features of the high-

valent iron (IV)-oxo intermediate is provided. The first and second coordinate spheres of a nonheme iron 

enzyme also represent the variables that affect the enzymatic process. 

1.6.2 Chapter 2: Methodology 

 

This method chapter explains the development of the related enzymatic simulations with empathies on 

the analysis of the theory, computational software and procedure to optimise throughout the whole 

optimisation to gain more intrinsic properties by a number of computational techniques (primarily density 

functional theory calculation to reveal the unidentified enzymatic structures and electronic properties of 

the enzyme active site, and the interaction inside first and second coordination sphere , and investigating 

computational chemistry and its use in computational enzymology. To explain and justify the way 

employing all the methods and methodology, we have added not only a brief history background but also 

succinct sub-sections on both theory and development and advance of computational chemistry.  
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1.6.3 Chapter 3: nonheme iron enzymes UndA 

Topic: Can a Mononuclear Iron (III)-Superoxo Active Site Catalyze the 

Decarboxylation of Dodecanoic Acid in UndA to Produce Biofuels? 

 

 

 

Figure 1.5 A comparison of mononuclear iron(III)-superoxo (left-hand side) and diiron-dioxo (right-hand 

side) models using a biofuel synthesized enzyme UndA. This simulation shows that it is unlikely to be a 

mononuclear nonheme iron enzyme as high barriers for hydrogen atom abstraction are obtained. For the 

corresponding diiron-dioxo model; however, much lower barriers are found and hence is a more likely to 

be oxidant. 

 

 

To investigate and understand how 1-undecene biosynthesed by the mechanism of nonheme iron 

decarboxylase UndA activates a dodecanoic acid substrate (fatty acid decarboxylation). Resolving the 

controversial experimental issue of whether UndA has one iron (mononuclear enzyme) or two iron 

(diiron enzyme) within the active site [130][15]. Test two classes of UndA models: iron(III)-superoxo 

species and diiron(IV)-dioxo species model. The energy profiles for hydrogen atom abstraction and 

decarboxylation steps of UndA are optimised and calculated. Analyse the geometry and electronic 

aspects of the active sites to gain a more comprehensive view of the mechanisms, i.e. reactant, transition 

state, intermediate, and product complex. Figure 1.4 show the results of the paper.  
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1.6.4 Chapter 4: 2-(trimethylammonio)ethylphosphonate dioxygenase (TmpA) 

Topic: Electrostatic Perturbations from the Protein Affect C-H Bond Strengths of 

the Substrate and Enable Negative Catalysis in the TmpA Biosynthesis Enzyme 

 

Figure 1.6 Density functional theory studies on large active site cluster models of the nonheme iron 

dioxygenase TmpA elucidated the origin of its chemo-selectivity. They identified it as negative catalysis, 

where an otherwise favourable channel is blocked. The enzyme succeeds thanks to charged residues in the 

substrate binding pocket that produce a local electric dipole moment and electric field. These electrostatic 

perturbations guide the reaction to a selective reaction mechanism. 

 

To investigate the hydroxylation mechanistic insight of the nonheme iron dioxygenase 2-

(trimethylammonio)-ethylphosphonate dioxygenase (TmpA). To explore why TmpA behave like a 

negative catalysis such that when using a high-valent iron (IV)-oxo to activate the stronger bond of the 

C1-H position of the substrate rather than start the weak bond of the C2-H position of the substrate. 

Calculate the factors that cause electrostatic perturbations or protein environmental effects, stabilising the 

desired product's reaction and achieving efficient selectivity. To test the activation upon three different 

substrate possible C1 -, C2 - and N-methyl-positions through hydroxylation of the substrate by TmpA, 

illustrating in Figure 1.6. 

 

+ +

_

_
_

_

_

+

+

mD



 35 

1.6.5 Chapter 5: aryloxyalkanoate dioxygenase (AAD) enzyme 

Topic: Biodegradation of Herbicides by a Plant Nonheme Iron Dioxygenase: 

Mechanism and Selectivity of Substrate Analogues 

 

 
 

Figure 1.7 Density functional theory calculations show how plant enzymes can efficiently initiate 

herbicide molecule biodegradation. However, the reactivity of substituted substrate analogues is slowed 

down and, in some cases, encounters a significant rebound barrier. 

 

To investigate and understand enzymatic mechanism details of herbicide biodegrading nonheme iron 

enzymes by Aryloxyalkanoate dioxygenases, which conduct substrate activate 2,4-dichlorophenoxyacetic 

acid biodegradation and 2-methyl substituted analogues (R- and S-methyl substituted inhibitors). Test the 

capabilities of Aryloxyalkanoate dioxygenases (AAD) enzyme is bio-transform 2,4-

dichlorophenoxyacetic acid biodegradation and 2-methyl substituted analogues through C2-H or aromatic 

chemo-selectively hydroxylation. Unveil the energy profiles of yloxyalkanoate dioxygenases (AAD) 

enzyme mechanism, activate the 2,4-dichlorophenoxyacetic acid biodegradation and 2-methyl substituted 

analogues (R- and S-methyl substituted inhibitors) and identify the rate-determining step, Figure 1.7 

showing the briefing of the paper. 
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Chapter 2: Methods and Procedures 

2.1 The development and trends of Quantum Chemical Methodology in 

Enzymatic Enantio-selectivity Reaction 

 

In my PhD study, I have investigated the enantio-, regio- and chemoselectivity of various enzymes and 

specifically focused on the details of individual reaction mechanisms. The energetic differences between 

pathways and reaction channels are sometimes minor (within a few kcal mol-1), my research will require 

high accuracy and reproducibility. Therefore, as discussed in this methodology chapter, I have calibrated 

and validated my models against experimental data. 

 

Quantum chemical approaches are the most common tools for computational chemists, and especially 

density functional theory (DFT) methods are very powerful and popular. [1] More specifically, DFT 

calculations can give insight into enzymatic properties and reactivities, for instance, through the 

prediction of free energies of substrate activation and product distributions. Some of these values can be 

calculated with reasonable accuracy as compared with experimental work (within several kcal mol-1). [2,3] 

Understanding the reaction mechanisms of enzymes plays a paramount role in rational drug design, where 

the transition state structure or binding conformation of a substrate can me mimicked. This approach has 

been used to design and develop novel inhibitors (i.e. drug, substrate). [4,5] Furthermore, a large number 

of metalloenzymes has been studied using computational techniques and characterised in the past decade, 

and insight has been gained on their redox mechanisms. [7] 

 

There are two primary classes of computational procedures, namely the ab initio and semi-empirical 

methods. Thus, the ab initio methods consider an atomistic system without preceding knowledge of the 

real system, while the semi-empirical methods take experimental parameters such as bonding parameters 

into consideration in their calculations. [3] Since ab initio methods calculate the system from scratch, they 

inevitably encounter higher computational costs and are much slower than semi-empirical methods. For 

instance, semi-empirical methods have been useful for the calculation of individual pKa values and redox 

potentials of redox-activate enzymes. [7] Due to their cheap computational cost, until the early 1990s, 

studies on oxygen-activating enzymes were primary performed using semi-empirical approaches. [8-13] 

However; in the past few decades, the advancement and development of novel computational techniques 

as well as increased computational hardware has made it possible to address a diverse set of enzyme 
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catalysis and transition-metal-complex problems with ab initio or DFT methods. [1,7,14-26] All methods 

have their advantages and disadvantages; and depending on the choice of the enzyme and the problem 

that needs to be solved, a method is chosen. Currently, there is no universal protocol or use of techniques. 

This chapter of methodology will focus on the quantum chemical cluster approach and the computational 

methods that I have used.  

 

The quantum cluster approach is the most fundamental and the most prevalent used in the field of 

computational enzymology. Generally, computational enzymology uses either the quantum chemical 

cluster approach or quantum mechanics/molecular mechanics (QM/MM) methods. In the Quantum 

chemical cluster approach or all-QM methods, a part of the enzyme structure is selected, usually including 

the first and second coordination sphere of the metal centre that is close to the active site. This model is 

then calculated with DFT or ab initio methods and the remainder of the enzyme is ignored or included 

through a continuum polarized solvent model as is done, for instance, in a homogeneous solvent. This 

enables one to investigate both the properties and mechanistic reactivity of enzyme. [27, 28, 30]  

 

QM/MM method is another mainstream method that has seen increasing popularity in recent years since 

the development of its concept was first introduced by A. Warshel and M. Levitt in 1976. [111] The idea 

combines the merits of QM applied on the active site, where the reaction happens, and MM, where the 

long-range interaction happens, used on the area outside the selection of the QM part and, in combination, 

mainly applied on the enzymatic reactions. Most importantly, its innovative developments are opening a 

new era for an alternative approach to just the Quantum cluster model approach. Both authors, along with 

Martin Karplus, won the Nobel Prize for this theory in 2013 and not only can apply this theory on the 

enzymatic reaction mechanism have shown that it can be applied on multiscale models in complex system.  

 

In recent years, QM/MM applications have been prevalent in biotechnology, such as drug development 

and enzymatic reaction. [112-116] Yet, several limitations and challenges need to be overcome, such as 

the selection of the QM region, which determines the accuracy of QM/MM results, the condition of the 

MM scheme, and the choice of non-bonded QM/MM parameters. [115] Two Main streams are the large-

scale QM, and QM/MM approaches to anticipate the behaviour of the enzyme properties and protein 

folding in general. With recent development, these two main approaches could be challenged by recent 

development of machine learning, with the help of systematic and statistical data science models, unveils 

the pattern of enzymatic action. [112] 
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Although there is declining popularity in using quantum cluster models, however, there has been a review 

that suggests that in 2022 this year recent research review from an opinion of Dr Fahami Himo and Dr 

Samuel De Visser. [109] A more detailed explanations is provided by De Visser group for the use of 

cluster models and how they are considered more accurate than QM/MM. [109] Another recent paper just 

published in 2022 also compares the QM/MM method with QM (DFT) cluster model applied in a TauD 

system. Furthermore, Dr Hafiz Saqib Ali utilising these two techniques in comparison to an experimental 

constant, the DFT model providing the suitable rate constant, and the findings are encouraging. It 

demonstrates that the cluster model is generally very beneficial. [110] 

 

Overall, all quantum mechanical (QM) cluster approach is based on solving the Schrödinger equation. [3] 

A starting point of the QM cluster model is taken from X-ray crystallography from the protein databank. 

The structural foundation of the QM cluster models are therefore based on enzymatic structures, whereby 

residues and protein is truncated to the active site where the enzymatic reaction happens (bond-forming 

and bond-breaking). [21,31,32] The alternative approach is QM/MM, where a complete enzyme with 

solvent layer is partitioned into two regions, namely the active site (QM region) where the reaction takes 

place and the MM region, which is the rest of the protein and solvent that only contributes through steric 

and long-range electrostatic and dispersion effects. 

 

In 1997, one of the first quantum chemical cluster models was reported by Siegbahn and Crabtree, who 

treated it with DFT methods using the hybrid functional density functional B3LYP with a 6-311+G basis 

set. Their calculations focused on the active site and reaction mechanism of the nonheme iron 

monooxygenase, namely methane monooxygenase (MMO) which hydroxylates methane. [27] 

Subsequently, they used the same quantum chemical approaches to investigate heme peroxides but 

expanded the active site model to 67 atoms. [30] Around the year 2000, the expected size of active site 

cluster models of metalloenzymes typically comprised no more than fifty atoms to calculate the enzymatic 

reaction mechanism. [28,29,30] Thanks to the advance and development of both computer power and 

quantum chemical cluster approach, the size of the active site cluster model has become bigger and bigger; 

and nowadays cluster models of 200 – 300 atoms are regarded as regular. [2]  

 

The active site cluster models ranged in size from around 90 to 300 atoms. [33,34,35] Apart from my 

projects, these quantum chemical methods demonstrate their success in past years, in which the size of 

the model can reach easily up to 300 atoms. [36-45] However, when the size of the cluster model reaches 

more than 300 atoms, this might cause artificial movement or have issues with multiple local minima, 

which contribute to incorrect energy profiles and eventually lead to inaccurate mechanistic results. [2] 
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The solution for this issue is by fixing some atoms nearby the interception points (usually carbon or 

hydrogen atoms) to retain the structure close to the original crystal structure coordinates. [7]  

 

Depending upon the model and different situations, the approach needs to be changed. For instance, we 

will first calculate enzymatic model complex without any constraint and examine the results; if the model 

of amino acid residues separates from the active site, then we will fix some points (back bone) of amino 

acid residues to make it more rigid. However, it will also increase the computational cost and might 

present some errors after the optimisation process. In this scenario, I will have to learn the trade-off 

between the fix and non-fix (keeping it flexible) during this try-and-error process. 

 

It has been noted that with an increase of the size of the cluster model reaching 200 atoms or more that 

the impact of the dielectric constant will decline significantly and hence by that means, the selection of 

dielectric constant will not affect the results (i.e. solvent effect saturate). [47-49] However, for the QM 

approach, increasing the size of the cluster model will soar the computational cost (demanding calculation 

time, amount of CPU and memory usage) and lead to slow convergence. Moreover, the enzyme system 

will most commonly modify a dielectric constant of ε = 4, treating the enzyme medium (environment) as 

a homogeneous polarizable solvent as mimetic the natural enzyme environment.  

 

As for the solvent that the QM cluster model used, there are two primary classes of solvent techniques; 

the first is implicit solvent models, and the second is explicit solvent models. Implicit solvent models use 

mathematical equations and without the actual solvent present. Thus, the actual molecular system inside 

the cluster model is perturbed by a continuous medium with desired dielectric constant and interfacial 

properties, such the Onsager model, the universal solvent model (SMD), the polarizable continuum model 

(PCM), and conductor-type polarizable continuum model (CPCM). The alternative to the implicitsolvent 

model uses explicit solvent molecules inside the cluster model. These, of course, make the model larger 

and consequently will increase the computational cost of the calculation. Moreover, these solvent 

molecules often have weak interactions with substrate and oxidant causing converging problems and 

many low-energy conformations to the system. [56,57,58] In my work I have mostly used the CPCM 

solvent model; although some cluster models included some explicit solvent (water) molecules as well. 

Generally, implicit solvent models are less computationally expensive than an explicit solvent model. 

[50-55] 

 

In our project, we use hybrid density functional theory (DFT) functional B3LYP as our primary usage 

since it provides an excellent balance between accuracy and speed and has been widely used over the 
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years. [59,60] The B3LYP functional; however, has a weakness as it does not include dispersion forces 

and uses empirical data as the correction. The dispersion corrections can be implemented using the 

methods of Grimme. [61,62] In this account, using B3LYP-D (adding the dispersion correction part) will 

be shown higher accuracy in the protein enzyme environment, where the surround by van der Waals 

interactions and steric repulsion occur. [1] More specifically, this approach, called DFT-D, has been 

demonstrated to generate a more accurate energy profile in homogeneous catalysis research and has 

rapidly evolved into a benchmark protocol in the quantum cluster model method. [63,64,65]  

 

For redox enzymes containing iron, and particular open-shell spin states, the exact exchange of the hybrid 

B3LYP functional often needs to be below 15% (compared with standard 20%) as shown by studies that 

compared calculations to experimental work. [66] Despite the prevalent usage of the DFT calculations, 

there are arguments in the literature against the use of B3LYP for certain chemical problems as sometimes 

large errors are obtained. [66,59] These cases where errors occur are usually resolved using dispersion 

corrections, especially when treating transition metal containing the first-row transition metal complexes. 

[67] Moreover, for the field of homogenous catalysis, these applications of density functional theory (DFT) 

technique are also helpful in advancing its experimental procedure and unveiling catalytic mechanism not 

only in the enzymology domain. [68] In summary of [published papers] in 2022, B3LYP is the most 

promising technique for a range of iron-containing enzyme systems as the calculated results are accurate 

in comparison with the experimental data. [110,117-124] 

 

Geometry optimisations of enzyme-substrate complexes are usually done with a small basis set as this 

tends to give reasonable quality geometries and vibrations. Thereafter, a single point energy calculation 

is done with an enlarged basis set with additional polarization and diffuse basis functions to improve the 

accuracy of the energy. In addition, this protocol significantly reduces the computing.[69] The other 

mainstream approach in computational enzymology is the use of the quantum mechanics/ molecular 

mechanics (QM/MM) method, whereby a well-chosen part of the active site is calculated quantum 

mechanically while the rest of the protein and solvent layer is described with the molecular mechanics 

method, i.e. using classical force fields. [70] In 2000, the first QM/MM result was reported on a nonheme 

iron system, namely for the enzymatic reaction of galactose oxidase (a redox-active enzyme). [71] 

 

It is worth to note that the procedure is on how to prepare the cluster models and what should be included 

it. In particular, we should include atoms and groups depending on the judgement of first and second 

coordination effect of amino acid residues. These second-coordination sphere effects have the potential 

to stabilise or destabilise the substrate-oxidant interactions and ultimately impact the results in terms of 
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the energy profile or even the electronic properties. In addition, we will need to choose a quantum 

chemical software package for the calculations such as Gaussian-09, Turbomole, NWChem or Orca or 

related to model the quantum chemical cluster approach through density functional theory calculations. 

[86,87] The next step is taking a set of X-ray crystal structure coordinates and download those from the 

Protein data bank. [89] We then use our chemical intuition to judge which amino acid residues need to be 

included in the cluster model, thereby seeking a trade-off between the computational cost and the accuracy. 

Ideally the enzyme active site will have the substrate bound inside the active site of the protein; however, 

if this is not the case it will need to be docked in using a Docking software package such as AutoDock or 

SwissDock. If necessary, manual modifications to the substrate binding orientations could be made to suit 

our own needs.  

 

Moreover, in order to control the total number of atoms in our cluster model we will remove or truncate 

amino acid residues by cutting them off from the point where they connect to the peptide chain, i.e. at the 

-carbon atom of the backbone. The truncation of residues uses the Link-atom approach, where a C-C 

bond is replaced by C-H to keep the valences of all atoms. In the case of the UndA project we fixed a 

couple of atoms in the model, i.e. some -carbon atoms, so that the model chains do not deviate to much 

from the real system. Once a decision is made on what groups stay in the model, we count the total charge 

and multiplicity of the system. Thereafter, we choose the basis sets and computational method and run a 

geometry optimisation. To gain more accurate energies, we typically follow a geometry optimization with 

a single point energy calculation with a larger basis set on all atoms. 
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2.2 the Schrödinger equation, Born-Oppenheimer approximation 

 

When we are talking about quantum mechanics, we will start with the Heisenberg uncertainty principle, 

which is the step that converts classical mechanics into quantum mechanics for the description of the 

atomic properties on a quantum scale. [72] In 1923, the French physicist Louis de Broglie proposed the 

concept of electrons behaving like a particles and waves, which was confirmed in 1961 through the 

double-slit experiment. More specifically, electrons behave like a wave, meaning that it possesses a 

wavelength, but they also behave like particles, and contain momentum and mass (duality properties). [3] 

Hence the particles in these systems are defined as wave functions in the Schrödinger equation, Eq 2.1. 

The fundamental concept of computational methods of quantum mechanics is solving the Schrödinger 

equation of find its wave function so as to gain all properties of any molecular system. [3,73] This time-

independent Schrödinger equation depicts the relationship between the wavefunction and the total energy 

of the system. [74] Eq 2.1 describes an electron's movement in a molecular system. [75] 

 

 𝐻̂Ψ = 𝐸Ψ (Eq 2.1) 

 

Equation 2.1 demonstrates the most well known the Schrödinger equation.[76] In this equation, H is noted 

as the Hamilton operator that describes all perturbations in the system, which are split into two types of 

contributions, namely the kinetic energy part and the potential energy. The potential energy is a 

summation of the interactions of the individual electrons and nuclei in any molecular system. [3,77,78] 

More specifically, the potential energy part of the Hamilton operator (Eq 2.2) contains three contributions 

in terms of Coulombic interactions depicted by nucleus-nucleus repulsion Vn-n, electron-electron repulsion 

Ve-e, electron-nucleus attractions Vn-e, in addition to the kinetic energy of electrons and nuclei (Te and 

Tn).[79,80,81] 

 

 𝐻̂ =  𝑇̂𝑒 + 𝑉̂𝑛 − 𝑒 + 𝑉̂𝑒 − 𝑒 + 𝑉̂𝑛 − 𝑛 (Eq 2.2) 

   

Within the Born-Oppenheimer approximation it is assumed that since the electron is about 1800 times 

lighter than the mass of a proton, the nuclei can be considered as rigid within the field of the moving 

electrons. [3] Hence, the nuclei are treated as stationary relative to electrons and the nuclar kinetic energy 

is set to zero. The Born-Oppenheimer approximation separates the Schrödinger equation into nuclear and 

electronic contributions with the nuclear contributions given in Eq 2.3. Therefore, the Born-Oppenheimer 
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approximation reduces the complexity of the Schrödinger equation, where the electronic energy E is 

calculated for a rigid nuclear motif. 

 

 𝐻̂𝑛𝑢𝑐(𝑅)Ψ𝑛𝑢𝑐(𝑅) = 𝐸̂𝑛𝑢𝑐(𝑅)Ψ𝑛𝑢𝑐(𝑅) (Eq 2.3) 

 

R is the Position of the nuclei 
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2.3 Density Functional Theory (DFT) method 

From the year 1960s, density functional theory (DFT) methods have emerged with the aim to serve as an 

alternative approach to wave function methods. The DFT methods determine all molecular properties by 

using the electron density rather than a wave function. [82,83,84] These approaches calculate the intrinsic 

properties of the multiple-electron systems (molecules) using a series of individual functionals for 

electron-electron, electron-nucleus, and nucleus-nucleus interactions. Generally, DFT follows the 

Hohenberg-Kohn theorems and the Kohn-Sham formalism. [83,84]  

 

Density functional theory methods are a great tool to resolve "Many-Body Problems", i.e. this implies 

that they consider chemical systems with more than just one atom. These DFT methods were found to 

significantly reduce the computational cost as compared to wave function techniques and consequently 

have become very popular. The total energy of a system calculated with DFT methods consists of two 

terms: one is related to approximations like the Born–Oppenheimer approximation, while the other is a 

full electron density expression. The fundamental aim of these computational studies is to investigate the 

molecular electronic or nuclear structure (i.e., ground state of any complex molecules, condensed phase). 

[83] Moreover, DFT uses a series of functionals and these functionals consist of spatially dependent 

electron density functionals. Applications of DFT have demonstrated high agreement of the calculations 

with experimental work and particularly free energies of activation are often within a few kcal mole-1. 

[3,86] 

 

A comparison between wave function equations and the density functional energy is the inclusion of 

additional terms such as the exchange-correlation function (Exc) in hybrid density functionals. These 

hybrid density functional methods originate from the original DFT formalism but contains correction 

factors obtained from a test set that compared calculations to experimental data. The advantage of the 

hybrid functional methods is these approximations in terms of the exchange-correlation component 

improve the accuracy of electronic energy dramatically. [92] Among all the hybrid density functional 

methods, "B3LYP", the Becke 3-parameter exchange with Lee–Yang–Par correlation is the most well-

known, widely used and applied in computational chemistry and was the functional of choice in most of 

my projects described in this thesis. [59,60,93,94] Another popular hybrid functional that we sometimes 

use is the OPBE functional. [95,96] 
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2.4 Basis sets 

In quantum mechanics, the wave function is usually described with a basis set, which typically is 

described as a linear combination of atomic orbitals and thereby enable a solution of the Schrödinger 

equation. [97] Depending on the system we want to calculate; the choice of a suitable basis set depends 

on how good bonding and antibonding molecular orbitals are described. A linear combination of atomic 

orbital (LCAO) can generate and describe the foundation of the molecular orbital. Similarly, in density 

functional theory methods the calculation of the electron density and the total energy is highly dependent 

on the quality of the basis set on each atom. [78,85,98]  

 

 

Figure 2.1 Examples of different basis sets in simple molecular or more complex system. 

 

 

Figure 2.1 The demonstration of how basis sets depict atomic and molecular orbitals. Green (basis set 4), 

Blue (basis set 3), red (basis set 2), yellow (basis set 1). (A) Triangles indicate the any kind of molecular 
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system. (B) Triangle fit in the blue circle indicate that using one kind of basis set to depict the system. (C, 

D, E) is indicate using different basis set to depict the one molecular system. 

 

Imagine a molecule with the intricate geometric design shown schematically in Figure 2.1, where each 

circle represents a different basis function. Naturally, it becomes challenging to capture the entire 

triangle's surface area with a one-size circle, or a single basis set. However, the entire surface area may 

be depicted using several circles of various sizes and forms. Simply put, system can be broken into a 

series of different sized basis functions that can arranged to better fit the triangle. Therefore, how we 

interact with a system or molecular model depends on it.  

 

The same is true for molecules, where a variety of basis functions and the total number of basis functions 

will determine the accuracy of its overall description and hence its energy. Several studies have indicated 

that well-chosen basis sets achieve good accuracy but incorporating more basis functions ultimately will 

end up with high computational cost. [99,100,101] Nonetheless, an upper boundary for the basis set can 

be reached depending on the choice of the DFT method. In particular, often the energy converges to a 

constant value with further increase of the basis set. [78,85,98] The two most popular basis sets are the 

Slater-Type Orbital (STO) and Gaussian-Type Orbital (GTO), which are two primary types of basis 

functions described in all computational chemistry software.  

 

In addition, for transition metal complexes there are so-called Effective Core Potential (ECP) basis sets 

that can be useful as well. Generally, these ECP type basis sets replace core orbitals, e.g. 1s, 2s and 2p 

for iron, by a point charge in the nucleus and thereby reduce the total number of basis functions and hence 

the computational cost. However, these ECP methods enable the use of relativistic corrections that are 

beneficial to large atoms and thereby give good quality results.  

 

Furthermore, for the inclusion of non-bonding interactions (i.e. van der Waals interactions between 

individual molecules and groups) as well as charged groups such as anionic contributions, it is particularly 

important to add the diffuse basis functions to improve the quality of the results. For polarization terms, 

symbolised with star (*) in the basis set notation (such as 6-31G*), additional p-functions are included 

for light atoms such as hydrogen and d-functions for heavy atoms such as carbon and oxygen.  

 

These so called "Pople-style basis sets", such as 6-31+G*, indicate that a GTO type basis set is used with 

an additional set of polarisation and diffuse functions on all non-hydrogen atoms (heavy atoms). The 

value of adding the polarization functions is that it can greatly diminish the total vibrational energy and 
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improve the results of quantum chemical cluster model calculations in terms of the geometry optimisation 

and vibrational frequency calculations.  

 

Since adding diffusion and polarization functions will increase the computational cost, it is sometimes 

good to test whether it is important in a geometry optimization or not and compare the results of 6-31G 

and 6-31+G* geometry optimizations. If the two structures are similar then a low basis set can be used 

for the initial geometry optimisation and frequency, while the energy is corrected through a single point 

energy calculation with 6-31+G* to save computational time and resources. In most of my projects, 

therefore, I used the 6-31G basis set of geometry optimizations, frequencies, geometry scans and intrinsic 

reaction coordinate scans, while the energies are taken from a higher basis set calculation. 
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2.5 Geometries, frequencies, and free energies: relative and absolute 

energy optimisation, Zero-Point Energy (Free energy correction) 

Characterization of the reactant complex (active site plus substrate), transition state, intermediate, and 

product is essential to unveil any mechanistic enzymology. The geometry optimisation methods rearrange 

all the atoms and reach a total inter-atomic force near the lowest and the specific coordinate is calculated 

as static point on the potential energy surface (PES). [90,91] 

 

 

 

Scheme 2.1 General flow diagram of the procedure for the finding of a local minimum.[73] 

 

Scheme 2.1 shows a flow diagram of the general procedures on locating a local minimum in quantum 

mechanics. As described above, we create a QM cluster model first and chose a computational method 

and basis set. After that these input variables are used by the QM software package to solve the 

Schrödinger equation and give an energy associated with the starting structure. Afterward, the software 
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package, GAUSSIAN 09, changes the coordinates using gradients of the change in energy with respect 

to distances, angles and dihedrals, i.e. the degrees of freedom. The software repeats the process of 

changing the coordinates and calculating a QM energy until a cut-off for the energy change and its 

derivatives is reached, which is called geometry convergence. At that stage, we have the minimum energy 

associated with the ground state for a local minimum. However, this only represents an electronic energy, 

which we will need to convert to a free energy at 298 K temperature and by including entropic corrections. 

The first contribution comes from the zero-point energy (ZPE), which assigns the 0 K enthalpy of a system 

under harmonic oscillator approximation conditions Figure 2.2 shows a potential energy surface of a 

system with two local minima (ES1 and ES2) on an electronic energy landscape. Using the harmonic 

oscillator approach vibrational frequencies are calculated during a frequency calculation that gives us 

estimates of the vibrational levels v0, v1, v2, v3, v4 etc. At 0 K, we expect the system in the lowest 

vibrational level, hence the 0 K enthalpy is equal to Eel + ZPE. Apart from the ZPE there is more 

information that can be obtained from a frequency calculation, namely the number of real frequencies in 

the structure. Thus, an imaginary frequency implies the existence of a local maximum on the potential 

energy surface and consequently represents a transitions state along a reaction mechanism. These 

imaginary frequencies can have relatively large magnitudes of well over i1000 cm-1 particularly when a 

hydrogen atom abstraction is considered. Thus, hydrogen atom abstraction barriers are sharp and narrow 

and lead to large imaginary frequency values due to strong quantum tunnelling effects. 

 

 

Figure 2.2 Electronic energy curve of a molecular system with two local minima (S1 and S2) each with 

calculated vibrational levels (v0, v1, v2, v3, v4). Figure adapted from Ref. [73]  
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3.1 Abstract  

Decarboxylation of fatty acids is an important reaction in cell metabolism, but also has potential in 

biotechnology for the biosynthesis of hydrocarbons as biofuels. The recently discovered nonheme iron 

decarboxylase UndA is involved in the biosynthesis of 1-undecene from dodecanoic acid and using X-

ray crystallography was assigned to be a mononuclear iron species. However, the work was contradicted 

by spectroscopic studies that suggested UndA to be more likely a dinuclear iron system. To resolve this 

controversy we decided to pursue a computational study on the reaction mechanism of fatty acid 

decarboxylation by UndA using iron(III)-superoxo and diiron(IV)-dioxo models. We tested several 

models with different protonation states of active site residues. Overall, however, the calculations imply 

that mononuclear iron(III)-superoxo is a sluggish oxidant of hydrogen atom abstraction reactions in UndA 
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and will not be able to activate fatty acid residues by decarboxylation at room temperature. By contrast, 

a diiron-dioxo complex reacts with much lower hydrogen atom abstraction barriers and hence is a more 

likely oxidant in UndA. 

3.2 Introduction 

Nonheme iron dioxygenases are important enzymes in the human body responsible for vital functions for 

human health.[1] They are involved in biodegradation as well as biosynthesis reactions, such as the 

catabolism and regulation of toxic cysteine in the body and the biosynthesis of the amino acid R-4-

hydroxyproline from proline.[2] The latter is an essential product for collagen crosslinking processes in 

the body and hence affects aging processes.[3] AlkB, another nonheme iron dioxygenase, is responsible 

for the DNA base repair mechanisms that convert alkylated DNA bases back to their nonalkylated forms.[4] 

In plants, many signaling molecules linked to flowering and fruit ripening are synthesized by nonheme 

iron dioxygenases.[5] As such, the nonheme iron dioxygenases have varied functions in biology and are 

highly selective. Nevertheless, many of these nonheme iron dioxygenases have similar structural features 

and utilize -ketoglutarate as a co-substrate to form an iron(III)-superoxo that is converted into a high-

valent iron(IV)-oxo species. The latter performs the oxygen atom transfer reactions to substrate. 

 

Structurally, nonheme iron dioxygenases have specific ligand features where the metal is often bound to 

the side chains of two histidine amino acid groups and a carboxylate group of either Asp or Glu, typically 

in a 2-His/1-Asp facial ligand motif.[6] Interestingly, a few nonheme iron dioxygenases have ligand motifs 

deviating from 2-His/1-Asp but why that is and how it affects the reactivity is poorly understood. In 

particular, several thiolate utilizing nonheme iron dioxygenases contain a 3-His ligand motif including 

the ergothioneine biosynthesis enzyme EgtB and cysteine dioxygenase (CDO).[7,8] In both of these 

enzymes an iron(III)-superoxo species is formed after dioxygen binding, which reacts with substrate 

directly through oxygen atom transfer.  

 

The recently discovered nonheme iron decarboxylase UndA is an 1-undecene biosynthesis enzyme and 

is able to convert medium-chain fatty acids into terminal olefins.[9] A crystal structure was determined 

that revealed a mononuclear iron atom that is ligated to the protein through linkages with His104, His194 

and Glu101 (Figure 3.1). Based on the crystallographic and biochemical studies a catalytic cycle was 

proposed for the conversion of medium-chain fatty acids (such as dodecanoic acid or lauric acid) to 

terminal olefins. They proposed direct binding of the substrate to the iron with its carboxylate group 

followed by a hydrogen atom abstraction reaction by the iron(III)-superoxo species. The mechanistic 
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proposal for UndA[9] resembles the ones proposed for substrate activation in isopenicillin N synthase 

(IPNS)[10] and 1-aminocyclopropane-1-carboxylic acid oxidase.[11] Both of these enzymes form an 

iron(III)-superoxo species that abstract a hydrogen atom from substrate through a rate-determining 

reaction step.  

 

Figure 3.1 Active site structure of substrate bound UndA as taken from the 4WX0 pdb file. 

 

Figure 3.1 displays the active site structure of UndA as taken from the 4WX0 protein databank (pdb) 

file.[9] As can be seen the iron(II) is bound to the protein through interactions with Glu101, His104 and 

His194 and binds the substrate analog -hydroxy-dodecanoic acid through the carboxylate group. In 

contrast to other nonheme iron dioxygenases, such as taurine/-ketoglutarate dioxygenase and prolyl-4-

hydroxylase,[12] the 2-His/1-Asp ligands do not form a facial triad but Glu101 in UndA is trans to His194 

instead. The active site also has dioxygen (or superoxo) bound, which is in hydrogen bonding distance to 

the carboxylate group of Glu159. The active site is completed by a nearby Trp residue (Trp190) parallel to 

the His194 imidazole ring through -stacking. As such there appears to be a network of hydrogen bonding 

interactions that stabilize the active site structure. 

 

Glu101

His104

His194

Trp190

Glu159

O2

SubH
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Recently, a controversy has arisen regarding the mechanism of UndA with substrates. Thus, Makris et 

al13] did a similarity match with other enzymes and found the UndA protein to be close in structure to 

several diiron enzymes. In particular, nearby the iron atom in the crystal structure coordinates of 4WX0 

they found a small pocket that could fit a second iron atom. Moreover, that pocket contains several viable 

residues for binding this second iron atom, namely His201 and Glu159. They, therefore, suggested that 

UndA is more likely to be a diiron decarboxylase instead and reported spectroscopic evidence in 

support.[13] To resolve the dichotomy, and find out whether mononuclear iron center in UndA would be 

able to transform dodecanoic acid into undecene and CO2, we decided to do a computational study into 

the reactivity of a mononuclear iron(III)-superoxo model of UndA with hexanoic acid as substrate using 

active site models with various protonation states. Our work shows that a mononuclear iron(III)-superoxo 

species in UndA is unlikely to be the oxidant as high energy reaction barriers for substrate activation are 

found for the mononuclear models, which would imply sluggish hydrogen atom abstraction ability at 

room temperature. For a diiron-dioxo model structure; however, much lower hydrogen atom abstraction 

barriers are found, hence is a more likely active species of UndA. 

 

3.3 Result and discussion 

To understand the reaction mechanism of UndA and find out whether it is more likely mononuclear or 

dinuclear iron, we decided to run a series of density functional theory calculations on active site models. 

In addition, we investigated the reactivity patterns for the Glu101His mutant of the mononuclear iron 

system that gives a 3-His metal binding pattern. Cluster models have been extensively used in enzyme 

mechanism research and were successfully applied previously to understand the catalysis by heme 

monoxygenase and nonheme iron dioxygenase studies.[14] 
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Scheme 3.1 DFT models investigated in this work and reaction mechanism with labelling of structures. 

 

We created several active site models based on the crystal structure coordinates obtained from the 4WX0 

pdb file.[9] Scheme 3.1 displays the key features of our models and the mechanism explored with 

definitions of the labels of the various structures. Firstly, we created several mononuclear iron models of 

the active site of UndA, namely models A and B. These models included all first sphere ligands of the 

metal, i.e. Glu101, His104 and His194, whereby the histidine groups were abbreviated to methyl-imidazole 

and the glutamic acid groups by acetate. The substrate was shortened to hexanoic acid and Trp190 by 

methyl-indole. We also included an active site water molecule in the model that was seen to form a 

hydrogen bond between the carboxylate group of substrates and the Trp190 group. Nearby the dioxygen 

binding site is a carboxylic acid group of Glu159, which we considered to be deprotonated (model A) or 

protonated (model B) and was included in the model as acetate/acetic acid, respectively. These models 

had overall charge –1 (model A) and 0 (model B) and were calculated with odd multiplicity. An 

alternative model (model A1), where the Glu101 was mutated for His was also explored and had overall 

charge 0 and explored the effect of the first-coordination sphere of iron ligands on the reactivity. 

 

Finally, we created a dinuclear iron complex based on the suggestions of Makris et al,[13] whereby a 

second iron atom is linked to Glu101, Glu159 and His201 and bridged by two oxo groups in a FeIV
2O2 

diamond conformation (model C). In this model the peptide chain linking Glu101 and His104 was 

incorporated in the model with the Leu102 and Asn103 residues abbreviated to Gly. Similarly, the chain 
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linking Asp199 and His201 was included with Ala200 shortened to Gly. The diiron model had overall neutral 

charge and was calculated in the ferromagnetic (5/2,5/2) diiron and antiferromagnetic (5/2, –5/2) diiron spin 

states.  

The general reaction mechanism calculated starts from our reactant structure (Re) and follows the 

hydrogen atom abstraction of the -position via transition state TS1 to form the radical intermediate IM1. 

Next, the C–C bond in the substrate breaks via transition state TS2 to form intermediate IM2. An 

electron transfer from CO2
–• to iron then releases CO2 and pentene via transition state TS3 to from 

products P. For some models also hydrogen atom abstraction from the C-position of substrate was 

explored as identified with a subscript after the label.  

 

3.3.1 Mononuclear iron model A. 

We started the work with calculations of the mononuclear iron(III)-superoxo species with a starting 

structure that closely resembles the crystal structure coordinates. The lowest energy singlet, triplet, quintet, 

and septet spin states for Model A were geometry minimized and the optimized structures are given in 

Figure 3.2. Interestingly, the septet spin state is the ground state with the triplet and quintet spin states 

higher in energy by 2.7 and 12.1 kcal mol–1. We also tested the singlet spin state but found it well higher 

by more than 30 kcal mol–1, therefore, this spin state surface was not pursued further. The spin-state 

ordering of the iron(III)-superoxo complexes obtained here is unusual as a quintet spin ground state is 

normally seen for analogous complexes,[15] although for CDO an open-shell singlet spin state reactant 

was found using QM/MM.[16] The latter is probably the result of differences in metal coordination that 

stabilizes the low-spin state. 
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Figure 3.2 UB3LYP/BS1 optimized geometries of 1,3,5,7Re as obtained in Gaussian-09. Bond lengths are 

in angstroms, spin densities in atomic units and E+ZPE values are in kcal mol–1 with solvent included. 

 

Geometrically, in the triplet, quintet and septet spin states the Fe–O distance in the iron(III)-superoxo 

species is relatively long, i.e. well over 2.2 Å and as a result dioxygen retains a considerable amount of 

spin density (about 1.8 in the triplet and septet spin states of ReA). Therefore, these structures should be 

seen as an iron(II)-dioxygen complex rather than iron(III)-superoxo. Most likely this is caused by the 

hydrogen bonding interactions with the carboxylate group of Glu159 that pushes electron density from 

dioxygen to iron and prevents it from tautomerization into the iron(III)-superoxo form. All low-lying 

3ReA (5ReA) [7ReA] {1ReA}

rFe-O1: 2.234 (2.264) [2.417] {1.959}

rO1-O2: 1.292 (1.341) [1.289] {1.325}

E+ZPE = 2.7 (12.1) [0.0] {36.9}

rFe: 3.8 (4.1) [4.0] {−0.2}

rOO: -1.8 (-0.5) [1.8] {0.0}

O1

O2
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electronic states have four unpaired electrons on the metal and spin densities of 3.8, 4.1 and 4.0 on iron 

are found in 3ReA, 5ReA and 7ReA, respectively. 

 

Subsequently, we investigated the reaction mechanism of substrate decarboxylation by the iron(III)-

superoxo species on the lowest energy singlet, triplet, quintet and septet spin states of model A. The 

mechanism is distinct from heme decarboxylases, such as cytochrome P450 OleTJE.[17] Studies on P450 

OleTJE showed that it uses H2O2 on an iron heme and forms a high-valent iron(IV)-oxo heme cation 

radical active species called Compound I (Cpd I).[18] Indeed, previous QM/MM studies of our group,[19] 

on the decarboxylation of fatty acids by the cytochrome P450 peroxygenase OleTJE showed the reaction 

to start with hydrogen atom abstraction from the -position of a long-chain fatty acid substrate by Cpd I 

and led to a subsequent barrierless decarboxylation quickly. Calculations starting with hydrogen atom 

abstraction from the C‒H bond instead, however, were found to give substrate hydroxylation as sole 

products and no decarboxylation could be formed. As such a mixture of products was predicted for P450 

OleTJE, which was confirmed by further studies that tested a range of substrates whereby short-chain fatty 

acids gave hydroxylation and desaturation products, whereas long-chain unbranched fatty acids produced 

terminal olefins and hydroxylated fatty acids.[20] Interestingly, the experimental work of Zhang et al[9] on 

UndA showed no evidence of hydrogen atom abstraction from the C-position of substrate when those 

hydrogen atoms were replaced by deuterium.  

 

Clearly, UndA and P450 OleTJE react differently with long chain fatty acids and therefore we decided to 

study the mechanism of substrate activation by the iron(III)-superoxo species of an UndA model. Figure 

3.3 displays the calculated reaction mechanism of hexanoic acid decarboxylation by the iron(III)-

superoxo of UndA model A as calculated with DFT. The mechanism proceeds through multistate 

reactivity patterns on close-lying triplet, quintet and septet spin states as often seen for reactivity patterns 

of nonheme iron dioxygenases and nonheme iron model complexes. [21,22]  
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Figure 3.3 UB3LYP/BS2//UB3LYP/BS1+ZPE calculated potential energy profile of substrate 

decarboxylation by iron(III)-superoxo model A of UndA. Energies are in kcal mol–1 with Gibbs free 

energies (in parenthesis) at 298K with solvent, entropic and thermal corrections in parenthesis. Optimized 

geometries give bond lengths in angstroms and the imaginary frequency is in cm–1. 

 

As the singlet spin reactant is high in energy, we decided not to explore this surface further. The hydrogen 

atom abstraction barrier is lowest on the septet spin state with a barrier of 34.8 kcal mol–1. The triplet and 

quintet spin hydrogen atom abstraction barriers are 39.3 and 47.1 kcal mol–1 in energy and hence the spin 

state ordering in the transition states is the same as in the reactants. These barriers are relatively high in 

energy and would suggest a slow and possibly sluggish reaction mechanism for hydrogen atom 

abstraction. For comparison, in previous work on trends of hydrogen atom abstraction reactions by P450 

Cpd I we found substantially lower energy barriers (well below 20 kcal mol–1) for typical aliphatic 

substrates, while for methane a value of 22.3 kcal mol–1 was found with the same methods and procedures 

as used here.[23] As P450 Cpd I is not known to activate methane, our hydrogen atom abstraction barriers 

of Figure 3.3 implicate that an UndA model with an iron(III)-superoxo oxidant and nearby deprotonated 

Glu159 residue will not be able to activate fatty acids at room temperature.  

i896 (i1069) [i1025]

3TS1A (5TS1A) [7TS1A]

rO2-H: 1.107 (1.092) [1.101]
rH-C: 1.577 (1.537) [1.564]

3TS2A (5TS2A) [7TS2A]

i284 (i335) [i336]

rO2-H: 1.595 (1.500)              [1.534]
rH-OGlu159: 1.024 (1.048)              [1.039]

rC-C: 2.317 (2.278)              [2.289]
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The energetic landscape depicted in Figure 3.3 contradicts computational studies of several nonheme 

iron dioxygenases reported previously that gave efficient hydrogen atom abstraction by an iron(III)-

superoxo. Thus, computational studies of Hirao et al.[24] on 2-hydroxyethylphosphonate dioxygenase 

predicted a rate determining hydrogen atom abstraction barrier of 19.7 kcal mol–1 by a mononuclear 

nonheme iron(III)-superoxo complex. A similar conclusion was obtained by Morokuma et al.[25] on 

isopenicillin N synthase, who reported a QM/MM calculated hydrogen atom abstraction barrier of 14.6 

kcal mol–1 by a quintet spin iron(III)-superoxo complex. Both of these studies had the metal bound in a 

facial 2-His/1-Asp ligand orientation, while the UndA model has the two carboxylate groups equatorial 

to each other. These differences in ligand coordination may affect the reactivity and the ability of the iron 

to abstract electrons. Clearly, the hydrogen atom abstraction barriers by nonheme iron(III)-superoxo 

complexes vary widely and must be dependent on first- and second-coordination sphere effects of the 

metal centre. Therefore, we also explored alternative models and environmental effects.  

 

Optimized geometries of the hydrogen atom abstraction transition states (3,5,7TS1A) are given in Figure 

3.3. All hydrogen atom abstraction barriers (3,5,7TS1A) are product-like with short O–H and long C–H 

bonds: O–H distances of 1.107 (1.092) [1.101] Å and C–H distances of 1.577 (1.537) [1.564] Å are found 

for 3TS1A (5TS1A) [7TS1A]. Previous trends on hydrogen atom abstraction barriers by metal-oxo 

complexes showed that transition states with product-type geometries usually correlate with high energy 

transition states, [23,26] as seen here. Although for isopenicillin-N-synthase (IPNS) product-like transition 

states were also found with either QM/MM and DFT cluster models, the C‒H distance was much shorter: 

1.36Å using QM/MM and 1.41Å for the DFT cluster model.[25,27] Yet, the barriers for hydrogen atom 

abstraction by an iron(III)-superoxo complex of IPNS was only 9.3 kcal mol–1 for the DFT cluster model 

and 14.6 kcal mol–1 with QM/MM. Consequently, nonheme iron(III)-superoxo should be able to activate 

C‒H bonds of substrates and the fact that we do not see any reactivity in our model here must originate 

from the coordination environment of the metal centre.  

 

The hydrogen atom abstraction transition states are characterized with a large imaginary frequency of 

i896 (triplet), i1069 (quintet) and i1025 cm–1 (septet). These are typical values for hydrogen atom 

abstraction transition states and often implicate a large kinetic isotope effect when the transferring 

hydrogen atom is replaced by deuterium.[28] Group spin densities of 7TS1A shows a drop in value on the 

dioxygen moiety from 1.78 in 7ReA to 1.04 and accumulation of unpaired spin on the substrate moiety to 

0.77. A similar change is seen in the triplet spin pathway, where the dioxygen spin density rises from –

1.77 in 3ReA to ‒1.00 in 3TS1A, while the radical on the substrate has a value of ‒0.68. Therefore, in our 

reactant complex the iron(II)-dioxygen species picks up a hydrogen atom to form an iron(III)-
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hydroperoxo complex. During the geometry optimization of 1,3,5,7IM1A; however, the hydroperoxo 

species relays its proton to the carboxylic acid group of Glu159. Moreover, the group spin densities give a 

single unpaired electron of the dioxygen species and hence these structures should be seen as iron(III)-

superoxo complexes. 

 

In the next stage of the reaction the C‒C bond of the substrate cleaves via a transition state TS2A to 

form intermediate IM2A. In all TS2A transition states significant radical character on the substrate remains, 

which means the C‒C bond breakage gives CO2
‒• and terminal olefin. At the same time, the spin density 

on the iron-hydroperoxo unit is very similar in IM1A and IM2A for all spin states and confirms that the 

electron transfer from CO2
‒• to iron has not happened at this stage and therefore is not simultaneous to 

the C‒C bond cleavage. On the quintet and septet spin state surfaces the barriers for decarboxylation 

via TS2A are very large and implicate slow reaction steps. Overall, the calculations of substrate 

decarboxylation by a mononuclear iron(III)-superoxo species of UndA model A implicate an unrealistic 

high energy pathway with barriers that indicate a very slow reaction process. To find out whether 

mononuclear iron(III)-superoxo can react with fatty acids via decarboxylation reactions, we decided to 

explore alternative model structures. 

 

 

3.3.2 Mononuclear iron model A2 

To gain insight into the first-coordination sphere effects of ligands in mononuclear iron UndA, we tested 

an UndA mutant structure where the Glu101 residue is replaced by His, i.e. the Glu101His mutant or model 

A2. The iron(III)-superoxo reactant of model A2 has a septet spin ground state that is well separated from 

the nearest quintet, triplet and singlet spin states by 11.1, 43.8 and 54.0 kcal mol‒1. The hydrogen atom 

abstraction barriers on each of these spin state surfaces are given in Figure 3.4. All of them are high in 

energy and range from 38.4 (for 7TS1A2) to 45.1 (for 5TS1A2) kcal mol‒1. As such the mutant with 3-His 

metal coordination as well as wild-type with 2-His/1-Glu coordination both are sluggish oxidants of 

hydrogen atom abstraction reactions. For this particular model, the change in metal coordination from an 

anionic ligand (Glu) to a neutral ligand (His) has little effect on the kinetics of the reaction with substrate. 
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Figure 3.4 UB3LYP/BS2//UB3LYP/BS1+ZPE calculated hydrogen atom abstraction barriers by the 

iron(III)-superoxo model A2 of UndA. Energies are in kcal mol–1 with Gibbs free energies at 298K with 

solvent, entropic and thermal corrections in parenthesis. Optimized geometries give bond lengths in 

angstroms and the imaginary frequency in cm–1. 

 

The hydrogen atom abstraction transition states for the 3-His mutant of mononuclear iron UndA are given 

in Figure 3.4. Similarly, to those given above in Figure 3 for model A also for model A2 the transition 

states are late with long C‒H and short O‒H distances for 3,5,7TS1A2. The imaginary frequencies are 

considerably smaller in the triplet and septet spin states but still correspond to a hydrogen atom transfer 

from substrate to superoxo group. In conclusion, the first-coordination sphere of ligands, be it 2-His/1-

Glu or 3-His, in UndA gives high barriers for hydrogen atom abstraction and therefore, the system appears 

to have the wrong coordination environment for efficient hydrogen atom abstraction from substrate.   

 

3.3.3 Mononuclear iron model B 

To test whether the second coordination sphere affects the structure and reactivity of a mononuclear iron 

UndA model, we expanded our model and added a proton to the carboxylate group of Glu159, i.e. 

investigated model B. We started with the iron(III)-superoxo reactant complexes and calculated them in 

3TS1A2 (5TS1A2) [
7TS1A2]

i617 (i1314) [i440]

E+ZPE+Esolv = 41.1 (45.1) [38.4]

H-C: 1.530 (1.494) [1.626]

O-H: 1.082 (1.128) [1.075]

O1-O2: 1.451 (1.430) [1.378]

Fe-O1: 2.028 (2.125) [2.286]

G+Esolv = 46.2 (51.0) [42.0]



 75 

the lowest energy triplet, quintet and septet spin states The septet spin state (7ReB) is still the ground state, 

but the quintet spin state (5ReB) is now the nearest one by 3.0 kcal mol‒1, while the triplet spin state (3ReB) 

has gone up to 18.1 kcal mol‒1.  

 

Therefore, the second-coordination sphere has a strong effect on the spin state energies and affects the 

ordering and relative energies. One of the key effects seen in the optimized reactant structures of ReB, 

Figure 3.5, is the hydrogen bond of the proton of Glu159 with the carboxylate group of the fatty acid 

substrate. By contrast, the Glu159 group in model A (Figure 3.2) hydrogen bonds with a histidine group 

instead. As such there has been some structural reorganization in the active site and the charge-

stabilization of Glu159 should influence the electronic configuration of the first-coordination sphere atoms. 

Note also that the substrate carboxylate is now bidentate coordination to iron, while it has single 

coordination in model A. 

 

Figure 3.5 UB3LYP/BS2//UB3LYP/BS1+ZPE calculated Gibbs free energy profile of substrate 

decarboxylation by iron(III)-superoxo model B of UndA. Energies are in kcal mol–1 with Gibbs free 

energies (in parenthesis) at 298K with solvent, entropic and thermal corrections in parenthesis. Optimized 

geometries give bond lengths in angstroms. 

 

Next, we calculated the hydrogen atom abstraction from the C–H and C–H positions of the substrate by 

3,5,7ReB and the obtained potential energy landscape is given in Figure 3.5. The quintet spin hydrogen 

5TS1B

rO2-H: 1.167
rH-C: 1.413

3ReB (5ReB) [7ReB]

rFe-O1: 1.879 (1.982) [2.041]

rO1-O2: 1.360 (1.375) [1.316]

O1 O2
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atom abstraction transition state (5TS1B) has a Gibbs free energy of activation G‡ = 32.5 kcal mol‒1 with 

respect to 7ReB reactants. Although, the barrier has dropped considerably in energy with respect to the 

non-protonated species, i.e. G‡ = 32.5 kcal mol–1 for model B vs 47.1 kcal mol‒1 for model A; it is still 

very high for a hydrogen atom abstraction barrier. The structure has a short O‒H distance of 1.167Å and 

a relatively long C‒H distance of 1.413Å and hence, it is a late transition state, but not as early as 5TS1A 

that has an even longer C‒H distance. 

 

Although we managed to optimize a transition state geometry for 5TS1B,, the geometry scans on the 

triplet and septet spin state showed high reaction barriers and were discarded. The subsequent C‒C 

cleavage barrier is well over 90 kcal mol‒1 and therefore, -hydrogen atom abstraction will not lead to 

decarboxylation of fatty acids. We also attempted a proton transfer from Glu159-COOH to iron(III)-

superoxo to form an iron-hydroperoxo complex. However, the constraint geometry scan for this pathway 

identified a high-energy process, hence is unfeasible under room temperature conditions. 

 

Overall the calculations on mononuclear iron models of UndA show that iron(III)-superoxo species are 

weak oxidants of hydrogen atom abstraction processes. This may have to do with the ligand coordination 

in UndA, which does not have a facial 2-His/1-Glu but the Glu trans to one of the His groups. By contrast, 

isopenicillin N synthase with a facial 2-His/1-Asp ligand coordination reacts by hydrogen atom 

abstraction from substrate with relatively low-energy barriers. Therefore, it appears that the ligand 

coordination in UndA is not correctly set up for hydrogen atom abstraction processes and our DFT cluster 

models rule out mononuclear iron as an oxidant that triggers the decarboxylation of dodecanoic acid in 

UndA.  

 

Subsequently, we explored the effect of the ligand environment, i.e. a facial 2-His/1-Glu ligand 

coordination, on the reactivity with respect to that seen for model A. To this end, we created two final 

models of a hypothetical nonheme iron(III)-superoxo model with a facial 2-His/1-Glu coordination 

system: models D and D2 (Supporting Information Figures S1 and S2). The reactant was optimized in the 

quintet spin state and a transition state for hydrogen atom abstraction was searched through an initial 

constraint geometry optimization. However, upon close approach of peroxo on the the C‒H position, the 

superoxo group dissociates from the iron center leading to high energy hydrogen atom abstraction 

pathways.  
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Figures S1: Model D with a 2-His/1-Asp facial ligand system.  

 

 

 

Figures S2: UB3LYP/BS1 optimized geometries of iron(III)-superoxo complexes 5Re for Models D 

and D2 as obtained in Gaussian-09. Bond lengths are in angstroms. 

 

Consequently, this small model had too much freedom for the superoxo group and weakened its 

interaction with iron. Hence the small model with facial 2-His/1-Glu coordination system also did not 

lead to a viable hydrogen atom abstraction pathway from a fatty acid substrate. It may very well be that 

the substrate binding pocket in IPNS is much tighter than the one used in model D and prevents release 

of dioxygen from the iron center. A tight binding and positioning of oxidant and substrate should bring 

the two closely together in an ideal conformation for catalysis. Nevertheless, our calculations on various 

models of the mononuclear iron(III)-superoxo species of UndA show little evidence that hydrogen atom 

abstraction from substrate as a viable reaction mechanism. Therefore, we explored alternative diiron 

models instead. 

5ReD

Fe-O1: 2.248

O1-O2: 1.228

Fe-OGlu101: 1.947

Fe-OSub: 2.114

Fe-NHis104: 2.204

Fe-NHis194: 2.176

Fe-O1: 2.400

O1-O2: 1.222

Fe-OGlu101: 1.959

Fe-OSub: 2.130

Fe-NHis104: 2.190

Fe-NHis194: 2.168

5ReD2
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3.3.4 Dinuclear iron model C 

As mononuclear iron(III)-superoxo models of UndA appear to give high energy hydrogen atom 

abstraction transition states from aliphatic groups, we considered the alternative diiron species as an 

oxidant. Therefore, we created a diiron(IV)-dioxo active species from the UndA crystal structure 

coordinates by manually inserting a second iron into the cluster model and by linking this metal to nearby 

protein residues as suggested by Makris et al.[13]  

 

 

Figure 3.6 UB3LYP/BS2//UB3LYP/BS1+ZPE calculated energy profile of substrate decarboxylation by 

diiron(IV)-dioxo model C of UndA. Energies are in kcal mol–1 with Gibbs free energies (in parenthesis) 

at 298K with solvent, entropic and thermal corrections in parenthesis. Optimized geometries give bond 

lengths in angstroms and the imaginary frequency in cm–1. 

 

A full geometry optimization of this reactant complex (11ReC) is shown in Figure 3.6. The diiron-dioxo 

is in a diamond core although the two sets of iron-oxo distances are not equal. Thus, Fe1, i.e. the metal 

that binds substrate, forms short interactions with the two oxygen bridges (1.720 and 1.743Å), while Fe2 

is further displaced from the bridging oxygen atoms (at distances of 1.934 and 1.998Å). In the reactant 

structure, the C–H bond of the substrate points towards one of the bridging oxygen atoms at a distance 

of 2.556Å. In this particular orientation, therefore, the positioning of the C–H bond of substrate is ideal 

for hydrogen atom abstraction. 

 

11ReC

11TS1C

i1717 cm−1
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To investigate the ability of 11ReC to abstract a hydrogen atom from the C–H position of substrate, we 

calculated the transition state structure. A hydrogen atom abstraction barrier of E‡ + ZPE = 22.4 kcal 

mol–1 is found. Even though this is a relatively high barrier in comparison to previous enzymatic reaction 

mechanisms, where typical barriers of 10 – 15 kcal mol–1 were found.[14,21,24–27,29] Our calculated reaction 

barrier would correspond to slow but doable reactivity at room temperature. As a matter of fact the 

experimental work of Zhang et al.[9] report a slow reaction process for substrate conversion by UndA in 

agreement with the high reaction barrier reported in Figure 3.6. 

 

The hydrogen atom abstraction barrier has a large imaginary frequency of i1717 cm–1, which is higher 

than those reported above for models A and A2. Consequently, the barrier will be narrow and sharp and 

will be highly dependent on quantum chemical tunneling. The transition state is relatively central with 

almost equal C–H and O–H distances of 1.296 and 1.240Å, respectively. After the hydrogen atom 

abstraction, the system relaxes to a radical intermediate IM1, which is a shallow minimum and followed 

by C–C bond cleavage of the substrate to split off CO2 and give 1-pentene products without a stable 

intermediate IM2. Therefore, the process past the transition state, will quickly lead to final products. 

 

The calculations on the diiron(IV)-dioxo model of UndA and its reaction with hexanoic acid shows that 

diiron complexes can activate fatty acid substrates at room temperature. A cluster model shows that 

substrate binds in an ideal position for C–H hydrogen atom abstraction by a diiron(IV)-dioxo complex. 

The reaction barriers obtained for this complex, however, are well higher than those found for fatty acid 

decarboxylation by a P450 peroxygenase.[19] As such, UndA is not as efficient and powerful an oxidant 

as a P450 peroxygenase, but will react slowly with fatty acid substrates. This is in agreement with 

experimental reports on UndA that reported slow turnover reactions wit fatty acids. 

 

3.4 Conclusions 

In this work a computational study on the 1-undecene biosynthesis enzyme UndA is reported. Recent 

experimental studies created a controversy whether UndA has a mononuclear or binuclear iron active site. 

To investigate this, we created active site models of UndA based on the crystal structure coordinates of 

4WX0. Our studies show that mononuclear iron(III)-superoxo models of UndA are sluggish oxidants that 

react via very high hydrogen atom abstraction barriers at room temperature. Consequently, mononuclear 

iron centers in the UndA structure are unlikely to react with fatty acids at room temperature. We then 

created a hypothetical diiron(IV)-dioxo structure using the crystal structure coordinates of UndA as a 
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template. This model gives substantially lower hydrogen atom abstraction barriers; although it will be a 

slow oxidant at room temperature. Overall, our studies support the hypothesis of Makris et al[13] that 

UndA is a most likely a dinuclear iron system that reacts with dioxygen and fatty acids by decarboxylation 

of the substrate. 

 

3.5 Experimental Section 

Calculations were done using density functional theory methods as implemented in the Gaussian-09 and 

Orca software packages.[30] In previous work we extensively tested and benchmarked models and methods 

for nonheme iron systems and reproduced experimental structures, spectroscopic parameters and rate 

constants well.[31] Hence, most methods follow those recommended from previous work. Here we started 

our work from the 4WX0 protein databank file,[9] which is an enzyme monomer with substrate and 

dioxygen bound. A cluster model was created from the active site structure of the 4WX0 pdb with residues 

selected as described in Scheme 1 above. We initially ran calculations with several constraints on amino 

acid residues to keep them close to the crystal structure positions. However, in a second set of calculations 

all constraints were released. As little geometric differences between the two structures were obtained, 

the final set of calculations was done without constraints. 

 

Initial calculations used the unrestricted B3LYP hybrid density functional method,[32] in combination with 

a basis set containing an LANL2DZ + ECP on iron and 6-31G on the rest of the atoms (basis set BS1).[33] 

Full geometry optimization and frequencies were run on all structures at UB3LYP/BS1 in the gas-phase. 

Subsequent single point calculations with the polarized continuum model (CPCM) were performed with 

a dielectric constant mimicking ethylphenylether,[34] and a triple- quality basis set (Basis set BS2): 

LACV3P+ + ECP on iron and 6-311+G* on the rest of the atoms. Calculations on the diiron system use 

an LACVP (with core potential) on both iron atoms and 6-31G* on the rest of the atoms for geometry 

optimizations, frequencies, intrinsic reaction coordinate and constraint geometry scans. All structures 

reported in this work are the result of a full geometry optimization without constraints and structures were 

characterized as a local minimum using a frequency calculation that gave real frequencies only (local 

minima) or a single imaginary mode for the correct displacement (transition states). For several transition 

states they were further confirmed by intrinsic reaction coordinate scans that linked them to reactants and 

products. All structures were considered in several low-lying spin state surfaces as identified with a 

superscript before the label. 

 



 81 

The methods and procedures used in this work were tested and validated for analogous iron(IV)-oxo 

oxidants against experimental rate constants for oxygen atom transfer.[31,35] These studies identified 

B3LYP as one of the best methods to reproduce reaction rates and selectivities. Furthermore, dispersion 

corrected DFT was shown to underestimate oxygen atom transfer reactions systematically and hence was 

not used for our calculations presented here.  

 

As the choice of the density functional method can occasionally affect spin-state orderings and relative 

energies we did some additional test calculations.[36] Thus, the effect of dispersion on the spin-state 

ordering and reaction barriers was tested and 3,5,7ReB and the reaction pathway via 5TS1B, was 

reoptimized with B3LYP-D3.[32,37] As follows dispersion destabilizes the quintet spin state but the overall 

hydrogen atom abstraction barrier stays the same and the conclusions that mononuclear iron(III)-superoxo 

is a weak oxidant for hydrogen atom abstraction reactions is supported.  

 

We also explored the OPBE [38] density functional method; although it stabilizes the triplet spin reactants, 

the quintet-septet energy gap remains the same (Supporting Information Table S1 and Figure S3). To 

further ascertain that the basis set core potential does not affects the spin state ordering, we reoptimized 

3,5,7ReB with UB3LYP/BS1(without ECP) and although the triplet and quintet spin states are lowered by 

a few kcal mol‒1 no changes in reaction mechanism are expected (Supporting Information Table S2 and 

Figure S4).  

 

 E [au] ZPE [au] G [au] E E+ZPE G 

 BS1 BS1 BS1    

3ReB -2087.414130 0.638971 -2086.879174 3.02 2.46 -1.10 

5ReB -2087.409202 0.640315 -2086.871790 6.12 6.40 3.53 

7ReB -2087.418949 0.639862 -2086.877422 0.00 0.00 0.00 

 

Table S1: Absolute, zero-point and free energies (in au) and relative energies (in kcal mol–1) of optimized 

geometries 3,5,7ReB as calculated in Gaussian-09 at the UOPBE/BS1 level of theory. 
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Figure S3: UOPBE/BS1 optimized geometries of the reactant complexes (3,5,7ReB) of Model B as 

obtained in Gaussian-09. Bond lengths are in angstroms, in order to test calculations with OPBE on Model 

B. 

 

 

 E [au] ZPE [au] G [au] E E+ZPE G 

 BS1 BS1 BS1    

3ReB -3228.173133 0.648915 -3227.617967 13.00 14.48 16.51 

5ReB -3228.194370 0.647999 -3227.641429 -0.32 0.58 1.79 

7ReB -3228.193854 0.646560 -3227.644277 0.00 0.00 0.00 

 

Table S2: Absolute, zero-point and free energies (in au) and relative energies (in kcal mol–1) of optimized 

geometries 3,5,7ReB as calculated in Gaussian-09 at the UB3LYP/BS1(without ECP) level of theory. 

 

 

3ReB (5ReB) [7ReB]

Fe-O1: 4.372 (2.051) [2.270]
O1-O2: 1.257 (1.349) [1.294]
Fe-OGlu101: 1.937 (1.914) [1.925]
Fe-OSub: 2.284 (1.950) [2.309]
Fe-NHis104: 2.195 (2.144) [2.178]
Fe-NHis194: 2.236 (2.273) [2.233]



 83 

 

 

Figure S4: UB3LYP/BS1(without ECP) optimized geometries of the reactant complexes (3,5,7ReB) of 

Model B as obtained in Gaussian-09. Bond lengths are in angstroms. 

  

3ReB (5ReB) [7ReB]

Fe-O1: 1.877 (2.006) [2.042]
O1-O2: 1.360 (1.375) [1.317]
Fe-OGlu101: 1.923 (1.902) [1.934]
Fe-OSub: 2.118 (2.149) [2.202]
Fe-NHis104: 1.991 (2.137) [2.110]
Fe-NHis194: 2.146 (2.202) [2.205]
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4.1 Abstract 

The nonheme iron dioxygenase 2-(trimethylammonio)-ethylphosphonate dioxygenase (TmpA) is an 

enzyme involved in the regio- and chemoselective hydroxylation at the C1-position of the substrate as 

part of the biosynthesis of glycine betaine in bacteria and carnitine in humans. To understand how the 

enzyme avoids breaking the weak C2−H bond in favor of C1-hydroxylation, we set up a cluster model of 

242 atoms representing the first and second-coordination sphere of the metal center and substrate binding 

pocket and investigated possible reaction mechanisms of substrate activation by an iron(IV)-oxo species 

by density functional theory methods. In agreement with experimental product distributions, the 

calculations predict a favorable C1-hydroxylation pathway. The calculations show that the selectivity is 

guided through electrostatic perturbations inside the protein from charged residues, external electric fields 

and electric dipole moments. In particular, charged residues influence and perturb the homolytic bond 

strength of the C1−H and C2−H bonds of the substrate, and strongly strengthens the C2−H bond in the 

substrate-bound orientation.  

 

 
2 Author contribution statement: This is the original reference where the paper is published. Yen-Ting, Lin, the Majority of 

contribution is all DFT calculations and data analysis with the help of MD simulation by Dr Hafiz Saqib Ali, guided by Dr 

Samuel De Visser on all the directions of the project. 

mailto:hafizsaqib.ali@manchester.ac.uk
mailto:sam.devisser@manchester.ac.uk
https://pubmed.ncbi.nlm.nih.gov/33978257/
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4.2 Introduction 

Metalloenzymes are common in biology and particularly mononuclear iron is used as the cofactor in the 

active sites of many mono-oxygenases and dioxygenases. These oxygen-activating enzymes include heme 

enzymes such as the cytochromes P450, heme peroxidases and catalases with functions related to 

detoxification, biosynthesis and metabolism in the human body.[1] In addition, there are a large group of 

nonheme iron dioxygenases that lack the heme co-factor and bind iron directly to the protein via the side 

chains of polar amino acid residues, usually His, Asp or Glu.[2] The nonheme iron dioxygenases have 

important roles in biosystems ranging from the biosynthesis of natural products, for example plant 

hormones like flavonols and antibiotics in bacteria.[3] In humans, the regulation of the cysteine 

concentration in the body is performed by several nonheme iron dioxygenases that include the cysteine 

dioxygenase group of enzymes.[4] 

 

The nonheme iron dioxygenases; therefore, are highly versatile and catalyze a range of chemical reactions, 

which interestingly often proceeds with high stereo- and chemoselectivity. How these enzymes perform 

their highly selective reactivity is still a matter of great controversy and debate and understanding these 

enzymatic selectivities may enable the use of these systems in biotechnology and bioengineering.  

 

In particular, many nonheme iron dioxygenases involved in biosynthesis processes perform reactions 

under negative catalysis. Thus, negative catalysis is defined as a chemical process where an unwanted 

reaction is prevented in favour of an alternative pathway.[5] Thermodynamically, the protein blocks the 

pathway with largest driving force that would normally have the lowest rate-constant in favour of an 

alternative pathway. How these enzymes accomplish negative catalysis is a matter of debate.  

 

More specifically, Negative catalysis is an opposite chemistry phenomenon of the Bell-Evans-Polanyi 

principle, which was developed and discovered, what is called “positive catalysis”, then published in 1924. 

[41,42,43, 44, 45] The principle states that the activation energy of the chemical reaction is in proportion 

to its driving force. Hence, if the response follows this theory, the most favourable reaction in the 

competing enzymatic reaction mechanism, chemical catalysis or bio-catalysis, should be the pathway that 

has the most exothermic reaction path. Nevertheless, in many enzymatic reaction mechanisms, the 

enzyme will not follow the Bell-Evans-Polanyi principle [5]; instead, the enzyme will choose the least 

exothermic reaction pathway, to proceed with the reaction, which is defined as negative catalysis. 
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The difference between negative catalysis and positive catalysis might be attributed to the negative 

catalysis reaction mechanism because the help of the substrate positioning and the binding of the protein 

matrix empowers the enzyme to activate the reaction to proceed and produce the desired product. 

 

Nonheme iron dioxygenases usually bind the iron to the protein through interactions with the side chains 

of His, Asp and Glu residues in a facial 2-His/1-carboxylate orientation.[6] Typically, -ketoglutarate 

(KG, also called 2-oxoglutarate) is used as a co-substrate in non-heme iron dioxygenases, which binds 

to the iron(II) center directly. In a reaction with dioxygen on the iron center the KG is converted into 

succinate and CO2 and an iron(IV)-oxo species is formed. The high-valent iron(IV)-oxo species has been 

trapped and characterized for several nonheme iron dioxygenases with various spectroscopic techniques.[7]  

Subsequent studies showed it to be an efficient oxidant that triggers aliphatic hydroxylation reactions of 

a substrate.[8] Moreover, it is the active species that reacts with substrate through oxygen atom transfer in 

the form of substrate hydroxylation or epoxidation, although also substrate desaturation and ring-closure 

processes have been reported.[9] 

 

Many reactions catalyzed by the nonheme iron dioxygenases have high substrate selectivity and 

specificity. Thus, the prolyl-4-hydroxylases in the human body enantio- and regioselectively hydroxylate 

a proline residue in an amino acid chain to R-4-hydroxyproline, which is an important precursor to 

collagen formation.[10] Furthermore, several nonheme iron dioxygenases activate an arginine residue, 

whereby the viomycin biosynthesis enzyme C (VioC) stereoselectively gives S-3-hydroxyarginine 

products,[11] whereas the naphthyridinomycin biosynthesis enzyme chemoselectively desaturates its C4‒

C5 bond.[9e]  

 

Another interesting member of the -ketoglutarate-dependent nonheme iron dioxygenases is the recently 

discovered 2-(trimethylammonio)ethylphosphonate dioxygenase (TmpA) enzyme. It selectively 

hydroxylates 2-(trimethylammonio)-ethylphosphonate at the C1-position and its product is fed into the 

diiron oxygenase TmpB that performs an oxidative C−P bond cleavage to form glycine betaine and 

phosphate.[12] A crystallographic structure of substrate bound TmpA was resolved (see Figure 4.1) that 

binds substrate tightly in the active site with hydrogen bonding interactions from the side chains of Asn201, 

Tyr203, Asn286, Arg288 to the phosphate group and hence keeping it in a tight conformation. The iron is 

bound to the amino acid residues His198, Asp200 and His341 in a facial orientation with the carboxylic acid 

group of -ketoglutarate trans to the His198 and Asp200 groups. 
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Figure 4.1 Extract of the active site of the substrate (2-(trimethylammonio)ethylphosphonate) bound 

structure of TmpA as taken from the 6NPC pdb file. The right-hand-side gives the three possible oxygen 

atom transfer reactions in TmpA leading to C1-hydroxylation, C2-hydroxylation or N-methyl 

hydroxylation. 

 

Interestingly, the catalytic reaction performed by TmpA shows similarity to the human enzyme -

butyrobetaine (BB) hydroxylase (BBOX), which hydroxylates 2-(trimethylammonio)-ethylphosphonate 

in the final step of the carnitine biosynthesis pathway. Carnitine is an important natural product involved 

in the transport of long chain fatty acids to mitochondria in eukaryotes.[13] The experimental studies; 

however, were unable to ascertain whether C1-hydroxylation or N-methyl hydroxylation of the substrate 

takes place in either BBOX. Moreover, technically the C2−H bond should be weaker than the C1−H or 

the methyl C−H bond strengths; yet those groups are not activated by TmpA. As limited experimental 

data is available on TmpA due to its fast reactivity and no computational studies have been reported either, 

we decided to pursue a mechanistic study with the aim to understand how TmpA avoids hydroxylation at 

the C2-position in favor of C1-hydroxylation. In particular, we explored the catalytic reaction mechanism 

of oxygen atom transfer from a high-valent iron(IV)-oxo species to substrate in TmpA and study the 

competitive mechanisms for C1-hydroxylation, C2-hydroxylation and N-methyl hydroxylation. The work 

shows that even though all three C−H bonds are in accessible positions by the iron(IV)-oxo species, as a 

matter of fact, only the C1−H hydrogen atom abstraction gives low energy barriers and will be the 

dominant reaction pathway. This selectivity is determined by substrate and oxidant binding and 

positioning in the active site and charged protein residues incur perturbations that strengthen the C2−H 

bond dramatically even though in the gas-phase the C2−H bond is weakest. 

His341
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KG

Asp200

Tyr203 Tyr173

Tyr358

Arg288

Asn286
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4.3 Results and Discussion 

We created a 242 atom cluster model of an iron(IV)-oxo reactant of TmpA as described in Figure 4.2. 

The model set-up follows previous experience of us and others with enzymatic reaction mechanism 

studies,[14] where we used density functional theory (DFT) cluster models. These models incorporate key 

parts of the first- and second-coordination sphere of the metal center, including the hydrogen bonding 

network and charged amino acid residues and all calculated with density functional theory. Those 

procedures have been extensively used by us and others for studies on metalloenzymes;[15] and give 

generally highly accurate representations of real systems. In particular, large cluster models of 100s of 

atoms have been shown to reproduce experimental product distributions and selectivities of enzymatic 

systems well as they treat the first and second coordination sphere of oxidant and substrate with high-

level computational methods. A TmpA active site cluster model was created based on the crystal structure 

coordinates deposited in the 6NPC protein databank (pdb) file,[12,16] which is a substrate (2-

(trimethylammonio)ethylphosphate) and -ketoglutarate bound nonheme iron dioxygenase structure. The 

structure was subsequently prepared by adding hydrogen atoms and solvent and a molecular dynamics 

simulation was performed. The MD simulation showed little movement of the protein residues and a 

highly rigid substrate-binding pocket. Next, we selected an active site model from the last structure in the 

MD simulation, which is based on the first and second coordination sphere of the iron and substrate, see 

Figure 4.2, where key hydrogen bonding and electrostatic interactions to the substrate are included. In 

the model we truncated succinate (Succ) to acetate and the axial histidine residue (His341) of the iron was 

shortened to methylimidazole. The other protein ligands of the metal were part of the peptide chain His198-

Thr199-Asp200-Asn201-Pro202-Tyr203 that was included in the model whereby Thr199 was shortened to Gly. 

In addition, part of the substrate-binding pocket was built into the model, namely the residues Tyr173, the 

chain Asn187-Leu188-Ala189, the chain Asn286-Asn287-Arg288-Ser289 and Tyr358. The Leu188 and Asn287 

residues were truncated to Gly, while the Tyr172 and Tyr358 residues were mimicked as p-cresol. The 

overall model is shown in Figure 4.2 and has a total of 242 atoms and is overall charge neutral. 
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Figure 4.2 Cluster model of the reactant complex (R1) is used in the calculations reported here. Wiggly 

lines identify where a covalent bond was cut from the crystal structure coordinates and a hydrogen link-

atom inserted. Atoms in blue and red represent the minimal model (R2). Succ stands for succinate. 
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The cluster models were geometry optimized in the lowest energy singlet, triplet, quintet and septet spin 

states and the optimized geometries are shown in Figure 4.3. The quintet spin state (5R1) is the ground 

state at the UB3LYP-D3/BS2//UB3LYP/BS1+ZPE level of theory (ZPE stands for zero-point energy), 

while all other spin states are well higher in energy by more than 15 kcal mol−1. Based on these spin state 

orderings and relative energies, we expect the quintet spin state to be the dominant spin surface with little 

involvement of the other spin states during the reaction. Our result of a quintet spin ground state matches 

the experimental Mössbauer spectroscopy results on analogous nonheme iron/KG-dependent 

dioxygenases that are typically characterized as a quintet spin state.[7,17] Moreover, previous 

computational studies on analogous enzymatic nonheme iron(IV)-oxo species also found a quintet spin 

ground state well separated from the other spin states.[18] 

 

 

Figure 4.3 Optimized iron(IV)-oxo reactant complexes in the singlet, triplet, quintet and septet spin states 

with bond lengths in Ångströms and relative energies in kcal mol−1. Energies are at UB3LYP-

D3/BS2//UB3LYP/BS1 level of theory and include solvent and zero-point corrections. Relevant 

molecular orbitals of the iron(IV)-oxo species are given on the right. 

 

 

The high-lying singly occupied and low-lying virtual orbitals of 5R1 are shown on the right-hand-side of 

Figure 4.3. These are all metal type 3d-orbitals and their interactions with first-coordination sphere 

ligands. The lowest three of those are the *-type orbitals: *xy in the plane of His198, Asp200 and the 

carboxylate of succinate, while the *xz and *yz orbitals are placed along the Fe−O axis and represent 

the * antibonding interaction along that bond for the antibonding interaction of the 3dxz/3dyz on iron with 

the 2px/2py atomic orbital on oxygen. These three orbitals are singly occupied in 5R1 as well as the *x2-

5R1 (3R1) [1R1] {7R1}

E+ZPE+D3: 0.0 (20.4) [17.1] {15.4}

FeO: 1.653 (1.655) [1.625] {1.944}
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y2 orbital that is located in the plane of His198, Asp200 and the carboxylate of succinate and gives an 

antibonding interaction between the metal 3dx2-y2 orbital with 2p orbitals of the equatorial ligands. The 

final metal 3d-orbital shown in Figure 4.3 is the virtual *z2 orbital for the antibonding interaction of the 

metal with the oxo and axial His341 groups. 

 

Also, in Figure 4.3 we give distances between the oxo group and nearby hydrogen atoms of C−H bonds 

of the substrate. Thus, in the quintet spin state the O−HC1 distance is at 2.337 Å, while the nearest methyl 

O−HC4 distance is 2.486 Å. By contrast, the O−HC2 interaction is at a long distance of at least 4.342 Å. 

Therefore, based on the substrate positioning in the active site the most likely positions of the substrate 

that will be activated are the C1- and methyl groups. We tested an alternative substrate binding position, 

where the 2-(trimethylammonio)ethylphosphonate is rotated so that the C2−H groups are closest to the 

iron(IV)-oxo group (the O−HC2 distance is 2.42 Å while the O−HC1 distance is 4.47 Å in 5R1’) and the 

phosphate group is involved in the same hydrogen bonding interactions. The optimized geometry of this 

structure (5R1’); however, is higher in energy than 5R1 by 2.5 kcal mol−1 but shows similar structural 

features of the metal and its first-coordination sphere environment, see Figure 4.2. Consequently, the 

reaction mechanism with substrate was investigated for 5R1 and 5R1’.  

 

Thereafter, we investigated substrate activation by the iron(IV)-oxo species (5R1 and 5R1’) and attempted 

a substrate hydroxylation at the C1, C2 and C4-positions via the mechanisms shown in Scheme 1. Thus, 

pathway 1 covers the C1−H activation via transition state TS1HA,C1 to form an iron(III)-hydroxo radical 

intermediate (IM1C1) followed by OH rebound via a transition state TS2reb,C1 to form the C1-hydroxylated 

product P1. Pathway 2 follows the hydrogen atom abstraction from the C2-position via transition state 

TS1HA,C2 to form the iron(III)-hydroxo complex IM1C2. A radical rebound via transition state TS2reb,C2 

gives C2-hydroxylated product P2. Finally, pathway 3 was studied for the methyl group activation of the 

trimethylammonio group via a hydrogen atom abstraction transition state TS1HA,C4 to form the iron(III)-

hydroxo radical intermediate IM1C4. Again, an OH re-bound barrier via TS2reb,C4 then gives the methyl 

hydroxylated product P4.  

 

All three pathways shown in Scheme 4.1 were studied with the DFT cluster model shown in Figure 4.2 

for the quintet spin state. The DFT calculated potential energy landscape of substrate activation by TmpA 

is shown in Figure 4.2. Constraint geometry scans for the hydrogen atom abstraction steps show little 

conformational changes for these steps (Supporting Information, Figure S5).  
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Scheme 4.1 Reaction mechanisms of substrate hydroxylation by TmpA calculated with labelling of the 

structures. 

 

 

 

Figure S5: Comparison of UB3LYP/BS1 and UB3LYP/BS3 optimized geometries. Bond lengths in angstroms.  

5R1BS1 (5R1BS3) 5IM1HA,C1,BS1 (5IM1HA,C1,BS3)
5TS1HA,C1,BS1 (5TS1HA,C1,BS3)
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The C1−H and C2−H hydroxylation pathways have the hydrogen atom abstraction barrier as rate-

determining, while the rebound barrier is much lower in energy. By contrast, these barriers are reversed 

for the C4−H hydroxylation pathway that has a rate-determining OH rebound step. 

 

The lowest hydrogen atom abstraction barrier is for abstraction of the C1−H atom with a E‡+ZPE = 11.3 

kcal mol−1, while hydrogen atom abstraction from the methyl group has a barrier of E‡+ZPE = 15.0 kcal 

mol−1 and the C2−H hydrogen atom abstraction barrier is E‡+ZPE = 19.2 kcal mol−1. Interestingly, 

addition of dispersion corrections narrows the gap between the 5TS1HA,C1 and 5TS1HA,C4 transition states 

to 0.9 kcal mol−1, while the 5TS1HA,C2 barrier is lowered to within 1.5 kcal mol−1. Free energies are also 

shown in Figure 4.4, which follow the same trends as those found for the relative enthalpies. Nevertheless, 

regardless of the computational method, the ordering of the transition states stays the same. Therefore, 

the computation predicts dominant C1−H hydrogen atom abstraction, although a minor amount of methyl 

and C2-hydroxylation as minor products could be obtained as side products. Overall, the calculations 

predict the correct product distribution for TmpA enzymes in agreement with experimental observation. 

The hydrogen atom abstraction barriers are of the same order of magnitude as those found for related 

nonheme iron enzymes that perform C−H abstraction reactions with structurally similar transition 

states.[18,19]  

 

Figure 4.4 DFT calculated potential energy profile for substrate hydroxylation at the C1, C2 and methyl 

positions. Geometries optimized at UB3LYP/BS1 and energies reported are in kcal mol−1 obtained at 

EBS2+ZPE (GBS2) [EBS2+ZPE+D3]. Bond lengths are in Ångströms, bond angles in degrees and the 

imaginary frequency in cm−1. 
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After the hydrogen atom abstraction the system relaxes to a radical intermediate; however, the ordering 

of the IM1 structures is different from the hydrogen atom abstraction transition states: 5IM1HA,C1 is 9.4 

kcal mol−1 lower in energy than 5R1, while 5IM1HA,C2 and 5IM1HA,C4 are 2.3 and 4.4 kcal mol−1 above 

5R1. Subsequently, rebound barriers were searched for C−OH bond formation. The C1 and C2-

hydroxylation pathways have a small rebound barrier with magnitude of only a few kcal mol−1 above the 

radical intermediate. For the C1-pathway an alternative rebound TS was found for a 5-pathway that has 

a barrier of 13.5 kcal mol−1 above 5IM1HA,C1. Interestingly, the C4 pathway has a relatively large rebound 

barrier of 21.2 kcal mol−1 above 5IM1HA,C4.  

 

Geometrically, the transition state geometries of 5TS1HA,C1, 5TS1HA,C2 and 5TS1HA,C4 are shown in Figure 

4.4. All three transition states are product-like with the transferring hydrogen atom closer to the acceptor 

atom than the donor atom, i.e. in 5TS1HA,C1 the C−H and O−H distances are 1.354Å and 1.158 Å, whereas 

for 5TS1HA,C2 and 5TS1HA,C4 the values obtained for the C−H distances are 1.352/1.403 and for the O−H 

distances 1.155/1.114 Å, respectively. At the same time, in all TS1 structures the Fe−O distance has 

elongated from 1.653 Å in 5R1 to 1.78 Å as a result of the change in molecular orbital occupation. 

 

Electronically, in the transition state an electron transfer takes place from the substrate C−H bond into the 

*z2 molecular orbital to create a radical intermediate with an electronic configuration of *xy
 *xz

 *yz
 

*x2-y2
 *z2

 Sub
. The latter orbital designates the singly occupied orbital on the substrate and its 

electron is antiferromagnetically coupled to the five up-spin electrons on the metal. An analysis of the 

group spin densities of 5TS1HA,C1, 5TS1HA,C2 and 5TS1HA,C4 indeed all give a spin density of 3.9 on iron 

and −0.5 on the substrate, as expected from the molecular orbital occupation. This type of electron transfer 

is designated a 5-pathway,[20] while the radical intermediate with electronic configuration *xy
2 *xz

 

*yz
 *x2-y2

 Sub
 passes the 5-pathway.  

 

We attempted to swap molecular orbitals for the radical intermediates to find the 5-states, but during the 

SCF convergence they relaxed back to the 5-intermediates, which therefore are the lowest in energy. 

The imaginary frequency in the transition state is large for all three hydrogen atom abstraction transition 

states and implicates that the reaction will incur a large kinetic isotope effect when the transferring 

hydrogen atom is replaced by a deuterium atom. These large values of imaginary frequencies are typical 

for hydrogen atom abstraction transition states and have been seen before for analogous reaction 

mechanisms.[21]  
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Moreover, these large imaginary frequencies in the transition states for the O−H−C stretch vibration 

implicate that hydrogen by deuterium substitution may result in a raise of the barriers and a change in 

kinetics through a kinetic isotope effect. We; therefore, calculated free energies for 5TS1HA,C1, 5TS1HA,C2 

and 5TS1HA,C4 for the replacement of hydrogen atoms by deuterium. Despite the fact that the 5TS1HA,C1 

barrier is raised by about 1.3 kcal mol−1 when the C1−H bond is replaced by C1−D, it actually does not 

change the ordering of the transition states. Moreover, a kinetic isotope effect of KIE = 8.9 is calculated 

with the classical Eyring method, while tunnelling corrections raise this to 12.4. Similar KIE values are 

obtained when the C2−H bond is replaced by C2−D.   

 

 

 

Figure 4.5 DFT calculated potential energy profile for substrate hydroxylation at the C1 and C2 positions 

for rotated substrate. Geometries optimized at UB3LYP/BS1 and energies reported are in kcal mol‒1 

obtained at EBS2+ZPE (GBS2) [EBS2+ZPE+D3]. Bond lengths are in Ångströms, bond angles in 

degrees and the imaginary frequency in cm‒1. 

 

 

We also calculated the hydrogen atom abstraction transition states starting from 5R1’, where the C2−H 

positions of the substrate are closer to the iron(IV)-oxo and the results are given in Figure 4.5. 

Interestingly, the 5TS1’HA,C2 structure has an energy of E‡+ZPE = 15.6 kcal mol−1 and a geometry that 

is very close to its analogous structure 5TS1HA,C2 shown in Figure 4.4. In particular, the transferring 

hydrogen atom has C−H and O−H distances of 1.354 and 1.148 Å, which are within 0.01 Å from those 

for 5TS1HA,C2. In addition, the imaginary frequency represents a hydrogen transfer and has a mode of 

i1353 cm−1. 
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A similarly close structure is obtained for 5TS1HA,C1 versus 5TS1’HA,C1, where both geometry 

optimizations started with different substrate orientation. As such during the geometry minimization the 

structure reoriented to an orientation close to 5TS1HA,C1. Relative energies of 5TS1HA,C1 and 5TS1’HA,C1 

give them as the lowest energy barriers with values E‡+ZPE = 11.3 and 11.6 kcal mol−1, respectively. 

Due to the reorientation of substrate the 5TS1’HA,C2 barrier is lowered with respect to the energy of 

5TS1HA,C2 and is reduced from E‡+ZPE = 19.2 to 15.6 kcal mol−1 Nevertheless, regardless of the 

orientation of the substrate, the C2−H hydrogen atom abstraction is well higher in energy than the C1−H 

hydrogen atom abstraction, which will be the dominant reaction channel. Consequently, substrate binding 

is not expected to affect the selectivity of the reaction and the product distributions. 

 

Despite the fact that the 5TS1’HA,C1 transition state relaxes to a radical intermediate, the 5TS1’HA,C2 barrier 

collapses to product 5P2’HA,C2 directly and no stable radical intermediate could be characterized. In the 

other substrate orientation (Figure 4.4) a stable radical intermediate was found, but with a small rebound 

barrier leading to products. As such in both substrate orientations the rate-determining step is hydrogen 

atom abstraction with fast and facile radical rebound to either the C1 or C2-position. 

 

The calculations shown in this work implicate; therefore, that regardless of the substrate orientations and 

binding positions the lowest energy barrier is always for C1−H hydrogen atom abstraction even when the 

C1−H bond is further away than the C2−H bond in the active site. As such irrespective of substrate 

positioning the reaction will proceed toward dominant C1−H hydrogen atom abstraction and give C1-

hydroxylated products and little or no C2- or methyl hydroxylation can be expected, which matches the 

experimental product observations of this enzyme.  
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Figure 6.6 DFT calculated bond dissociation energies of selected C−H bonds in 2-

(trimethylammonio)ethylphosphate in the gas-phase (inset) and inside the cluster models R1 and R1’. 

Energies obtained at UB3LYP/6-311++G** level of theory with solvent and ZPE corrections included. 

 

To understand the reactivity preference of C1-hydroxylation over C2- and methyl-hydroxylation, we 

calculated the bond dissociation energies (BDEs) for all C−H bonds of the substrate and the results are 

given in Figure 6.6. These BDE values were calculated for the substrate, i.e. 2-(trimethylammonio)-

ethylphosphonate as the difference in energy between the substrate, an isolated hydrogen atom and the 

substrate with one hydrogen atom removed from either the C1−H, C2−H or methyl positions. The 

UB3LYP/6-311++G** calculated BDE values at E+ZPE+Esolv are 96.1 kcal mol−1 for the C1−H bond, 

91.5 kcal mol−1 for the C2−H bond and 119.1 kcal mol−1 for the CH2−H bond. Therefore, the lowest BDE 

would correspond to the weakest bond of the substrate and hence is the C2−H bond, yet it is not being 

activated in the TmpA enzyme during the substrate hydroxylation mechanism! On the other hand, the 

strongest bond in the substrate is the methyl C−H bond and it should be difficult to break that bond. 

Indeed, a high barrier for hydrogen atom abstraction from the methyl C−H bond is calculated for the 

enzymatic model (Figure 4). These gas-phase BDE calculations; therefore, predict that the order of the 

5R1 (5R1’)

Gas-phase

BDEC1-H = 103.5 (101.6)

BDEC2-H = 104.3 (106.0)
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hydrogen atom abstraction barriers of C1−H versus C2−H are opposite of that seen from the difference in 

BDE values. Clearly environmental effects in the enzyme, and well reproduced in our model, perturb the 

C1−H and C2−H bond strengths and lead to a reversal of the barriers. Thus, it should be easier to break 

the weak C2−H bond than the stronger C1−H bond, yet in the enzyme the C1−H bond is preferentially 

broken. Clearly, substrate binding and positioning prefers C1−H to C2−H activation and leads to negative 

catalysis, whereby the weak C2−H bond is not activated in favor of a stronger C1−H bond. 

 

Subsequently, we took the substrate-bound reactant complexes, namely 5R1 and 5R1’ and calculated the 

bond strength of the C1−H and C2−H groups by doing a single point energy calculation for R1 and R1’ 

with one hydrogen atom removed in the sextet spin state. This way, the BDEs of the C−H bonds inside 

the cluster model were calculated. For model R1 we find BDEC1-H and BDEC2-H of 103.5 and 104.3 kcal 

mol−1, whereas for model R1’ they are 101.6 and 106.0 kcal mol−1. As follows, in the protein matrix the 

C−H bond strengths of an arginine substrate are stronger, but the C1−H bond becomes the weaker of the 

two C−H bonds. These results show that the electrostatic interactions of the protein matrix and oxidant 

on the substrate influences the individual C−H bond strengths and enables abstraction of the hydrogen 

atom that is stronger bound in the gas-phase and thereby triggers a negative catalysis. 

 

 

To gain insight into the effect of the protein residues on the reaction mechanism and barriers in the large 

cluster model R1, we decided to explore a further truncated model. In particular, we investigated the 

minimal model R2 that only considers the first-coordination metal ligands and the substrate. This 

hypothetical model of TmpA will help explain how stereochemical and electrostatic perturbations in the 

second-coordination sphere affect the transition states, relative energies and charge distributions. 

Subsequently, we calculated the C1−H and C2−H hydrogen atom abstraction pathways for model R2. 

Thus, without the protein present, we find barriers for 5TS1HA,C1,R2 and 5TS1HA,C2,R2 of E‡+ZPE = 17.8 

and 7.6 kcal mol−1, respectively, while they were 11.3 and 19.2 kcal mol−1 at the same level of theory for 

model R1 (Figure 4). Therefore, removal of the protein environment and consequently perturbations 

relating to substrate positioning near the oxidant lowers the hydrogen atom abstraction barrier for the 

C2−H group dramatically, whereas the C1−H hydrogen atom abstraction barrier is raised by more than 6 

kcal mol−1. Moreover, under ideal circumstances, i.e. without protein present, the iron(IV)-oxo reactivity 

should give barriers that follow the order of the strength in C−H bond, i.e. BDECH, whereby the C2−H 

hydrogen atom abstraction barrier is the lowest in energy. This is indeed the case with the minimal model, 

but not with the large cluster model.  
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Figure 4.7 DFT calculated radical intermediates IM1HA,C1, IM1HA,C2 and IM1HA,C4 as optimized at 

UB3LYP/BS1 in Gaussian-09 with bond lengths in Ångströms. 

 

 

To understand, why the C2-radical is destabilized while the C1 radical is stabilized by the protein, we draw 

the three 5IM1 structures in Figure 4.7. As can be seen, the Fe−O distances are very close for the three 

structures and hence the differences do not appear to have to do with the first-coordination sphere of the 

metal. Also, in all three structures a double salt bridge between the Arg288 group with the phosphate 

moiety of the substrate is in place with almost equal distances. The only major difference between the 

three structures relates to the position of the sp2-hybridized carbon atom. In particular, the radical on C2 

gives an sp2-hybridized carbon atom on the C2-position of substrate that twists the trimethylamine group 

and moves it further away from the iron(III)-hydroxo group. In 5IM1HA,C2 the distance between the 

hydroxo and the trimethylamine group is 4.155 Å, while it is only 3.513 Å in 5IM1HA,C1. The shorter 

interaction between a cation and an anion will give larger stability due to favorable Coulomb interactions. 

In both 5IM1HA,C1 and 5IM1HA,C2 the iron(III)-hydroxo group forms a hydrogen bond with the phosphate 

group, whereas in 5IM1HA,C4 it is with the carboxylate group of succinate, which also interacts with the 

phenol group of Tyr358. This interaction and the position of the hydroxyl group will make rebound difficult 

and hence a large rebound barrier for the C4-pathway is found. 

 

In a similar way to the BDECH energies, we calculated the energy to form the O−H bond in the iron(III)-

hydroxo complex, i.e. BDEFeO−H. The BDEFeO−H was estimated from the difference in energy between an 
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FeIII(OH) complex and an isolated hydrogen atom and an iron(IV)-oxo species for a small nonheme iron 

model complex and a value of 93.0 kcal mol−1 was obtained.[22] It was shown that the difference in energy 

between BDECH and BDEFeO−H should correspond to the energy difference between reactants and radical 

intermediates. Thus, for hydrogen atom abstraction from the C1-position of 2-(trimethylammonio) 

ethylphosphonate the difference in BDE values gives −3.5 kcal mol−1, while for hydrogen atom 

abstraction from the C2-position it is −8.1 kcal mol−1.  

 

The former value is a slightly higher in energy than the difference between reactants and 5IM1HA,C1 of 

−9.4 kcal mol−1. Hence, the protein has a small stabilization effect on the C1-radical intermediate of 5.9 

kcal mol−1. On the other hand, the 5IM1HA,C2 structure is considerably less stable than predicted from 

thermochemical values for the bonds that are broken and formed. To be specific, the 5IM1HA,C2 is 11.7 

kcal mol−1 less stable than predicted based on the thermochemistry. Therefore, the protein environment 

destabilizes the C2−H hydrogen atom abstraction transition state as well as its subsequent radical 

intermediate 5IM1HA,C2. 

 

To analyze the results and gain insight into how electrostatic perturbations from the protein guide and 

direct the substrate activation in TmpA, we did a thermodynamic and electric field effect analysis on the 

bond strengths of the structures. The DFT calculations presented in this work, in agreement with 

experimental observation, show that TmpA activates substrate preferably at the C1-position. However, 

the calculations show that actually the C2−H bond strength is weaker; yet, the energy to cleave this bond 

is well higher. We tested two substrate binding orientations, whereby in R1 the C1−H group is closest to 

the iron(IV)-oxo species, while in R1’ the C2−H group is closest.  
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Figure 4.8 Space-filling model of the substrate-bound (R1) structure of TmpA as taken from the 6NPC 

pdb file. The right-hand side gives the first-coordination sphere extracts of R1 and R1’ as a comparison. 

 

 

Despite the differences in orientation the obtained hydrogen atom abstraction barriers remain high in 

energy and do not change ordering. Figure 4.8 displays the first-coordination sphere and substrate 

orientations of R1 and R1’. The structural comparison of those geometries shows that the first-

coordination sphere of the metal is virtually the same and essentially only the substrate orientation is 

swapped around the C1 and C2 positions. The space filling model on the left-hand-side; however, shows 

tight binding of the substrate inside the binding pocket with several aromatic residues, e.g. Tyr170, Tyr173, 

Phe177, Tyr203 and Tyr358 side chains providing a cavity for the trimethylamine group to bind. The two 

substrate binding positions do not give major differences in hydrogen bonding interactions between 

substrate and protein and consequently the two structures are similar in energy and will bind equally 

strongly. Furthermore, the hydrogen atom abstraction barriers for substrate orientation R1 and R1’ are 

very similar and hence positioning of the substrate will not change the selectivity or the reaction rates. As 

the trimethylammonio group of substrate is surrounded by aromatic amino acids, while the phosphate 

group is surrounded by polar residues including a positively charged Arg residue, we reasoned that the 

protein must induce a local electric field effect or dipole moment that can affect charge distributions and 

spin populations. 

 

How external perturbations affect the selectivity of the reaction and particularly whether an electric dipole 

moment or electric field effect can influence the strength of a C−H bond in a substrate, was further 

explored by calculating the substrate BDE values for the C1−H and C2−H positions with an external 

electric field applied. In particular, we investigated the isolated substrate in the gas-phase and calculated 

the BDECH values with an external electric field applied. These electric field calculations can mimic the 

His341

His198

KG

Asp200

Tyr203

Tyr173

Tyr358

Arg288

Tyr170

Phe177

5R1 5R1’



 106 

charge distributions of protein and highlight the nature and direction needed for a chemical reaction 

change.[23] Specifically, it was shown that bond dissociation energies correlate with the change in 

polarizability volume between the molecule and isolated fragments and consequently an electric field 

effect should influence relative bond strengths.[22] Previously, we showed that an external electric field 

can affect the charge distributions in molecules and enzymatic models and even affect bond dissociation 

energies.[24] Thus, it was shown for cytochrome P450 Compound I that a field along the positive Fe−S 

axis in the active site gave more sulfur radical-character, while a field in the opposite direction gave more 

porphyrin radical-character.[25] As such the electronic configuration of Compound I was shown to change 

upon electric field perturbations that also affected its electron affinity and consequently its ability to react 

with substrates. In particular, the electric field effects affected the chemoselectivity of substrate 

hydroxylation versus epoxidation of a model complex and the product distributions could be guided by 

the direction and magnitude of the electric field.  

 

A similar change in charge distribution was seen in cytochrome c peroxidase, where one specific electric 

field perturbation gave a Compound I electronic configuration with a porphyrin radical while with a field 

in the reverse direction a protein (Trp) radical was found.[26] Moreover, in the nonheme iron halogenase 

a local electric field of charged amino acid residues was proposed to trigger a substrate halogenation 

reaction, whereas in the absence of the field a substrate hydroxylation reaction was predicted.[27] More 

recent work on the nonheme iron dioxygenase enzyme OrfP showed that the C−H bond strengths of the 

substrate were different in the gas-phase than inside a protein matrix. In particular the dipole moment and 

charge distributions of active site residues affected the C−H bond strengths of the substrate in the binding 

pocket and triggered a chemoselective reaction mechanism.[28] Experimental studies using electronic 

absorption methods showed that an external electric field affects charge distributions and influences 

hydrogen bonding interactions; thereby, moving protons from a donor to an acceptor group or vice 

versa.[29] To test if something similar would apply to the substrate inside the TmpA enzyme structure, we 

decided to investigate the C−H bond strengths of the substrate in different environments and under 

external electric field effects. These types of studies are not computational curiosities as various 

experimental groups have latched proteins on electrode surfaces and studied the subsequent reaction 

mechanisms under an applied electric field.[30] 
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Figure 4.9 Calculated BDEC1−H and BDEC2−H values for an isolated substrate in the gas-phase under the 

addition of an external electric field along the molecular x-, y- and z-axis as defined in the structure. 

Energies calculated through a single point calculation on the gas-phase optimized geometry at 

UB3LYP/6-311++G ** level of theory with an electric field perturbation added in Gaussian-09. 

 

The calculated BDEC1−H and BDEC2−H values under an external electric field are shown in Figure 4.9. As 

shown above in Figure 4.6, in the gas-phase the C1−H and C2−H bond dissociation energies are BDEC1−H 

= 96.1 kcal mol−1 and BDEC2−H = 91.5 kcal mol−1. As can be seen from Figure 4.9 an external field along 

the positive x-direction or negative y-direction changes the ordering of the two BDE values and makes 

the C1−H bond weaker than the C2−H bond, while in the opposite direction the C2−H bond is the weakest. 

In particular, a small electric field perturbation along the molecular x-axis already reverses the relative 

C−H bond strengths and as such a small perturbation form a charged residue in the active site pocket may 

influence the chemoselectivity of the reaction. Interestingly, a field along the molecular z-axis does not 

change the ordering of the two BDECH values and keeps the C2−H below the C1−H in strength. Clearly, 

the individual bond strengths of these aliphatic groups are strongly affected by local perturbations, such 

as charged residues in the active site, an electric dipole moment of, e.g., the metal center, or external 

electric fields as posed on the reaction by the protein. As such the C−H bond strength of the substrate (2-

(trimethylammonio)ethylphosphonate) will be highly sensitive to environmental effects and minor 
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perturbations along the negative y-direction of the substrate and to a smaller extend the positive x-

direction will lead to preferential C1−H hydrogen atom abstraction over C2−H hydrogen atom abstraction. 

The electric dipole vector in 5R1 is shown in Figure 4.10 and gives a perturbation along the molecular x 

and z-directions of the substrate. As such, the dipole vector of the reactants complex predicts an electric 

field effect along the positive x-field and hence a rise in BDE values for the C1−H and C2−H bonds and a 

reversal of the ordering. It appears therefore, that the electric dipole moment in 5R1 creates an internal 

electric field effect of approximately EX = +0.10 au on the substrate. These results imply that when 

proteins are latched on a metal surface of a heterogeneous catalyst and exposed to a specific electric field 

along a reaction coordinate this can trigger a change in regioselectivity of substrate activation with respect 

to the isolated system.  

 

 

Figure 4.10 Left: electric dipole moment (orange vector) in the optimized geometry of 5R1. Right: 

electrostatic map of the protein structure (6NPC pdb file) with polar residues highlighted (positively 

charged residues in blue and negatively charged residues in red). 

 

 

Moreover, an electric field along a chemical bond appears to affect the homolytic bond energy and enables 

stronger polarization in a specific direction that can guide bond cleavage patterns. This effects also could 

be integrated in proteins by adding charged residues, e.g., Arg, Lys, Asp, Glu, at specific positions in a 

protein so that their induced electric field effects influence biocatalysis. Indeed, recent biotechnological 

studies of Roelfes et al[30c] showed that a single mutation in a metalloenzyme gave enantioselective 
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Friedel-Crafts alkylation of indoles, while another mutation gave a selective alternative reaction product. 

Those studies are aligned with our work that shows the importance of substrate binding and positioning 

and the electrostatic perturbations of the protein that guide regio- and chemoselectivities of chemical 

reactions. 

 

Next, we explored the contribution of polar amino acid residues in the protein and their electrostatic 

effects. Figure 4.10 gives an electrostatic map of the 6NPC structure as well as the electric dipole moment 

of the optimized geometry of the reactant complex 5R1. As can be seen the reactant complex has a large 

dipole moment, which points mostly along the positive x-coordinate and negative y-coordinate of the 

substrate. Hence in agreement with the electric field effect calculations the electric dipole moment will 

destabilize the C2−H hydrogen atom abstraction barriers and at the same time stabilize the C1−H hydrogen 

atom abstraction pathways. As such the electric dipole moment of the cluster model explains the 

regioselectivity obtained for the reaction and helps and guides the substrate activation. Obviously this 

strong dipole moment is missing in the minimal cluster model R2 and consequently the regioselectivity 

of substrate activation is reversed. Therefore, electric dipole moments can perturb reaction pathways and 

trigger a selectivity change in proteins.    

 

A detailed analysis of the TmpA protein shows that it contains 34 positively charged amino acids (Lys 

and Arg) and 46 negatively charged residues (Asp and Glu). This will lead to a local dipole moment that 

incurs an electric field effect on the active site, the substrate and the rest of the protein. As the BDE values 

are sensitive to external perturbations, this local dipole moment pushes the reaction to C1−H hydrogen 

atom abstraction and destabilizes the C2−H hydrogen atom abstraction pathway. Consequently, local 

electric field and dipole moments in TmpA protein change the selectivity of substrate activation to favor 

an otherwise impossible or difficult reaction mechanism. The studies presented in this work; therefore, 

highlight how nature utilizes local electrostatic perturbations and electric field effects to enable a 

regioselective reaction mechanism. 

 

To gain further insight into the effect of the protein and the charges of the polar residues on the relative 

barriers heights for 5TS1HA,C1 versus 5TS1HA,C2 we did a final set of calculations on the structures of the 

transition states and their relative energies with protein residues removed. First, we took the optimized 

geometries of 5R1, 5TS1HA,C1 and 5TS1HA,C2 and removed all protein residues apart from those ligated to 

iron and replaced the arginine cation with a Li+ ion in the position of the central carbon atom of the side 

chain. Subsequently, we ran a single point energy calculation for these structures at UB3LYP/BS2 with 

solvent model included to get the no-protein (NP) corrected barrier heights and show those alongside the 
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original barriers in Figure 4.11. As can be seen, removal of the protein residues from the model, but not 

the charges, keeps the C1-transition state below the C2-transition state and lowers the barriers by 4.4 and 

4.3 kcal mol−1, respectively. Therefore, the effect of the protein is the same for both barriers and generally 

means that the electrostatic interactions of the protein destabilize the transition states and raise them in 

energy and slower the overall reaction. 

 

 

 

Figure 4.11 Relative energies (E+ZPE in kcal mol−1) of the transition state barriers from Figure 4 and 

the structures with protein residues removed and Li+ in the position of Arg288 (data with labels ending 

with NP) and the protein and charges removed, and substrate reduced to ethane (data with labels ending 

with min). 
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The same trends are seen when dispersion is included in the calculations. In a second set of 

calculations, we took the optimized geometries of 5R1, 5TS1HA,C1 and 5TS1HA,C2 and removed 

all protein residues as well as the charged groups of the substrate and protein and shortened the 

substrate to ethane. A single point energy calculation at UB3LYP/BS2 was performed on these 

abbreviated structures labeled with min in subscript in Figure 4.11. As can be seen, the energies 

of the transition states with charged residues removed are very high in energy but have the C2-

transition state below the C1-transition state as predicted from the relative energies of the BDE 

values. Therefore, the charge distributions in the protein and particularly the one from the 

Arg288 side chain in the substrate binding pocket are responsible for the regioselectivity switch 

from C2-hydroxylation to C1-hydroxylation in TmpA enzymes and lower the C1−H hydrogen 

atom abstraction barriers below those from the C2−H group. As a consequence, the charged 

residues in the protein are essential to guide the selectivity for substrate activation and without 

the active site Arg residue the selectivity should be lost. It would be interesting to see whether 

TmpA variants with Arg288 replaced by a neutral group would indeed confirm this and change 

the regioselectivity from C1-hydroxylation to C2-hydroxylation instead. 

4.4 Conclusion 

In this work a computational (density functional theory) study on the nonheme iron 

dioxygenase TmpA is presented for the first time. We have set up a large active site cluster 

model containing the first- and second-coordination sphere of the metal centre with substrate 

binding pocket. The substrate hydroxylation pathways on the C1-, C2- and N-methyl-positions 

were studied. In agreement with experimental observation, we find a regioselective C1−H 

hydroxylation pathway with a rate-determining hydrogen atom abstraction step. The C1−H 

hydrogen atom abstraction barriers are lowest in energy regardless of whether the C1−H or the 

C2−H bond is closest to the oxo group and hence are not dependent on substrate positioning. 

Therefore, the reactivity in TmpA is not solely determined by substrate positioning but by the 

relative C−H bond strengths of the available and accessible bonds. Moreover, a model with the 

substrate C2−H bond closest to the iron (IV)-oxo group than the C1−H bond still have 

preferential C1−H activation. Interestingly, however, in the gas-phase the C2−H bond is found 

to be weaker than the C1−H bond; yet the C1−H is being activated by the enzyme. The work 

shows that TmpA avoids hydroxylation of the weak C2−H bond through substrate and oxidant 

positioning that favor the C1−H hydroxylation and hence reacts through negative catalysis. In 
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particular, polar residues in the protein induce a local electric field and electric dipole moment 

and particularly the positively charged Arg288 residue that affects the strength of the various 

C−H bonds in the substrate and trigger a selective substrate hydroxylation pathway. Therefore, 

the TmpA protein is intricately designed for selective C1−H hydrogen atom abstraction of 2-

(trimethylammonio)ethylphosphonate, where the substrate is positioned such that 

environmental charge perturbations enable a regioselective C1−H hydroxylation and avoid the 

C2−H hydroxylation at the same time. In particular, the function of the active site Arg288 group 

appears to be by polarizing the charge in the C1−H bond and weakening it, to enable a 

regioselective C1−H hydroxylation process. Through selective positioning of active site 

charges TmpA; therefore, can react through negative catalysis with favourable C1−H 

hydroxylation. 

4.5 Experimental Section: Model Set-up 

A cluster model was created of the TmpA enzyme based on the crystal structure coordinates 

deposited in the 6NPC protein databank (pdb) file. [12,16] This is a substrate (2-

(trimethylammonio)ethylphosphate) and 𝑎 -ketoglutarate bound nonheme-iron dioxygenase 

structure. We selected the residues from chain A and added hydrogen atoms in Chimera at pH 

= 7.5. Individual protonation states were visually inspected, and it was ascertained that all Asp 

and Glu residues were deprotonated on the carboxylic acid group, while the amino acid side 

chains of Arg and Lys residues were protonated. All histidine residues were taken as singly 

protonated and visually inspected for neighbouring hydrogen bonding donor interactions. 

Subsequently, the iron (II)- alpha-ketoglutarate group was manually replaced by iron (IV)-

oxo-succinate to generate the starting point of the calculations. A molecular dynamics 

simulation on this structure for 20 ns was performed and showed the system to be highly rigid 

with little movement of the protein. 

 

A cluster model was created as described above in Figure 2. We initially ran the geometry 

optimizations with constraints on several 𝑎 -carbon atoms of the protein chains to keep the 

structure as close as possible to the crystal structure orientation. However, this gave 

convergence problems and we attempted to reoptimize without geometric constraints. The 

unconstraint structure converged much smoother and an overlay with the constraint geometry 

optimization (Figure S6 and S7, Supporting Information) shows little geometric differences 

between the two structures probably due to the fact the structure has substrate and oxidant 



 113 

tightly bound with many hydrogen bonding interactions. Consequently, the rest of the 

mechanism was run without geometric constraints imposed on the model. The structure and 

reaction mechanism were explored with two substrate orientations, i.e., structures R1 and R1’. 

 

 

 

Figure S6: Overlay of the quintet spin reactant complexes (5R1fix/5R1nofix) optimized with and 

without constraints. 

 

 

Figure S7: UB3LYP/BS1 optimized geometries of 5R1 as optimized with and without 

constraints. Bond lengths are given in angstroms. The structure with constraints is 5Refix and 

the one without constraints is 5R1nofix. 
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To understand the effect of the protein on the reaction mechanism derived from the large cluster 

model R1, we also calculated the hydrogen atom abstraction steps with a truncated enzyme 

model (R2) that includes substrate and the iron (IV)-oxo with its first-coordination sphere 

ligands only (atoms highlighted in blue and red in Figure 2). In model R2 His198 and His341 

were truncated to methylimidazole and succinate and Asp200 to acetate. 

 

We calculated this system in the lowest lying triplet, quintet, singlet and septet spin states. An 

overlay of the optimized geometry of the model with either the crystal structure coordinates, 

or the final point of the MD simulation shows little differences in the active site structure and 

coordination of the reactant structure (Supporting Information, Figures S8 – S11). 

 

 

Figure S8. The overlay of two snapshots from MD simulation, namely the equilibrated 

structure after 15 ns (in amber) and the equilibrated structure (in purple) obtained after 20 ns 

of MD-simulation. The active site and substrate are highlighted. It can be seen the geometries 

are very similar. 

substrate

Active site
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Figure S9. The overlay of crystal structure coordinates of the 6NPC pdb file (in yellow) and 

the equilibrated structure (in purple) taken from the MD simulation at a snapshot of 20 ns. The 

active site and substrate are highlighted. It can be seen the geometries are very similar. 

 

 

 

Figure 10. Overlay of optimized geometry of the quintet spin reactant complex, 5R1 (in atomic 

colours) and equilibrated structure (in green) obtained after a 20 ns MD-simulation. 
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Figure S11. Overlay of the optimized geometry of the quintet spin reactant complex, 5R1 (in 

atomic colours) and geometry taken from the 6NPC pdb file (in green). 

4.6 Computational Methods 

The Gaussian-09 software package was used for all quantum chemical calculations discussed 

here.[31] Following previous experience with the reactivity of iron complexes,[32] we utilized 

the unrestricted B3LYP density functional method[33] in combination with a LANL2DZ (with 

electron core potential) on iron and 6-31G on the rest of the atoms: basis set BS1.[34] To correct 

the energetics, single point calculations with dispersion corrected UB3LYP-D3 were done with 

the LACV3P+ (with electron core potential) on iron and 6-311+G* on the rest of the atoms: 

basis set BS2.[33−35] The latter set of calculations included a continuum polarized conductor 

model (CPCM) with a dielectric constant mimicking chlorobenzene ( = 5.6968).[36] Free 

energies reported here are calculated at 298 K/1 bar and use uncorrected vibrational frequencies 

for the thermal and entropic corrections. Frequency calculations were performed on all local 

minima and transition states, and it was confirmed that local minima had real frequencies only, 

while the transition states had a single imaginary mode for the correct vibration along the 

reaction coordinate. The methods utilized here were tested and validated against experimental 

data previously and shown to correctly reproduce chemo- and regiospecificities of enzymatic 
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and biomimetic systems and give free energies of activation to within a couple of kcal mol−1 

from experiment.[37] 

 

To test the reproducibility of our results, a selection of calculations were repeated with 

alternative density functional theory methods and basis sets. Thus, the geometries of 5R1, 

5TS1HA,C1 and 5TS1HA,C2 were reoptimized with PBE0 [38] and B3LYP-D3 methods.[33−35] As 

can be seen from the results in Tables S3 – S6 (Supporting Information); changing the density 

functional method affects the potential energy landscapes little and optimized geometries are 

similar. Therefore, calculations with PBE0 or B3LYP-D3 converge to the same conclusions as 

those drawn from the B3LYP results.  

 

Table S3: Imaginary frequency (cm-1) of transition state structures along the C1 and C2 

hydroxylation pathway of a substrate (2-(trimethylammonio)ethylphosphonate) activated by 

TmpA model complex. Calculated at the PBE0/BS1 level of theory level of theory in the 

quintet spin state. 

 

System Imaginary Frequency (cm-1) 

5TS1HA,C1 i1234.1 

5TS1HA,C2 i1209.9 

 

Table S4: Absolute (free) energies (in au) of optimized geometries for the C1 and C2 

hydroxylation pathway of substrate (2-(trimethylammonio)ethylphosphonate) activation of its 

first step by TmpA model complex as calculated at the UB3LYP-D/BS1 level of theory in 

quintet spin states. 

 

System BS1 (Gas)  BS2 + Solv 

EBS1 EBS1+ ∆ ZPE EBS1+ ∆G EBS2,solv,D + ∆ZPE EBS2,solv,D + ∆G 

5R1 -6461.530267 -6459.492299 -6459.668734 -6464.972580 -6462.934612 

5TS1HA,C1
 -6461.497133 -6459.465955 -6459.637698 -6462.897484 -6463.069226 

5TS1HA,C2
 -6461.491441 -6459.460673 -6459.632833 -6462.895905 -6463.068065 

 

Table S5: Relative (free) energies (kcal mol‒1) of optimized geometries for the C1 and C2 

hydroxylation pathway of substrate (2-(trimethylammonio)ethylphosphonate) activation of its 
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first step by TmpA model complex as calculated at the UB3LYP-D/BS1 level of theory in 

quintet spin states. 

 

System BS1 (Gas)  BS2 + Solv 

EBS1 EBS1+∆ZPE EBS1+G EBS2,Solv,D+ 

∆ZPE 

EBS2,Solv,D+G 

5R1 0.0 0.0 0.0 0.0 0.0 

5TS1HA,C1
 20.8 16.5 19.5 23.3 26.2 

5TS1HA,C2
 24.4 19.8 22.5 24.3 27.0 

 

Table S6: Imaginary frequency (cm-1) of transition state structures along the C1 and C2 

hydroxylation pathway of substrate (2-(trimethylammonio)ethylphosphonate) activation by 

TmpA model complex as calculated at the UB3LYP-D/BS1 level of theory level of theory in 

the quintet spin state. 

 

System Imaginary Frequency (cm-1) 

5TS1HA,C1 i1777.1 

5TS1HA,C2 i1582.1 

 

 

In addition, the full hydroxylation mechanism was recalculated at UB3LYP/BS3 level of theory 

(LACV3P+ plus core potential on iron and 6-31G* on the rest of the atoms), which gave only 

minor changes to the energies along the landscape and very similar structures were obtained. 

This result matches previous benchmark studies on enzymatic reaction mechanisms that 

showed little differences between energies obtained at UB3LYP/BS3//UB3LYP/BS1 and 

UB3LYP/BS3.[39] Furthermore, our group performed a series of validation calculations with a 

range of computational methods and procedures for oxygen atom transfer reaction by iron(IV)-

oxo complexes.[40] These studies showed that most methods give the same selectivities and a 

systematic error in the free energies of activation, whereby one of the methods that gave best 

agreement with experiment was UB3LYP/BS2//UB3LYP/BS1, hence this method was used 

here. 
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Electric field effect calculations were run in Gaussian using the “field” keyword placed along 

the molecular x-, y- or z-axis in either the positive or negative field direction.[31] Single point 

electric field calculations were done with various field sizes along each of the principal axis 
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5.1 Abstract 

Aryloxyalkanoate dioxygenases are unique herbicide biodegrading nonheme iron enzymes 

found in plants and hence, from environmental and agricultural point of view they are important 

and valuable. However, they often are substrate specific, and little is known on the details of 

the mechanism and the substrate scope. To this end, we created enzyme models and calculate 

the mechanism for 2,4-dichlorophenoxyacetic acid biodegradation and 2-methyl substituted 

analogs by density functional theory. The work shows that the substrate binding is tight and 

positions the aliphatic group close to the metal center to enable a chemoselective reaction 

mechanism to form the C2-hydroxy products, whereas the aromatic hydroxylation barriers are 

well higher in energy. Subsequently, we investigated the metabolism of R- and S-methyl 

substituted inhibitors and show that these do not react as efficiently as 2,4-

dichlorophenoxyacetic acid substrate due to stereochemical clashes in the active site and 

particularly for the R-isomer give high rebound barriers. 

 

 
3 Author contribution statement: This is the original reference where the paper is published. Yen-Ting, Lin, the 

Majority of  the contribution is all DFT calculations and data analysis with the help of MD simulation by Dr Hafiz 

Saqib Ali, guided by Dr Samuel De Visser on all the directions of the project. 

https://chemistry-europe.onlinelibrary.wiley.com/doi/abs/10.1002/chem.202103982
https://doi.org/10.1002/chem.202103982
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5.2 Introduction 

Herbicides are common chemicals used in agriculture to improve crop yield. Often, however, 

these chemicals cause toxicological and ecological problems to the environment.[1] As such, 

research has been devoted into biodegradable herbicides or environmentally friendly 

alternatives. Thus, herbicide biodegradation is important in agriculture and particularly from a 

human health perspective, whereby plants metabolize excess herbicide and prevent these 

chemicals from entering the human body or the environment. As a consequence, a lot of 

scientific research has been devoted to studies into the efficiency and efficacy of these 

herbicides and their toxicological and environmental effects.[2] 

 

In recent years several herbicides have been identified that are biodegradable by plants. In 

particular, herbicide resistant maize [3] and corn [4] crops were engineered with the 

aryloxyalkanoate dioxygenase (AAD) enzyme and found to be able to degrade the commonly 

used herbicide 2,4-dichlorophenoxyacetic acid (2,4-D) efficiently. This did not affect plant 

growth and led to herbicide biodegradation instead of its release into the environment.[4] 

Compounds like 2,4-D (Scheme 5.1) are extensively used in agriculture as they are low-cost 

and effective.[5] Therefore, research has been performed into the activation of 2,4-D and 

structural and functional analogues, such as R- and S-2-(2,4-dichlorophenoxy)propanoate 

(designated RP and SP). In particular, further use of aryloxyalkanoate dioxygenases in plant 

biotechnology and agriculture is being pursued. However, as little is known on the catalytic 

mechanism and substrate scope of these fascinating enzymes, we decided to do a computational 

study into the enzymatic reaction mechanism of AAD to shed light on its selectivity patterns. 
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Scheme 5.1 Common dichlorophenoxy acids used in agriculture as herbicides. 

 

Early studies on the enzyme AAD characterized it as a mononuclear nonheme iron hydroxylase 

that utilizes -ketoglutarate (KG; also called 2-oxoglutarate) and dioxygen.[6] Using 14C 

isotopically labelled KG it was established that the reaction produces 14CO2 as products 

probably in a reaction with dioxygen. Moreover, gas chromatography-mass spectrometry 

measurements characterized succinate as a product. Based on these measurements, a catalytic 

cycle was proposed, whereby KG binds to an iron(II) center and with dioxygen reacts to form 

an iron(IV)-oxo species and succinate upon release of CO2. These nonheme iron(II) 

dioxygenases are widespread in nature and are involved in biosynthesis as well as 

biodegradation reactions.[7] For instance, the biosynthesis of antibiotics, such as viomycin and 

vancomycin, involves a nonheme iron dioxygenase,[8,9] while the metabolism of cysteine in the 

human body is triggered by the nonheme iron dioxygenase cysteine dioxygense.[10] For 

analogous nonheme iron dioxygenases, including taurine/KG dioxygenase and prolyl-4-

hydroxylase the iron(IV)-oxo species was trapped and characterized and it was shown to be the 

active oxidant in a reaction with deuterated substrate.[11,12]  

 

AAD is expected to convert 2,4-D to its monohydroxylated product initially while in a 

subsequent step it is transformed into dichlorophenol, which was characterized as the final 

product. The latter is biodegraded by catechol dioxygenases to -ketoadipate further. Details 
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of the reaction mechanism are still elusive and the monohydroxylated product has never been 

characterized specifically. In addition to AAD, there are also enzymes, namely (R)- and (S)-

dichlorprop/-ketoglutarate dioxygenases (RdpA and SdpA), that activate the analogous 

substrates RP and SP (Scheme 5.1). The RdpA and SdpA enzymes show distinct differences 

in substrate binding pocket and hence do not fit the other enantiomer well and react highly 

enantiospecifically.[13] Even AAD, is known to activate SP but not RP efficiently although the 

reasons for this remain unknown.[14] The AAD amino acid sequence was determined [15] and a 

structure of AAD enzymes was crystallographically resolved. In Figure 5.1, we highlight the 

active site of AAD as based on the 5BKB protein databank (pdb) file.[16,17] Although the 

engineered structure has a central manganese(II) ion, the wildtype protein is a nonheme iron 

dioxygenase where the iron(II) is bound to the protein through a typical 2-His/1-Asp linkage 

with residues His111, Asp113 and His270. The crystal structure has the inhibitor R-2-(2,4-

dichlorophenoxy)propanoate bound, which is located just above the plane of the metal-KG 

group and its carboxylate group forms a hydrogen bonding interaction with the phenol group 

of Tyr221, while several aliphatic amino acids (Leu82, Leu83) line the top of the substrate binding 

pocket. An active site Arg residue (Arg285) does not appear to interact with the carboxylate of 

the substrate but is close to the metal-bound carboxylates of KG and Asp113. 

 

Figure 5.1 Left: Active site environment of R-2-(2,4-dichlorophenoxy)propanoate-bound AAD 

as taken from the 5BKB pdb file with key amino acid residues and Mn(II) ion highlighted. 

Right: Reaction mechanism of 2,4-dichlorophenoxyacetic acid biodegradation by AAD 

enzymes with Succ = succinate and KG = -ketoglutarate. 

 

Despite the fact that several biochemical studies investigated the substrate-scope, dioxygen 

usage and product distributions,[6,15,18] little is known on the details of the reaction mechanism 

Tyr221
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His270

Asp113

Arg285

Leu83

Leu82
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of AAD and whether alternative substrates can be activated. Therefore, we pursued a 

computational study into the activation of 2,4-D, RP and SP by AAD enzymes. As shown here, 

the substrate-binding pocket is tight and compact and enables little flexibility, which affects 

the reaction patterns for substrate hydroxylation. Alternative reactions such as aromatic 

hydroxylation were also tested but found to be high in energy, while aliphatic hydroxylation is 

predicted to be the favoured pathway. 

 

5.3 Results and Discussion 

We created cluster models based on the first- and second-coordination sphere of the AAD 

active site and substrate-binding pocket obtained from a molecular dynamics simulation on the 

crystal structure coordinates. Cluster models have been used extensively for calculating the 

reaction mechanisms of heme and nonheme iron enzymes.[19] Generally, they include the 

oxidant and substrate and their direct environments with second-coordination sphere residues 

that interact through hydrogen-bonding, steric and charge-dipole interactions. Recent studies 

on cluster models showed that the second-coordination sphere is critical in the description of 

reaction selectivities, whereby small model complexes or QM/MM with a small QM region 

often predict wrong kinetics and product distributions when essential substrate-protein 

interactions are missing in the model.[19de] Large cluster models with more than 200 atoms as 

calculated with density functional theory often reproduce substrate binding and positioning in 

enzyme active sites well and have shown to reproduce experimental rate constants and 

selectivities.[19af] Consequently, they are the method of choice for enzymatic reaction 

mechanisms. 
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Figure 5.2 AAD model with 2,4-D bound as studied in this work. Wiggly lines represent where 

bonds were cut and where link (hydrogen) atoms were added. 

 

Our model (Figure 5.2) is based on the 5BKB pdb file,[16,17] and converted into the iron(IV)-

oxo oxidant in the catalytic cycle of AAD by replacement of the metal ion in the pdb with an 

iron(IV)-oxo group with the oxygen atom trans to methylimidazole for His270, and with bound 

propionate instead the succinate (Succ). Furthermore, a large chain of twelve amino acid 

residues (Arg104 until Phe116) that circumvents the oxidant and donates two ligands (His111 and 

Asp113) to iron was included in the model. An additional eight protein residues were taken as 

part of the model, which describe the shape of the substrate-binding pocket through mostly 

aliphatic residues (Val80, Pro81, Leu82, Leu83, Val220) and a Tyr residue (Tyr221) that hydrogen 

bonds to the carboxylate group of the substrate. The model has two water molecules that form 
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hydrogen-bonding interactions with the phenol group of Tyr221 and the alcohol group of Ser114 

located in the vicinity of the substrate carboxylate group. Note that the pdb file contains SP as 

the substrate, which was manually replaced by 2,4-D. The cluster model has 337 atoms and 

was calculated in the triplet and quintet spin states. In addition, we created iron(IV)-oxo cluster 

models with bound SP (5ReB) and one with bound RP (5ReC) by manually replacing one of the 

hydrogen atoms of the substrate with a methyl group. 

 

We created two substrate bound reactant structures with 2,4-D bound, namely ReA1 and ReA2 

that have the substrate in a different orientation. Both reactant complexes were geometry 

optimized in Gaussian without constraints in the triplet and quintet spin states. The unconstraint 

geometry optimizations did not divert the structure dramatically from the starting crystal 

structure coordinates and an overlay puts most atoms in similar positions (Figure S12, 

Supporting Information). 

 

 

Figure S12. Overlay of the X-ray crystal structure of a 5BKB pdb file (in green ribbons and 

grey atoms) with optimized geometry of 5ReA2 (in light blue). 

 

Structure 5ReA2 is lower in energy than 5ReA1 by E+ZPE = 2.8 kcal mol−1 (ZPE stands for 

zero-point energy) and as such the two substrate orientations are likely to exist alongside each 

other. The triplet spin reactants 3ReA1 and 3ReA2; on the other hand, are E+ZPE = 15.3 and 

16.4 kcal mol−1 higher in energy than the lowest energy quintet spin state structure 5ReA2. The 

spin state ordering does not change when a different density functional theory method or basis 



 132 

set is used in the calculations or through the addition of solvent or dispersion corrections. The 

AAD enzyme; therefore, is expected to have an iron(IV)-oxo intermediate in its catalytic cycle 

with a quintet spin ground state while the triplet spin conformers will play little role of 

importance. Our calculated spin-state ordering is in agreement with previous calculations on 

iron(IV)-oxo intermediates of analogous nonheme iron dioxygenases and biomimetic model 

complexes,[20,21] that also found a quintet spin state for trigonal bipyramidal iron coordination. 

In addition, experimental work on nonheme iron enzymes characterized these systems as 

quintet spin ground states using electron paramagnetic resonance measurements.[11,22] Often in 

biomimetic iron(IV)-oxo complexes the triplet and quintet spin states are close in energy and 

the first-coordination sphere orientation determines what the lowest energy spin state is. In 

particular, in complexes with the metal in trigonal bipyramidal symmetry often the structure is 

stabilized a high-spin state, while in octahedral symmetry the triplet spin state is the ground 

state. Therefore, our calculated spin-state-ordering fits the pattern seen in nonheme iron 

dioxygenases and matches experiment well.[20,22]  

 

Optimized geometries of the lowest energy quintet spin reactant structures of models 5ReA1 

and 5ReA2 are shown in Figure 5.3 The two reactant complexes have similar first-coordination 

sphere interactions with almost identical Fe−O and Fe−N(His270) interactions that are found 

within 0.001 Å of each other. An overlay (right-hand-side of Figure 5.3) of 5ReA1 and 5ReA2 

shows that also the second-coordination sphere is virtually in the same position and little 

changes have incurred when the substrate was reoriented. Therefore, the enzyme is highly rigid 

and substrate and oxidant bind neatly into the active site, but there is space for multiple 

substrate orientations. In both structures the carboxylate group of the substrate forms hydrogen 

bonding interactions with a peptide amide group (of Ser114) as well as with the guanidinium 

group of Arg285. The other NH2 group of Arg285 has hydrogen bonding interactions with the 

carboxylate groups of succinate and Asp113 of the first-coordination sphere. The main 

difference between the substrate positioning in 5ReA1 and 5ReA2 is related to the aliphatic CH2 

group. Thus, the pro-S C−H bond in 5ReA1 is at a distance of 2.626 Å of the iron(IV)-oxo, while 

the pro-R C−H bond is much further away at 4.297 Å. By contrast, in 5ReA2 both pro-R and 

pro-S are at large distances from the iron(IV)-oxo species, namely at 4.169 and 5.764 Å, 

respectively. Therefore, despite the fact that 5ReA2 is the lower energy isomer, the substrate 

orientation is lesser favorable for aliphatic C−H abstraction than in 5ReA1 and hence may be 

lesser reactive. Moreover, in 5ReA2 the ortho-carbon atom of the phenyl ring is at a shorter 
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distance of 3.265 Å (3.287 Å in 5ReA1). Based on these geometries; therefore, it is not clear 

how the substrate will react with oxidant and consequently we tested aliphatic hydroxylation 

at the pro-R and pro-S positions of the substrate as well as aromatic hydroxylation of the ortho-

position. 

 

 

 

Figure 5.3 Optimized geometries of quintet spin reactant complexes with substrate in position 

A1 or A2. Bond lengths are in angstroms and the overlay of the two structures gives 5ReA1 in 

purple (substrate in red) and 5ReA2 in light blue (substrate in green). 

 

 

Next, we explored the reaction mechanisms leading to three possible products, namely pro-R 

and pro-S hydroxylation of the C2-position and ortho-aromatic hydroxylation of 2,4-D. Details 

of the mechanisms and the individual steps considered are shown in Scheme 5.2. The aliphatic 

hydroxylation starts with a hydrogen atom abstraction of the pro-R or pro-S C−H bond of the 

substrate via transition states TS1proR and TS1proS, respectively, and relax to an iron(III)-

hydroxo radical intermediate IM1. An OH rebound step via TS2reb,proR or TS2reb,proS gives 

either the R-2-hydroxy-2,4-D (PrproR) or S-2-hydroxy-2,4-D (PrproS) products. As the ortho-

carbon atom of the phenyl ring is close in position to the iron(IV)-oxo species in both reactants 

complexes, we also attempted a nucleophilic pathway, where an addition complex (IM1CO) is 

formed after a C−O bond formation transition state (TS1CO). An internal hydrogen atom 

transfer from the ipso-C−H group to the oxo via transition state TS2NA gives the phenol product 

(PrNA). 

 

Let us start with a discussion on the aliphatic hydroxylation of 2,4-D leading to R- and S-C2-

hydroxylated products. Experimental studies failed to trap and characterize the singly 

hydroxylated species and as such it is not known if the enzyme reacts enantioselectively on 

5ReA1
5ReA2 Overlay of 5ReA1 and 5ReA2
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2,4-D. Although we located two reactant complexes, 5ReA1 and 5ReA2, both connect to the same 

hydrogen atom abstraction transition states for hydrogen atom abstraction from the pro-R and 

pro-S C2−H positions.  

 

 

Scheme 5.2 Reaction mechanisms calculated for substrate activation by AAD with definition 

of the labels of the structures.  

 

We located transition states on the quintet spin state surface for hydrogen atom abstraction 

from the pro-R and pro-S positions of 2,4-D. The hydrogen atom abstraction transition state 

for the pro-R hydrogen abstraction (5TS1proR,) has a barrier of E+ZPE = 15.2 kcal mol−1. On 

the other hand, the pro-S hydrogen atom abstraction transition state (5TS1proS,) is E+ZPE = 

14.4 kcal mol−1 above the reactants complex. Therefore, the calculations predict the pro-R and 

pro-S hydrogen atom abstraction transition states to be in a close window within 1 kcal mol−1 

with a small preference for the pro-S C2−H hydrogen atom abstraction. The ordering does not 

change when dispersion, thermal or entropic corrections are added to the energies. 

 

Optimized geometries of the transition states are shown in Figure 5.4 as well. The pro-R 

hydrogen atom abstraction transition state is relatively central with C−H and O−H distances 

that are of similar magnitude: r(C−H) = 1.288 Å, r(O−H) = 1.247 Å, while these values are 

1.251 and 1.275 Å for 5TS1proS,, respectively. The two hydrogen atom abstraction transition 

states both have a large imaginary frequency of i1438 cm−1 (pro-R) and i1223 cm−1 (pro-S), 

which will result in a significant tunneling contribution and a large kinetic isotope effect upon 
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replacement of the hydrogen atom with deuterium. Indeed, our calculated kinetic isotope 

effects (Supporting Information, Table S7) predicts the free energy of activation to increase by 

more than 2 kcal mol−1 leading to KIE values well over 10 with empirical tunneling corrections 

included. As such the structures are functionally similar in geometry as well as energy.  

 

Table S7: Kinetic isotope effect calculations for hydrogen atom abstraction taken from 2,4-D.  
 

Triplet 

G (au): 

  

  

  

 (H-H) (H-D) (D-H) (D-D) 

3Re -9124.574007 -9124.577534 -9124.577519 -9124.581069 

3TS1_proR -9124.537346 -9124.539004 -9124.540807 -9124.542467 

3TS1_proS -9124.542787 -9124.546265 -9124.544448 -9124.547932 

   
   

  

imag (cm-1): 
3TS1_proR -1791.5592 -1335.7709 -1777.7906 -1323.6062 

3TS1_proS -1698.6861 -1692.3193 -1262.7589 -1257.8515 

   
   

  

G (kcal/mol) 
3TS1_proR 23.01 24.18 23.04 24.22 

3TS1_proS 19.59 19.62 20.75 20.79 

   
   

  

KIE(Eyring)_proR  
 

7.24 1.06 7.81 

KIE(Eyring)_proS  
 

1.05 7.10 7.62 

KIE(Wigner)_proR  
 

10.91 1.07 11.91 

KIE(Wigner)_proS     1.06 10.60 11.42 

 

 

 



 136 

 

 

Figure 5.4 DFT calculated potential energy profile for 2,4-D hydroxylation at the pro-R and 

pro-S positions for an AAD cluster model. Energies are in kcal mol−1 and are obtained at 

UB3LYP/BS2//UB3LYP/BS1+ZPE level of theory while values in parenthesis have dispersion 

corrections included. Optimized geometries give bond lengths in angstroms and the imaginary 

frequency in cm−1. 

 

 

The Fe−O distances in the hydrogen atom transition states have elongated from 1.655 Å in 

5ReA1 (Figure 5.3) to 1.759 Å in 5TS1proR, and 1.748 Å in 5TS1proS, (Figure 5.4) as expected 

from the electron transfer from the substrate into the *z2 orbital along the Fe−O axis. Thus, 

the reactant structure has a quintet spin configuration with *xy
1 *xz

1 *yz
1 *x2-y2

1. These 

orbitals represent the antibonding interactions of the metal 3d orbitals with first-coordination 

sphere ligands, whereby the z-axis is taken along the molecular Fe−O bond. After hydrogen 

atom transfer, a radical intermediate is formed (5IM1) with electronic configuration of *xy
1 

*xz
1 *yz

1 *x2-y2
1 *z2

1 Sub
1. The metal type orbitals are singly occupied with a -spin 

electron, while the substrate radical has a -spin electron in orbital Sub. 

 

For a number of radical intermediate structures we attempted to locate the alternative -type 

intermediate (5IM1) with configuration *xy
2 *xz

1 *yz
1 *x2-y2

1 Sub
1, whereby all unpaired 
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5TS2proR,

i362 cm−1

CH: 1.288

OH: 1.247

FeO: 1.759

FeNax: 2.209

CO: 2.363

FeO: 1.920

FeNax: 2.224

5TS1proS,

i1223 cm−1

CH: 1.251

OH: 1.275

FeO: 1.748

FeNax: 2.204



 137 

electrons are up-spin. For the pro-S hydrogen atom abstraction pathway, we located both 

5IM1proS, and 5IM1proS, states as well as the two transition states leading to these radical 

complexes, namely 5TS1proS, and 5TS1proS,, and found the -type transition state and 

intermediate the lowest in energy by at least 8 kcal mol−1. In particular, the 5TS1proS, was 23.6 

kcal mol−1 above the energy of the reactants and consequently well higher in energy than the 

-type transition states and hence the -pathway will not be able to compete with the -

pathway. This result matches previous calculations on the - versus -configuration in 

iron(III)-hydroxo complexes.[23] Although the triplet spin reactants were well above the quintet 

spin reactants, we calculated and optimized the hydrogen atom abstraction transition states for 

the pro-R and pro-S positions as well. 

 

 

Figure 5.5 DFT calculated potential energy profile for aromatic hydroxylation of 2,4-D 

hydroxylation by an AAD cluster model. Energies are in kcal mol−1 and are obtained at 

UB3LYP/BS2//UB3LYP/BS1+ZPE level of theory while values in parenthesis have dispersion 

corrections included. Optimized geometries give bond lengths in angstroms and the imaginary 

frequency in cm−1. 

 

These transition states are very high in energy, 26.6 and 30.7 kcal mol−1 respectively, and 

consequently, the triplet spin state will play little role in the substrate activation mechanism.  

After the radical intermediate an OH rebound transition state leads to the R- and S-hydroxy 

products. The 5TS2proR, and 5TS2proS, transition states are of the same level of energy and are 

much smaller than the hydrogen atom abstraction, which will be rate-determining. The 

5TS1NA,

i434 cm−1

CO: 1.887

FeO: 1.761

FeNax: 2.242

FeOC: 170
5TS2NA,

i1377 cm−1

CH: 1.199

OH: 1.440

FeO: 2.169

FeNax: 2.218

FeOC: 133
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5TS2proR, structure has a long C−O bond of 2.363 Å and hence is an early transition state. 

Previous DFT calculations on OH rebound reactions gave similar structures with long C−O 

bonds and elongated Fe−O bonds.[24] The imaginary frequency for the OH rebound transition 

state is i362 cm−1 and shows a C−O stretch vibration as expected. 

 

As the substrate contains an aromatic ring, we considered aromatic hydroxylation at the ortho-

position with respect to the ether bond and studied this pathway for the model A2 reactant 

structure. The obtained energy profile and optimized geometries of the transition states along 

the aromatic hydroxylation pathway are shown in Figure 5.5. The initial C−O bond formation 

transition state is relatively high in energy (E+ZPE = 21.3 kcal mol−1) and is well higher in 

energy than the hydrogen atom abstraction barriers shown in Figure 4. Structurally, the 

nucleophilic transition state (5TS1CO,) is relatively linear with a Fe−O−C angle of 170 and 

long C−O and Fe−O bonds of 1.887 and 1.761 Å. The transition state has an imaginary 

frequency of i434 cm−1 corresponding to a C−O stretch vibration. This magnitude of the 

imaginary frequency is typical for aromatic hydroxylation transition state that typically have a 

broad potential energy surface with imaginary frequencies below i500 cm−1.[25] 

 

After the transition state the system relaxes to a radical intermediate with *xy
1 *xz

1 *yz
1 *x2-

y2
1 *z2

1 Sub
1 configuration, i.e. the 5-pathway as discussed above in aliphatic hydroxylation. 

The radical intermediate 5IM1CO,; however, is less stable than the reactants complex by 

E+ZPE = 10.3 kcal mol−1, which means it has a relatively small barrier for the reverse reaction 

leading back to the reactants complex. Furthermore, the subsequent hydrogen atom transfer 

from the ipso-position to the oxygen atom has a high barrier of 35.2 kcal mol−1. This is a 

relatively high barrier that will make the alternative aromatic hydroxylation process unlikely 

at room temperature. In previous studies such as the cytochromes P450, it was shown that this 

step is assisted by a basic residue in the substrate binding pocket, such as a pyrrole-heme 

nitrogen atom that would act as a springboard and shuttle the proton from the ipso-position to 

the oxygen atom.[25a] In the structure of AAD; however, no proton acceptor group is available 

nearby the ipso-proton and hence a proton shuttle mechanism is not feasible here. As a 

consequence, only a direct hydrogen atom transfer is possible, which is high in energy. It is 

clear that the substrate binding pocket in AAD is not accommodated for an aromatic 

hydroxylation process. Nevertheless, the overall aromatic hydroxylation reaction is highly 
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exothermic and the product complex is more stable than reactants by 38.4 kcal mol−1, but due 

to slow kinetics it may not be a possible product. 

 

Next, we explored the reactivity of alternative substrates in the AAD model and considered the 

enzyme inhibitors R- and S-2-(2,4-dichlorophenoxy)propanoate (molecules RP and SP). To 

this end we took the 5ReA1 optimized geometry and manually replaced 2,4-D with either SP or 

RP to obtain the model B and C reactant complexes: 5ReB and 5ReC. Figure 5.6 shows details 

of the aliphatic hydroxylation pathways of the two alternative substrates. Interestingly, both 

models give similar hydrogen atom abstraction barriers, i.e. 16.2 kcal mol−1 for 5TS1proR,B, and 

16.4 kcal mol−1 for 5TS1proS,C,.  

 

 

Figure 5.6 Activation of inhibitors SP and RP by the iron(IV)-oxo model complex of AAD. 

Energies are in kcal mol−1 and are obtained at UB3LYP/BS2//UB3LYP/BS1+ZPE level of 

theory. Optimized geometries give bond lengths in angstroms and the imaginary frequency in 

cm−1. 

 

These barriers are somewhat higher in energy than those found for 2,4-D and show that the 

second-coordination sphere makes the hydrogen atom abstraction more difficult. The raise in 

hydrogen atom abstraction barriers from 2,4-D to SP/RP is surprising as in SP and RP and 

tertiary C−H bond is broken, whereas in 2,4-D a secondary C−H bond is broken. Usually, 

tertiary C−H bond strengths are weaker than secondary C−H bond strengths and lead to lower 
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hydrogen atom abstraction barriers. Therefore, a lower energy hydrogen atom abstraction 

barrier would be expected for SP and RP than for 2,4-D, which clearly is not the case in AAD. 

Consequently, the substrate binding pocket may affect substrate positioning and hamper the 

hydrogen atom abstraction barriers for RP and SP. 

 

Structurally, the hydrogen atom abstraction transition states from RP and SP by AAD are 

indeed very similar with C−H and O−H distances within 0.005 Å. The 5TS1proR,B, is slightly 

more upright with an Fe−O−C angle of 157, while it is only 147 for 5TS1proS,C,. Both 

transition states have a large imaginary frequency for hydrogen atom transfer with magnitude 

of i1201 cm−1 for 5TS1proR,B, and i1119 cm−1 for 5TS1proS,C,. These values indicate that the 

hydrogen atom abstraction will undergo significant amount of tunneling and will experience a 

large kinetic isotope effect when the transferring hydrogen is replaced by deuterium. 

 

After the hydrogen atom abstraction from either RP or SP a radical intermediate is formed. 

However, despite the fact that OH rebound has a relatively small barrier for RP (E+ZPE = 

6.7 kcal mol−1 above 5IM1C,) the barrier for rebound for SP is much larger, namely 20.6 kcal 

mol−1 above the radical intermediate 5IM1B,). This implies that radical rebound will be rate-

determining for substrate SP and due to the high barrier the reaction will be slow. On the other 

hand, for RP the rebound is lower and the rate-determining step will be hydrogen atom 

abstraction with significantly lower barrier than OH rebound for substrate SP. Therefore, the 

two stereoisomers RP and SP will react differently in AAD enzymes and different product 

distributions will be obtained. As RP and SP have the same number of atoms, we analyzed the 

substrate binding energies into the substrate binding pocket by comparing the relative energies 

of 5ReB,SP and 5ReC,RP. Thus, 5ReC,RP is lower in energy than 5ReB,SP by 3.4 kcal mol−1. As such, 

the RP inhibitor will be stronger bound than SP in the AAD substrate-binding pocket and 

consequently, product release will be more energetic for RP than SP. Therefore, there are 

differences in stability, reactivity and rebound barriers for the reactions of AAD with RP and 

SP. 

 

To understand the differences in kinetics between 2,4-D and RP/SP, we calculated homolytic 

bond dissociation energies (BDEs). Firstly, we took isolated substrates and calculated their 

geometry and energy in the gas-phase. Subsequently, the structure was recalculated with one 

hydrogen atom removed in the doublet spin state. Together with the energy of a hydrogen atom, 
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the BDE was calculated for the pro-R and pro-S C2−H bonds of 2,4-D as well as the C−H bonds 

in RP and SP. In the gas-phase, not surprisingly, the tertiary C−H bonds in RP and SP are the 

weakest at 87.3 kcal mol−1, while the secondary C2−H bonds in 2,4-D both have a BDE = 90.5 

kcal mol−1. Generally, hydrogen atom abstraction barriers correlate with the strength of the 

C−H bond that is broken and hence a lower barrier for RP and SP would be expected than for 

2,4-D.  

 

The hydrogen atom abstraction barriers, however, do not follow the trend in BDE values and 

we find lower hydrogen atom abstraction barriers from the C2−H position for 2,4-D as a 

substrate than RP or SP. Therefore, the interactions of the protein and steric restraints of the 

substrate-binding pocket must affect the kinetics. 

 

To find out how and if the protein affects the BDE values through long-range electrostatic 

interactions, we took the structures of 5ReA2, 5ReB and 5ReC and did a single point energy 

calculation at B3LYP/BS2 for a sextet spin state with one hydrogen atom removed from the 

C2−H position of substrate. We then calculated the substrate diabatic BDE values inside the 

protein matrix and the results are shown at the bottom of Figure 5.7. As can be seen, the BDE 

values of 2,4-D change inside the protein and both pro-R and pro-S C2−H bonds are stronger 

with values of 99.6 and 99.3 kcal mol−1. Despite this, the calculations find that there should not 

be a selectivity for hydrogen atom abstraction from the C2−H bond with almost equal bond 

energies. This is indeed what the potential energy landscapes above show. As these values are 

close in energy similar hydrogen atom abstraction barriers are expected, which is indeed seen 

from the full transition state optimizations from Figure 5.4. 
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Figure 5.7 Calculated (UB3LYP/BS2) values for substrate BDEs in the gas phase (top) or 

inside a protein environment for the substrate-bound reactant complexes. Energies contain ZPE 

and are in kcal mol−1 for the abstraction of a hydrogen atom. 

 

Similarly to the BDEs of 2,4-D inside the protein, also the C2−H BDEs for SP and RP were 

evaluated from the reactant complexes 5ReB and 5ReC. In both cases the C−H bond strength 

goes up by about 10 kcal mol−1 with respect to the gas-phase BDE. Moreover, the C2−H BDEs 

for SP and RP inside the protein are both lower in energy than the ones for 2,4-D. This would 

mean a lower hydrogen atom abstraction for SP or RP as a substrate compared to 2,4-D. 

However, the fully characterized transition states show slightly higher energy barriers for SP 

and RP (16.2 and 16.4 kcal mol−1) as compared to those from 2,4-D (pro-R at 15.2 kcal mol−1 

and pro-S at 14.4 kcal mol−1). Therefore, steric restraints of substrate approach rather than long-

range electrostatic contributions affect the kinetics of substrate activation in AAD. 

 

5.4 Conclusion 

The work described in this paper is focused on the binding and activation of herbicide 

molecules to the nonheme iron enzyme AAD. Cluster models with 2,4-D, RP and SP bound in 

the AAD binding pocket with iron(IV)-oxo present were generated and the substrate 

hydroxylation pathways studied with density functional theory methods. The work shows that 

all three substrates can bind into the active site and react through C2−H hydroxylation, which 
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is identified as the initial product of the AAD reaction with substrate. The reaction pathways 

are stepwise via a radical intermediate and with a rate-determining hydrogen atom abstraction 

step. The pro-R and pro-S hydrogen atom abstraction barriers are close in energy and so is the 

subsequent OH rebound. Consequently, the DFT calculations predict a mixture of R- and S-

hydroxy-2,4-D as products. The alternative aromatic hydroxylation was also studied but found 

to be high in energy mostly due to the absence of a proton shuttle acceptor that can relay a 

proton from the aromatic ring to the phenol group. Subsequently, we studied RP and SP 

hydroxylation by AAD and show that the hydrogen atom abstraction barriers – against 

expectation based on BDE values – are higher in energy than those for 2,4-D. Despite the 

slower hydrogen atom abstraction step, both substrates can be activated by AAD, fit the 

substrate binding pocket well and should give hydroxylated products efficiently. Although 

there may be differences in overall reaction rate due to major differences in OH rebound barrier 

for the two stereo-isomers as a result of the substrate binding pocket interactions that slow 

down the OH rebound step for SP. Overall, the work shows that 2,4-D and analogous substrates 

can be biodegraded by AAD enzymes efficiently and detoxified. Therefore, this should give 

ample applications of AAD in biotechnology and agriculture. 
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5.5 Experimental Section 

5.5.1 Model Set-Up 

A cluster model was designed based on the crystal structure coordinates of the substrate and 

-ketoglutarate bound form of AAD-1 reported by Nair et al[16] and deposited as the 5BKB 

pdb file at the protein databank.[17] This is an engineered protein structure saturated with 

manganese(II) rather than iron(II). Subsequently, the manganese(II)--ketoglutarate group in 

the pdb was replaced by iron(IV)-oxo-succinate. We selected the residues from chain A and 

added hydrogen atoms in Chimera at pH = 7.3.[26] A molecular dynamics (MD) simulation was 

performed and shows that the structure is highly rigid and has a tight substrate binding pocket. 

 

Next, we created a cluster model based on the last point of the MD simulation. We took the 

iron(IV)-oxo(succinate) and abbreviated succinate in our model to propionate. In the model 

(Figure 5.2) the axial histidine residue (His270) was truncated to methylimidazole, while the 

other protein ligands of the metal were part of the peptide chain Arg104-Val105-Ile106-Gly107-

Asp108-Asp109-Trp110-His111-Thr112-Asp113-Ser114-Thr115-Phe116 with Val105, Trp110, Thr112 and 

Thr115 shortened to a Gly residue. In addition, part of the substrate binding pocket was included 

in the model, namely the chain Val80-Pro81-Leu82-Leu83 and the peptide dimer Val220-Tyr221. 

The Phe140 and Arg285 side chains were abbreviated to toluene and methylguanidine. The 

overall model is shown in Figure 5.2 and had a total of 337 atoms and has overall charge −1. 

We calculated this system in the lowest lying triplet and quintet spin states. The inhibitor 

models were started from the optimized geometries of the 5ReA2 structures, where substrate 

2,4-D was manually replaced to RP or SP by replacing one of the C2−H groups to C2−CH3. 

 

5.5.2 Computational Approach 

The Gaussian-09 software package was used for all quantum chemical calculations discussed 

here.[27] Following our previous experience with cluster models of nonheme iron 

dioxygenases,[28] we utilized the unrestricted B3LYP density functional method in combination 

with a LANL2DZ (with electron core potential) on iron and 6-31G on the rest of the atoms: 

basis set BS1.[29,30] To correct the energetics, single point calculations with the LACV3P+ (with 

electron core potential) on iron and 6-311+G* on the rest of the atoms were performed. The 

latter set of calculations included a continuum polarized conductor model (CPCM) with a 
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dielectric constant mimicking chlorobenzene.[31] We ran some test calculations with the SMD 

solvent model and find quantitatively the same trends as with CPCM. 

 

To validate the methods and models a series of test calculations on the rate-determining steps 

were performed using the PBE0/BS2 and B3LYP-D3/BS2 methods.[29,32,33] These calculations 

predicted the same trends in spin-state-ordering and chemoselectivity and hence did not change 

the conclusions. Frequency calculations were performed on all local minima and transition 

states, and it was confirmed that local minima had real frequencies only, while the transition 

states had a single imaginary mode for the correct vibration along the reaction coordinate. The 

amount of spin contamination in the optimized geometries was verified for each structure and 

the S2 values for the triplet spin structures are close to the ideal value of 2, while those for the 

quintet spin structures are close to the ideal value of 6. 
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Chapter 6: Conclusion  

6.1 Conclusion 

Nonheme iron enzymes are versatile catalysts in Nature that can perform highly selective 

oxidation reactions. These essential enzymes have a variety of roles in biological systems and 

are particularly important for biodegradation, detoxification, and biosynthesis inside the human 

body. Furthermore, they offer potential in biotechnology and bioengineering due to their 

versatility and ability to catalyse various complex chemical processes. I have conducted a 

computational analysis on several model structures to understand this enzyme's selectivity and 

mechanisms better. However, there is still debate over the mechanism of the reaction and the 

source of the product distributions for several nonheme iron enzymes. My calculations 

demonstrate that each one of them has a binding stage for the substrate, dioxygen, and co-

substrate a-ketoglutarate at the beginning of the catalytic cycle. After the release of CO2, an 

iron (III)-superoxo is produced, which interacts with a-ketoglutarate to create a persuccinate 

complex. The next step in the catalytic cycle is the heterolytic cleavage of the persuccinate O-

O bond to succinate and a high-valent iron(IV)-oxo molecule. This iron(IV)-oxo species, which 

has been demonstrated to be a good oxidant and interacts with the substrate through C-H 

hydrogen atom abstraction, is generated in all nonheme iron dioxygenases. The enzymes UndA, 

TmpA, and AAD, mentioned in this thesis establish this. Following the conception of the 

hydrogen atom, an iron(III)-hydroxo and substrate radical is created, which causes the OH to 

rebound and synthesise the alcohol products. My calculations agree that the barriers are low, 

and the reaction may occur readily at ambient temperature because all enzymes catalyse this 

same reaction. 

 

Additionally, the enzymes frequently exhibit remarkable selectivity, meaning only specific 

substrate C-H groups are targeted. My work suggests how second-coordination sphere effects 

affect the product distributions that the enzyme causes. Effect of the second-coordination 

sphere include interactions between polar groups via hydrogen bonds, the development of salt 

bridges, charged residues, and ions. The second-coordination sphere's polar interactions 

provide an electric field effect that polarises chemical bonds and may even cause reactivity 

patterns to reverse. Because nonheme iron dioxygenases are sensitive to second-coordination 

sphere effects, the research I discuss here highlights the plasticity of enzyme design and the 

viability of protein engineering using these enzymes. 
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In this thesis, I explicitly examine the catalytic reaction mechanism of the nonheme iron 

enzymes UndA, 2-(trimethylammonio)ethylphosphonate dioxygenase (TmpA), and 

aryloxyalkanoate dioxygenase (AAD). The nonheme iron dioxygenases, their role, catalytic 

cycle, reaction routes, and presence in biology are all covered in Chapter 1 of my thesis. In 

Chapter 2, I go into great depth on the processes I used to gather and evaluate the data for my 

computational chemistry research. Several research chapters are then offered after that. In 

chapter 3, we look at the debate around UndA's mechanism, which carries out an oxidative 

decarboxylation process.  

 

However, modelling of the experimentally suggested mononuclear iron system failed to 

replicate experimental findings because an iron(III)-superoxo model for this enzyme generated 

high barriers for hydrogen atom abstraction. No feasible route at room temperature 

circumstances was predicted by any of the models, despite testing them with various 

protonation states, atom counts, spin states, and computational techniques. 

 

In contrast to the postulated mononuclear-iron system, we then studied a di-iron system. We 

discovered significantly lower energy barriers for hydrogen atom abstraction and the routes 

leading to decarboxylation. Later research by the Makris group, who performed electron 

paramagnetic resonance analyses on UndA and discovered proof of a second iron atom in the 

active site, supported our findings. We next researched TmpA, a mononuclear iron dioxygenase 

that binds a highly polar substrate with an amine and phosphate group, a comparable enzyme. 

We accounted for a highly polar substrate binding pocket discovered by protein structural 

analysis. This research looked at substrate hydroxylation and hydrogen atom abstraction at the 

C1, C2, and C4 sites. 

 

Our calculated reaction barriers indicate that TmpA specifically hydroxylates the C2-position 

and suggests the right observed product distributions. This was unexpected because the C1-H 

bond is supposed to be the weakest of the three C-H bonds, according to a computation of the 

substrate's multiple C-H bond dissociation energies. TmpA thus reacts by a process known as 

negative catalysis, in which a thermodynamically advantageous pathway is blocked in favour 

of a higher energy pathway. Then, we studied how the enzyme triggered this selectivity switch 

and looked at how the TmpA protein matrix's dipole effects and electric field influence the 
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enzymatic activity. In fact, we demonstrate that the reaction's selectivity may be influenced by 

an external electric field or external charges. 

 

In Chapter 5, we investigate a nonheme iron dioxygenase that may biodegrade herbicides and 

is present in crops like maize and rice. In order to progress in biotechnology and food 

production, it is crucial to comprehend how the enzyme destroys herbicides. A cluster model 

of the active site, which includes the iron centre, the substrate, and the protein, was used to 

research the aryloxyalkanoate dioxygenase (AAD) enzyme. We investigated the C-H 

hydroxylation routes of several substrates. The calculations determined if it was possible to 

bind substrate and its analogues to the substrate binding pocket and the potential of their 

metabolism. The outcomes demonstrate that the substrate analogues are biodegradable since 

they can be activated. 

 

As for the limitations of my research, I evaluated and validated the methodology and 

approaches. Several basis sets and density functional approaches were investigated for 

geometry optimisations and energetics for diverse projects. When modifying the technique and 

basis set, there was often slight variation in the spin-state ordering and energetics. When the 

model is altered, considerable discrepancies can occasionally be discovered, which typically 

means the smaller model is less suited. 
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