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Abstract
Emotion perception of music is subjective and time dependent. Most computational music
emotion recognition (MER) systems overlook time- and listener-dependent factors by averag-
ing emotion judgments across listeners. In this work, we investigate the influence of music,
setting (live vs lab vs online), and individual factors on music emotion perception over time.

In an initial study, we explore changes in perceived music emotions among audience
members during live classical music performances. Fifteen audience members used a
mobile application to annotate time-varying emotion judgments based on the valence-arousal
model. Inter-rater reliability analyses indicate that consistency in emotion judgments varies
significantly across rehearsal segments, with systematic disagreements in certain segments.

In a follow-up study, we examine listeners’ reasons for their ratings in segments with high
and low agreement. We relate these reasons to acoustic features and individual differences.
Twenty-one listeners annotated perceived emotions while watching a recorded video of the
live performance. They then reflected on their judgments and provided explanations retro-
spectively. Disagreements were attributed to listeners attending to different musical features
or being uncertain about the expressed emotions. Emotion judgments were significantly asso-
ciated with personality traits, gender, cultural background, and music preference. Thematic
analysis of explanations revealed cognitive processes underlying music emotion perception,
highlighting attributes less frequently discussed in MER studies, such as instrumentation,
arrangement, musical structure, and multimodal factors related to performer expression.
Exploratory models incorporating these semantic features and individual factors were de-
veloped to predict perceived music emotion over time. Regression analyses confirmed the
significance of listener-informed semantic features as independent variables, with individual
factors acting as moderators between loudness, pitch range, and arousal.

In our final study, we analyzed the effects of individual differences on music emotion
perception among 128 participants with diverse backgrounds. Participants annotated per-
ceived emotions for 51 piano performances of different compositions from the Western
canon, spanning various era. Linear mixed effects models revealed significant variations
in valence and arousal ratings, as well as the frequency of emotion ratings, with regard to
several individual factors: music sophistication, music preferences, personality traits, and
mood states. Additionally, participants’ ratings of arousal, valence, and emotional agreement
were significantly associated to the historical time periods of the examined clips.

This research highlights the complexity of music emotion perception, revealing it to be a
dynamic, individual and context-dependent process. It paves the way for the development of
more individually nuanced, time-based models in music psychology, opening up new avenues
for personalised music emotion recognition and recommendation, music emotion-driven
generation and therapeutic applications.
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Chapter 1

Introduction

1.1 Motivation And Aim

The emotion effects of music are often considered the primary motivation for people to
engage in music-related activities (Sloboda and O’Neill, 2001; Juslin and Laukka, 2004).
Such emotional effects of music increasingly attract attention from research areas such as
psychology, musicology and music information retrieval (MIR) (Juslin and Sloboda, 2011;
Yang and Chen, 2012; Eerola and Vuoskoski, 2013); and the powerful emotional capability
of music is also proving of great value to areas such as music therapy, media streaming,
film, gaming, and marketing. As a result of the explosive growth of digital music in the past
two decades, music information retrival has emerged as a research area aiming to explore
new capabilities of searching and browsing large music collections (Schedl, Gómez, Urbano,
et al., 2014). Music emotion recognition (MER) (Barthet, Fazekas, and Sandler, 2012a), a
sub-topic in the MIR area, mainly aims to develop a computational model of music emotion,
and to facilitate emotion-based music retrieval and organisation.

For decades, much effort has been devoted to answering the question “why and how can
music pass a strong emotional experience on to listeners?”. Previous music emotion studies
have evidenced correlations between emotion judgements, and musical attributes such as
dynamics, tempo, mode, harmony, articulation, and timbre (Gabrielsson and Lindström,
2010; Juslin and Lindström, 2010; Eerola and Vuoskoski, 2013). However, this question is
still far from receiving a coherent answer.

Music can both convey and evoke emotions. A distinction should be made between
different types of music emotion experiences: the perception, and the induction, of musical
emotions. Perceived emotion, the emotion the listener identifies and which is conveyed
when listening to the music, might differ from the emotion felt by (induced or evoked) the
listener in response to the music (Gabrielsson, 2002). The most common approaches used in
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the investigation of music and emotions seem to be self-reporting approaches (Eerola and
Vuoskoski, 2013), in which participants can actively report their own, subjective emotional
experiences, whether these are perceived or felt emotions. As music unfolds in time, temporal
evolution of music is closely related to listeners’ emotional response to music (Hiraga and
Matsuda, 2004; Schubert, 2004). Thus, self-reporting investigations may use time-based
annotation of emotion to help identify detailed, localized emotion “cues”.

However, as in other forms of art, perceived emotional connotation from music is also
ultimately up to the interpretation of an individual. Previous studies have shown that music
emotion perception can be highly subjective, and varies over time. That is, different people
may perceive different emotions for a same music piece; they may also respond differently to
the music as the music unfolds. The emotion responses may also differ according to listening
contexts, such as location and type of event (Juslin, Liljeström, et al., 2008; Gabrielsson
and Lindström, 2010; Greasley and Lamont, 2011). For example, live performance (even
when recorded) is found to contain stronger emotional cues and enhanced listener experience
(Shoda and Adachi, 2015; Shoda, Adachi, and Umeda, 2016). Therefore, an overarching
question must be raised before heading to examine the factors influencing music emotion
perception: To what extent listeners agree on emotion(s) they perceive when they listen to
the same music?

Much music emotion research requires the assessment of agreement among listeners.
Such agreement can be taken as evidence for rational and replicable findings related to
music emotion, free from exceptional or subjective factors, which can provide standardised
music datasets for the research communities working on musicology and music informatics.
However, agreement in music emotion ratings from multiple listeners is usually limited
(Aljanaki, Yang, and Soleymani, 2017; Lange and Frieler, 2018; Schedl, Gómez, Trent, et al.,
2018). Variance between listeners is traditionally considered by emotion studies as statistical
noise, and participants’ responses are usually averaged as an eventual goal for explanatory
or predictive models, or simply discarded from further investigation. However, as stated
by Cowie, McKeown, and Douglas-Cowie (2012) when discussing traces, i.e. measures of
emotional response over time, “Divergence in the traces may also mean that people genuinely
do respond differently to the display being traced; and differences between the traces are a
faithful reflection of that fact. It would be a serious mistake to throw away tools that revealed
that kind of divergence – not just a loss, but a systematic misrepresentation of the facts”.
The importance of understanding the underlying reasons for the variability of participant
emotion annotations is evident in both MER and music psychology research (Aljanaki, Yang,
and Soleymani, 2017; Akkermans et al., 2019). As the acquisition of emotion responses
can be really expensive and time-consuming, it would be a loss to ignore such subjective
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information, which may appear to be an inherent part of the emotion process itself. Although
numerous studies have found that commonalities and idiosyncrasies in perceived emotions
depend on various personal and situational factors (Lamont et al., 2011; Kosta et al., 2013; Hu
and Yang, 2014), considerably less attention has been paid to understanding the relationship
between musical attributes and listeners’ agreement on perceived emotion, which forms the
focus of the present work.

With the advances in computer processing, machine learning techniques have been
increasingly devised to automatically detect emotions of music. Using machine algorithms to
label the emotion content of a music can be much cheaper and more efficient than using real
listeners to do so, which is especially useful for managing massive collections of digital music
available nowadays. In general, these approaches rely on emotion annotations produced by
humans forming a "ground truth", which is a series of gold-standard, the most accurate target
by which models are trained and evaluated when modelling perceived or felt emotions in
response to music. A machine may then automatically recognise that a new music sample
contains music data similar to a previously seen case, and ascribe that sample a similar
emotion than that associated with the previously seen case. Over the years, MER models
yielded improved performance overall through extensive testing of different feature sets
used to characterise musical variations from audio or symbolic notations (score) through
computational techniques (Barthet, Marston, et al., 2013; Aljanaki, Yang, and Soleymani,
2017). However, MER models generally fail to address the cognitive processes underlying
perception, leaving a "gap" between cognitive factors and computational representations of
musical attributes extracted from music-related signals (Pachet and Aucouturier, 2004). For
instance, although low-level acoustic features, such as Mel-frequency cepstral coefficients
(MFCCs) appear to impact emotion perception and are commonly used in predictive models
of music emotion, we do not necessarily know why these features cause changes in emotion,
and they do not contribute readily to cognitive modelling (Aucouturier and Bigand, 2012;
Barthet, Fazekas, and Sandler, 2012a; Sturm, 2013; Flexer and Grill, 2016). In addition,
machine learning approaches also face the common issue of confounded model performance,
which depending on the data quality, can rob the machine output of much of its validity
(Friberg, Schoonderwaldt, et al., 2014; Aljanaki, Yang, and Soleymani, 2017).

We believe that part of the solution to this problem lies in the realm of representation:
a better understanding of how a listener perceives music emotion can help in the design
of features more closely aligned with music concepts and emotion perceptions. Panda,
Malheiro, and Paiva (2018) achieved promising results in recognising emotions from music
compared to state-of-the-art algorithms through better designed audio features related to
musical expressive performance and musical texture. Yang, Su, et al. (2007) showed that



1.2 Research Questions and Overall Methodology | 4

personal differences have a significant impact on the practical success of music emotion
recognition systems. To account for this subjectivity, agreement and disagreement on music
emotion perception should also be considered in the design of emotion recognition systems.
A better understanding of how music affects listeners’ perception of emotion will facilitate
the creation of fair and unbiased music emotion models.

Further, listeners’ emotional responses to music often depend on the specific context
in which they hear the music, and live music performances provide a unique listening
context (Juslin, Liljeström, et al., 2008; Sloboda, Lamont, and Greasley, 2009; Greasley
and Lamont, 2011). While existing research has predominantly focused on the emotional
impact of pre-recorded music excerpts, the study of reactions to live music is relatively
underexplored. Live performances offer a richer, multidimensional experience enhanced
by sensory, emotional, and social engaged stimuli, creating more attention and temporal
entrainment in an audience than pre-recorded music (Shoda, Adachi, and Umeda, 2016).
In addition, live performances, even when recorded, may include more powerful emotional
cues that enrich the listener’s experience (Gabrielsson, 2011; Shoda and Adachi, 2015;
Shoda, Adachi, and Umeda, 2016). Such enhanced emotional responses can be attributed
to the direct connection between audience and performer, characterised by the spontaneous
energy and nuanced artistry of the performers. In addition, the acoustics of the venue, the
collective reactions of the audience, and the holistic atmosphere contribute to an amplified
sonic environment that fosters deep sensory engagement and a shared appreciation of the
music (Davidson, 1993; Vines et al., 2006; Huang and Krumhansl, 2011). By focusing
research on live performance, we can respond to calls for methodological diversification and
exploration of different musical modes in the field. A thorough understanding of how music
evokes emotions requires a more detailed study of the dynamic interplay between listener,
music and context (Gabrielsson, 2001). This approach provides us with ecologically valid
settings to more intricately examine participants’ emotional responses to music.

1.2 Research Questions And Overall Methodology

This thesis delves into the time-varying and subjective nature of music emotion perception
within the context of live music performance. Given that the overarching theme of the thesis
is centered on the live nature of music performances, we find it necessary to first provide
clear definitions for related terms:

• Live Performance (Live Music): A broad term referring to any music performance that
takes place in real-time before a live audience, as opposed to music that is prerecorded
in a studio or altered through post-production techniques. The real-time aspect of
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these performances often introduces deviations from prerecorded versions of the music,
including spontaneous improvisations, modifications in music arrangements, or unique
interactions between the performers and the audience. This element of the spontaneity
is often an important part of the appeal of live music.

• Live Concert: This is a specific type of live performance that typically occurs as an
organized event, gathering an audience (public or private) at a specific location, date,
and time. It features an artist or a group of musicians who perform music in real-time
before an audience. These concerts usually take place on a stage, within a specific
venue such as a concert hall, a stadium, or an outdoor festival.

• Live Conditions: This term generally refers to the circumstances and environment in
which a live performance unfolds. It encompasses factors like the size and shape of the
venue, the room’s acoustics, the presence and response of the audience, and technical
components such as sound and lighting systems.

In this thesis, we have examined three distinct music listening contexts, each offering
unique experiences and considerations:

• Live Concert with Performers and Audiences: A live concert featuring musicians
actively performing music for a live, in-person audience. The presence of the audience
creates a dynamic, mutually beneficial atmosphere that augments the experience for
both performers and attendees. The audience’s presence can drive musicians, and this
unique relationship often inspires the musicians to deliver more passionate, virtuosic
performances.

• Video Recordings of Live Performance: These are recordings that capture both the
visual and auditory aspects of a live performance. They allow audiences to experience
the performance post-event and from vantage points that might not have been accessible
during the actual performance.

• Audio Recordings of Live Music Performance: Comparable to video recordings,
these sound recordings are created during a live performance. They are usually made
with high-quality microphones strategically positioned to capture the best possible
sound. The intention is to recreate the live experience for listeners who were absent
during the original performance.

Throughout this thesis, we focus on several research questions that delve into the realm
of perceived music emotions:

• (RQ1) Are there variations in listeners’ agreement on perceived emotion over the
course of a piece of music and if so, why?
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• (RQ2) Are differences in perceived emotions among listeners related to individual
factors?

• (RQ3) Are there differences in perceived music emotions between live and lab settings?

• (RQ4) What factors contribute to specific perceived emotions and changes in perceived
emotions for listeners?

• (RQ5) How can listener-informed semantic features and individual attributes be used
to model perceived music emotion?

• (RQ6) Are there differences in perceived emotions related to the historical time periods
(music eras) of the music listened to?

Our first research aim was focused on analysing the agreement or disagreement of per-
ceived emotions in response to music. We sought to answer the following research question:
(RQ1) Are there variations in listeners’ agreement on perceived emotion over the course of a
piece of music and if so, why? To address this, we first conducted a study in the context of
a live concert to collect time-based emotion ratings over the live music performance from
audience participants. Results informed us of several music segments presenting high or low
agreement (Chapter 3). In order to uncover reasons behind these discrepancies, collecting
more information from participants was necessary. Additionally, we wanted to find out
whether differences in perceived emotions among listeners (yielding observed low agree-
ment) could be related to different factors pertaining listeners. To this end, we designed and
conducted a follow-up study to interrogate the reasons behind emotion rating in a controlled
laboratory setting. Participants individually rated perceived emotions whilst watching a video
recording of the live performance, using headphones and a computer interface. Participants
then provided explanations for some of their emotion ratings retrospectively, along with
background information about their personality traits, musical sophistication, music pref-
erence and demographics. Where participants’ emotion ratings diverged in relation to the
same music, participants’ explanations enabled us to identify several possible reasons for
low agreement of emotion ratings. In addition, the individual attributes provided by listeners
enabled us to answer the research question, (RQ2) Are differences in perceived emotions
among listeners related to individual factors? We also investigated the following research
question, (RQ3) Are there differences in perceived music emotions between live, lab and
online settings? We made comparisons between the agreement results obtained in different
conditions, based on which we also suggest certain guidelines to achieve more consistent
emotion ratings towards music (Chapter 4).
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In order to design or select features that represent well the cognitive process underlying
the perception of emotion in music, we investigated the following question: (RQ4) What
factors contribute to specific perceived emotions and changes in perceived emotions for
listeners? By collective reflective feedback on reasons for their emotion ratings we were able
to identify features closely characterising the motivations for listeners to express specific
emotional judgements or changes thereof (Chapter 5). We refer to such features as semantic
features, to denote the conceptual components underlying emotion perception.

In Chapter 6, we focus on a subset of semantic features for which correlates can be
automatically extracted from audio or music scores using computational methods. We built
explanatory models (Shmueli et al., 2010) to address the following question: RQ5: How can
the listener-informed semantic features and individual attributes be used to model perceived
music emotion? We also investigated if individual attributes would have moderator effects
between listener-informed features and perceived emotions.

Lastly, to validate our findings with a more diverse group of participants and live music
stimuli, we conducted an online study. For this study, we recruited targeted groups of
participants from around the world. Participants accessed an online study platform using
a standard web browser, and had to wear headphones and sit in a quiet environment to
complete the study. Participants were asked to individually rate their perceived emotions
while listening to 51 excerpts from live performances spanning multiple music eras. They
were then asked to provide background information about their mood states, personality
traits, musical sophistication, music preferences, and demographics. This approach allowed
us to further examine RQ2, which pertains to the impact of individual difference factors
on perceived emotions. Additionally, we explored RQ6: Are there differences in perceived
emotions related to the historical time periods (music eras) of the music listened to? (Chapter
7).

Figure 1.1 gives an overview research methodology used in the current work. In this
figure, we introduced the context of particular studies (rounded rectangular shapes), following
by information collected from listeners or music signals (oval shapes). The type and process
in the analyses we conducted are also indicated (rectangular shapes), with the knowledge
derived from the analyses (trapezoidal shapes).

1.3 Main Contributions

We summarise in this section the main contributions of the thesis.

• Time-varying perceived music emotion and emotion annotation tool
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Live Concert with Performers
and Audiences

Video recordings of Live Performance

Babajanian Trio Live
Performance

Live Condition Study Lab Condition Study

Time-based
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Time-based
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Reasoning 
(Chapter 4)
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Linked
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Figure 1.1 Overview of the research methodology in the thesis. Rounded rectangular shapes relate to
the context of particular studies. Oval shapes represent information collected from listeners or music
signals. Rectangular shapes denote the type and process in the analyses we conducted. Trapezoidal
shapes relate to knowledge derived from the analyses.

This work advances the understanding of time-varying perceived music emotion.
Whilst a majority of music emotion studies have been conducted by considering
emotion judgements at the level of a whole piece, we are interested in fine-grained
changes of perceived emotion in response to music over time. We extended previous
work by improving a web-based interface enabling to collect listener emotion self-
reports (Mood Rater and Mood Annotator). We used this interface to capture emotion
annotations based on the valence-arousal space in a number of listening conditions.
This enabled us to study variations of perceived music emotions over time and across
listeners. Furthermore, the increasingly positive feedback from participants across
multiple studies also provides valuable insights for tool design and serves as a practical
guide for conducting music emotion research.

• Ecological setting (“into the wild”) versus laboratory setting
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To date, only a few studies have considered the collection of emotion response from
listeners in real concert conditions providing an ecological setting for music perception
research. This is probably due to both technical constraints (how to measure emotional
response from audiences outside the laboratory) and contextual ones (what type of
concert venues and performing arts setting enables the involvement of audience mem-
bers in scientific studies). Using the emotion annotation tool described above, we were
able to collect perceived emotion self-reports from a concert audience during a live
performance held as part of a concert series from our research centre. Such research
setting, “into the wild”, enabled us to derive novel perspectives on music emotion
perception that differ from typical laboratory-based studies conducted in a controlled,
but non ecological, setting.

We conducted music emotion studies both in the live and laboratory settings, which
provided a way to analyse, to an extent, the influence of the setting on perceived emo-
tion. We were able to compare emotion self-reports collected in a live concert which
was video-recorded, with self-reports collected in a controlled laboratory condition
in which we used the video recording of the same performance. This highlighted a
number of significant differences between conditions such as the rating frequency
(number of times participants rate over time) and differences in inter-rater reliability
for valence and arousal.

• Understanding the cognitive process related to low agreement on perceived emo-
tions between listeners

We devised a study in which we collected reflective feedback from participants after
they had provided self-reports on perceived emotion in response to music over time.
This enabled us to investigate the reasons why participants consider that various parts
in music pieces portray specific emotions, and when and why there are changes. We
found several semantic features, here defined as conceptual elements that pertain to the
cognitive process underlying perceived emotion perception, that explained similarities
and differences between participants. These semantic features namely provide possible
reasons for listener disagreements on perceived emotions within segments from the
particular classical music piece studied in this thesis.

• Listener-informed semantic features

We identified several semantic features related to cognitive reasons explaining how
listeners rated perceived emotion by using a qualitative data methodology based on
open-ended questions and thematic analysis. We found that correlates of these semantic
features, which can be automatically extracted from audio- or score-based music signals
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using existing feature extraction toolsets, play a significant role in explanatory models
of perceived emotion.

• Public dataset of diverse emotional perception study

We have released a dataset containing emotion annotations, gathered from the same
group of 128 participants who annotated up to one hour of music in a time-based
manner. To the best of our knowledge, as of the study date, this was the first dataset of
its kind.

Our stimuli selections were balanced across varying levels of musical tension, and they
spanned a broad spectrum of music, from the Baroque to the Post-Romantic periods.
We sourced our musical stimuli from the MAESTRO dataset (v2.0)1, which offers a
wealth of high-quality piano compositions and precisely aligned MIDI. Our participant
pool was diverse; we recruited 128 individuals from various backgrounds to ensure a
balanced representation in terms of gender, language, and musical experience. To delve
deeper into the dynamics of music-emotion relationships, we incorporated metrics such
as musical sophistication, personality traits, musical preferences, pre-experiment mood
states, and levels of empathy. The dataset, along with the analytical tools developed
in this project, is openly available at https://zenodo.org/record/8375588. This paves
the way for numerous future research opportunities in emotion modeling and music
information retrieval.

• Individual differences and music era influences in emotion perception

We examined the effects of several individual factors on perceived emotion in relation
to cultural background, personality traits, musical sophistication, and gender in a lab
setting. Additionally, we conducted an online study with a large sample of participants
and music stimuli. Moderation multiple regression analyses revealed that some of these
factors (e.g., agreeableness, cultural background) act as moderators between semantic
feature correlates (e.g., loudness, pitch range) and perceived arousal. Linear mixed-
effects models also suggest that individual factors (such as conscientiousness) can have
a small but significant impact on perceived emotions.Furthermore, we investigated
the influence of historical time periods (Baroque, Classical, Classic to Romantic,
Romantic, and Romantic to Post-Romantic) on emotion perception. Statistical tests
and linear mixed-effects models indicated that such differences can influence user
emotion agreement and perceived emotions.

1source: https://magenta.tensorflow.org/datasets/maestro

https://zenodo.org/record/8375588
https://magenta.tensorflow.org/datasets/maestro


1.4 Thesis Structure | 11

1.4 Thesis Structure

The thesis is divided into seven chapters, described below.

Chapter 2 begins by reviewing background knowledge on music and emotion and then
describes several challenges for emotion analysis. It then reviews current music
emotion recognition methods developed in the computer science field, and gives an
in-depth discussion about the issues they face.

Chapter 3 introduces our first study, conducted in a live concert setting, intending to capture
time-varying perceived music emotion in the wild. This chapter further discusses the
disagreement about perceived emotion occurring for certain musical segments, and
leads us to the design of a further study to investigate the subjective nature of emotion
perception.

Chapter 4 describes our second study, which aimed at better understanding the agreement
and disagreement of music emotion perception. This chapter details the investigation
of agreement levels of time-varying emotion ratings, and the reasons behind them. The
chapter also compares emotion ratings between live performance and lab conditions;
and finally, explores individual differences in emotion perception.

Chapter 5 analyses participants’ comments through a joint thematic analysis approach
(Braun and Clarke, 2006), aiming to define informative semantic features related to
music emotion recognition. This chapter also discusses the correlates of semantic
features that can be automatically extracted for building MER models, and their
potential links with the field of MIR.

Chapter 6 develops explanatory models of music perceived emotion, using the proposed
semantic features recognisable in both audio and score domains. Regression analysis
is used to show the effectiveness of proposed features in perceived emotion modelling.
The interaction effect between individual factors and correlates of semantic features is
also examined.

Chapter 7 describes our final study conducted in an online setting, involving a larger number
of listeners and live performance stimuli. The study examines individual differences in
time-varying perceived emotions. Additionally, it explores the effect of historical time
periods on music emotion user agreement and perceived emotions.

Chapter 8 concludes this thesis by summarising the main conclusions and discussing its
limitations. We also identify future research areas relevant to the music and emotion
field.
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Chapter 2

Background

“Emotion” is often considered a key aspect of music experience. For the last twenty years or
so, emotion in music has attracted increasing attention from music psychologists (Yang and
Chen, 2012; Soleymani, Aljanaki, et al., 2014; Aljanaki, Yang, and Soleymani, 2017). Also,
there has been a growing interest in automatic emotion recognition from music, that would
allow us to manage our growing digital music libraries more efficiently (Yang and Chen,
2012; Soleymani, Aljanaki, et al., 2014; Aljanaki, Yang, and Soleymani, 2017). The topic of
this work is focused on both the time-varying nature and the subjective nature in perceived
music emotion in music. Therefore, in this chapter, we will survey previous research on
music and emotion. Specifically, we will review background knowledge in the areas of
emotion representation and music emotion perception, and discuss possible gaps between
the perceptual and cognitive analysis of music emotions and the field of automatic music
emotion recognition.

2.1 Representation Of Emotion

2.1.1 Induced Emotion And Perceived Emotion

Music can both express and evoke emotions (Krumhansl, 2002). Studies focused on music
and emotion are commonly conducted in terms of perceived emotions, or induced emotions
(Kallinen and Ravaja, 2006). In previous studies, Gabrielsson (2002) stated that induced
emotion (also known as felt emotion) is the emotion experienced by the listener whereas
the perceived emotion (also known as expressed emotion) is the emotion recognized in the
music. Perceived emotion should not be confused with induced emotion. A qualified listener
might recognize the emotion conveyed by the music without experiencing that emotion. In
Juslin and Laukka (2004)’s study, most listeners claim that they experience strong emotions
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to music only about half of the time they spend listening to it. Zentner, Grandjean, and
Scherer (2008) claimed that negative types of emotions (such as anger or fear) are less likely
to be induced by music, though music can express them. Numerous studies also suggest that
ratings of perceived emotion are more consistent between different listeners for the same
piece of music than ratings of induced emotion (Schubert, 2007; Hunter, Schellenberg, and
Schimmack, 2010). Gabrielsson (2002) proposed a framework of four possible types of
interactions between perceived and induced emotion, namely positive relationship, negative
relationship, no systematic relationship, and no relationship (see Figure 2.1).

• Positive relationship describes the situation when “the listener’s emotional response
is in agreement with the emotional expression in the music (p. 131)”

• Negative relationship is the term used when “ the listener reacts with an emotion
“opposite” to that expressed in the music: positive emotion in the music elicits negative
emotion in the response, or negative emotion in the music elicits positive emotion in
the response” (p. 134)

• No systematic relationship refers to “occasions in which a potential relationship,
positive or negative, between expression and response does not occur”, for instances,
“whatever emotional expression there is in the music, the listener stays in the same
mood (whatever it is) or stays “emotionally neutral” ” or “one and the same emotional
expression in the music evokes different emotional responses in different listeners, or
in the same listener, or on different occasions. ” (p. 136)

• No relationship means “ there is not even a potential relationship between variables in
the expression and variables in the response”, such as when a person feels an emotion
that cannot be expressed in music. (p. 136)

Gabrielsson’s proposed framework is the first attempt by music psychology research to define
possible relationships between induced emotion and perceived emotion of music, and it
has been supported and examined by later studies (Kallinen and Ravaja, 2006; Evans and
Schubert, 2008). Among the four relationships, the “positive relationship” seems to be the
most frequent type shown in music. For instance, Evans and Schubert (2008) examined
Gabrielsson’s model and measured the proportions of the four types of relationship occurring
in listeners’ responses to music, and reported the positive relationship occurred on average
for 61% of all cases. However, just as suggested by Gabrielsson, although the positive
relationship is potentially the most common among the possible relationship types, it is “far
from general”. In addition, there is increasing evidence to explain the possible differences
between perceived emotion and felt emotion. For example, recent studies suggest that even
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Table 2.1 Add caption

Relationship Perceived Emotion Induced Emotion

Positive relationship
Happy Happy

Sad Sad

Negative relationship
Happy Sad

Sad Happy

No systematic relationship
(two cases)

Happy
"Neutral"

(or nothing felt)
Sad

Angry

Happy
Varies for different

listeners and occasions

No relationship Nothing Perceived (but) Induced

Table 2.2 Add caption

Relationship Perceived Emotion Induced Emotion

Positive relationship
Happy Happy

Sad Sad

Negtive relationship
Happy Sad

Sad Happy

No systematic relationship (two cases)

Happy
"Neutral" (or nothing felt)Sad

Angry

Happy Varies for differentlisteners and occasions

No relationship Nothing Perceived (but) Induced

Figure 2.1 Schematic illustration of four types of relationship between perceived emotion and induced
emotion, reproduced from Gabrielsson (2002)

when the perceived emotion is easily identified by the participants (happy or sad), the induced
emotional experience can be influenced by an interplay between the music and the listeners
(e.g., personal connection, memories and past experiences, perceived aesthetic value) (Van
den Tol and Edwards, 2013; Van den Tol and Edwards, 2015; Van den Tol, Edwards, and
Heflick, 2016).

In the research presented in this thesis, our focus is on perceived emotions in music
during live performances. This choice is based on the potentially more universal attributes
of perceived emotions compared to the highly subjective nature of felt emotions. While felt
emotions are indeed an integral part of the music experience, they are deeply intertwined with
personal experiences and cognitive processes, posing challenges in consistent and accurate
measurement in research. Moreover, in a real-time listening context, it becomes difficult for
participants to swiftly identify their felt emotions. The ephemeral and subjective nature of
felt emotion could potentially complicate the interpretation of our results and divert attention
from the central focus of our research.

To ensure clarity and prevent confusion in responses, it is crucial to establish a clear
distinction between perceived emotion and felt emotion in experimental settings. Therefore,
in our study, participants are explicitly instructed to report their perceived emotions rather than
their expressed or felt emotions. This step aims to prevent any potential misinterpretation and
misleading results, as highlighted by Evans and Schubert (2008). By prioritizing perceived
emotions and their analysis, we aim uncover insights that have broader applicability and
contribute to a deeper understanding of the emotional aspects of music.
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2.1.2 Emotion Models: Categorical And Dimensional

Models for music emotion psychology and emotion recognition are commonly divided into
two dominant approaches: categorical (or discrete) models, and dimensional models.

Categorical Models

Categorical models present emotions as a set of discrete emotional descriptors (typically tags,
which are keywords or terms assigned to a piece of information incorporated into metadata-
based retrieval systems) based on their relevance to music. According to categorical models,
we experience emotion in discrete categories, such as happiness, sadness, anger, or fear
(Ekman, 1992). Previous research on music and emotion has proposed differing sets of
emotion categories (Hevner, 1936; Juslin and Laukka, 2003; Hu and Downie, 2007).

One of the earliest studies on music emotion categories is Hevner (1936), which proposes
an "adjective circle" (see Figure 2.2), a checklist comprising 67 adjectives that are organized
into eight groups in a circular way, with adjectives of close meaning in one group. Later,
Schubert (2003) proposed updates to Hevner’s adjectives circle, in combination with new
adjectives selected from the work of Russell (1980) and (Whissell, 1989). Schubert’s
updated work reorganized 46 adjectives into nine clusters which were validated by 133
musically experienced people. One of the most recent categorical models specific to music-
induced emotions is the Geneva Emotional Music Scale (GEMS). The nine main GEMS
emotions are “transcendence”, “wonder”, “joyful activation”, “power ”, “tension”, “sadness”,
“tenderness”, “nostalgia”, and “peacefulness”. These are derived from a progressive work
of four interrelated studies that characterized music-induced emotion terms generated by
hundreds of listeners (Zentner, Grandjean, and Scherer, 2008).

Another approach to generating emotion categories is to extract a set of labels relevant to
emotion through statistical analysis of a large-scale database. For example, Hu and Downie,
2007 derived five mood clusters (rousing, cheerful, wistful, humorous, aggressive/intense)
comprized of 29 adjectives (see Table 2.1). 40 most popular mood labels were first derived
from the online music-information service AllMusic1; The pairwise similarity between labels
was then measured according to the number of songs and albums associated with both labels;
Finally, the five clusters of mood labels were selected based on a clustering process on the
similarity data.

These five mood clusters model are selected based on a clustering process on the sim-
ilarity matrix of the 40 most popular mood labels used on the online music-information
service AllMusic1. The five mood clusters model has gained popularity in music information

1http://www.allmusic.com/
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Figure 2.2 Hevner’s Adjective Circle, reproduced from Hevner (1936)

retrival tasks, and has served as the emotion taxonomy for the task of audio mood classifica-
tion (AMC), associated with the annual Music Information Retrieval Evaluation eXchange
(MIREX) since 2007.

Dimensional Models

Dimensional models scale and measure emotions based on their approximate placement
along several continuous affective dimensions. The most noted dimensional model is the
Circumplex Model of Affect (Russell, 1980; Russell, Niit, and Lewicka, 1989; Posner,
Russell, and Peterson, 2005). This model proposes that all affective states arise from a

Table 2.1 Five mood clusters used in the MIREX Audio Mood Classification task, proposed by Hu
and Downie, 2007

Cluster 1 passionate rousing confident boisterous rowdy

Cluster 2 rollicking cheerful fun sweet amiable/good natured

Cluster 3 literate poignant wistful bittersweet autumnal brooding

Cluster 4 humorous silly campy quirky whimsical witty wry

Cluster 5 aggressive fiery tense/anxious intense volatile visceral
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two-dimensional, circular structure involving the dimensions of valence and arousal (VA)
(see Figure 2.3). The valence dimension measures how positive or negative the emotion
is, and ranges from unpleasant to pleasant. The arousal dimension refers to how excited
or apathetic the emotion is, and it ranges from sleepiness to excitement. Russell, Niit, and
Lewicka (1989) mapped 28 affective terms in the Circumplex Model in a circular order
using different scaling approaches, with adjectives of opposite meanings across the diameter.
The VA space is commonly used in music emotion studies (Yang and Chen, 2012; Eerola
and Vuoskoski, 2013) as a way of providing quantitative data about participants’ qualitative
emotional responses by mapping the locations of the annotations on the axes to numerical
values.

Although the validity of both categorical and dimensional models for a wide range of mu-
sic has been confirmed in multiple studies (Juslin and Sloboda, 2001; Eerola and Vuoskoski,
2013), both models have their advantages and drawbacks. For example, categorical models
are easy to use and understand in comparison with dimensional models, whose concepts
such as valence or arousal may not be intuitive for the average listener. Also, emotion
category can easily be incorporated into metadata-based retrieval systems (e.g., keyword
and tag search) such as music recommender systems. However, as emotion is subjective in
nature, there might be perceptual semantic gaps between emotion experienced and words
used by categorical models to describe the emotion. Also, category models fail to discrim-
inate emotions under same categories but with different levels of intensity. For example,
Eerola and Vuoskoski (2011) suggested the category model achieved a poorer resolution than
dimensional models when characterizing emotionally ambiguous examples. One common
issue exists in both categorical and dimensional models. They have both generated much
debate about the number of categories or dimensions required as both models can come in
different forms.

In this presented work, we used a hybrid approach - integrating a dimensional model
with category models, the latter acting as guiding labels beneath the dimensional structures.

The dimensional model proved particularly valuable in our exploration of time-varying
perceptions of music. It inherently facilitated participants’ ability to assess the relative
weights of time-varying musical emotions and enabled them to accurately report changes in
emotional intensity over time. Such reporting may not have been as efficiently facilitated
by the categorical model, particularly during transitions between categories. However, we
also recognised the merits of the categorical model. By representing affective terms in
valence-arousal (VA) space, we helped participants to report their perceived emotions with
greater certainty during longer music performances. Therefore, our decision to use this hybrid
model representation was significantly influenced by the specifics of our research design.
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Figure 2.3 A circumplex model of affect using direct circular scaling coordinates for 28 affect terms,
reproduced from Russell (1980)

The details of the model we used to collect music emotion data are described in Sections
3.1.2 and 4.1.3. This hybrid approach greatly assisted participants in quickly identifying their
emotions. User feedback indicated that the inclusion of these tags for a dimensional model
was highly beneficial, as discussed in Sections 3.4 and 7.4.

2.2 Music Emotion Perception

Regardless of the approach applied to model emotion annotations, the task of analysing
emotion ratings is still challenging. The emotional descriptions assigned by listeners to a
particular piece of music can often be difficult to ’fit’ into a single, well-defined analytic
measurement (Schmidt, Turnbull, and Kim, 2010). For instance, research aiming to capture
emotion perception from music may use time-continuous annotation to provide detailed,
localized emotion ’cues’; and multiple annotators to capture the range of different subjective
responses to the music. However, several factors give rise to emotion label noise in a time-
continuous multiple annotator context. First, the subjectivity nature from multiple raters
can result in a reliability problem of the emotion annotation. Second, due to inter-annotator
delays, multiple time-continuous annotations are prone to asynchrony problems, that is
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listeners might provide ratings at different rating timescale, with different response time; this
makes the estimation of listener-based emotion ratings even harder.

2.2.1 Time-Varying Nature Of Music And Emotion

As music unfolds in time, the temporal aspect of music is inextricably tied to any musical
experience. Studies suggest that listeners’ emotional response to music is tightly linked to the
temporal evolution of music features (Hiraga and Matsuda, 2004; Schubert, 2004). Bachorik
et al. (2009) concluded that most music listeners require 8 seconds to evaluate the mood of
a song, while some research on music emotions has shown that the fastest emotion-related
responses take less than a second (Cowie, McKeown, and Douglas-Cowie, 2012). It’s also
worth noting the fact that the way emotions vary over time is linked to music genres and styles
(Tuomas, 2011; Barthet, Marston, et al., 2013; Saari, Fazekas, et al., 2016). For certain genres
of music, such as classical music, a wide range of emotions is typically expressed over time.
However, certain styles of music such as production music - music specifically composed
to accompany media - present a more homogeneous emotional expression throughout the
piece (Rentfrow and Gosling, 2003; Hu and Downie, 2007; Zentner, Grandjean, and Scherer,
2008; Barthet, Marston, et al., 2013). Time is a key element in music emotion perception
and should be brought to the foreground of music emotion recognition (MER). However,
relatively little work in MER research has discussed or taken into account the time-varying
nature of music (Caetano, Mouchtaris, and Wiering, 2012). Most MER systems focus on
assigning one emotion label to a whole piece or to long-term excerpts, without taking into
account the time-dependent nature of emotional response to music. As a result, listeners’
emotion ratings are usually collected as single ratings for each excerpt (e.g. the NTUMIR
dataset (Yang and Chen, 2011b)), which is counter to the fact that perceived emotion changes
over time as music unfolds (Schmidt and Kim, 2010a). In other works (Lu, Liu, and Zhang,
2005; Schmidt, Turnbull, and Kim, 2010; Panda and Paiva, 2011), a musical piece is first
segmented before collecting emotion ratings for each segment, and further segmented into
ranges of stable music emotions. This accounts partially for time variability in emotion
ratings; and, not surprisingly, has been shown to result in markedly better models and
results than simply performing emotion recognition on the whole piece of music. However,
as time-varying emotion recognition is still in its early days, publicly-available, labeled,
time-based datasets are not widely accessible. To our knowledge, existing time-related,
annotated datasets include MoodSwings Dataset (MTurk240) (Kim, Schmidt, and Emelle,
2008), Computer Audition Lab 500 Expansion Dataset (CAL500exp) (Wang, Wang, et al.,
2014), MediaEval Database for Emotional Analysis in Music (DEAM) (Aljanaki, Yang,
and Soleymani, 2017) and PMEmo (Zhang et al., 2018). These time-continuous ratings are
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collected online and based on generally independent recorded music excerpts. More details
about related datasets are discussed in Section 2.3.6.

2.2.2 Subjectivity Of Music Emotion Perception

How we experience and respond to music is not only a function of musical attributes but
also of listener properties (earlier experiences, expectations, attention, preferences, attitudes,
personality, present physical and psychological state, etc) and of the situation (environment,
acoustics,time of day, being alone or in company, etc) (Gabrielsson, 2002). That is, different
people may perceive different emotions conveyed by the same music piece; they may also
respond differently to the music.

Emotion Perception Involves Subjective Experiences

In the aspect of personality, previous studies show that people who are open to new experi-
ences tend to have a stronger perception of positive aspects (transcendence, peacefulness,
joyful activation, and tenderness) (Schedl, Gómez, Trent, et al., 2018). Other studies show
that participants with higher empathy traits or higher emotion contagion tended to report in a
more intense way (Baltes, and Miu, 2014). People scoring high on openness, extroversion,
and agreeableness were more inclined to listen to happy music when they are feeling sad,
while people scoring high on neuroticism tend to listen to more sad songs when feeling
disgusted (Ferwerda, Schedl, and Tkalcic, 2015). Also, music perception may vary between
listeners with different cultural backgrounds (Stevens, 2012): in particular, there is much
evidence suggesting that a listener’s musical-cultural background can influence their music
emotion perception (Balkwill, Thompson, and Matsunaga, 2004; Hu and Yang, 2014; Lee
and Hu, 2014; Hu and Yang, 2017a). For example, listeners are better at perceiving emotions
conveyed in the music of their own culture than in unfamiliar music, and people who listen
to unfamiliar music usually experience different tonal qualia (often described as different
tinges of tension and relaxation, or instability and stability) than people familiar with the
music (Balkwill, Thompson, and Matsunaga, 2004; Podlipniak, 2017). A recent study
also suggests that music training and emotion engagement with music positively influences
emotion decoding accuracy (Akkermans et al., 2019). Very few studies have been conducted
on individual differences in music emotion perception at the time-varying context, except a
study (Dibben et al., 2018) which indicates that moment-by moment judgements of emotion
in (novel but stylistically familiar) music are minimally influenced by personality, musical
expertise and age, and unaffected by gender or by emotional intelligence (measured using
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the 30-item Trait Emotional Intelligence Questionnaire-Short Form (TEIQue-SF) (Petrides
and Furnham, 2006)).

2.2.3 Listening Context Of Music Emotion Perception

The listening context refers to certain aspects of the performance and/or listening situation
(e.g., location, event). Listeners’ emotional responses to music are likely to be influenced by
the listening contexts when the music is heard (Juslin, Liljeström, et al., 2008; Gabrielsson
and Lindström, 2010; Greasley and Lamont, 2011).To gain a deeper understanding of how
music evokes emotions, it is essential to examine the interplay between the listener, the
music, and the situation (Gabrielsson, 2001).

One specific listening context that offers a distinct experience is attending a live music
performance as an audience member (Sloboda, Lamont, and Greasley, 2009). Live music,
particularly in a concert setting, provides a unique and immersive encounter that distinguishes
it from listening to recorded music. While recorded music offers the advantage of accessibility
and convenience, the live performance setting provides a unique opportunity for emotional
connection, sensory immersion, and a deeper appreciation for the artistry involved. Research
indicates that live concerts elicit some of the most intense musical experiences, with 73% of
peak experiences involving live music (Gabrielsson, 2011; Lamont, 2011).

Several factors contribute to the emotional engagement of live concerts. The immediate
presence of musicians performing live creates a dynamic and interactive environment that
profoundly impacts listeners’ emotional responses. Observing the musicians’ expressions,
gestures, and musical nuances fosters a sense of intimacy and authenticity that recorded music
struggles to replicate (Gabrielsson, 2011; Lamont, 2011). Visual aspects of live performances
also aid in differentiating the intended levels of expressivity and emotions of the performers,
enhancing physiological reactions (Davidson, 1993; Vines et al., 2006; Chapados and Levitin,
2008; Huang and Krumhansl, 2011). Conversely, computerized stimuli lacking performance
expression variations may hinder positive emotional reactions (Livingstone et al., 2010).

Moreover, the acoustic characteristics of the live performance setting contribute to the
unique experience. The natural resonance of the venue, the reverberation of sound, and
the spatial distribution of instruments and voices add depth and dimension to the music,
enveloping the listeners in a rich sonic environment. These factors enhance the emotional
impact and create a more immersive experience (Shoda and Adachi, 2015; Burland and Pitts,
2016; Shoda, Adachi, and Umeda, 2016).

Additionally, the collective experience of attending a live concert with a live audience
fosters a sense of community and shared emotion. The atmosphere, applause, and shared
reactions among audience members amplify the emotional engagement and create a sense
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of unity. The context of the performance and audience behaviour also influence the music,
with the intimacy of the venue, shared experiences among audience members, and varied
expectations from concert-goers eliciting different musical responses (Juslin, Liljeström,
et al., 2008; Greasley and Lamont, 2011). This social contagion and group entrainment
contribute to an enhanced emotional experience of music. It is important to recognize that
these elements of the live music setting can lead to different values and effects compared to
recorded music.

However, some researchers argue that studies conducted in naturalistic listening con-
texts lack experimental control (Parrott and Hertel, 1999). For example, when listening
experiments are conducted in natural settings, the presence of other people can influence
emotional responses to music, potentially leading to different rating results (Egermann,
Sutherland, et al., 2011; Liljeström, Juslin, and Västfjäll, 2013). Failure to control for the
underlying listening mechanism may result in inconsistent or non-interpretable findings
(Juslin and Västfjäll, 2008). While conducting experiments in laboratory settings provides
greater experimental control, it may also limit the range of target emotions and ecological
validity. For instance, in real life, emotions are often influenced by multiple factors and occur
in diverse contexts, making it challenging to replicate these conditions within a laboratory
setting. Simulating emotional meaning or arousal in the laboratory presents methodological
and ethical difficulties, and it is important for participants to be aware of the manipulation,
especially when mood inductions are used (Parrott and Hertel, 1999).

Recognizing this limitation, Parrott and Hertel advocate for a two-pronged approach
that combines complementary laboratory and naturalistic studies. They suggest that these
two styles of research naturally complement each other, allowing for a more comprehensive
understanding of emotions. Therefore, in this work, we investigate time-varying music
emotion perception in two listening situations. We first conducted a study under conditions
of live classical music performance. The live performance context we chose provides a
unified listening experience for an audience to annotate a long classical piece. It also allows
for full immersion in the performance, enabling the inclusion of stage factors that might
contribute to perceived emotions. Such setting may lead to the occurrence of more varied and
possibly stronger emotions from the audience, which is relevant for the study of participants’
levels of agreement and disagreement in music perception (detailed in Chapter 3). We
further conducted a study in a controlled lab setting using a recording of the performance,
which provided both the opportunity to experience the live performance recordings and the
feasibility to collect reflective feedback (detailed in Chapters 4 and 5).
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2.3 Music Emotion Modelling

2.3.1 Interfaces For Emotion Annotation Acquisition

At least two different approaches have been utilized to collect self-reports about the subjective
listening experience while listening to music. In one approach, participants can provide
summative emotion ratings retrospectively after music listening. The other approach is
participants can provide ratings of music listening continuously (that is, rating the music
while it is being heard). In retrospective (summative) emotion annotation process, emotions
perceived during listening will be memorized and reported afterwards, usually in forms
such as lists or rating scale with emotional adjectives. In contrast to this, using continuous
methods enables one to express changing emotions as the music unfolds.

Emotion trace tracking is one important technique used to capture continuous emotional
response (Cowie, McKeown, and Douglas-Cowie, 2012). There is good evidence that
continuous self-reports within a two-dimensional valence-arousal (VA) emotion space, most
conceptually similar to Russell’s core affect dimensions (Russell, 1980), are appropriate
for measuring music emotions (Kim, Schmidt, and Emelle, 2008; Egermann, Nagel, et al.,
2009; Dibben et al., 2018). For example, Schubert (1996) developed an interface called
“two-dimensional emotion space” or 2DES (See Figure. 2.4a) based on Russell’s core
affect dimensions, which has been shown as a reliable and valid instrument for measuring
continuous emotion perception. EMuJoy (Emotion measurement with Music by using a
Joystick) (Nagel et al., 2007) (see Figure. 2.4b) used the same two-dimensional space
illustrated with the words ’positive’, ’negative’, ’calming’, and ’arousing’ at the extremes
of the axes, and a point with an emoticon and a tail representing the emotion at a given
point in the space. The emoticon depicts a face with the eyes opened or closed according to
the degree of arousal, and a mouth smiling or frowning according to the degree of valence.
The tail represents an emotion trajectory over time. Later, Schubert, Ferguson, et al. (2012)
developed the Six Emotion-face Clock (see Figure 2.5a). This measures emotional response
continuously, but also captures the benefits of discrete emotion rating, by applying six
discrete facial expressions (Excited, Happy, Calm , Sad , Scared and Angry) mapped onto the
emotional dimensions. In some studies, valence and arousal are annotated separately while
the music is being played (Aljanaki, Yang, and Soleymani, 2017).

Other than this, discrete time annotations (that is, participants report emotion responses
at different time points) are also a possible way to capture time-varying music emotion
annotations. In comparison with emotion trace tracking, discrete time annotations can
provide a specific time information help to localize music cues for emotion judgements. An
example of discrete time annotation is provided by Mood Conductor (Fazekas, Barthet, and
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Sandler, 2013) (see Figure 2.5b), which was initially developed as a participatory live music
performance system. Mood Conductor allows audience members to select emotions cues
on a two-dimensional valence-arousal (VA) space-based interface. Sixteen emotion tags
were mapped to the areas of VA space. The emotion tag closest to the selected point by the
audience on the VA space, such as “joyful” or “relaxed”, will show up underneath to help the
emotion cue selection. This provides an experimental framework to study dynamic emotion
variations, as participants can select desired emotions to be interpreted by performers in live
music performance.

As this work addresses time-varying emotion perception, we adopted a method suitable
for time-based self-reports. We have reoperationalized the Mood Conductor framework
for participatory music performance (Fazekas, Barthet, and Sandler, 2013) to collect live
emotion annotations from the audience (and re-branded it as Mood Rater) (see Section. 3.1.2
and Section. 4.1.3 for the details).
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(a) Two-Dimensional Emotion-Space (2DES) (Schubert, 1996)

(b) EMuJoy (Nagel et al., 2007)

Figure 2.4 Interfaces for capturing continuous emotional response (1)
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(a) The Six Emotion-face Clock (Schubert, Ferguson, et al., 2012)

relaxed
(b) Mood Conductor (Fazekas, Barthet, and Sandler,
2013)

Figure 2.5 Interfaces for capturing continuous emotional response (2)
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2.3.2 Consistency Of Human-Annotated Emotion Ratings

The low consistency between the subjective experience ratings of different human annotators
is a well-known challenge in many sub-areas of computational music modelling, not just in
emotion studies (Aljanaki, Yang, and Soleymani, 2017; Hu and Yang, 2017a), but also in
other contexts such as audio music similarity (Jones, Downie, and Ehmann, 2007; Flexer and
Grill, 2016), music structure analysis (Smith, Burgoyne, et al., 2011; Nieto et al., 2014; Smith,
Kato, et al., 2017), genre classification (Lippens, Martens, and De Mulder, 2004; Seyerlehner,
Widmer, and Knees, 2010; McVicar et al., 2016) and human harmony annotations (Ni et al.,
2013; Koops et al., 2019). To prepare for a discussion of agreement or consistency among
subjective emotion ratings from different raters, we will first describe the background of
consistency (or agreement) measures.

Consistency Measures

The degree to which different annotators give consistent estimates of the same behaviour
(or the “closeness” between subjective ratings from different annotators) is often referred to
as inter-rater reliability (IRR) (or inter-annotator agreement, inter-coder agreement). The
assessment of IRR provides a way of quantifying the degree of agreement between two or
more raters (annotators) who make independent ratings about the features of a set of subjects
(Hallgren, 2012; Gwet, 2014). Higher IRR will guarantee the ratings (or labels) produced by
annotators can be used interchangeably without concerning the individual raters’ factor.

Measures to assess inter-rater reliability (IRR) of human ratings are highly varied and
depend heavily on the type of data represented (e.g., nominal data vs. ordinal, interval, or
ratio data).

For for nominal (i.e., categorical) variables, commonly used measures for assessing IRR
are Cohen’s kappa (Cohen, 1960) (for not more than two raters) and related kappa variants
such as Fleiss’s kappa (Fleiss, 1971) (which works when assessing agreement between more
than two raters). For ordinal, interval, and ratio variables, the Intra-class correlation (ICC)
(Shrout and Fleiss, 1979) is one of the most commonly-used statistics, which works for
assessing the agreement between more than two raters and has more than ten variants. The
details of these variants are discussed in Section 3.3.1.

In assessing internal consistency reliability of continuous data, Cronbach’s alpha can be
used, and it is is mathematically equivalent to a special application (variant) of ICC (Shrout
and Fleiss, 1979; Bravo and Potvin, 1991; Cronbach and Shavelson, 2004). Other measures
include Krippendorff’alpha (Krippendorff, 2007), which can be generalized across nominal,
ordinal, interval, and ratio variable types and is more flexible with missing observations than
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ICCs or kappas. However, Krippendorff’s alpha is less well-known and not yet available in
many statistical programs.

Measuring The Consistency Of Music Emotions Annotations

Depending on the nature of the scale for emotion measurement, previous music emotion
studies have adopted various measures for assessing the IRR of emotion perception between
different raters. In MER research, the IRR measures can be usually used as an annotation
filtering metric to improve the consistency of the collected data. For emotion annotations
that annotated using a categorical model, which can be seen as “nominal variables”, joint
probability of agreement (Downie, Laurier, and Ehmann, 2008), Fleiss’s kappa (Aljanaki,
Wiering, and Veltkamp, 2014), and Krippendorff’s alpha (Lange and Frieler, 2018) are usually
adopted. To measure the consistency of emotion ratings from multiple raters annotated using
a dimensional model, averaged pairwise correlation coefficient ( e.g, Kendall’s W (Aljanaki,
Yang, and Soleymani, 2014) ), Intra-class correlation (ICC) (Zentner, Grandjean, and Scherer,
2008; Hu and Yang, 2014), and Cronbach’s al pha (Aljanaki, Yang, and Soleymani, 2017;
Dibben et al., 2018; Zhang et al., 2018) are usually adopted.

In this work, we used the intra-class correlation (ICC) to assess the inter-rater reliability
among participants’ emotion ratings, as a way to quantify the agreement levels of emotion
perception. ICC measures the agreement of ratio variables between more than two raters.
Our data fit this data representation as they are collected in a 2-dimensional VA model in a
time-based way from more than ten participants. Therefore, the ICC is appropriate.

2.3.3 Music Features Related To Music Emotion

Previous studies have determined that, across individual listeners, musical features such
as dynamics (defined as variation in loudness), tempo, musical mode, melodic-harmonic
interactions and progression, and sound articulation all impact perceived emotion - at least in
the context of Western tonal music (Gabrielsson and Lindström, 2010; Juslin and Lindström,
2010; Eerola and Vuoskoski, 2013). For example, arousal is typically associated with tempo,
pitch, loudness, and timbre, while valence can relate to mode (major/minor) and harmony
(consonant/dissonant). It is also noted that emotion perception is rarely dependent on a single
music feature; on the contrary it may require a rich set of musical descriptors (Hevner, 1936;
Juslin and Sloboda, 2011)

There are at least two approaches adopted in psychology studies to quantify these
features. In one approach, the stimuli samples are usually generated or synthesized by
researchers under a precise control of musical and acoustical parameters such as tempo and
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mode by researchers. Listeners judge the emotional expression with the stimuli presented
usually in a random order, and conclusions are drawn based on a factorial design (Hevner,
1936; Schellenberg, Krysciak, and Campbell, 2000; Juslin and Lindström, 2010; Eerola,
Friberg, and Bresin, 2013). In another approach, the feature values are obtained through
asking participants to subjectively evaluate a musical extract’s music attributes requested by
researchers, such as tempo, energy, and overall pitch (Eerola and Vuoskoski, 2013; Friberg,
Schoonderwaldt, et al., 2014; Schedl, Gómez, Trent, et al., 2018). Due to developments
in music information retrieval (MIR), there is an increasing number of features that can be
extracted automatically through algorithms or a toolbox. For example, MIRtoolbox (Lartillot
and Toiviainen, 2007), an integrated set of functions written in Matlab, is dedicated to the
extraction of musical features from audio files such as tonality, rhythm, structures, etc; Sonic
Annotator (Cannam, Jewell, et al., 2010) is a host program which can run multiple plugins
for different audio feature extraction; LibROSA (McFee et al., 2015) is a python package for
music and audio analysis which provides a fast and affordable way to quantify audio features
of large volumes of music.

The field of Music Emotion Recognition (MER) usually relies on automated extracted
musical features and focuses heavily on mapping these features to participants’ emotion
annotations, which may accurately predict a listener’s response among a large set of music
stimuli (Yang and Chen, 2011a); when it comes to the music emotion prediction, the best
overall results are usually achieved with many acoustic features combined (MacDorman,
2007; Kim, Schmidt, Migneco, et al., 2010; Schmidt and Kim, 2010a; Schmidt, Turnbull,
and Kim, 2010). Although studies have shown that these musical features correlate with
the emotion annotations, it has been argued that the question of how and why they induce
perceived feelings in the listener is more unclear. Machine learning approaches commonly
used to model the relation between music and perceived emotion may accurately predict a
listener’s response, but fail to address the underlying cognitive processes and reasons for
the perception (Aucouturier and Bigand, 2012). For instance, although low-level acoustic
features, such as Mel-frequency cepstral coefficients (MFCCs), appear to impact emotion
perception and are commonly used in predictive models of music emotion, they lack psycho-
logical validation and they do not contribute readily to cognitive modelling (Barthet, Fazekas,
and Sandler, 2012a; Sturm, 2013; Flexer and Grill, 2016). Although models become more
accurate with inclusion of different feature sets, they face the common issue of confounded
model performance (Friberg, Schoonderwaldt, et al., 2014; Aljanaki, Yang, and Soleymani,
2017).

Some novel music features have also been recently proposed and shown to improve
the accuracy of prediction of static emotion ratings. They include musical texture features
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and expressive features (Panda, Malheiro, and Paiva, 2018), and “compressibility” and
“sparse spectral components (SSC)” (Kumar et al., 2016). However, some other relevant
music structural features such as repetition of melody still lack automated audio extraction
techniques at the time of writing. Also, in addition to features extracted from audio commonly
used in MER studies extracted from audio, it’s worth noting that features relating to music
emotion perception can also be derived from the score when available (score-based features).
For example, the KTH rule system, Director Musices (Bresin and Friberg, 2000; Friberg,
Bresin, and Sundberg, 2006), for musical performance incorporates rules for tempo, dynamic,
and articulation transformations, which are triggered by the structure as defined by the
score. These have been demonstrated to efficiently communicate seven different emotional
expressions (happiness, sadness, anger, solemnity, tenderness, fear, and neutral). Livingstone
et al. (2010) proposed CMERS, a Computational Music Emotion Rule System for the real-
time control of musical emotion. The system can modify features at both the score level
and the performance level (tempo, mode, loudness, pitch height, expressive phrase curve,
articulation, articulation variability, loudness variability). These are shown to be effective at
changing the perceived emotion of selected music work to all 2DES quadrants (happy, anger,
sad, tender).

2.3.4 Approaches For Music Emotion Modelling

Computational modelling of emotion, which is often involved as developing and validating
computational models of human emotion mechanisms, is an interdisciplinary endeavour
involving psychology, neuroscience, signal processing, and computer science (Picard, 2000).
As Dubin wrote in his book Theory Building (1969, page 9), “ Theories of social and
human behavior address themselves to two distinct goals of science: (1) prediction and (2)
understanding. It will be argued that these are separate goals [. . . ] I will not, however,
conclude that they are either inconsistent or incompatible.” When it comes to modelling
the experience of emotion, there is discussion that psychology and computer science might
have different concerns and goals, with psychologists typically more interested in theoretical
modelling that is psychologically valid, and computer scientists in applied modelling which
is more outcome-oriented (Broekens, 2010; Reisenzein et al., 2013).

That explains why in the field of music and emotion, researchers attempting to build
computational models are to some extent concerned with different goals. For example, music
psychologists are interested in better explaining the underlying cognitive mechanism behind
emotional responses to music, aiming at constructing cognitive models with psychological
validation (Hallam, Cross, and Thaut, 2011; Juslin and Sloboda, 2011); On the other hand,
MER researchers from the MIR community, who aim at building content-based models to
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solve issues such as identification, detection, recognition, and recommendation, are prevailing
focus on constructing emotion recognition models, endowing the strongest predictive power,
that can explain as much of the variation of the target emotion annotations as possible (Casey
et al., 2008). However, It is worth noting that these approaches are by no means mutually
exclusive.

Music Emotion Modelling in Psychology Research To model listeners’ emotion re-
sponses to music according to distinct musical features, or other factors such as individual
personality or listening context, music psychology research usually adopts, but is not limited
to, two approaches (Lange and Frieler, 2018). In one approach, listeners listen to a music
stimulus and provide judgements on perceived (or induced) emotion, and sometimes provide
subjective evaluations on a given set of music features. Conclusions are then drawn based on
a regression model or correlations relating acoustic cues to emotion perception (Eerola and
Vuoskoski, 2013; Friberg, Schoonderwaldt, et al., 2014; Schedl, Gómez, Trent, et al., 2018).
In the other approach, music excerpts are produced using a sophisticated manipulation of
musical features. Listeners make emotion judgements on these excerpts and then conclusions
are drawn based on a factorial design (Hevner, 1936; Schellenberg, Krysciak, and Campbell,
2000; Juslin and Lindström, 2010).

Music Emotion Recognition in Computer Science Research As part of the music
information retrieval field (MIR), music emotion recognition (MER) is a relatively young and
promising research area, one of whose main interests is developing computational models
of music emotion to facilitate emotion-based music retrieval and organization (Yang and
Chen, 2011a). The MER branch of research is strongly related to signal processing to
identify emotionally-relevant features of the music, and can be generally characterized as a
machine-learning problem to build a predictive model based on those features, and use the
model to label the music automatically. A typical automatic MER approach usually consists
in three parts:

1. Ground truth data acquisition. Gathering emotion labels/ratings that best describe
human subjects’ emotional perception when they listen to a specific piece of music.
Theses labels/ratings are often collected in subjective listening tests and referred as “
ground truth” in a MER model.

2. Feature extraction. Extracting representative or emotion relevant features (spectral
features, estimated beats per minute, etc)) from the music materials (usually audio
clips)
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3. Model training and testing. Building predictive models using these extracted features
that can achieve the best accuracy with the collected emotion labels/ ratings (ground
truth).

Depending on different emotion data collection methods - whether a categorical model
or a dimensional model is employed for emotion annotation - the problems of MER can be
usually formulated as a classification task (Downie, Laurier, and Ehmann, 2008) predicting
the discrete class emotion labels of music, or a regression task (Yang, Lin, et al., 2008)
predicting the numerical emotion values. In addition, whether the emotion annotations are
collected in a static way or a time-related way, the MER systems can be grouped within static
or dynamic (time-varying) MER systems (Kim, Schmidt, Migneco, et al., 2010; Barthet,
Fazekas, and Sandler, 2012b; Yang and Chen, 2012).

As previously mentioned, this presented work mainly focuses on time-varying music
emotion ratings annotated on two-dimensional VA models. There has already been MER
work done in a similar fashion, which computes the VA values of each short-time segment
of music and represents a music clip as a series of VA values (points). In such work,
MER is conceived as a dimensional, dynamic, emotion recognition problem. A bag-of-
frames approach is commonly used in continuous emotion prediction, which considers
each short segment (usually each second) as a separate example for regression methods
such as Linear Regression (LR) (Schmidt and Kim, 2010a) and Support Vector Regression
(SVR) (Huq, Bello, and Rowe, 2010). However, most of theses models are completely
unaware of any relationships between the different samples, which leads to the loss of
temporal information of music. Based on this, temporally-aware models are further proposed
which allow the temporal relationship between the different samples to be encoded and used
during the training and prediction. For example, machine learning techniques already adapted
for sequential learning (such as Kalman filtering (Schmidt and Kim, 2010b), Conditional
Random Fields (CRF) (Schmidt and Kim, 2011), Continuous Conditional Neural Fields
(CCNF) (Imbrasaitė, Baltrušaitis, and Robinson, 2013)) are further adapted to modelling
time-continuous music emotion. For instance, Schmidt and Kim (2011) use conditional
random fields which quantifies the VA space into an 11x11 grid of squares and predicts the
emotion as a heatmap on this space.

In recent years, deep learning (DL) is increasingly adopted in music emotion recognition
systems, as many other research areas in MIR, thanks to the increased performance of
recent computer processors (LeCun, Bengio, and Hinton, 2015; Choi et al., 2017). Deep
learning approaches, in contrast with conventional machine learning approaches involving
hand-crafted features, can obtain the feature representation in an automated way given the
raw input of data (eg. audio signals). Very complex functions can be learned with enough
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transformations of multiple levels of representation, obtained by composing enough “simple
but non-linear modules that each transform the representation at one level (starting with the
raw input) into a representation at a higher, slightly more abstract level (LeCun, Bengio, and
Hinton, 2015).” Although these data-driven, computationally intensive approaches require
much more data, they are showing promising results especially on large-scale music emotion
datasets (Aljanaki, Yang, and Soleymani, 2017). For example, Long Short-Term Memory
(LSTM)-based (Hochreiter and Schmidhuber, 1997; Coutinho et al., 2015) models have made
some breakthroughs in the “Emotion in Music Task” in MediaEval challenges (Aljanaki,
Yang, and Soleymani, 2015): they allow the encoding of temporal information of music with
specially designed modules capable of exploiting and storing information for long range
previous context. Bidirectional Long Short-Term Memory (BLSTM)-based models, that
can access the context in both previous and future directions are further proposed (Xu et al.,
2015; Li, Xianyu, et al., 2016). Deep learning approaches were not applied in this work,
mostly because the amount of data collected would be too small for model training.

2.3.5 Subjectivity As A Challenge In Music Emotion Modelling

Although subjectivity is embedded by nature in music perception, attempt to model the
music-emotion relationship computationally have relatively rarely examined the subjectiv-
ity of emotional perception, and of music interaction (how people’s personal experiences
and backgrounds affect experiences when listening to or playing music) (Sloboda, 1991;
Eerola and Vuoskoski, 2013; Eerola, 2014; Soleymani, Aljanaki, et al., 2014). Traditional
approaches to dynamic emotion recognition typically take the average of multi-rater annota-
tions as “target” and discard inconsistent ratings; however, subjective ratings can make the
average prone to reliability issues.

In the case of emotion modelling, the variability of participant annotations to ground truth
data thus produces a natural upper bound for algorithmic approaches and creates a serious
bottleneck in the performance of MER systems (Flexer and Grill, 2016); models that go
beyond what humans agree upon are not meaningful and perhaps lead to a systematic misrep-
resentation of how emotion perception occurs in an empirical setting (Cowie, McKeown, and
Douglas-Cowie, 2012). Such potential limits have also been discussed in the context of the
largest publicly available emotion dataset to date (DEAM) (Aljanaki, Yang, and Soleymani,
2017), which provides multi-rater time-varying emotion annotations on over 1800 tracks.
Since relatively low agreement between annotators has been found in this dataset, the authors
propose as a future perspective that “instead of taking the average values of the emotional
annotations as the ground truth and training a generalised model for predicting them, we
might want to have a look at the raw annotations and investigate the difference across the
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annotators.” This highlights the importance of inter-rater variability in MER researches. As
emotion data acquisition can be really expensive and time-consuming, it would be a loss to
ignore subjective information which may already exist in available emotion datasets.

Thus far, a few studies have been proposed which would take subjectivity into account
for music emotion modelling. Yang, Su, et al. (2007) showed that personal differences
have a significant impact on the practical success of music emotion recognition systems. A
few personalization techniques for customized music emotion recognition have also been
proposed (Su and Fung, 2012; Chen et al., 2014). However, very few studies have addressed
personalized music emotion recognition in a time-continuous fashion.

2.3.6 Datasets Of Music Annotated With Emotion

As music emotion perception can be highly subjective, the generation of high-quality and
replicable emotion annotation data plays an overwhelming role in computational music
emotion research. During the past decades, many researchers have dedicated efforts to
producing public datasets or releasing databases, which help to accelerate research in music
and emotion studies. However, music files for annotation are usually under very restrictive
copyright laws, and emotion annotation data acquisition can be costly and time-consuming.
Due to these facts, public labelled datasets are still not widely accessible. Different types of
annotation collection methods are adopted for these emotion datasets, whether the emotion
annotation is collected in a static way (one label per song) or in a time-varying way. For this
reason, we will categorize these datasets into Song-level labelled datasets and Time-based
labelled datasets, respectively, in the following discussion.

Song-Level Labelled Datasets

MIREX AMC dataset – 2007
Music Information Retrieval Evaluation eXchange (MIREX) is an annual challenge for

comparing state-of-the-art algorithms and systems relevant for MIR. A separate mood-related
(sub)-task Audio Mood Classification (AMC) has been introduced to MIREX since 2007,
and its associated dataset can be seen as landmarks in MER research. This dataset consists of
a collection of 600 30-second audio clips that covers a variety of genres; labelled according
to five-clustering mood models (Hu and Downie, 2007) with a total of 29 adjectives (see
previous Table 2.1). The dataset collection consists of two processes: first, the song-selection
is conducted in the APM music service1 to diversify genre and remove non-music information,
resulting in 1250 tracks with 250 pieces in each mood cluster. Then these tracks are truncated

1www.apmmusic.com
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into 30-second clips and judged by three human assessors, and only audio clips whose mood
category assignments reach agreements among two out of three human assessors have been
selected into the dataset. Since 2013, another set of 1,438 segments of 30 seconds clipped
from Korean pop songs has been added to MIREX following a similar data-acquisition
process.

The MIREX dataset remains the only benchmark for static MER so far, and draws many
participants every year; however, it has been argued that the employed emotion taxonomy
(five-clustering mood models) is relatively data-driven and lacks support from psychology; it
has also been pointed that that semantic overlap (ambiguity) is observed between the clusters
(For example, the tag “fun” in cluster 2 can be seen as sharing similar semantic meaning with
tag “humorous” in cluster 4) (Laurier et al., 2007).

Million Song Dataset – 2011 In 2011 Echo Nest2 and Columbia University published
the Million Song Dataset (MSD) (Bertin-Mahieux et al., 2011), which is a freely-available
collection of pre-computed audio features (timbre, pitch, loudness, and rhythm, etc) and
metadata (artist data, lyrics, etc) for a million contemporary popular music tracks. The
MSD team later collaborated with Last.fm and released the Last.fm dataset3, which provided
song-level social tags and song-level similarity that are associated with MSD tracks. Within
the Last.fm dataset, there are 505,216 tracks annotated with at least one tag, and 522,366
unique tags can be seen. Some of their social tags are emotion-relevant, and has further been
adopted in MER studies (Corona and O’Mahony, 2015). However, though online sources
allow the collection of much bigger datasets, social tagging can introduce many problems.
Examples include a tagging sparsity issue due to the cold-start problem (new or unknown
music has no tags); popularity bias, multiple spellings of tags; malicious tagging, etc (Lamere
and Celma, 2007). Moreover, it’s impossible to know whether the tags represent perceived
emotion or induced emotion. Besides, the MSD do not provide raw audio files, therefore,
customized feature-extraction algorithms – one of the key area in MIR – cannot be used.

Soundtrack – 2011
In contrast to the massive, freely-texted Last.fm dataset, Eerola and Vuoskoski (2011)

introduced the soundtrack dataset, a set of stimuli consisting of unfamiliar, rigorously-
tested and validated non-synthetic music excerpts. Their original research focus when using
this dataset was on comparing the two main approaches used in emotion representation:
discrete and dimensional models. The dataset consists of 110 clips, extracted from 60 movie
soundtracks from 1958 to 2006; half of the clips were moderately and highly representative
examples of five discrete emotions (anger, fear, sadness, happiness and tenderness), and

2http://the.echonest.com/
3http://millionsongdataset.com/lastfm/index.html
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the other half moderate and high examples of the six extremes of three bipolar dimensions
(valence, energy arousal and tension arousal).

A rigorous song selection and segmentation process was first conducted. Twelve expert
musicologists with at least ten years of musical study were involved in the segmentation
process. Each was given five soundtracks and asked to find five examples of the target
emotions as mentioned, using either discrete or dimensional models. With a time restraint
from ten to 30 seconds, a total of 360 audio clips were created as a result of the segmentation
process.

A pilot experiment was then conducted to evaluate the segmentation. Each expert was
asked to rate 90 clips in terms of perceived emotion and familiarity. Cronbach’s alpha was
conducted to measuring the rating consistency, with the lowest score was 0.66 for “surprise”,
while the remaining obtained values between 0.89 and 0.93.

Based on the results of the pilot test, the authors selected a subset of 110 clips (50 discrete
+ 60 dimensional) and removed "surprise" from the experiment. The perceived emotions of
these clips were then rated by 116 university students with varying music background, on a
scale of 1 to 9 for each discrete emotion, and on bipolar scales of 1 to 9 for each of the three
axes of the dimensional model. All annotations were obtained under controlled conditions
using studio-quality headphones in a soundproof room.

As a result of such a resource-intensive process, the dataset has two weaknesses for MIR
research: it features a limited size of only 110 clips; and it is limited to the genre of film
music. However, the soundtrack dataset is arguably the most carefully planned and executed
song selection and ground truth acquisition process to have been undertaken up to the time
of writing.

CH818 – 2017
In music emotion studies, most experiments have been conducted on western music with

annotations from western listeners. Therefore Hu and Yang (2017b) proposed a new dataset
of Chinese Pop (C-Pop) music, named CH818, to investigate the mood of C-Pop.

The CH818 dataset consists of 818 Chinese-pop (C-pop) songs; the songs cover music
released in Taiwan, Hong Kong, and Mainland China from 1987 to 2010. A 30-second
segment was extracted from every song and each was annotated by the same three Chinese
music students, who were masters students or senior undergraduates in a music school at the
time of study.

Each of them annotated all 818 songs in both categorical and dimensional representation
models. A set of 36 mood labels in total were used for categorical annotation. Twenty-nine
labels out of these were adapted from the five mood clusters in the MIREX AMC dataset
(see Table 2.1). Seven additional labels were also adopted, which are identified by Yang and
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Hu (2012) as representative labels for C-Pop such as “tende”, “soothing”, “calm/peaceful”,
“relaxed”, “dreamy”. In particular, all labels were translated into Chinese, with the English
originals presented alongside, to minimize the language misunderstanding or translations
gap. During the annotation process, an annotator can assign one or more mood labels to each
individual song. For dimensional annotations, each song is labelled through the valence and
arousal model, with two separate slide-bars each representing arousal and valence.

Continuous Time-Labelled Datasets

MoodSwings - 2008
The MoodSwings Turk dataset (Kim, Schmidt, and Emelle, 2008) was probably the first

publicly available dataset with time-continuous dimensional emotion labels, whose music
extracts are labelled on the valence-arousal dimensional space with annotations that have
been sampled at 1Hz. The songs in the dataset cover a wide range of genres: pop, various
types of rock, hip-hop/rap, etc, and are drawn from the “uspop2002” database containing
Western popular songs. The dataset consists of 240 15-second clips (without the practice
run) with 16.9±2.7 ratings for each clip, where each clip has been randomly chosen within
a song with no particular focus on a change in emotion. In addition to the annotations, the
dataset contains a standard set of features automatically extracted from those musical clips:
MFCCs, octave-based spectral contrast, statistical spectrum descriptors, chromagram.

DEAM dataset - 2017
Mediaeval Database for Emotional Analysis in Music (DEAM) is the biggest available

dataset of time-continuous (per-second) ratings of musical emotion. This dataset consists of
1744 music excerpts and 58 full songs from a variety of Western popular music, annotated
with valence and arousal values, both continuously (per-second) and in a static way over the
whole song (Aljanaki, Yang, and Soleymani, 2017). The DEAM is the aggregation of the
datasets used in the the Emotion in Music task from the MediaEval Challenge4, which was
held for three consecutive years from 2013 to 2015. In each year, a dataset was developed
to be used as the development and the testing set for the challenges, in detail, there are 744
excerpts in the 2013 development set, 1000 excerpts in 2014 evaluation set and 58 songs in
2015 evaluation set. After proper data-transformation and cleaning procedures, these datasets
were then wrapped up and released as the DEAM dataset.

In MediaEval 2013 and 2014, (Soleymani, Caro, et al., 2013; Aljanaki, Yang, and
Soleymani, 2014), 1744 songs from the Free Music Archive (FMA) were used, covering a
wide range of Western music genres (blues, jazz, classical music, pop, rock, electronic music,

4http://www.multimediaeval.org
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etc.). Forty-five-second clips were extracted from the songs at random locations within each
full version audio. These clips were annotated using crowdsourcing (on Amazon Mechanical
Turk (MTurk)), with each clip annotated by at least ten MTurk workers. Annotators were
asked to first provide time-varying (per second) continuous V-A ratings when listening to a
clip, then provide single discrete (nine-point scale) A-V ratings applied to the entire clip. The
valence and arousal ratings were collected separately using a slider-bar, with time resolution
of 1Hz and 2Hz in 2013 and 2014, respectively. In MediaEval 2015 (Aljanaki, Yang, and
Soleymani, 2015), 58 complete emotion-annotated music pieces with an average duration of
234±105.7 seconds were released. The music is from several sources: freemusicarchive.org
(FMA), jamendo.com, and the medleyDB dataset (Bittner et al., 2014). Each song was
annotated by five people, three of which were recruited from MTurk, and two were working
in the lab. They used a similar annotation process that annotators dynamically annotated the
song on valence and arousal dimensions separately (sampling rate at 2Hz).

The majority of songs in DEAM dataset are from the FMA, under the Creative Com-
mons license, which means that the actual audio clips can be distributed together with the
annotations. This makes this dataset especially useful for research in emotion in music. The
audio features extracted by Opensmile (Eyben and Schuller, 2015), an open-source software
for automatic extraction of features from audio signals of large-scale, were released. In
addition, meta-data covering the genre labels were also released which are obtained from
FMA, medleyDB and Jamendo, and, if available, folksonomy tags crawled from last.fm.
However, the DEAM dataset faces a rating-reliability issue. For example, the authors filtered
the songs based on a series of annotation consistency metrics (individual annotations that
have a Pearson’s correlation less than 0.1 with the averaged annotations for the same clip
were deleted, clips with Cronbach’s α below 0.6 among all annotations were removed). In
total, only 431 out of 1744 45-second excerpts were retained which met the standard (the
rest did not have consistent enough annotations).

PMEmo dataset - 2018
The PMEmo dataset (Zhang et al., 2018) consists of 794 choruses of pop songs, including

examples such as "Hello" by Adele, "Born This Way" by Lady Gaga, and "24K Magic" by
Bruno Mars. These songs were selected from the Billboard Hot 100, the iTunes Top 100
Songs (USA) and the UK Top 40 Singles Chart in 2016 and 2017. The choruses are manually
selected, and thus vary in length. Each clip features a static emotion label for the whole
clip (i.e., an overall label), and time-continuous emotion labels; as well as the simultaneous
electrodermal activity (EDA) signals from annotator.

A total of 457 subjects (236 females and 221 males) were recruited to the annotation
task; among all the participants, 44 were Chinese university students majoring in music, and
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366 were Chinese university students majoring in non-music majors, and 47 non-Chinese
English speakers were invited to annotate the datasets. Each song received a total of at least
ten emotion annotations including one by a music-majoring student and one by an English
speaker.

Before the annotation task, each participant was equipped with an EDA finger transducer
(BSL-SS3LA) on the non-dominant hand, to record the EDA physiological signals. During
the annotation task, participants operated a slider bar, on a scale from 1 to 9, to continuously
annotate the emotion arousal and valence separately while they listened to the music. Their
annotations were collected at the time resolution of 2Hz. After the time-continuous anno-
tation, annotators were asked to provide static annotation for the whole music excerpt on a
nine-point scale.

The PMEmo dataset provides both song-level audio features and segment-level audio
features (calculated in a 1s window with 0.5s overlap) for all clips. These were extracted
by an open-source software called Opensmile (Eyben and Schuller, 2015) for automatic
extraction of features from audio signals of large scale. Song meta-data (song title, artists,
lyrics, beginning and ending timestamps of the chorus section) are also provided. In addition,
it provides public user comments (texts in Chinese or English) associated with each song,
derived from online music services Netease Music 5 and Soundcloud 6.

The PMEmo dataset serves as a valuable addition to the field, addressing the need for
more research on music emotion perception in non-Western cultures. Previous studies have
primarily focused on Western populations, leaving a gap in our understanding of music
emotion perception in different cultural contexts, such as Chinese. By including participants
with a Chinese background, it leverages their contextual understanding and sheds light on
the specific cultural nuances associated with music perception and emotion.

However, it is important to note that the PMEmo dataset may have limitations when
examining how cultural factors shape emotional experiences. The dataset has an imbalanced
ratio of Chinese speakers to English speakers among the song raters, with a nearly 1:10 ratio.
Additionally, in the existing literature, it is rare to find studies that investigate individual
differences in response to the same music using the same group of participants, primarily
due to limitations in experimental control.

This realization has inspired us to undertake further investigations with a balanced group
of Chinese and English speakers. By having both groups listen to and annotate the same
music, our aim is to gather valuable evidence regarding the influences of cultural backgrounds

5https://music.163.com, a Chinese music streaming platform
6https://soundcloud.com, an online audio distribution platform and music sharing website
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on music emotion perception. For more in-depth discussions on this topic, please refer to
Chapter 4 and Chapter 7 of the thesis.



Chapter 3

Multi-scale Analysis of Emotion
Annotations in Live Music Performance

Music performed live is found to contain stronger emotional cues, and to produce an enhanced
listener experience, when compared to recorded music, due to dynamic musical features and
performer expression and movement (Shoda and Adachi, 2015; Shoda, Adachi, and Umeda,
2016). Previous work in music perception shows that a single musical work can evoke a
range of different emotions that vary over time during the piece, and, as to be expected when
presented to people with unique backgrounds and life experiences, vary across individual
listeners (Hiraga and Matsuda, 2004; Schubert, 2004). Time-based annotation by multiple
participants allows for these differences in emotion perception to be studied in depth. Time-
based music emotion recognition typically involves determining an “average” for the emotion
annotations among the participants and viewing this as a “target” against which outliers and
inconsistent ratings are removed. However, the subjective variations between multiple raters
can result in a reliability problem of the averaged ratings as a “target” or ground truth. In order
to better understand the dynamic aspects of emotional experience amongst listeners as music
unfolds, we first need to study how reliable emotional annotations are amongst listeners. This
chapter covers my work in investigating the dynamics of listeners’ agreement on time-varying
perceived emotions, by examining raters’ agreement across time-based emotion ratings made
by 15 participants during a live performance of a contemporary three-movement chamber
music piece. In specific, this chapter presents a detailed analysis of the study results with
regards to the following research questions: RQ1: How often would participant perceive an
emotion change during the performance? Are there differences among participants in the
emotion annotating frequency? RQ2: Do participants perceive the same emotion at the same
time during the performance? If not, are agreement levels similar throughout the piece or
are there specific segments for which agreement varies?
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3.1 Live Condition: Audience Emotion Ratings Using Mo-
bile Application

3.1.1 Music Selection : Live Performance Of Babajanian Piano Trio

The music selected for this study was Arno Babajanian’s (1921 - 1983) Piano Trio in F#
minor (1952). The entire trio is about 23 minutes in length, performed by Hilary Sturt
(violin), Ian Pressland (cello), and Elaine Chew (piano), accompanied by Alessia Milo’s
simultaneous visualisation of spectral art. At Queen Mary University of London (QMUL),
the piece was performed twice in 2015 for the Inside Out Festival. Audio and video were
recorded by Milo, and this study focused on the first performance.

Three reasons prompted the study planning stage to select performances as study stimuli.
First, as a musical work, Babajanian’s Piano Trio presents a wide range of tempo contrast
through its three movements (see Table 3.1): the first movement1 is Allegro espressivo -
bright and expressive - which features a fast middle section book-ended by a slower Largo
and Maestoso - long, slow, and majestic - at the beginning and end, respectively. The second
movement2 is Andante - at a walking pace—and provides a consistent, steady pulse. Finally,
the third3 Allegro vivace- bright, vivacious, and lively - wraps up the piece with rapid pulse.
According to rehearsal marks4 on the music score, the piece could be segmented into 45
segments (lasting from 11 to 72 seconds; 16, nine and 20 segments in movements 1, 2 and
3, respectively). Second, the piece is not well known to general audiences, and so avoids
a familiarity bias when presented to listeners. Finally, choosing a performance held at our
research centre smoothed the process of participant recruitment and the set-up of the study.
This choice also afforded us the convenience to conduct video recordings and access sheet
music scores from performers for subsequent analysis, enriching the depth and breadth of
our research. Therefore, with the consent of all performers, the experiment was included as
part of the performance experience.

3.1.2 Emotion Rating Tool

Audience members at the concert were invited to self report the emotions they perceived in
the music using a mobile-application named Mood Rater (Figure 3.1), a smartphone-friendly

1Video recording of movement 1: https://youtu.be/G0PllftA9yI
2Video recording of movement 2: https://youtu.be/V-07hP7f2-Y
3Video recording of movement 3: https://youtu.be/H57cs8SDcsA
4Rehearsal marks are used to identify specific points in music scores to facilitate rehearsing; these provide a

natural guideline to segment the music into sections.

https://youtu.be/G0PllftA9yI
https://youtu.be/V-07hP7f2-Y
https://youtu.be/H57cs8SDcsA
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Table 3.1 The three movements of Piano Trio in F# minor with corresponding duration, numbers of
rehearsal segments, tempo markings and characters

Movement Duration
(Min:Sec)

Number of
Rehearsal
Segments4

Tempo marking Characters

1 10:14 16
Largo slow,

Allegro espressivo fast, bright, expressive
Maestoso majestic

2 6:15 9 Andante walking pace, consistent, steady

3 7:20 20 Allegro vivace rapid, vivacious, lively

web application, the interface of which is based on the two-dimensional valence-arousal (VA)
space.

Mood Rater was originally developed and tested as part of the Mood Conductor frame-
work (Fazekas, Barthet, and Sandler, 2013) for participatory music performance and was
adapted and re-branded as “Mood Rater” for the purposes of the study presented here. Emo-
tion annotations fall on this VA space as points (see Figure 3.1a), thus providing a way to
quantify emotions as coordinates on the VA space. The interface also included emotion tags
corresponding to selected emotion coordinates on the valence-arousal model. When partici-
pants tap a specific point (coordinate) on the VA space, the emotion tag closest to the selected
coordinate, such as “sweet” or “sad”, is also shown underneath the VA space interface. These
tags were derived from previous work (Saari, Barthet, et al., 2013) which provides a music
mood-related tag database obtained by mapping production music tags to locations in the VA
space. More specifially, these tags are curated editorial tags extracted from I Like Music’s
(ILM) 5 collection. A full list of emotion tag placements used in the Mood Rater are shown
in Figure 3.1b. These tags were added to give participants a frame of reference and help them
place their perceived emotion on the space with more certainty, aiming to generate more
confident interaction and more annotations overall, in a long-duration music performance.

With Mood Rater, time-based emotional annotations can be collected at discrete time
points, time-stamped by synchronising user devices at server-side. This allowed for the
comparison of participant annotations through the course of the performance.

5https://web.ilikemusic.com
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(a) Mood Rater interface showing the Va-
lence Arousal space and a selected emotion
tag
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Figure 3.1 The interface for the Mood Rater mobile application accessed on participants’ personal
devices, with an example emotion tag selected.

3.1.3 Procedure

The performance was held at 6 pm in the Performance Lab from the qMedia Studios located
in the Engineering Building at Queen Mary University of London. The lab serves as a
spacious venue for performance research and recording, equipped with high ceilings, matte
black finishes on all surfaces, and various lighting and audio-visual equipment such as DMX
lighting, projectors, speakers, and screens. The lab also offers both Wi-Fi and wired Ethernet
connectivity.

During the performance of the Babajanian Trio at the Inside Out Festival, audience
members were invited to participate by reporting their perceived emotions using Mood Rater.
The audience members were instructed on how to access Mood Rater from their personal
devices. A brief overview of the valence-arousal space was also given. Participants were
instructed to use the application when they perceived a change in emotional expression by
tapping on the Mood Rater interface; audience participants were able to send a new rating
at any time during the course of the performance. They were also instructed to click on the
centre of the interface when the emotion was no longer perceived. By giving the participants
freedom to annotate at their own discretion, the data collected provides a view of the moments
during the piece when participants perceived a change in emotional expression was strong
enough to warrant a VA emotion annotation. After the performance, audience members were
asked to complete a short questionnaire to collect demographics information and assess user
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experience. Participants were all quietly experienced the concert in a seated position. No
eating or drinking occurred during the event.

The live concert setting offers a unique experience that cannot be replicated by recorded
music. It provides a dynamic and interactive environment where the audience directly
connects with the energy and artistry of the performers. The venue’s acoustics, crowd
reactions, social interactions, and overall atmosphere create an immersive sonic environment
that deeply engages the senses and fosters a shared experience. Hence, we conducted our
study in a live performance context to aim to capture more varied and possibly stronger
emotions from the audience, and gain insights into the effect of the live setting on music
perception. This context allows for a unified listening experience and full immersion in
the performance, a rich setting to further the understanding of people’s agreement and
disagreement in music perception.

3.1.4 Participants

Invitations for the study were distributed through the QMUL campus mailing list prior to
the concert, and flyers were made available at the concert that provided a QR code for the
emotion rating app and a graphic explanation of the valence-arousal rating tool (found in
Appendix A.1). Participants could easily participate by using any web browser on their
mobile device, with no downloads required. Amongst approximately 50 audience members,
fifteen audience members participated in the emotion annotation task; however only 13 of
these participants completed the post-task questionnaire. Those 13 participants ranged in
age from 23 to 36 years (age 20-24: two; age 25-29: eight; age 30-35: two; age 36-40: one),
with a balanced male–female ratio (male: six, female: seven). Participation in the study was
entirely voluntary and unpaid.

3.2 Exploratory Statistics Of Collected Data

3.2.1 Overview Of Emotion Ratings In Live Condition

Over the course of the whole piece (23 minutes, 45 segments), 947 emotion annotations were
collected in total from the 15 participants. Figure 3.2 (upper-left) depicts the distribution of
all 947 collected VA ratings. It is clear from this figure that the collected data span all four
quadrants of the VA space, which is in line with the varied expression within the piece (see
Section 3.1.1). In Section 3.1.1 we mentioned that the three movements of the trio were of
widely diverse characters as evidenced by score information and understandings informed by
discussion with the performers. This is reflected in the distribution of collected VA ratings
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for each movement shown in Figure 3.2 (upper right and lower subfigures). For example,
the VA ratings in the second movement (lower left subfigure), a slow and soft movement,
tend to spread in the high valence and low arousal area, while in the third movement (lower
right figure) which has a loud and rapid character, the VA ratings are clustered more towards
the high valence and high arousal area. This also suggests dynamics in emotion ratings and
indicates that a single emotion rating would not be sufficient to characterize the whole piece.
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Figure 3.2 Distribution of VA ratings over different time scales. The subplot on the left represents the
whole-piece level, while the remaining three subplots depict the movement level.

3.2.2 Emotion Rating Frequency In Live Condition

Participants contributed 66.4 VA ratings on average (SD = 88.3) during the whole perfor-
mance (23 minutes, 45 segments). In order to answer the research question (RQ1): Are
there differences among participants in the emotion annotating frequency? We started by
calculating the Rating Frequency (RF) (mHz) for each Participant i (IP(i)) as shown in
Equation 3.1:

RF(i) =
N(i)

T
∗1000 (3.1)

where N(i) represents the number of VA ratings sent by one participant i, and T represents
the duration in seconds of the whole performance. The histogram of the Rating Frequency
is presented in Figure 3.3 (left). In addition, we clustered participants based on the rating
frequency similarity using hierarchical clustering analysis (HCA), a method of cluster
analysis that allows participants who are highly similar in rating frequency to be merged
in an agglomerative fashion. We performed the HCA on rating frequency with the Python
library SciPy (Oliphant, 2007) using average linkage method and Euclidean distances, and
grouped 15 participants into five clusters (C1, C2, C3, C4, C5). The clustering results were
presented in Figure 3.3 (right).

The results indicate that the rating frequency varied from one participant to another (Av-
erage RF = 46.11 mHz (2.76 VA ratings/minute), SD = 57.15 mHz (3.43 VA ratings/minute)).
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Figure 3.3 VA Rating frequency of 15 participants in the live condition. Note: Histogram of rating
frequency (left) and dendrogram based on rating frequency similarity (right)

Some people rated only a few times during the performance (such as participants in C1
cluster (Average RF = 2.5 mHz (0.15 VA ratings/minute)), C2 cluster (Average RF = 18.3
mHz (1.1 VA ratings/minute)); while some participants rated very actively in the rating
process (C5 cluster (Average RF = 176 mHz (10.65 VA ratings/minute)). Participants who
did not rate frequently may not have perceived strong enough emotion changes, or may not
have understood the rating task well, or may have been more strongly focused on the live
performance rather than on providing the emotion ratings.

Furthermore, when we checked back the rating data, we found Participant 8 (IP08) made
all his/her VA ratings (33 VA ratings) within one minute, and spread on the VA plane. These
ratings were identified as outliers since none of the other participants rated in all the VA plane
within such a short duration. Therefore, we excluded the annotation data from participants
in the C1 cluster due to their infrequent rating behaviour. Additionally, we removed the
annotation data from Participant 8, who displayed excessive activity in a specific moment
but did not provide ratings for the rest of the music. These exclusions were implemented
during the subsequent reliability analysis process.
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3.3 Listeners’ Agreement On Perceived Emotion Over Time
In Live Condition

In the following, we give a detailed analysis of the study results concerning the research
question (RQ2): Do participants perceive the same emotion during the performance? If
not, are agreement levels similar throughout the piece or are there specific segments for
which agreement varies? We used inter-rater reliability (IRR) to quantify the agreement of
time-based emotion ratings among multiple listeners. Given the data format, we adopted the
Intra-class correlation (ICC) as a measure of inter-rater reliability (IRR) to assess listeners’
agreement. More specifically, two variants of Intra-class correlation (ICC) were adopted.
They were: two-way, agreement, average measure, (ICC(2, k)), to quantify the agreement
of absolute values of emotion ratings; and two-way, consistency, average measure (ICC(3,
k)) to quantify the consistency of emotion judgement trends. The reasons and computation
details for adopting these two ICC variants are described in the following Section 3.3.1, and
illustrated in Figure 3.4.

Inter-rater reliability (IRR)

Intra-class correlation (ICC)
Suitable for multiple-rater (n≥3) and continuous data

Measures absolute agreement
between different raters
Two way model (always the
same 15 raters for rating)
Average rating for reliability

Measures consistency between
different raters
Two way model (always the
same 15 raters for rating)
Average rating for reliability

ICC (2, k) ICC (3, k)

Figure 3.4 Agreement measure choices for measuring time-varying emotion agreements

3.3.1 Choices Of Intra-Class Correlation (ICC) Variants For Measuring
Time-Varying Emotion Agreement

Why IRR Was Used To Quantify Emotion Agreement

Music emotion research, as well as other music perception research, , often involves assessing
inter-rater reliability (IRR) to measure the level of agreement between listeners. Establishing
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IRR is crucial as it helps to identify patterns and how music can consistently or universally
affect emotions. IRR increases the reliability and validity of research results because it tests
whether there is a strong consensus between the evaluators about the emotional content
of music clips (Juslin and Laukka, 2003; Eerola and Vuoskoski, 2011; Morling, 2017). It
also provides insight into the inherent complexity and subjectivity of musical emotions,
highlighting the influence of personal experiences, associations and individual factors in
perceiving music-induced emotions (Bigand et al., 2005; Juslin, Barradas, et al., 2016;
Schedl, Gómez, Trent, et al., 2018).

IRR metrics are also commonly used as metadata in developing datasets consisting of
musical excerpts labelled with targeted emotions. Researchers aim to produce “high quality”
datasets that contain musical excerpts that are capable of clearly conveying the intended
emotions, as evidenced by high inter-rater agreement on emotion labels (Aljanaki, Yang, and
Soleymani, 2017; Zhang et al., 2018). Such datasets, with reliable ground truth labels, are
essential for the development and evaluation of automatic music emotion recognition systems.
These systems aim to detect listeners’ affective states in a systematic and predictable way,
and their effectiveness is greatly enhanced by a robust measure of the inter-rater reliability.

IRR assesses the degree of agreement among raters (two or more) who make independent
ratings about specific features of a set of items (subjects) (Hallgren, 2012). It can provide a
score to quantify how much homogeneity or consensus exists in the ratings of various judges
provided by multiple raters. As described in classical test theory (Novick, 1966), “observed
scores (X) from psychometric instruments are thought to be composed of a true score (T)
that represents the item’s score that would be obtained if there were no measurement error,
and an error component (E) that is due to measurement error (also called noise)”, such that

X = T +E (3.2)

Var(X) =Var(T )+Var(E) (3.3)

where Var() specifies the variance of the corresponding scores.
IRR analysis aims to determine how much of the variance in the observed scores is due

to variance in the true scores after the variance due to measurement error between raters has
been removed, such that

Reliability =
Var(T )
Var(X)

=
Var(X)−Var(E)

Var(X)
=

Var(T )
Var(T )+Var(E)

(3.4)
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For example, an IRR estimate of 0.85 would suggest that 85% of the observed variance
is due to true score variance or similarity in ratings between raters; and 15% is due to error
variance or differences in ratings between raters” (Hallgren, 2012).

Why ICC(2, K) And ICC(3,k) Were Used As Measures Of IRR

As a measure of inter-rater reliability (IRR), ICCs are “the statistic of choice” (Blacker, 2000)
for assessing the reliability of continuous measure from more than two raters, which suits
the time-based VA ratings we collected on multiple raters. However, there are more than ten
forms of ICC variants from which to choose, based on the nature of the study and the type of
agreement the researcher wishes to capture. In practice, the specific ICC variant can usually
be determined by three main factors (Shrout and Fleiss, 1979; Hallgren, 2012; Koo and Li,
2016) :

• Do we have the same set of raters for all items (subjects)?

The selection of a one-way or two-way model for ICC depends on the way raters are
chosen for the study. In an ICC model, "Raters" are the individuals or assessors who
evaluate the "Items" - the different objects, subjects, or events being rated. If a different
group of raters is randomly selected for each item, the one-way model is necessary.
However, if the same set of raters is used for all items, the two-way model is suitable.
The two-way model takes into account both the variation caused by raters and items.

In this study, since the raters continuously rate the emotional content of the music
throughout the musical work, a two-way model is chosen for ICC calculation. Although
not all seconds and clips have received user ratings, users should update their ratings
as soon as they perceive a change in emotion, according to experimental guidelines.
Thus, we can interpolate the user ratings between timestamps so that each second of
the music contains the rating information and each second of ratings can be considered
as an "item." A more in-depth discussion on the interpolation process will be discussed
later in this section.

• Are we concerned with consistency or agreement? The consistency and agreement
are not identical in ICC estimations, and a good ICC estimation should be characterized
by absolute agreement or consistency in the ratings. If it is important for raters to
provide scores that are similar in absolute value, then absolute agreement measure
should be used, whereas if it is more important that raters provide scores that are
similar in rank order, then consistency measure should be used. In the presented study,
both measures are adopted as both types of estimation are of interest. On the one
hand, we would like to find out if there is absolute agreement amongst raters towards
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the valence or arousal ratings by adopting the absolute agreement measure; on the
other hand, we would also question whether the variations of the ratings over time are
consistent, despite potential differences in how raters use the range of the VA scales.
This can be approached by adopting the consistency measure, which characterises to
what extent similar rank orders can be found across participants’ annotations.

• Are we interested in the reliability of a single rater or the mean value of multiple
raters? In studies where all items are rated by multiple raters, and the average of their
ratings is used for hypothesis testing, the average-measure of ICCs are appropriate.

Alternatively, in studies where a subset of items is coded by multiple raters and the
reliability of their ratings is meant to generalize to the items rated by one single rater,
the single-measure of ICC must be used. As this study neither holds ground truths for
annotations, nor has a reference listener, we focused on characterising the reliability
of the group as a whole: therefore the average measure was chosen for the ICC
calculation.

In summary, in the presented work we chose both the two-way mixed, agreement, average-
measures of ICC (ICC(2, k)) and the two-way mixed, consistency, average-measures of ICC
(ICC(3, k)) to measure time-varying emotion agreement.

ICC Computational Example

A brief example of data to compute ICCs is provided below.
Emotion annotations were collected from participants while they listened to music, each

consisting of arousal and valence values and a timestamp. Recognizing that not every second
of music would receive ratings from every participant, the individual emotion ratings were
resampled at a rate of 1 Hz (one rating per second) using a step function to facilitate the
calculation of the Intraclass Correlation Coefficient (ICC). This resampling approach assumes
that a rating stays constant until a new rating is made and aligns with the instructions given
to participants to rate changes as they are perceived. The most active raters in the Live
study made a maximum of 10.65 ratings per minute (equivalent to 0.18 ratings per second),
which is well below the 1-rating-per-second resampling rate. Hence, the resampling process
does not discard any inputted emotion rating. However, if the perceived persistence of
emotions was assumed to decrease over time, alternative models, such as Gaussian process
interpolation, could be used. Since we do not have empirical evidence of such decrease
of emotion over time, we kept a step-based interpolation (an emotion stays "active" until
another one is reported, as per the guidelines given to participants). The resampling process
is shown in Figure 3.5.
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Figure 3.5 An example of the re-sampling process for each individual’s single dimensional (arousal
or valence) rating points. The arousal (or valence) ratings points (blue dots) are re-sampled using a
step function at intervals of 1 Hz

Table 3.2 One-dimensional emotion ratings (arousal or valence) given by a group of k raters (listeners)
for a music clip that lasts for n seconds (items). Each emotion rating from rater i (1 ≤ i ≤ k) at time
frame j (1 ≤ j ≤ t) is denoted as xi j

Time (Item) Rater 1 Rater 2 . . . Rater k Mean

1 x11 x12 . . . x1k S1
2 x21 x22 . . . x2k S2
. . . . . . . . . . . . . . . . . .
T xn1 xn2 . . . xnk Sk
Mean M1 M2 . . . Mk x̄

First, we define the mean emotion ratings Si for each second in time (row) i of music, the
mean emotion rating M j for each participant rater (column) j throughout the rating, and the
total mean emotion ratings x of all the measured values xi j for all the partcipants over the
music clip.

To begin, we define the mean emotion ratings Si for each second in time (row) i of the
music. We also define the mean emotion rating M j for each participant rater (column) j
throughout the rating process. Finally, we calculate the total mean emotion rating x by
averaging all the measured values xi j for all participants over the entire music clip.

Si =
1
k

k

∑
j=1

xi j (3.5)

M j =
1
n

n

∑
i=1

xi j (3.6)
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x̄ =
n

∑
i=1

k

∑
j=1

xi j (3.7)

We can now define the various sums of squares by utilizing double sums:

SST (Sum of Squares, Total) =
n

∑
i=1

k

∑
j=1

(xi j − x̄)2 (3.8)

SSBT (Sum of Squares Between Time Frames (Items)) =
n

∑
i=1

k

∑
j=1

(Si − x̄)2 (3.9)

SSBR (Sum of Squares Between Raters) =
n

∑
i=1

k

∑
j=1

(M j − x̄)2 (3.10)

SSE (Sum of Squares, Error) = SST−SSBT−SSBR (3.11)

To calculate the mean squares (MS), we divide the sums of squares by their respective
degrees of freedom:

MSBT (Mean Square Between Time Frames (Items)) =
SSBT
n−1

(3.12)

MSBR (Mean Square Between Raters) =
SSBR
k−1

(3.13)

MSE (Mean Square Errors) =
SSE

(n−1)(k−1)
(3.14)

The two-way mixed, agreement, average-measure denoted as ICC(2, k), which assesses
the degree to which raters provided absolute agreement in their VA ratings of emotion over
time, is computed as follows:

ICC(2,k) =
MSBT −MSE

MSBT + MSBR−MSE
n

(3.15)

where MSBT, MSBR and MSE represent the mean square between time frames, between
raters and for error defined in equations 3.12, 3.13, 3.14, respectively. k represents the number
of raters and n represents the number of time frames within the corresponding timescale for
ICC computation.
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The two-way mixed, consistency, average-measure ICC(3, k), which assesses the degree
to which raters provided consistency of emotion variation in their VA ratings across time, is
computed as follows:

ICC(3,k) =
MSBT −MSE

MSE
(3.16)

where MSBT, and MSE represent the mean square between time frames and for error defined
in equations 3.12, 3.14 respectively. k represents the number of raters.

For a more detailed derivation of the sample ICC estimation, we recommend that readers
refer to the works of Fleiss (1971), McGraw and Wong (1996), and Liljequist, Elfving, and
Roaldsen (2019).

3.3.2 The Effect Of Varying Timescale On The Estimation Of Intra-
Class Correlation (ICC)

We analyzed the collected data at multiple time scales from short temporal horizons (each of
45 rehearsal segments) to longer ones (each of three whole movements; whole piece).

The number of time frames (seconds) within the corresponding timescale for ICC com-
putation will be denoted as T in the following discussion. In order to assess the degree
that listeners agree on the absolute arousal or valence values within the VA scale , the
IRR of arousal (or valence) was assessed using a two-way, absolute agreement, average
measure (ICC(2, k)); to assess the degree that listeners provided consistency in their ratings
of arousal or valence within the specified timescale, we adopted the two-way, consistency,
average measure (ICC(3, k)); Here, k represents the number of raters considered in the ICC
computation.

We calculated the ICCs using the R package irr (Gamer et al., 2012). The ICC point
estimates, 95% confidence intervals (CI), and significance tests for the null hypothesis that
ICC = 0 are calculated. We set cut offs based on the ICC point estimates to describe five
different agreement levels of emotion ratings, according to a commonly used guideline in
psychology research for ICC interpretation proposed by Cicchetti (1994), such that:

• 0.75 ≤ ICC ≤ 1: excellent agreement

• 0.60 ≤ ICC ≤ 0.74: good agreement

• 0.40 ≤ ICC ≤ 0.59: fair agreement

• 0.01 ≤ ICC ≤ 0.39: poor agreement

• ICC ≤ 0: systematic disagreement
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The results, computed on three timescales (whole piece (MP), movement (M1, M2, M3),
rehearsal segments (S1-S45)), are presented in Table 3.3. Besides the tabular presentation,
the ICC results calculated at the level of each of 45 rehearsal segments are also illustrated, in
Figure 3.6.

Whole Piece-Level Analyses (WP)

One participant made his/her first emotion rating only in Segment 11 (Movement 1). We
therefore removed this participant’s ratings for the ICC calculation for the whole piece (WP),
the first movement, and the first 11 segments. This is because ICCs use list-wise deletion for
missing data, that is, if the rating from this participant is used, other people’s ratings for the
first 11 segments will be removed too for the ICC calculation. As another participant made
his/her first emotion rating only in Segment 2, his/her ratings were also removed for the ICC
calculation for Segment 1 due to the same reason. As the result, the number of raters (k) for
ICC calculations ranges from 8 to 10 in the following analysis.

As presented in Table 3.3, the resulting ICCs computed at the whole piece level were in
the good-to-excellent range for the agreement of absolute values of arousal ratings (ICC(2,
9) = 0.75, 95 % CI = (0.67-0.80), p < 0.001, T = 1370s), and excellent agreement for
consistency in arousal ratings (ICC(3, 9) = 0.8, 95 % CI = (0.78-0.82), p <0.001, T= 1370s).
This indicates that listeners had a high degree of agreement towards the ratings in either the
absolute arousal values or the arousal variations on overall across the whole piece. However,
the agreement in valence at the whole piece level was much lower than for arousal: there
was a poor agreement on absolute valence ratings among listeners (ICC(2, 9) = 0.33, 95% CI
= (0.27-0.38), p < 0.001, T = 1370s), and a poor agreement on the consistency of valence
ratings with ICC (ICC(3, 9) = 0.3, 95% = (0.21-0.38), p < 0.001, T = 1370s). Participants
show a much stronger level of agreement for arousal than valence, in terms of both absolute
values and consistency in ratings. This is interestingly in line with previous MER studies
that showed that valence is more challenging to predict from audio (see, e.g. Saari, Fazekas,
et al., 2016).

Movement-Level Analyses (M1, M2, M3)

The agreement levels computed for each of the three movements are presented in Table 3.3.
From the results, we found that the agreement of absolute values of arousal ratings was in
the good-to-excellent range (0.58 < ICC(2, k) < 0.78, p < 0.001, 348s< T < 611s), and that
good-to excellent agreement levels for the consistency of arousal ratings are found in all
three movements (0.62 < ICC(3, k) < 0.87, p <0.001, 348s < T < 611s).
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Table 3.3 Emotion consistency and absolute agreement levels among participants for both arousal
and valence ratings; measured by two-way, average measure, consistency, ICC(3,k), and absolute
agreement, ICC(2,k), of Intra-class correlation (ICC) respectively; computed at the level of whole
piece (WP), each of the three movements (M1, M2, M3) and each of 45 segments (S1-S45). The
number of raters is denoted as k, the number of time frames (seconds) is denoted as T; 95% confidence
intervals (CI) with lower bound (LB) and upper bound (UP) are also reported; *p < 0.05, **p < 0.01.
***p < 0.001

Stimuli k t

Arousal Valence

ICC (3,k)
95% CI

ICC (2,k)
95% CI

ICC (3,k)
95% CI

ICC (2,k)
95% CI

LB UB LB UB LB UB LB UB

WP 9 1370 0.8*** 0.78 0.82 0.75*** 0.67 0.80 0.33*** 0.27 0.38 0.30** 0.21 0.38

M1 9 611 0.62*** 0.58 0.67 0.61*** 0.35 0.63 0.41*** 0.34 0.48 0.28*** 0.05 0.44
M2 10 348 0.87*** 0.85 0.89 0.78*** 0.66 0.85 0.46*** 0.37 0.54 0.38*** 0.21 0.51
M3 10 412 0.64*** 0.58 0.69 0.58*** 0.48 0.66 0.39*** 0.30 0.47 0.31*** 0.13 0.45

S1 8 48 0.82*** 0.73 0.89 0.56*** 0.24 0.76 -0.59 -1.37 0.01 -0.06 -0.17 0.12
S2 9 53 0.73*** 0.60 0.83 0.46*** 0.16 0.67 0.86*** 0.80 0.91 0.67*** 0.41 0.82
S3 9 34 0.68*** 0.49 0.82 0.12* 0.00 0.30 -0.61 -1.53 0.08 -0.05 -0.13 0.09
S4 9 33 0.68*** 0.49 0.81 0.35* 0.05 0.60 -0.35 -1.13 0.22 -0.12 -0.50 0.28
S5 9 37 -0.69 -1.65 0.02 -0.03 -0.08 0.06 0.17 -0.30 0.52 0.01 -0.03 0.08
S6 9 25 0.12 -0.50 0.55 0.06 -0.22 0.38 -1.6 -3.42 -0.33 -0.08 -0.13 0.01
S7 9 60 0.27* -0.04 0.51 0.12 -0.11 0.34 -0.37 -0.94 0.09 -0.14 -0.55 0.24
S8 9 37 0.76*** 0.62 0.86 0.59*** 0.30 0.77 -1.68 -3.22 -0.54 -0.23 -0.36 -0.03
S9 9 23 0.65*** 0.41 0.82 0.38* 0.05 0.65 -0.82 -2.06 0.05 -0.21 -0.46 0.13

S10 9 31 -0.15 -0.90 0.39 -0.07 -0.93 0.71 -1.99 -3.94 -0.60 -0.18 -0.26 -0.03
S11 10 74 0.88*** 0.83 0.92 0.73*** 0.53 0.85 0.41*** 0.16 0.60 0.15 -0.06 0.36
S12 10 47 0.75*** 0.63 0.84 0.48*** 0.19 0.69 0.56*** 0.36 0.72 0.18* -0.02 0.40
S13 10 38 -0.3 -1.01 0.24 -0.01 -0.05 0.07 0.53*** 0.27 0.72 0.04 -0.01 0.14
S14 10 39 -0.18 -0.82 0.29 -0.02 -0.14 0.26 0.11 -0.37 0.47 0.01 -0.05 0.12
S15 10 20 0.2 -0.43 0.63 0.05 -0.10 0.28 0.23 -0.37 0.64 0.08 -0.14 0.38
S16 10 59 0.66*** 0.51 0.77 0.38*** 0.09 0.59 0.24 -0.08 0.50 0.05 -0.06 0.19
S17 10 48 0.51*** 0.28 0.69 0.21* -0.03 0.45 0.62*** 0.44 0.76 0.26* 0.01 0.49
S18 10 27 0 -0.66 0.47 0 0.00 0.00 0 -0.66 0.47 0 0.00 0.01
S19 10 31 0.68*** 0.48 0.82 0.39* 0.09 0.64 -0.1 -0.77 0.39 -0.03 -0.50 0.74
S20 10 27 0.27 -0.21 0.61 0.12 -0.14 0.41 0.57*** 0.29 0.77 0.07 -0.01 0.22
S21 10 26 0.22 -0.30 0.59 0.04 -0.06 0.19 0.26 -0.23 0.62 0.04 -0.06 0.22
S22 10 47 0.92*** 0.88 0.95 0.78*** 0.58 0.88 0.67*** 0.51 0.79 0.35* 0.07 0.58
S23 10 36 0.7*** 0.54 0.83 0.41*** 0.11 0.64 0.53*** 0.27 0.73 0.14 -0.03 0.35
S24 10 71 0.31* 0.04 0.52 0.07 -0.06 0.22 0.2 -0.10 0.45 0.07 -0.10 0.25
S25 10 34 -0.35 -1.05 0.19 -0.04 -0.14 0.15 -0.01 -0.54 0.39 0 -0.03 0.05
S26 10 16 0.87*** 0.76 0.95 0.73*** 0.46 0.89 0.33 -0.28 0.72 0.12 -0.13 0.46
S27 10 18 -2.09 -4.59 -0.41 -0.05 -0.07 0.00 -1.96 -4.36 -0.36 -0.13 -0.19 -0.01
S28 10 17 0.01 -0.86 0.57 0 -0.02 0.06 0.61*** 0.27 0.83 0.15 -0.02 0.42
S29 10 18 0.31 -0.27 0.69 0.03 -0.03 0.14 0.54* 0.16 0.80 0.15 -0.04 0.42
S30 10 18 0.37 -0.17 0.73 0.03 -0.02 0.14 -0.57 -1.92 0.32 -0.01 -0.02 0.02
S31 10 15 0.86*** 0.73 0.94 0.62*** 0.30 0.84 0.22 -0.50 0.68 0.07 -0.13 0.38
S32 10 21 Inf Inf Inf 0 0.00 0.00 Inf Inf Inf 0 0.00 0.00
S33 10 28 0.1 -0.48 0.52 0.03 -0.13 0.25 -0.71 -1.82 0.08 -0.01 -0.02 0.02
S34 10 17 0.71*** 0.46 0.87 0.39* 0.07 0.68 0.63*** 0.30 0.84 0.09 -0.01 0.28
S35 10 10 0.32 -0.48 0.79 0.06 -0.07 0.37 0.34 -0.45 0.79 0.12 -0.13 0.52
S36 10 13 0.32 -0.41 0.76 0.06 -0.07 0.33 -0.17 -1.42 0.58 -0.05 -0.42 0.52
S37 10 11 0.18 -0.69 0.71 0.01 -0.02 0.07 0.08 -0.91 0.67 0.02 -0.16 0.36
S38 10 16 -1.78 -4.37 -0.13 -0.08 -0.12 0.02 0.15 -0.65 0.65 0.01 -0.04 0.15
S39 10 31 0.36* -0.03 0.64 0.08 -0.06 0.27 -0.81 -1.92 -0.01 -0.12 -0.24 0.09
S40 10 24 -1.33 -2.98 -0.18 -0.21 -0.35 0.03 -0.38 -1.36 0.30 -0.09 -0.33 0.24
S41 10 15 0.3 -0.36 0.71 0 -0.01 0.03 0.4 -0.16 0.76 0.14 -0.10 0.47
S42 10 21 -0.31 -1.31 0.37 -0.08 -0.34 0.29 -0.99 -2.50 0.05 -0.07 -0.13 0.06
S43 10 34 -1.21 -2.49 -0.26 -0.36 -0.63 -0.02 -2.53 -4.57 -1.02 -0.1 -0.13 -0.04
S44 10 34 -0.83 -1.88 -0.04 -0.2 -0.42 0.09 0.48*** 0.17 0.70 0.25 -0.04 0.52
S45 10 27 0.52*** 0.20 0.74 0.31* -0.01 0.59 0.24 -0.26 0.60 0.1 -0.14 0.38

Agreement Levels excellent good fair poor systematic disagreement
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In terms of the absolute agreement of valence ratings, poor agreement is identified for all
three movements (0.28 < ICC(2, k) < 0.31, p < 0.001, 348 < T < 611). The consistency
of valence ratings was in the poor-to-fair range in all three movements (0.39 < ICC(3, k) <
0.46, p < 0.001, 348s < T < 611s).

In Section 3.1.1 we mentioned that the three movements of the trio were of widely diverse
characters as evidenced by score information and understandings informed by discussion
with the performers. From our results, ICCs for both absolute agreement and consistency
are higher for the second movement compared to the other two movements, indicating that
agreement might depend on the characteristics of movements.

The Dynamics Of ICC At Rehearsal Segment-Level (S1-S45)

The ICC at rehearsal segment level varied a great deal across segments in both arousal and
valence (see Table 3.3, Figure 3.6).

For arousal ratings, the ICCs computed across all 45 segments vary from systematic dis-
agreement to excellent agreement both for the absolute agreement and consistency measures
(-0.36 < ICC(2, k) < 0.78, average ICC(2, k) = 0.16 ± 0.27; -2.09 < ICC(3, k) < 0.92, average
ICC(3, k) = 0.15 ± 0.71; 11s < T < 72s). Similar variations on agreement at segment level
are also found in valence ratings. The computed ICCs for absolute valence value vary from
systematic disagreement to excellent agreement (-0.23 < ICC(2, k) < 0.67, average ICC(2,
k)=0.03 ± 0.15, 11s < T < 72s), while on valence variations the agreement levels varies from
systematic disagreement to good agreement (-2.53 < ICC(3, k) < 0.86, average ICC(3, k)=
-0.14 ± 0.8, 11s < T < 72s).

These results indicate that the agreement levels are related to the timescale of agreement
measurement. Even though the “systematic disagreement” was not found at the whole piece
level or all movements in valence or arousal, segments with disagreement emerged on finer
timescale level both in arousal and valence.

3.3.3 Comparing Inter-Rater Reliability Of Arousal And Valence

To compare the agreement levels between arousal and valence perception, first, we compared
the number of segments associated to each level of agreement (excellent, good, fair, poor,
systematic disagreement) for the arousal and valence ICC measures. These are shown in
the bar chart presented in Figure 3.7. From the bar chart, we can see that there are more
segments with good and excellent agreement levels for arousal compared to valence, both
for absolute and consistency agreement. This is in line with the lower valence agreement
obtained on the whole piece level (see Table 3.3).
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Figure 3.7 Numbers of segments indicating “excellent”, “good”, “fair”, “poor” or “systematic
disagreement” emotion agreement levels in both arousal and valence perception among listeners. Such
agreement categories are based on cut-offs of Intra-class correlation (ICC) values which quantify both
the absolute agreement amongst raters towards the valence or arousal ratings, and the consistency
of listeners’ emotion variations. The “unavailable” agreement level is due to a specific segment for
which no emotion ratings were received from any participant.

In the previous discussion, the agreement for arousal is higher than for valence both at
movement and whole piece level as the IRR of arousal is in general higher than for valence.
However, this is not always the case in the segment-level analyses. For example, in Segment
2, we identified higher ICC for valence for both absolute agreement and consistency measure.
For Segment 13, the consistency of valence variations is in the fair agreement range; however,
there is systematic disagreement based on the consistency of arousal variation.

Furthermore, there are more segments showing fair-to-excellent agreement in terms of
consistency measure ICC(3, k), than for absolute agreement measure ICC(2, k). As shown in
Figure 3.7, there are 13 segments displaying ICC(3, k) > 0.4 for valence ratings, showing
fair-to-excellent agreement, but only one segment with ICC(2, k) > 0.4; similarly, there are
17 segments with ICC(3, k) > 0.4 for arousal ratings, but only nine segments with ICC(2, k)
> 0.4. Participants appear to agree more on trends between perceived emotions in the music
than on the absolute values they ascribe to those emotions. For example, consider one might
report emotion ratings that are normally distributed across the full range of the VA scale,
while some people’s ratings restricted to a small range on the VA scale, this will result in a
lower values in ICC(2, k) comparing to ICC(3, k).
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Regarding the RQ2, Do participants perceive the same emotion during the performance?
If not, are agreement levels similar throughout the piece or are there specific segments for
which agreement varies? We summarize below the main findings derived from this analysis:

1. Even though listeners did not express changes of perceived emotions at the same time,
as evidenced in Section 3.2.2, participants tended to agree when looking at longer
time scales (movement level, whole piece level) in arousal ratings, but agreement was
poor for valence ratings. However, the segment-level agreement varies significantly
over time, showing contrasting findings compared to the longer timescales: good to
excellent agreement in valence, and systematic disagreement for arousal were observed
on certain rehearsal segments.

2. Agreement for arousal was much higher than for valence at the whole-piece level and
movement-level. At the segment level, participants still tend to agree more on arousal
than valence in most segments, but there are also segments indicating disagreement in
arousal but agreement in valence.

3. There are segments displaying good agreement on emotion variations but poor agree-
ment on absolute values, especially in the valence ratings.

The subjectivity of emotion has been posed as a challenge for music emotion modelling.
Our findings indeed show that inter-rater reliability of perceived emotion depends significantly
on individuals and the musical structure. The IRR plays an essential role in music emotion
recognition as it can serve as a measure to construct a reliable music emotion dataset.
However, the reliability of the emotion data may vary between studies. Various types
of music emotion representations and research questions may lead to the use of different
statistics or variants in IRR estimates, and can substantially influence the interpretation of
IRR estimates.

For instance, ICC(2, k) and ICC(3, k) are different variants of ICCs involving distinct
assumptions in their calculation, and can lead to different results and interpretations when
applied to the same set of data. However, such distinctions are not always made explicit or
even recognized in agreement analyses of music emotion research. Not using the correct
statistic for the collected data, or failing to report which statistic or variant was used to
compute IRR, will lead to misunderstanding of the data.

In addition, it has been suggested that some IRR measures, like ICC, can be sensitive
to the number of items on the test (e.g. the number of music excerpts in assessing the
IRR for static emotion judgement; the number of time-frames when assessing the IRR of
time-varying emotion perception) (James, Demaree, and Wolf, 1984; Cortina, 1993; Tavakol
and Dennick, 2011). A greater number of items in the test can artificially inflate the value
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of IRR; however, the number of items is usually arbitrarily decided by researchers, or not
reported, posing challenges for comparison with related studies. Thus, researchers should
report IRR measures such as ICC thoroughly, thereby conveying their results more clearly, to
enable assessment of common and idiosyncratic patterns in listeners’ perceived emotions.

3.4 Emotion Rating Experience Feedback

As mentioned in the procedure section (Section 3.1.3), after the performance had finished,
the participating audience members were also asked to complete a short questionnaire to
gather demographics and feedback on the user experience of the Mood Rater application. The
evaluation questionnaire consisted of three parts: first, demographics questions included age
and gender. The second part included four questions related to the emotion rating experience,
and each question was followed with an optional comment box for participants to leave
reasons for their choice. Lastly, the open-ended question “Do you have any other suggestions
on how we could improve our Mood Rater app?” invited participants to express how the
emotion annotation app could be improved. The detailed questions and corresponding
responses to the questionnaire are presented in Figure 3.8.

From the results, we can see that 11 out of 13 participants indicated that the Mood Rater
app was easy to use (Question 1). From the corresponding comments, participants evaluated
the Mood Rater app presenting a “high degree of dexterity”, and assessed it as being “simple
to view and touch”. Some participants evaluated the two-dimensional valence and arousal
plane as “easy to understand”, “easy to use” and the colours chart also helped to understand
the VA dimensions. One participant who rated Mood Rater as “difficult to use” explained
why: “During the live music, I have to pay attention to the concert; using the app will distract
me from understanding the music. Could you change it to testing the pulse of fingers to
identify the emotion?” This indicates that using a smartphone app for live annotation during
a concert is not ideal for every participant. Biosensors could be useful to monitor emotions
without requiring a direct input from participants: however, they pose other challenges, such
as data noise and ethical issues.

For the second question, seven of 13 participants evaluated the task of rating perceived
emotions during the performance as easy; four participants choose neutral; two participants
evaluated the task as not easy to complete. Some participants expressed the following: "The
music is kind of not that easy to get the exact emotion", "sometimes the emotion changes too
fast to track", "Some emotion is very difficult to explain." These comments may indicate that
self-reporting perceived emotions while listening to music can be intricate due to the style or
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(a) Overall, how easy to use do you find Mood
Rater?

(b) How would you judge the task of rating per-
ceived emotions during the performance?

(c) How would you judge the degree to which using
the Mood rater app distracted you from the perfor-
mance?

(d) Mood Rater app shows some words (so
called mood tags) when a specific part of the
screen is selected. Were these useful?

Figure 3.8 Responses of the questionnaire from in the live condition study

complexity of the music, the rapidity of change, or the difficulty in identifying the emotions
using the proposed model (in our case valence and arousal).

In responses to the third question, three out of 13 participants commented that the rating
process did not distract them from the performance, five participants chose neutral; five
indicated that the rating process distracted them from the performance. Reasons included: "I
have to watch this app except for the vision of the stage", "looking at my phone and deciding
where my mood related to the axis took a little away from experience", "It was not distractive
for me, but I was curious it could distract the others. An interface with a less bright colour
would be better". These reveal some limitations of using smartphones to annotate emotion in
live music.

In response to the fourth question, three out of 13 participants indicated the tags were
not useful, two remained neutral, and the remaining eight participants evaluated the mood
tags as useful. People who held an unfavourable view found the tags to be inaccurate and not
adapted to the music, or that sometimes they did not match their current emotional state.

These results indicate that collecting VA ratings in live condition with smartphones has
both benefits and drawbacks. It can be argued that listening to live music-making in an



3.4 Emotion Rating Experience Feedback | 64

environment shared by listeners and musicians may better stimulate emotion perception and
engage participants into a rating process. However, there are also social factors and attention
distraction problems that need to be taken into account. Furthermore, there is still space
for improvements in the Mood Rater interface. The results of the open-ended question to
improve the Mood Rater app are summarised as follows:

1. Mood Rater Tags: Mood tags placed underneath the interface can sometimes be
confusing. The tags should be revised or removed (the latter case is not ideal since
several participants mentioned that the tags helped them); a participant suggested to
add an extra button to let the users choose if the tag is correct or not.

2. Mood Rater Interface: The size of the Mood Rater interface does not fit all types of
smart-phone screens, which makes the application less aesthetic and engaging. Some
participants suggested an interface with higher resolution and a bit darker colour. One
participant suggested that some facial expression icons like emojis could be added on
the VA plane, to help understanding of the two dimensions.

3. Extra Functions: One participant suggested adding a counting function to count how
many times the participant has tapped on the screen, to make the app more engaging.
One participant suggested adding a function whereby the user could put their finger
on the flash and camera, to monitor the user’s heartbeat and get extra physiological
information during the rating process. One participant has suggested that Mood Rater
should prevent notifications from other apps from appearing.

Based on the analysis of evaluation feedback, we can conclude that most participants
found the Mood Rater to be helpful in reporting their real-time emotions conveyed by the
music. However, it is crucial to consider the limitations and potential biases that may impact
rating tasks on participant performance and rating accuracy. In some cases, these tasks
can lead to less accurate or consistent ratings, resulting in differences in the data. For
example, some participants with unfavourable opinions of the rating tool found the tags to
be inaccurate or not well-suited to the music, while others felt that they did not match their
current emotional state. Additionally, some participants found the rating task distracting
from enjoying the performance, which may have influenced the data quality. These factors
may have contributed to discrepancies in the data, and it is important to consider them when
interpreting the results.

To address these issues, we solicited open-ended feedback from participants and used
this information to guide improvements to the mood rating tool. Specifically, we made
revisions to the Mood Rater for the next study, including updated mood tag choices and
placements, and an adjustment of the interface to make it more aesthetically pleasing and
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easier to understand. The details of these improvements can be found in Section 4.1.2 in the
next chapter.

We believe that these improvements will lead to more accurate and consistent ratings in
future studies and will help to mitigate some of the limitations and biases associated with
rating tasks of this nature. By utilizing this feedback, we can continue to improve the quality
and reliability of our data and make more meaningful contributions to the field of psychology
and cognition.

3.5 Conclusion

In this chapter, we conducted our first live study with the aim of capturing audience percep-
tions of musical emotions over time, investigating the extent to which different audiences
agree and disagree with regards to emotions perceived in music, and gathering feedback on
the experience of emotion rating. The results indicated that perceived music emotions were
highly variable, as indicated by the variability of VA agreement in any given segment of the
piece and the wide variance in the rate at which individual participants made annotations.

User evaluation feedback showed that participants considered the Mood Rater app to be
successful in facilitating self-reporting of real-time emotions associated with music. However,
some people hold opinions of inaccurate mood tags and placement, and this can introduce
discrepancies in the data. A clearer and better-defined rubric scale can be a critical factor
in improving inter-rater agreement. We have continued to refine the tool in further lab and
online studies, as detailed in Sections 4.1.2 and 7.1.3.

To determine the reasons for the divergent ratings, additional experiments would be
required that gather more information from participants. Participants’ individual factors,
such as their personalities, emotional states, and musical experiences, may influence their
judgments, especially for segments with high levels of audience disagreement. To account
for this, we considered these factors in subsequent studies, as detailed in Chapters 4 and 7.
We acknowledge that we did not include additional checks and restrictions on participants’
conditions due to the complexity of arranging a study in a live concert setting and to keep the
concert experience as natural as possible. Relevant factors such as their hearing and vision
capabilities, alcohol consumption before the performance, and mood should be considered in
future research.

A limitation of our study is the small sample size, which makes our results only suggestive
and prone to low statistical power. However, we extracted detailed annotations from each
individual to provide more in-depth information, and it provides the basis for examining
salient emotional characteristics in other musical traditions. Future studies may compare
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participants’ perceived emotions from different music traditions across a variety of musical
works with larger participant sample sizes. Overall, our findings have provided valuable
insights into emotion perception for live music audiences, and we hope that our work will
inspire further research in this area.



Chapter 4

Effects of Acoustic and Individual Factors
on Perceived Music Emotions

Previous literature indicates that perceived music emotion can be not only related to charac-
teristics of the music, but also to characteristics of the listener, such as earlier life experiences,
preference, and personality (Gabrielsson, 2002). In the experiment detailed in Chapter 3, we
found that even while listening to the same piece, listeners’ judgements of perceived emotion
could vary quite widely for particular rehearsal-segments of the music. Low agreement might
stem from imprecision in the experiment, but ultimately it may be that different individuals
do in fact interpret emotional qualities of particular elements of music differently.

In this chapter, we set out to interrogate the reasons why listeners’ emotion ratings might
agree or disagree for specific, different music segments. We present a follow-up study to
that described in Chapter 3, which was conducted under Live performance conditions. This
follow-up, however, was conducted under controlled Laboratory (Lab) conditions, using
recordings of the same performance which listeners experienced in the previous Live study.
In the Lab follow-up, we collected time-varying emotion VA ratings for the recording from
21 participants with varying background and musical training. This Lab study took the
opportunity to extend beyond the basic VA ratings of the Live version. After rating the whole
piece, listeners were also asked to provide explanations for their ratings retrospectively, for
seven pre-selected segments. Furthermore,we collected measures of musical sophistication,
personality traits, and music preference, in order to examine auditory, demographic and
personality factors that may explain different emotion perception across listeners. This study
allowed for the exploration of the fundamental cognitive and psychological commonalities
and differences between participants related to the way they perceive emotions in music.
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4.1 Lab Condition: Reflective Feedback On Emotion Rat-
ings

4.1.1 Stimuli Corpus: Video Recordings Of The Babajanian Piano Trio

The Babajanian trio performance in the initial study was video-recorded. For the present
study, two different music collections were used.

First, the first two movements (M1, M2) were chosen for annotating perceived emotions,
which are composed of 25 rehearsal segments (S1 - S25) which together, last approximately
17 minutes1. The music characteristics of these two movements are described in Section
3.1.1. Subsequently, seven segments were selected from the two movements, and listeners
were asked to review the emotion judgements they had just made for these segments, and
provide their reasons for those judgements. These were the segments labelled (S) Segment
(S) 5, 7, 12, 13, 14, and 17. These excerpts were chosen based on the diversity of musical
features, including varying instrumentation, dynamics, and tempo, and because they yielded
a variety of agreement levels and different emotion rating trends on the VA space in the
initial study. Through these seven selections, we hoped to capture a range of instances where
listeners agreed or diverged in their annotations previously. This reduced music selection was
also made in consideration of cognitive load and time for those participating in this study,
limiting the minimum listening time to 23 minutes per listener.

Table 4.1 presents the agreement levels (ICCs) for these seven segments, as calculated
in the initial Live condition study (see details in previous Section 3.3.2). The emotion VA
space quadrant change, within each segment, based on the path across different quadrants of
emotion ratings averaged across participants over time, are also presented. The ICC values
of the aforementioned seven segments range from ICC = −0.69 to ICC = 0.86 in terms
of arousal and valence, where ICC ∈[-∞, 0), [0, 0.39], [0.40, 0.59], [0.60 , 0.74], [0.75,
1] indicate “systematic disagreement”, “poor”, “fair”, “good” and “excellent” agreement,
respectively (Cicchetti, 1994).

In further detail, the seven pre-selected segments showed the following agreements
among participants in the Live condition experiment:

• S2 yielded fair-to-good agreement in arousal for both absolute values and variation
consistency (ICC(2, 9) = 0.46, ICC(3, 9) = 0.73); and good-to-excellent agreement in
the case of valence (ICC(2, 9) = 0.67, ICC(3, 9) = 0.86).

1Video Recording: https://jwp.io/s/CVgqfNHJ

 https://jwp.io/s/CVgqfNHJ
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• S5 yielded a systematic disagreement in arousal in terms of both variation consistency
and absolute values (ICC(3,9) = -0.69, ICC(2,9) = -0.03), and a poor agreement in
both cases of valence (ICC(2,9) = 0.01, ICC(3,9) = 0.17).

• S7 yielded a poor agreement in terms of arousal in both absolute agreement and
variation consistency (ICC(2,9) = 0.12, ICC(3,9) = 0.27) and a systematic disagreement
in valence (ICC(2,9) = -0.14, ICC(3,9) = -0.37).

• S12 tended to yield more agreement from participants, with fair-to-excellent agreement
in arousal in terms of absolute agreement and consistency (ICC(2, 10) = 0.48, ICC(3,
10) = 0.75) , and a good consistency in valence variation (ICC(3, 10) = 0.56) but a poor
agreement in the absolute valence values (ICC(2, 10) = 0.18).

• S13 yielded a systematic disagreement in both arousal variation and arousal absolute
values (ICC(3, 10) = -0.3, ICC(2, 10) = -0.01), poor agreement in valence absolute
values (ICC(2, 10) = 0.04) but good consistency in valence variation (ICC(3, 10)
=0.53).

• S14 showed systematic disagreement in arousal in terms of both variation consistency
and absolute values (ICC(3, 10) = -0.18, ICC(2, 10) = -0.02), and a poor agreement in
the cases of valence (ICC(3, 10) = 0.11, ICC(2, 10) = 0.1).

• S17 presented good consistency of emotion variations in terms of both arousal (ICC(3,
10) = 0.51) and valence (ICC(3, 10) = 0.62), but poor agreement in absolute values of
arousal (ICC(2, 10) = 0.21) and valence (ICC(2, 10) = 0.26).

4.1.2 Emotion Rating Tool

Participants made annotations via a web-based software developed for this purpose called
Mood Annotator. Mood Annotator is written in JavaScript that is run by web browsers. Mood
Annotator enables time-varying emotion rating collection on VA space while participants are
watching the video recording. In addition, Mood Annotator also allows participants to re-
watch the recording and reflect on their VA emotion ratings, which are anchored to particular
time stamps of the video. The easily-accessible connection between emotion ratings and
localised music cues enables participants to review their emotion ratings efficiently, and give
their reasons for those ratings.
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Table 4.1 The agreement levels (ICCs) and within-segment average quadrant change (the path across
different VA quadrant of emotion ratings averaged across participants over the course of the segment),
calculated from data collected in Live condition study, of seven pre-selected segments for listeners
to provide explanations for their ratings retrospectively for after rating the whole piece; Quadrant 1
(Q1) – positive arousal and positive valence, Quadrant 2 (Q2) – positive arousal and negative valence,
Quadrant 3 (Q3) – negative arousal and negative valence, and Quadrant 4 (Q4) – negative arousal and
positive valence

NO. Segment Video Time
Arousal Valence

Emotion Quadrant Change
ICC(3,k) ICC(2,k) ICC(3,k) ICC(2,k)

1 M1, S2 01:11-02:03 0.73*** 0.46*** 0.86*** 0.67*** Q3->Q1
2 M1, S5 03:11-03:48 -0.69 -0.03 0.17 0.01 Q3->Q4
3 M1, S7 04:13-05:14 0.27* 0.12 -0.37 -0.14 Q4->Q2
4 M1, S12 07:58-08:45 0.75*** 0.48*** 0.56*** 0.18* Q2->Q3
5 M1, S13 08:46-09:23 -0.3 -0.01 0.53*** 0.04 Q1
6 M1, S14 09:24-10:02 -0.18 -0.02 0.11 0.01 Q1
7 M2, S17 11:21-12:13 0.51*** 0.21* 0.62*** 0.26* Q4

Agreement Levels excellent good fair poor systematic disagreement

Emotion Rating Function

The emotion rating function involved the use of Mood Annotator, which provides a VA space
interface. As shown in Figure 4.1, the VA interface is positioned next to a video window
playing the music video excerpt. Listeners could rate the perceived emotion by clicking on
the VA space whenever they perceived a change whilst watching the video. The interface
also included corresponding emotion tags at the cursor position. These tags were added
to give the participants a frame of reference to help them place their perceived emotion
on the space with more certainty, aiming to provide more confident interaction and more
annotation overall. Timing information of each VA rating was also collected at discrete times
characterised by both video time position and UTC timestamp indications. This enables the
collected emotion ratings to be synchronised with the video for further reviewing.

Such emotion rating function of Mood Annotator is adapted from the Mood Rater
application used in the Live condition study with which participants made emotion ratings by
tapping on a VA interface from their mobile device (see Section 3.1.2). The Mood Annotator
software used in the Lab condition shared a similar VA interface positioned than Mood Rater.
Compared with the Mood Rater, several improvements were made to the rating function of
Mood Annotator, based on the emotion-rating experience feedback in the initial study (see
Section: 3.4). While most participants in the Live study reported that the tags were helpful
during the rating, some participants also found those tags inaccurate or confusing. Thus, for
Mood Annotator in the Lab Study,we updated the tag placements and added “guide-only”
following each tag. The improved tag selection was based on previous work (Bradley and
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Figure 4.1 The interface used for emotion rating of Mood Annotator, depicting the performance video
display to watch(left), the VA annotation space with guide-only tags (right)
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Figure 4.2 The design of Mood Annotator interface with guide-only tags for Emotion Rating Task

Lang, 1999; Yang and Liu, 2013). Yang and Liu (2013) identified 43 widely used music
emotion tags derived from the music service website AllMusic (AMG)2. These 43 AMG
tags are also contained in the Affective Norms for English Words (ANEW) dataset (Bradley
and Lang, 1999). The ANEW dataset provides a large set of normative arousal and valence

2https://www.allmusic.com

https://www.allmusic.com
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ratings for English words in a 9-point rating scale. It thus enables us to position tags in the
Valence and Arousal space.

These tags are selected based on the following criteria. First, to minimise the “semantic
gap” between people’s perception of the tag and its valence and arousal values from the list
of 43 AMG tags, we removed from the tags those who have SD of ratings < 2.5 in either
arousal or valence rating according to the ANEW dataset. Then, to avoid tag confusion
for participants in annotating this classical music piece, we then removed another 11 tags
which are irrelevant to the music piece (“silly”, “hungry”, “sexy”, “innocent”, “fun”, “lazy”,
“difficult”, “intimate”, “complex”, “hostile”, “messy”). Next, we further removed seven
tags (“ambitious”, “confident”, “hopeful”, “thoughtful”, “cheerful”, “romantic”, “cold”)
that have similar meanings but overlapped with other tags on the VA space. This is due
to the potential proximity of tags on the VA space, especially when the annotation area is
limited. The resulted 14 tags selected from the 43 AMG tags are listed in Table 4.2 with
standard deviations for arousal and valence ratings for each tag rated in the ANEW. Finally,
we selected another six tags from ANEW that were not included in the aforementioned AMG
tags, but whichwe deemed essential in the VA space interpretation (“calm”, “happy”, “bored”,
“neutral”, “excited”, “tired”).

Table 4.2 Selected Tags from 43 AMG Tags with standard deviations for arousal (AroSD) and valence
(ValSD) ratings for each tag rated in the ANEW dataset

Tags ValSD AroSD

reverent 1.21 1.6
anxious 1.98 1.81
harsh 1.64 1.85
warm 1.2 1.92

reserved 1.83 2.05
angry 1.7 2.07

relaxed 1.77 2.13
tender 1.28 2.3

sad 0.95 2.38
peaceful 1.28 2.39
bright 1.55 2.33
weary 2.12 2.29
tense 1.36 2.1

aggressive 1.68 2.33

As a result, we obtained a list of 20 emotion tags which are shown in Figure 4.2b. Each
tag’s location is represented by a closed disk, with the centre positioned on the ANEW
average values and a diameter equal to the smallest Euclidean distance between any two out
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of the 20 tags on the VA space. For areas on the VA space not covered by emotion tags, no
guide tag was presented.

Emotion Reflection Function

Mood Annotator also features an function for emotion reflection, once the listener has finished
the emotion ratings though the whole piece. Listeners are then presented with several short
video recordings of segments pre-selected from the whole music piece. For each segment, a
timeline is included under its video to show the timing of annotations through the segment,
indicated by red diamonds (see Figure 4.3). These emotion rating points, where annotations
had been made earlier, are synchronised with each audio recording and video clip. The
timeline enables the participant to jump to the corresponding time position in the music video
where the annotation had been made. By hovering over a rating indicator (red diamond), the
corresponding valence-arousal position of the annotation is also indicated on the VA space.
By clicking on any of the rating indicators, a pop-up window (see Figure 4.4) appears for

Figure 4.3 The interface used for emotion reflection of Mood Annotator, depicting the performance
video display (left) and the VA annotation space (right). Following the emotion rating, the rating
timeline (bottom left) appears indicating where emotion rating points (red diamonds) have been made
through the segment.

participants to review and confirm their original rating. The details of the rating point are
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presented with the valence or arousal values (on a scale from zero to one), and the guide tag.
The listener can choose to confirm the rating or discard it if it no longer reflects the listener’s
perceived emotion. Furthermore, the listener can assess how clear was the emotion portrayed
by the music at the moment of annotation on a scale from 1 (very unclear) to 7 (very clear). A
comment box is placed at the bottom of the pop-up window allowing participants to provide
an open-ended response to the prompt "Reasons behind your rating." Participants can modify
the position of the valence-arousal point if they feel the annotation should be different. If
participants made several emotion ratings owing to the same reason, they could choose the
"same reasons as rating points nearby".

Figure 4.4 Pop-up window for explanation feedback, appears when clicking on each rating point in
the emotion reflection interface

4.1.3 Procedure

The follow-up study in Lab condition involved three parts: an Emotion Rating Task, a
Reflection Task, followed by a Questionnaire collecting personal information related to



4.1 Lab Condition: Reflective Feedback on Emotion Ratings | 75

musical experience and background (see Figure 4.5). The duration of the study ranged from
1.5 to 2.5 hours, depending on the participant.

Questionnaire

Emotion Rating Task

VA Ratings Collection 
( For a 17-minute, 25-
segment recording)

Reflection Task

1. VA Ratings Re-evaluation 
(For ratings on seven pre-
selected segments)

2. Open-ended Explanation

Figure 4.5 Flowchart depicting the procedure for the follow-up study in Lab condition from the emo-
tion rating task through open-ended feedback during the reflection task, to the participant background
information questionnaire

Study Setup

Participants completed annotations via a desktop computer in a sound-proofed listening
room at Queen Mary University of London. Participants listened to the chosen musical
stimuli through headphones (Beyerdynamic DT 770 Pro) while watching the video recording.
Participants were able to adjust the audio level to their comfort at the beginning and were
instructed to avoid changing it during the experiment.

Participants were given a brief overview of the VA space and an explanation of the
annotation software Mood Annotator. They were instructed to rate their perceived emotion
through the music when they perceived an emotion change and were reminded to rate the
emotions expressed, not the ones felt. In particular, participants were told that the tags shown
up in the interface only served as guides and they could form their own interpretation of the
VA space. Further, participants were all informed that their emotion ratings will be assumed
constant until they made a new emotion rating on the VA space. After the explanation,
participants were allowed time to acquaint themselves with the software during a trial. Once
confident with the annotation procedure, participants completed the Emotion Rating Task.

Emotion Rating Task

Participants rated the perceived emotion of the first two movements of the Babajanian Trio in
the VA space while watching a video recording of the piece performed in the Live condition,
via clicking on the VA interface in the Mood Annotator (see Figure 4.1). Once the participants
started the emotion task, each VA rating made on the VA interface was recorded. Participants
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were allowed to pause or rewind the music as needed during the annotation procedure.
Participants could take a break if needed after the emotion rating task.

Reflection Task

Participants then started the Reflection Task. This task involves the use of emotion reflection
function of Mood Annotator (see Figure 4.3). Seven video clips of pre-selected segments
(Segment 5, 7, 12, 13, 14, and 17) were shown one by one in Mood Annotator. Under each
video clip, there was a rating timeline indicating where emotion rating points have been made
through the segment. Participants re-watched each video clip and hovered the mouse over
the emotion rating points on the rating timeline to see their previous emotion judgements
shown on the VA space. Participants were instructed to review each of their rating points
through the segment. For each emotion rating, they could raise a pop-up window (see Figure
4.4) for explanation feedback. Within the feedback, participants had to confirm or discard
the ratings. If the rating was confirmed, participants had to select the clarity level of emotion
portrayed by the music at the time of annotation and to provide reasons for the particular
emotion judgement. Several examples of reasons were provided along for participants to
understand better the instruction: "the melody is rising", "the harmonies are very tense", "the
cello plays soft sound." Nevertheless, participants were informed that there would be no right
or wrong answer and encouraged to report as much as possible on the reasons behind their
emotion judgements. After reflecting all emotion judgements on the seven segments, the
reflection task was completed.

Questionnaire

After having finished the Reflective task, participants had to complete an online questionnaire
to collect information related to music sophistication, personality traits, music preference
and age, gender, and provenance. The full list of questions can be found in Appendix A.3.

The Goldsmiths Music Sophistication Index (Gold-MSI) questionnaire (Müllensiefen,
Gingras, Stewart, et al., 2013; Müllensiefen, Gingras, Musil, et al., 2014) assesses music
sophistication in the context of music experience. Due to time constraints and the focus
of the experiment, we assessed four subscales of the Gold MSI. Each subscale is scored
separately on a seven-point scale for all items, ranging from complete agreement to complete
disagreement.

• The Active Engagement subscale consists of nine items that measure an individual’s
level of active involvement in music, as well as the deliberate allocation of time and
money to musical activities (e.g., "I listen attentively to music for __ hours per day").
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• The Perceptual Abilities subscale includes nine items that assess self-reported musical
abilities, with most items related to listening skills (e.g., "I can compare and discuss
differences between two performances or versions of a piece of music").

• The Musical Training factor includes seven items about the extent of musical training
and practice (e.g., "I engaged in regular daily practice on a musical instrument, includ-
ing voice, for __ years") and self-assessed musicianship ("I would not consider myself
a musician").

• The Emotions factor includes six items related to active behaviors related to emotional
responses to music (e.g., "I am able to talk about the emotions that a piece of music
evokes in me").

To characterize personality traits, we used the Ten Item Personality Instrument (TIPI)
(Gosling, Rentfrow, and Swann Jr, 2003). The TIPI is a widely used measure of personality
traits developed by Gosling, Rentfrow, and Swann Jr. (2003). It consists of ten items, each
containing a pair of personality trait adjectives. The ten items are designed to assess five
broad dimensions of personality: Agreeableness (A), Conscientiousness (C), Emotional
Stability (ES) or Neuroticism, Extraversion (E), and Openness to Experience (O) (John,
Srivastava, et al., 1999) , with two reversible items per dimension. Each item response ranges
from 1 (disagree Strongly) to 7 (agree strongly).

Music preference was measured using the Short Test of Music Preference (STOMP)
(Rentfrow and Gosling, 2003), which provides scores for four music preference dimensions
based on participants’ preference levels for a variety of music genres. Each dimension is
scored independently. Participants responded to each question item on a 7-point scale, with
responses ranging from 1 (strongly dislike) to 7 (strongly like).

• Reflective and Complex: This dimension measures an individual’s preference for music
that is intellectually stimulating, complex, and emotionally rich (e.g., "classical music"
and "jazz").

• Intense and Rebellious: This dimension measures an individual’s preference for music
that is loud, aggressive, and rebellious (e.g., "heavy metal" and "rock").

• Upbeat and Conventional: This dimension measures an individual’s preference for
music that is upbeat, happy, and easy to listen to (e.g., "pop").

• Energetic and Rhythmic: This dimension assesses an individual’s preference for music
that is energetic, rhythmic, and danceable (e.g., "hip-hop" and "electronic dance music
(EDM)").
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4.1.4 Participants

A new group of 21 participants (11 male, 10 female), separate from the Live study, was
recruited through an open call on the QMUL campus mailing list. All participants are
postgraduate students and staff at QMUL, with a mean age of 28.8 years (standard deviation
= 5.5 years; range: 23-46 years). All participants had normal hearing and vision and did not
consume alcohol just before the study. No eating or drinking occurred during the study. One
participant completed the emotion rating task but did not complete the full explanation task
annotation due to physical discomfort (headache) after reviewing the first two excerpts on
the day of the study. However, this participant completed the questionnaire separately via
online questionnaire after the study. Participation was voluntary and unpaid, and participants
received complimentary soft drinks and snacks upon completing the study.

In terms of music training, the Gold-MSI questionnaire revealed that participants had an
average Music Training (MT) score of 31.1 (SD = 12.3) on a scale of 7 to 49, which exceeded
the population mean MT score (M = 26.4, SD = 11.4) of over 140,000 individuals who
completed the BBC LabUK How Musical Are You test in 2011, as reported by Müllensiefen,
Gingras, Musil, et al. (2014) in 2014. The majority of participants had at least 10 years of
experience (n = 11), while some had no musical experience (n = 5), and a few had novice to
intermediate experience (see Table 4.3).

During the study, all participants resided in the United Kingdom. However, when consid-
ering the most formative years they have spent, 10 participants had a Chinese background,
while the remaining participants had a Western background. Specifically, there were 2
participants from England, 2 from Greece, 2 from Spain, 1 from France, 1 from Italy, 1 from
Germany, 1 from the United States, and 1 from Costa Rica.

The motivation for comparing these two cultural groups in the study arises from the
recognized need for more research on music emotion perception in non-Western cultures.
The current body of research heavily focuses on Western populations, creating a knowledge
gap in the understanding of music emotion perception within distinct cultural contexts, such
as the Chinese culture (Jacoby et al., 2020).

Previous studies comparing Chinese and Western music emotion perception primarily
focused on categorical emotion models and static ratings. This emphasis highlights the
necessity for more dynamic and nuanced investigations (Hu and Yang, 2017a; Schedl,
Gómez, Trent, et al., 2018; Gómez Cañón et al., 2020). In response to this gap, our study
involved participants from both Chinese and Western backgrounds. This allowed us to
examine how early cultural experiences and exposures shape perception and behavior in a
cross-cultural context, building on the understanding that such experiences may have lasting
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Table 4.3 The number of participants with different years engaged in the regular, daily practice of a
music instrument

Years of Engagement Instrument No. of Participants

10 or more years

Piano 4
Guitar 4
Violin 1
Flute 1
Voice 1

6-9 years Pipa 1

4-5 years Guitar 1

2 years Piano 1

1 year
Piano 1
Guitar 1

0 NA 5

influences on an individual’s music perception (Nan, Knösche, and Friederici, 2006; Liu,
Rigoulot, and Pell, 2015).

4.2 Explanatory Statistics Of Collected Data

4.2.1 Overview Of Emotion Ratings In Lab Condition

Emotion Rating Task:

Over the course of the video recording of Babajanian’s Trio (17 minutes, 25 segments), 3181
VA emotion ratings were collected in total from the 21 participants (151± 96 per participant).
Figure 4.6 depicts the distribution of all 3181 collected VA ratings. This figure shows that
the collected data spans all four quadrants of the VA space, which is in line with the varied
expression within the piece (see Section 4.1.1).

Reflection Task:

In the Reflection Task, 21 participants re-evaluated the 1098 VA ratings they gave for the
seven pre-selected segments. Among 1098 reviewed ratings, the participants provided explicit
explanations for 471 ratings. Another 605 ratings were indicated to share the same reasons
as reported for other, nearby rating. We identified them as ’transition ratings’ here. Eight
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Figure 4.6 Rating Task: Distribution of 3181 VA ratings over 17 minutes with histogram using
hexagonal bins, histogram plots of arousal and valence ratings are shown by the two areas of blue-grey
shading outside the square box

participants discarded 23 previous ratings, and seven participants provided 12 new ratings.
As a result, 483 VA ratings (see Figure 4.7) associated with explanation feedback comments
were collected (23±9 explanations per participant, 7000+ words of comments in total). Some
of the annotations were modified during the re-evaluation. During the re-evaluation of their
previous ratings, among the 471 VA ratings with explanations, 56 VA ratings were modified
during the re-evaluation, comprised of 16 ratings with VA value change, and 40 ratings with
emotion time-stamp change. The re-evaluation process and results of emotion ratings are
illustrated in Figure 4.8.
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Figure 4.7 Distribution histogram of emotion ratings collected over 17 minutes in Lab condition

1098 VA ratings reviewed on
seven-preselected segments 

(P=21 )

605 VA ratings identified
as transition points owing
to same reasons (P = 20)

23 VA ratings
discarded (P = 8)

471 VA ratings with
explanations (P = 21)

12 new VA ratings
added with

explanations (P = 7)

N: Number of Participants

471 VA ratings with explanations (P=21)

483 VA ratings with
explanations (P = 21)

16 VA value changed 
(P = 9)  3.4 %  

40 Timestamp changed 
(P = 17)  8.5 %  

415 Unchanged 
(P = 21)  88.1 %  

Figure 4.8 Re-evaluation of emotion ratings in Reflection Task
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The positions of the 483 VA ratings with explanations are presented in Figure 4.7, which
covers a fairly wide span of the VA space. This indicates that these VA ratings associated with
explanation feedback represent a broad coverage of emotional responses for the recorded
performance.

Clarity levels for each of the explained 483 VA ratings were also collected in the explana-
tion feedback, on a scale from 1 (very unclear) to 7 (very clear). The average clarity score
reported was 6.28, indicating that participants have reported most of the VA ratings with
confidence. However, from the boxplots of clarity levels for ratings in each segment (Figure
4.9), it seems that the participants reported relatively low clarity levels for Segment 5 and
Segment 14.

Turning to the substance of those 483 explanations, the word cloud of the most frequently
used 100 words is displayed in Figure 4.10a, and the word count of the most frequent 25
words in Figure 4.10b. The detailed word count of the most frequent 100 words is presented
in Appendix A.2. Words such as “music”, “emotion”, and "and", "or", "I", "it", "as" were
removed as they are not informative for reasons behind emotion judgements. From the
word frequency results, we can see that words related to the instrument such as “piano”
and “violin” seem to be the most frequent words used in the explanations. Words such as
“note”, “loudness”, “melody” are also frequently reported, which are in line with previous
research on music features that influence music emotion perception (Juslin and Sloboda,
2011). In Section 5.1,we will analyse qualitative feedback on these comments through a
detailed thematic analysis.

4.2.2 Emotion Rating Frequency In Lab Condition

Participants contributed 151 VA ratings on average (SD = 96) during the rating task with
the first two movements of the Babajanian piece (17 minutes, 25 segments). We calculated
the Rating Frequency (RF)(mHz) and clustered the participants in a hierarchical clustering
analysis (HCA). The same methodology was used in the initial live study described in Section
3.2.1.

We started by calculating the Rating Frequency (mHz) of each Participant i (P(i)) as
shown in Equation 4.1:

RF(i) =
N(i)

T
∗1000 (4.1)

where N(i) represents the number of VA ratings of participant i, and T represents the duration
in seconds of the rated musical excerpt. The histogram of the rating frequency is presented in
Figure 4.11 (left). A hierarchical clustering analysis (HCA) is depicted in Figure 4.11 (right),
in which 21 participants are grouped into 5 clusters (C1, C2, C3, C4, C5).
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Figure 4.9 Boxplots of clarity levels of 483 explanation ratings on separate segments (Reflection
Task). The mean value of clarity levels of ratings in each segment is shown as a black square, with the
value reported above

The results indicate that the rating frequency in the Lab condition varied across par-
ticipants (Average RF = 146.93 mHz (8.76 VA ratings/minute), SD = 93.29 mHz (5.58
VA ratings/minute)). Some participants rated only a few times during the performance,
which correspond to participants in the C1 cluster (Average RF = 64.14 mHz (3.67 VA
ratings/minute)). In contrast, some participants rated very actively in the rating process, C4
cluster (RF = 256 mHz (15.36 VA ratings/minute)), C5 cluster (Average RF = 371 mHz
(22.26 VA ratings/minute)). Comparing these results to the participant rating frequency
in the Live condition described in Section 3.2.1 (Average RF = 46.11 mHz (2.76 VA rat-
ings/minute),SD =57.15 mHz (3.43 VA ratings/minute)), we found that participants in the
Lab condition rated more frequently. There are some possible reasons for why participants
rated more frequently in the Lab condition comparing to the Live condition study. First, when
participants sit in front of a computer, they are possibly more concentrated on the task than
participants attending a live performance, who might pay more attention to the performance
setting, watching musicians play and lighting effects. Second, during a live performance,
there might be some social factors that hold back people from using a mobile phone to
send emotion ratings: for example, participants may not want to distract the other audience
members from the performance, through the light emitted by the phone. Third, as we have
improved our mood rating tool with a new selection of emotion tags, participants in the Lab
experiment might find the new tool easier to use to report their perceived emotions than
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(b) Bar plot of the word count of the top 25 most frequent words in participant comments

Figure 4.10 Top words mentioned in participants’ comments for their 483 reflection task explanation
ratings, with uninformative words such as stop words removed.
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Figure 4.11 VA Rating frequency of the 21 participants in the Lab condition. Histogram of rating
frequency (left) and dendrogram based on rating frequency similarity (right)

those in the Live experiment, who used the older Mood Rater tool. Finally, by comparing the
time differences between UTC timestamp of each VA annotation and the timestamps of the
playback of the video recording, we found that ten participants rewound or paused the video
during the emotion rating process, and no one skipped or fast-forwarded the video.

4.3 Listeners’ Agreement On Perceived Emotion Over Time
In Lab Condition

4.3.1 The Effect Of Varying Timescale On The Estimation Of Intra-
Class Correlation (ICC)

Using the inter-rater reliability (IRR), we analyzed the degree of agreement among our
participants in the Online condition. Intra-class correlation (ICC) is used as a measure of
inter-rater reliability (IRR), which is the same choice made in the previous studies (Section
3.3.2, 4.3.1), namely the two-way agreement average (ICC(2, k)) to evaluate agreement
of absolute values of emotion ratings; and the consistency average (ICC(3, k)) to evaluate
consistency of emotion judgement trends.



4.3 Listeners’ Agreement on Perceived Emotion Over Time in Lab Condition | 86

We first re-sample the individual emotion ratings using a step function at intervals of 1
Hz to provide a consistent unit of the duration of ratings for the ICC calculation. The number
of time frames (seconds) within the corresponding timescale for ICC computation will be
denoted as T in the following discussion, and the number of raters considered in the ICC
computation will be denoted as k.

We calculated the ICCs using the R package irr (Gamer et al., 2012). The ICC point
estimates, 95% confidence intervals (CI), and significance tests for the null hypothesis that
ICC = 0 are calculated. The results computed at all three levels of timescale are presented
in Table 4.4. Furthermore, the ICC results calculated for each of the 25 rehearsal segments
are illustrated in Figure 4.14. We used the same the cut-offs used in the previous initial live
study for assessing the agreement levels of emotion ratings based on the ICC point estimates,
where ICC ∈[-∞ , 0), [0, 0.39], [0.40, 0.59], [0.60, 0.74], [0.75, 1] indicate systematic
disagreement, poor, fair , good and excellent agreement, respectively (Cicchetti, 1994). The
results, computed on three timescales (whole piece (MP), movement (M1, M2), rehearsal
segments (S1-S25)), are presented in Table 4.4. Alongside the tabular presentation, Figure
4.14 also presents the ICC results calculated at the level of each of 25 rehearsal segments.

Whole-Piece-Level Analyses (WP)

As presented in Table 4.4, the resulting ICCs computed at the whole-piece level yielded
excellent agreement of both absolute values of arousal ratings, ICC(2, 21) = 0.96, 95%
CI = (0.97-0.97), p < 0.001, T= 1007s), and consistency in arousal ratings (ICC(3, 21)
= 0.97, 95% CI = (0.97-0.97), p < 0.001, T= 1007s)). The agreement in valence at the
whole piece level was slightly lower for arousal, but still represents excellent agreement
on both absolute valence ratings among listeners (ICC(2, 21) = 0.88, 95% CI= (0.87-0.9),
p < 0.001, T=1007s), and on the consistency of valence ratings with ICC(3, 21) = 0.90,
95%= (0.89-0.91), p < 0.001, T=1007s). Participants show excellent agreement in emotion
perception at the whole piece level, with a slightly stronger agreement in arousal than in
valence.

Movement-Level Analyses (M1, M2)

The agreement levels computed for each of the two movements are presented in Table 4.4.
In terms of the arousal ratings, participants show excellent agreement on both absolute
values (ICC(2,21)M1 = 0.96, ICC (2,21)M2 = 0.94, TM1 = 657s, TM2 = 348s, p < 0.001)
and consistency (ICC(3,21)M1 = 0.97, ICC (3,21)M2 = 0.97, TM1 = 657s, TM2 = 348s, p <

0.001) for both movements.
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Table 4.4 Emotion consistency and absolute agreement levels among participants for arousal and
valence ratings measured using two-way, average measure, consistency, ICC(3,k), and absolute
agreement, ICC(2,k), of Intra-class correlation (ICC) respectively; computed at the level of whole
piece (WP), each of the two movements (M1, M2) and each of 25 segments (S1-S25). The number of
raters is denoted as k, the number of time frames (seconds) is denoted as T; 95% confidence intervals
(CI) with lower bound (LB) and upper bound (UP) are also reported; *p < 0.05, **p < 0.01. ***p <
0.001

Stimuli k t

Arousal Valence

ICC (3,k)
95% CI

ICC (2,k)
95% CI

ICC (3,k)
95% CI

ICC (2,k)
95% CI

LB UB LB UB LB UB LB UB

WP 21 1005 0.97*** 0.97 0.97 0.96*** 0.95 0.97 0.90*** 0.89 0.91 0.88** 0.87 0.9

M1 21 657 0.97*** 0.963 0.97 0.96*** 0.95 0.96 0.89*** 0.881 0.904 0.86*** 0.83 0.89
M2 21 348 0.97*** 0.96 0.97 0.94*** 0.92 0.957 0.92*** 0.91 0.93 0.90*** 0.868 0.92

S1 21 48 0.99*** 0.98 0.99 0.96*** 0.94 0.98 0.37** 0.08 0.61 0.17 -0.03 0.39
S2 21 53 0.92*** 0.89 0.95 0.86*** 0.79 0.92 0.94*** 0.92 0.96 0.89*** 0.82 0.93
S3 21 34 0.96*** 0.94 0.98 0.88*** 0.79 0.94 0.38* 0.03 0.64 0.16 -0.04 0.4
S4 21 33 0.97*** 0.96 0.99 0.95*** 0.92 0.97 0.89*** 0.82 0.94 0.59*** 0.37 0.75
S5 21 37 0.33* -0.03 0.61 0.09 -0.05 0.28 0.87*** 0.8 0.92 0.51*** 0.29 0.69
S6 21 25 0.67*** 0.45 0.83 0.3** 0.09 0.54 0.72*** 0.53 0.85 0.39*** 0.15 0.62
S7 21 60 0.95*** 0.93 0.97 0.9*** 0.85 0.94 0.86*** 0.8 0.91 0.71*** 0.56 0.82
S8 21 37 0.96*** 0.94 0.98 0.91*** 0.84 0.95 0.41** 0.1 0.66 0.13 -0.03 0.32
S9 21 23 0.95*** 0.92 0.98 0.91*** 0.83 0.95 -0.07 -0.82 0.47 -0.01 -0.23 0.38

S10 21 31 0.94*** 0.91 0.97 0.89*** 0.81 0.94 -0.22 -0.95 0.32 -0.04 -0.16 0.15
S11 21 74 0.99*** 0.98 0.99 0.98*** 0.97 0.99 0.74*** 0.64 0.82 0.55*** 0.38 0.69
S12 21 47 0.95*** 0.93 0.97 0.88*** 0.81 0.93 0.67*** 0.52 0.79 0.51*** 0.31 0.68
S13 21 38 0.83*** 0.73 0.9 0.62*** 0.42 0.77 0.6*** 0.38 0.76 0.21** 0.04 0.41
S14 21 39 0.84*** 0.76 0.91 0.72*** 0.57 0.83 0.76*** 0.64 0.86 0.38*** 0.17 0.58
S15 21 20 0.84*** 0.72 0.93 0.69*** 0.48 0.85 0.76*** 0.57 0.89 0.46*** 0.21 0.7
S16 21 59 0.97*** 0.96 0.98 0.95*** 0.93 0.97 0.26* -0.05 0.51 0.12 -0.08 0.33
S17 21 48 0.62*** 0.45 0.76 0.38*** 0.16 0.57 0.91*** 0.87 0.94 0.79*** 0.67 0.88
S18 21 27 0.66*** 0.44 0.82 0.06* 0.01 0.16 0.15 -0.4 0.55 0.02 -0.04 0.13
S19 21 31 0.87*** 0.79 0.93 0.47*** 0.25 0.66 0.58*** 0.34 0.77 0.25** 0.05 0.48
S20 21 27 0.93*** 0.89 0.97 0.65*** 0.44 0.81 -0.54 -1.52 0.19 -0.07 -0.15 0.08
S21 21 26 0.87*** 0.79 0.93 0.6*** 0.37 0.78 0.86*** 0.77 0.93 0.71*** 0.52 0.84
S22 21 47 0.98*** 0.97 0.99 0.96*** 0.93 0.98 0.72*** 0.59 0.83 0.39*** 0.18 0.58
S23 21 36 0.98*** 0.96 0.99 0.97*** 0.95 0.98 0.61*** 0.4 0.77 0.3** 0.08 0.52
S24 21 71 0.91*** 0.88 0.94 0.71*** 0.55 0.82 0.71*** 0.61 0.8 0.42*** 0.22 0.59
S25 21 34 0.9*** 0.85 0.94 0.49*** 0.28 0.68 0.2 -0.25 0.54 0.06 -0.1 0.28

Agreement Levels excellent good fair poor systematic disagreement

For valence ratings, excellent agreement are also found for the absolute values (ICC(2,21)M1

= 0.86, ICC (2,21)M2 = 0.90, TM1 = 657s, TM2 = 348s, p < 0.001) and consistency
(ICC(3,21)M1 = 0.89, ICC (3,21)M2 = 0.92, TM1 = 657s, TM2 = 348s, p < 0.001) for
both movements.

The Dynamics Of ICC At Rehearsal Segment-Level (S1-S25)

The agreement levels computed for each of the 25 segments are presented in Table 4.4 and
Figure 4.14. The resulting ICCs computed for arousal ratings at segment-level indicates that
the agreement of absolute values vary from poor to excellent agreement (0.06 < ICC(2,21) <
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0.98, average ICC(2,21) = 0.71 ± 0.27), while showing good to excellent agreement towards
the consistency of arousal ratings for a large portion of segments (0.33 < ICC(3,21) < 0.98,
average ICC(3,21) = 0.87 ± 0.15, 21s < T < 72s).

For valence ratings, the ICCs at rehearsal segment level varied a great deal across seg-
ments. The agreement levels on absolute valence value varies from systematic disagreement
to excellent agreement (-0.06 < ICC(2,21) < 0.88, average ICC(2,21) =0.34 ± 0.27, 21s < T
< 72s), while on valence variations the agreement levels varies from systematic disagreement
to good agreement (-0.53 < ICC(3,21) < 0.94, average ICC(3,21) = -0.52 ± 0.37, 21s < T <
72s).

Similar to the previous findings in Live condition study (see Section 3.3.2), we found
high agreement in valence and arousal at the whole-piece level and for both movements. A
comparison between Live and Lab studies is given in Section 4.3.3. However, at segment-
level, some segments provoked systematic disagreement on valence, and on arousal, some
were only rated in poor or fair agreement. In Section 4.3.4, we analyse in more detail the
variation in emotion rating agreement across the piece.

4.3.2 Comparing Inter-Rater Reliability Of Arousal And Valence
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Figure 4.12 Numbers of segments indicating “excellent”, “good”, “fair”, “poor” or “systematic
disagreement” emotion agreement levels in both arousal and valence perception among listeners in the
Lab condition study. Such agreement categories are based on cut-offs of Intra-class correlation (ICC)
values which quantify both the absolute agreement amongst raters towards the valence or arousal
ratings, and the consistency of listeners’ emotion variations



4.3 Listeners’ Agreement on Perceived Emotion Over Time in Lab Condition | 89

We compared the number of segments associated to each level of agreement – excellent,
good, fair, poor, systematic disagreement – for both arousal and valence ratings, in both the
absolute agreement, ICC(2, k), and consistency, ICC(3, k). The results are shown in the bar
chart presented in Figure 4.12. From the bar chart, we found there are more segments with
fair, good, and excellent agreement levels for arousal (ICC(2, k) > 0.4: 21 segments; ICC(3,
k) > 0.4: 24 segments) than for valence (ICC(2, k) > 0.4: 10 segments; ICC(3, k) > 0.4: 17
segments), both for absolute and consistency agreement. These findings concur with slightly
lower valence agreement obtained on the whole piece-level and movement-level; they are
also in line with the previous findings in the initial study in Live condition (see Section 3.3).

The agreement for arousal is higher than for valence both at movement and whole piece
level. This also applies to segment-level analyses in general, although some exceptions
exist across the 25 segments. In detail, when we compare the same ICC variant for the
same segments, higher ICCs in arousal compared to in valence can be found in 19 out of 25
segments. However, in Segment 5, we identified fair to excellent agreement for valence, with
absolute agreement, ICC(2, k) = 0.51, and consistency measure, ICC(3, k) = 0.89; alongside
poor agreement for arousal, both for absolute agreement, ICC(2, k) = 0.09, and consistency
measure, ICC(3, k) = 0.33. For Segment 17, the agreement of absolute valence values as
well as the consistency of valence variations are both excellent: ICC(2, k) =0.79, ICC(3, k)
= 0.91; however, there is poor agreement in the absolute arousal values, ICC(2, k) = 0.38 –
although a good agreement on the consistency of arousal variation, ICC(3, k) = 0.62. Further
analyses of these two segments are given in Section 4.3.4.

It is worth noting that characteristics of the musical excerpts chosen in the study also
restrict these findings. As detailed in Section 3.3.1, ICC measures the proportion of total
variance that is due to differences between items (in our case, frames of music). The
differences between items in our case correspond to the differences of specific music features
between each frame of music, or in other words, the changes as the music unfolds. Therefore
the value of ICC depends on the variability of the characteristics of the chosen music piece.
Participants might perceive more changes of musical character that are influencing arousal
changes than valence changes, which could explain why the ICC values for arousal would be
in general higher than for valence. As previously discussed in the music selection section
(see Section 3.1.1), the chosen piece, Babajanian Piano Trio in F# minor, presents a wide
range of tempo contrast through the piece, but less contrast in music mode (major, minor)
changes. Tempo and mode are important features impacting arousal and valence perception,
respectively (Juslin and Sloboda, 2011). With more changes of tempo compared to mode
through the piece, people might be more affected by emotion changes responding to tempo
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changes rather than the mode, thus revealed by the higher ICC values in arousal than in
valence.

In the comparison between the agreement of absolute values and the consistency, we
found that there are more segments with emotion ratings identified in the range of fair-to-
excellent agreement in the consistency measure, than for the absolute agreement measure.
This is especially true when it comes to valence ratings. As shown in Figure 4.12, there
are 17 segments displaying a fair-to-excellent agreement, ICC(3, k) > 0.4, for the valence
consistency, but only 10 segments for absolute values of valence ratings, ICC(2, k) >0.4. The
same pattern is found for the arousal ratings, with 24 segments of fair-to-excellent agreement
for the consistency of arousal but only 21 segments with the same agreement levels for
absolute values of the arousal ratings. The results are in line with previous findings in the
Live condition (see Section 3.3.3), which also indicates that participants are more consistent
with the emotion variations, than with the absolute values of emotion ratings.

4.3.3 Comparing Inter-Rater Reliability In Live And Lab Conditions

In this section, we compare the agreement levels of emotion ratings at rehearsal segment-level
towards the same piece under different study conditions: the initial study in Live condition
(see Chapter 3.3.2, Table 3.3) and the follow-up study in Lab condition.

The ICC results for both two studies are presented in Figure 4.13. Figure 4.13a shows
the agreement levels of absolute values of arousal and valence ratings measured by ICC(2,
k); Figure 4.13b shows the agreement levels of arousal and valence consistency measured
by ICC(3, k). Results show ICC(2, k) and ICC(3, k) for both arousal and valence in Lab
condition are almost always higher than those in the Live condition. There is only one
exception, that of the valence ratings for Segment 20, for which the ICCs in Lab condition are
lower than in Live condition. We discuss below the possible factors that explain differences
in agreement levels between Live and Lab conditions.

First, the training phase during which participants learn how to rate using the annotation
software may have been more effective in my Lab study than in our Live condition study.
In the Live condition study, participants received instructions in a group, and time was
limited for explanations due to the concert setting (see Section 3.1.3). In the Lab condition,
participants each received a one-to-one instruction of the rating task, and were also allowed
more time to acquaint themselves with the software during a rating trial (see Section 4.1.3).
In the Live condition, participants were invited to try the app after the instructions, but there
was no rating trial while listening to music. Previous research has suggested that more
correctly designed rating training can improve the rating accuracy and reliability (Woehr
and Huffcutt, 1994; Gorman and Rentsch, 2009). Thus, our rating training in Lab condition
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Figure 4.13 Comparison of agreement levels for the Live (dotted lines) and Lab (plain lines) conditions
both of Arousal and Valence ratings
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might have better allowed participants to develop a common understanding of the task, so
that they could apply the rating system more consistently than in our Live study

Second, as discussed in Section 4.1.3, we improved the emotion tool for the Lab condition
study. We revised mood tag choices and placements to make the guide tags more applicable
to the piece, and increased the resolution for the VA space with a smoother colour map. Also,
in the Lab study, there was the possibility to pause and rewind the videos using the rating tool
for emotion annotation, which is impracticable when participants are in a live performance.
These steps can help participants to make more confident decisions about their ratings. In
line with previous research (Lumley, 2002; Graham, Milanowski, and Miller, 2012), a clearer
and better-defined rubric scale can be critical factors to improve the inter-rater agreement.

Third, the boost in agreement levels can be attributed to differences in the listening
conditions. As previous research indicates, conducting listening experiments in natural
contexts may lead to different rating results as emotion responses to music are sensitive to
the presence of other people (Egermann, Sutherland, et al., 2011; Liljeström, Juslin, and
Västfjäll, 2013). In our case, there is possibly a higher focus and concentration for such an
emotion rating task in the lab setting as a single participant, with fewer distractions compared
to real-world live performance setting involving audience etiquette and social interactions.
This hypothesis is also in line with our finding that participants rated more frequently in Lab
condition than in Live condition, as discussed in Section 4.2.2.

Last, as we recruited different groups of participants for both Live and Lab condition
studies, there are also inherent differences among participants between groups. A larger sam-
ple size for ICC calculation (21 participants) compared to in Live condition (10 participants)
may also have affected the ICC results.

4.3.4 Segments With Low Inter-Rater Reliability

As discussed in previous Section 4.3.1, in the Lab condition study, the agreement levels of
perceived emotion at segment levels varied across the piece. In this section, we focus on the
explanations for segments having low agreements. Figure 4.14 presents the ICC(2, k) and
ICC(3, k) of both arousal and valence rating data across segments with corresponding 95%
confidence intervals. The seven pre-selected segments, on which participants had provided
explanations for their ratings retrospectively, are highlighted in the blue columns. The details
of these seven pre-selected segments are also presented in Table 4.5.

Among the seven pre-selected segments, we found that the agreement of arousal drops at
Segment 5 and Segment 17. In terms of valence, several segments present low ICCs, such as
Segments 3, 8, 9, and 10. However, explanations from participants were not collected on
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Explanations from 
participants were 

collected

Figure 4.14 Two-way, agreement, average measure (ICC(2, k)) (top) and two-way, consistency,
average measure (ICC(3, k)) (bottom) of Intra-class correlation (ICC)) among all participants in Lab
condition study for both arousal and valence rating data across segments, with 95% confidence inter-
vals. Segments with explanations collected from participants for emotion judgements are highlighted
in blue columns

Table 4.5 Agreement levels of arousal and valence of seven pre-selected segments with listeners’
explanations collected for their emotion judgement, measured by two-way, agreement, average
measure (ICC(2, k)) and two-way, consistency, average measure (ICC(3, k))

NO. Segment Videotime
Arousal Valence

ICC(3,k) ICC(2,k) ICC(3,k) ICC(2,k)

1 M1, S2 01:11-02:03 0.92*** 0.86*** 0.94*** 0.89***
2 M1, S5 03:11-03:48 0.33* 0.09 0.87*** 0.51***
3 M1, S7 04:13-05:14 0.95*** 0.9*** 0.86*** 0.71***
4 M1, S12 07:58-08:45 0.95*** 0.88*** 0.67*** 0.51***
5 M1, S13 08:46-09:23 0.83*** 0.62*** 0.6*** 0.21**
6 M1, S14 09:24-10:02 0.84*** 0.72*** 0.76*** 0.38***
7 M2, S17 11:21-12:13 0.62*** 0.38*** 0.91*** 0.79***

Agreement Levels excellent good fair poor

these segments for study time constraints; thus, in the following, we will discuss Segment
13’s relatively low ICCs for the absolute agreement of valence.
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Segment 5 (03:11-03:48)

Participants show a poor agreement in arousal (ICC(2, k) = 0.09, ICC(3, k) = 0.33), and
a fair to excellent agreement in valence (ICC(2, k) = 0.51, ICC(3, k) = 0.87) for Segment
53. Following the previous segment with three instruments playing together, this segment
reduces to a passage for solo piano with a decrease of volume. The piano plays a steady
melody, featuring a fluent texture with many embellishments and very playful themes. The
loudness is in general low; however, there are some tempo and energy fluctuations. The
harmony wanders in a less defined way, with more major chords than minor chords. In
the following discussion, we will report the number of participants’ explanation comments
related to the specific properties of music for the segment.

Figure 4.15 presents the emotion trajectories of valence and arousal for Segment 5 over
time from each individual participant. From the graph, we found that at the beginning of the
segment from 03:11 to 03:21, there is a consistent decrease of arousal ratings and increase of
valence ratings among most participants. Participants’ explanations inform this is mainly
due to the change from three instruments to a piano solo (10), loudness decrease (5), major
tonality (5), slow tempo (3) and steady melody (3). However, starting from 3:22, there is a
divergence in arousal ratings. Some participants noted various properties that are changing
in the music, and their arousal ratings increased, due to the following reasons: higher energy
(4), tempo fluctuation (3), unexpected melody (3), more-defined tonality (2), increased note
density (3), and ornamentation from the piano such as embellishments (1) and arpeggios (1).
In contrast, some participants retain their arousal ratings or even lower their arousal ratings
as they notice some minor chords (2). For more details, we present the scatter plot of VA
ratings for Segment 5 in Figure 4.16. We extracted the keywords from every explanation
comment and appended them to the corresponding emotion ratings on the VA space.

One possible reason for the low agreement of emotion ratings on Segment 5 could be that
participants are less certain with their emotion judgements. In the previous Section 4.2.1, we
presented Figure 4.9 depicting the clarity levels for each emotion ratings within each segment
reported by participants, as a way to quantify how clearly the emotion portrayed by the music
was perceived by the participant at the moment of annotation. The results show that Segment
5 has the lowest averaged clarity levels among the seven selected segments: on a scale from 1
to 7 (very unclear to very clear), average clarity level for Segment 5 was 5.64; while average
clarity level for all segments was 6.28). In addition, derived from participants’ explanations,
12 comments on this segment refer to it as being unclear or confusing, mostly due to the
less-defined tonality. The relative inability to report perceived emotion with certainty concurs
with the varied explanations obtained

3Video starting at 03:11, Segment 5: https://youtu.be/MHBfGm0SsYo?t=190

https://youtu.be/MHBfGm0SsYo?t=190
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Figure 4.15 Emotion trajectories of valence and arousal for each individual participant for Segment 5
over time. In this segment, participants seem to have divergent arousal rating in the blue shaded area

The results also indicate another possible reason for low agreement as participants tend
to perceive or rate the emotion at different timescales. For example, from the Figure 4.16,
Participant 01 (P01) only reported 1 VA rating (Arousal=0.39, Valence=0.58, ranging from 0
to 1) for the entire segment, referring to a stable melody and major key of the segment. In
contrast, Participant 11 (P11) contributed 5 VA ratings all in the high arousal and valence
quadrant, being very sensitive to the piano dynamics change and mode change (major to
minor). A possible reason for this is that, if the music is in general "less clear", then
participants may pay attention to different qualities in the music, which will result in a low
agreement in the emotion ratings.
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Segment 17 (11:21-12:13)

Low agreement in arousal ratings is also found in Segment 17 4 . In this segment, participants
show a poor agreement in the absolute values of arousal (ICC(2, k) =0.38), but a good
agreement in the variations of arousal (ICC(3, k) =0.62). The valence ratings are in an
excellent agreement (ICC(2, k) =0.91, ICC(3, k) =0.79). Compared to Segment 5, the
reported clarity levels of Segment 17 are much higher (Average clarity levels for Segment 17:
7, Average clarity levels for all segments: 6.28)), indicating that participants reported the
emotion with confidence although it yielded a low agreement.

This segment is the beginning of the second movement of the piece. Following a passion-
ate and majestic Segment 16, Segment 17 begins very softly with the violin introducing the
main theme high on its e-string (highest pitches), accompanied by the piano playing softly
and slowly with mainly major chords. It should be noted that, in this segment, stage lighting
moved to darker tones: these were aesthetic choices related to the performance event.

Figure 4.17 Emotion trajectories of valence and arousal for each individual participant for Segment
17 over time.

As shown in the emotion trajectories plot (Figure 4.17), in this segment, most participants
noted low arousal ratings (arousal<0.5) or a decrease of arousal ratings. These were associated

4Video starting at 11:21, Segment 17: https://youtu.be/MHBfGm0SsYo?t=681

https://youtu.be/MHBfGm0SsYo?t=681
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the following reasons: loudness/energy decrease (11), long sustained notes of the violin (10),
slow tempo of the piano (8), major chords (8), soft and gentle piano accompaniment (3),
smooth melody (3), no light (2), sweet timbre of violin (1).

However, six comments indicate an increase of arousal ratings, because of the high
pitch or a sudden high-pitch note of the violin, which is arousing and tense. For example,
Participant 04 (P04) varied the emotion rating from low arousal/high valence quadrant to
high arousal/low valence quadrant. This participant mentioned that, at the beginning, the
piano creates a gentle and soft feeling. However, the music expresses a negative and harsh
feel as it unfolds because of the violin’s high pitch. Some other participants who noted
increases of arousal associated this with loudness (4) and tempo fluctuations (3), dominant
chords (2), expressiveness of the playing instrument (2), vibratos on the violin (1).

Our hypothesis to explain cases of the low agreement for this segment is that listeners
are paying attention to different features even within the same instrument. For example,
accompanied by a gentle and soft piano, the violin playing in this segment features slow
tempo, long notes, but generally plays in very high pitch. People who noticed more about the
high pitch rather than the slow tempo reported relatively high arousal ratings as a result, and
participants reported very high clarity levels for the emotion judgements.
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Segment 13 (08:46-09:23)

The lowest agreement in valence among the seven re-evaluated segments was obtained for
Segment 135. In this segment, participants showed good to excellent agreement in arousal
(ICC(2, k) = 0.62, ICC(3, k) = 0.83); fair agreement in the variations of valence (ICC(3, k)
= 0.6); and poor agreement in terms of the absolute values of valence ratings (ICC(2, k) =
0.21). In this segment, the instruments revert back from an intense section to playing legato
and a lot softer, suggesting a new theme. The segment starts slowly with a dialogue in which
cello and violin respond to each other. The harmony modulates into a major key, with a
few dissonances turned up between violin and cello, before returning back to major again.
In more detail, harmonic tension is produced by the violin line from 9:05 to 9:10 in the
harmonic context that has been established before 9:05, but after 9:10 the order is restored
and the harmony is not contradicted further. Starting from 09:12, the segment starts to build
up in intensity with an ascending sequential passage, as the violin and cello are repeating the
same ascending notes at the same time with higher and higher pitches.

As shown in the emotion trajectories plot (Figure 4.19), most participants associated
their emotion judgements at the beginning with a calm and peaceful feeling (low arousal/
high valence). Participants’ comments indicate that this is due to a drop in loudness/ener-
gy/intensity (10), slower tempo (6), major key (5), soft dynamics (2), long note (1), legato
(1), lower register (1), smooth violin timbre (1). There are divergent valence ratings among
participants from 08:47 to 09:00 (see shaded blue area in the bottom plot). In their Reflection
task feedback, some participants associated this passage with low valence due to the minor
chord/dissonance (2), the timbre of piano (1), while some participants mentioned that the
violin has a smooth and musical body (1), or that the texture of piano is fluent (1). Later on
(from 09:12), participants associated their emotion ratings with an increase of loudness/dy-
namics (11), an ascendant repeating interval pattern repeated between cello and violin (5),
higher pitches (4), and a minor feel (1).

Participants seem to have different interpretations about the variation of the valence
ratings even though they shared the same reasoning codes. For example, for the ending part
of the segment, participants P06, P12, and P17 increased both their arousal and valence
ratings due to a loudness increase (crescendo). In contrast, although participants P10 and
P15 also reported an increase in loudness/forte dynamics, and increased their arousal ratings,
they decreased the valence ratings. Participants P05 and P11 reported similar reasons
behind their emotion judgements as "same ascendant note patterns repeating between two
instruments" and "higher intensity", they nonetheless diverged in terms of their valence
ratings. It is possible that participants only mentioned the most dominant reasons and ceased

5Video starting at 08:46, Segment 13: https://youtu.be/MHBfGm0SsYo?t=526

https://youtu.be/MHBfGm0SsYo?t=526
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Figure 4.19 Emotion trajectories of valence and arousal for each individual participant for Segment
13 over time. In this segment, participants seem to have divergent valence rating in the blue shaded
area

to provide more detail leading to such divergence in the emotion ratings, which is worth
more investigation in the future.

In line with previous findings, this segment also indicates that people might pay attention
to different instruments or different aspects of the same instrument, which may be one of
the reasons for low agreement of emotion ratings. It is also worth noting that even though
participants shared similar explanations, they may change their emotion ratings in divergent
directions. This should be taken into account in the future research interrogating reasons for
agreement or disagreement in perception studies. It may also be true that artists (maybe in
all genres of art) sometimes wish to convey multiple, contradictory emotions in the same
moment - as we humans can experience in ’real life’. For example, smiling through tears;
being exhilarated and exhausted , and so on.

In summary, this section investigates the possible reasons for segments having low
agreements in arousal or valence ratings, based on participants’ explanations for their emotion
judgements. Participants who report the perceived emotion portrayed by the music as less
clear may disagree in emotion judgements. Participants may perceive or rate the emotion
at different timescales, thus lead to a divergence in emotion ratings. Participants may pay
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attention to different instrument playing at the same time, or even different features within
the same instrument. In addition, we also found that even when participants report similar
music properties as a reason for emotion judgement, they may change their emotion ratings
in divergent directions.

4.4 Effects Of Individual Factors On Perceived Emotion In
The Lab Study

In the present study, we aimed to investigate the potential effects of individual differences
on participants’ emotional judgments. Specifically, we explored whether variations in
participants’ music sophistication, personality traits, music preferences, age, gender, and
provenance, were associated with differences in both the emotion rating frequency and
perceived valence and arousal ratings.

4.4.1 Overview Of Individual Difference Measures

As outlined in Section 4.1.3, we collected extensive data on individual factors during the Lab
condition study, resulting in a comprehensive set of 16 factors.

In order to assess participants’ musical sophistication, we utilized four factors derived
from the Goldsmiths Music Sophistication Index questionnaire (Gold-MSI) version 1.0
(Müllensiefen, Gingras, Stewart, et al., 2013). These factors included F1 Active Engagement,
F2 Perceptual Ability, F3 Music Training, and F4 Emotion.

To assess personality, we employed the widely-used Ten Item Personality Instrument
(TIPI) questionnaire (Gosling, Rentfrow, and Swann Jr, 2003), which measures the Big-Five
personality factors: Extroversion, Agreeableness, Conscientiousness, Emotional Stability,
and Openness to Experiences (John, Srivastava, et al., 1999). To evaluate music preference,
we used the Short Test of Music Preference (STOMP) questionnaire (Rentfrow and Gosling,
2003), which provides scores for four distinct music preference factors: Reflective & Com-
plex, Intense & Rebellious, Upbeat & Conventional, and Energetic & Rhythmic. Given that
our study focused on a classical music piece, we also obtained participants’ rating preference
scores for the classical music genre as an additional factor. This allowed us to explore the
potential influence of individuals’ musical preferences on their evaluations of the specific
piece of music in question. The complete set of questions used in the study can be found in
Appendix A.3.

In summary, our study employed a total of 14 factors derived from the aforementioned
measures. In addition, we collected participants’ gender and cultural background factors,
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which were divided into Chinese and Western backgrounds, when considering their formative
years (16 individual factors in total).

We provide summary statistics of the responses for each factor in Table 4.6, including
the scale range, means, and standard deviations. These data offer valuable insights into the
individual differences across our sample, underscoring the importance of considering a range
of factors when investigating subjective emotional experiences in the context of music.

Table 4.6 Summary statistics of questionnaire responses for all participants and divided by cultural
group. Includes subscale means, standard deviations, and ranges for the Goldsmiths Musical Sophisti-
cation Index (Gold-MSI), Ten Item Personality Inventory (TIPI), and Short Test of Music Preferences
(STOMP). All factors within these instruments are assessed on a 7-point Likert scale. To account for
differences in the number of items across these assessments, final scores have been transformed to a
standardized 7-point scale.

Scale Factor
All Participants (N=21) Chinese (N=10) Western (N=11)

Mean SD Range Mean SD Range Mean SD Range

Gold-MSI

F1 Active Engagment 4.95 1.21 2.89 - 6.78 4.76 1.25 2.89 - 6.78 5.13 1.2 3.44 - 6.67
F2 Perceptual Abilities 5.65 0.86 4 - 7 5.69 1.04 4 - 7 5.61 0.69 4.67 - 6.67
F3 Music Training 4.45 1.81 1.14 - 6.43 4.19 1.81 1.29 - 6.29 4.69 1.85 1.14 - 6.43
F4 Emotion 5.44 0.68 4.33 - 6.83 5.32 0.51 4.33 - 6 5.56 0.81 4.33 - 6.83

TIPI

Extraversion 3.81 0.99 2 - 5.5 4 0.88 3 - 5.5 3.64 1.1 2 - 5.5
Agreeableness 3.88 1.2 2 - 5.5 3.9 1.35 2 - 5.5 3.86 1.12 2 - 5.5
Conscientiousness 4.17 1.47 1.5 - 6.5 4.4 1.68 1.5 - 6.5 3.95 1.29 2.5 - 6
Emotional Stability 4.02 1.31 1.5 - 6 3.9 1.52 1.5 - 5.5 4.14 1.14 2 - 6
Openness to Experiences 5.24 0.89 3.5 - 6.5 5.2 0.75 4 - 6.5 5.27 1.03 3.5 - 6.5

STOMP

Classical Preference 5.86 1.2 3 - 7 5.6 1.58 3 - 7 6.09 0.7 5 - 7
Reflective & Complex 5.23 0.87 3 - 6.75 5.3 0.8 4.25 - 6.5 5.16 0.96 3 - 6.75
Intense & Rebellious 4.45 1.49 1.67 - 6.67 3.63 1.43 1.67 - 6 5.18 1.16 2.67 - 6.67
Upbeat & Conventional 4.67 1.88 2 - 7 4.9 1.73 2 - 7 4.45 2.07 2 - 7
Energetic & Rhythmic 4.4 0.92 3 - 6.25 4.22 0.88 3 - 5.5 4.57 0.98 3 - 6.25

Furthermore, we computed the correlation between each individual difference factor and
the average arousal and valence ratings for the entire piece as rated by each participant.

Regarding rating frequency, since the data were non-negative and non-integer, with a
strict lower bound of 0, they did not follow a normal distribution and were highly skewed to
the right. To address this, we first applied a log-transformation to the rating frequency data
before conducting further analyses. We then separately calculated the correlation between
each individual difference factor and the average log-transformed rating frequency data.

The outcomes, as presented in Table 4.7, present correlations between individual factors
and arousal, valence, and log-transformed rating frequency. For arousal, the correlations
ranged from a significant r = 0.461 for the Openness to Experiences factor, to a non-
significant r = 0.01 for the Energetic & Rhythmic factor. Valence exhibited non-significant
associations ranging from r = −0.422 for the Upbeat & Conventional factor, to r = 0.01
for the Reflective & Complex factor. Log-transformed rating frequency showed significant
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correlations from r = 0.532 for the Openness to Experiences factor, to non-significant
r = 0.057 for the Extraversion factor.

Table 4.7 Associations between individual difference measures and mean arousal ratings, mean
valence ratings, and mean log-transformed frequency of ratings for each participant. Pearson correla-
tions were calculated for all continuous variables, and point-biserial correlations were calculated for
gender and cultural background. The factors are listed in decreasing order according to the absolute
value of their correlation coefficients (r) with mean arousal, indicating the significance levels for the
correlation between each factor and mean arousal. Significance levels are denoted as follows: *p <
0.05, **p < 0.01, ***p < 0.001.

Factors Arousal Mean (r) Valence Mean(r)
Log-transformed

Rating Frequency (r)

1 Openness to Experiences (TIPI) 0.46* 0.06 0.53*
2 Upbeat & Conventional (STOMP) -0.40 -0.42 -0.06
3 Culture background (Chinese or Non-Chinese) 0.34 -0.20 0.38
4 Agreeableness (TIPI) -0.31 -0.10 -0.11
5 Gender (Female or Male) 0.28 0.17 0.23
6 Perceptual Abilities (Gold-MSI) -0.26 0.05 0.21
7 Music Training (Gold-MSI) -0.24 0.12 0.15
8 Conscientiousness (TIPI) -0.23 0.11 -0.20
9 Extraversion (TIPI) -0.19 0.05 0.06

10 Active Engagement (Gold-MSI) -0.19 0.04 0.21
11 Classical Music Preference 0.12 -0.01 0.29
12 Reflective & Complex (STOMP) -0.12 0.01 0.20
13 Intense & Rebellious (STOMP) -0.10 0.07 0.06
14 Emotional Stability (TIPI) -0.08 -0.04 -0.14
15 Emotion (Gold-MSI) -0.06 -0.13 0.34
16 Energetic & Rhythmic (STOMP) 0.01 -0.04 0.19

4.4.2 Using Linear Mixed-Effects Models To Identify Factors Influenc-
ing Emotional Responses

We used Linear Mixed-Effects (LME) Model to examine how different elements impact
perceived emotion, taking into account variations over time (or segments) and between
participants. The LME models are adept at analyzing repeated or clustered data, including
instances with missing data. This approach is frequently applied in psychological studies
and time-series analyses. Our collected data, consisting of repeated measurements made by
multiple individual participants over time, is ideally suited for this type of model.

To provide some background on LME models, traditional regression models are inappro-
priate when emotion ratings collected from the same individual or at the same point in musical
performance may correlate. This is because these models consider each measurement inde-
pendently, leading to overoptimistic conclusions. Extending the traditional regression model,
LME incorporates "random" effects that account for the variability of different pertinent
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factors, such as "participant" or "time". Specifically, LME estimates replicable "fixed" effects
on response variables (e.g., the impact of musical training or participant’s first language
on emotion ratings) while acknowledging random effects arising from participant or time
variations in average response latency (random intercepts) or the average slopes of the fixed
effects (random slopes) (Baayen, Davidson, and Bates, 2008).

Researchers can determine the optimal model structure using various methodological
techniques. These range from moving from complex to simple structure or vice versa, or
prioritizing covariates, random effects, or fixed effects first. Additionally, model comparison
can be conducted based on information criteria such as Akaike’s information criterion (AIC)
or Bayesian information criterion (BIC), or through hypothesis testing using, for instance,
likelihood ratio tests (LRTs) (Long, 2012; Harrison et al., 2018; Meteyard and Davies, 2020).

The task of selecting the ’best-fit’ linear mixed model from a large set of candidate linear
mixed models (M) can be daunting. Given n potential predictors, M can encompass all 2n

possible models (with or without specific predictors). If there are 16 potential individual factor
predictors, M = 65536, which is considerably large, demanding extensive computational
processing for comparison using methods such as the information criteria (e.g., AIC). One
solution is to effectively reduce M to a smaller subset of models, from which a selection can
be made. However, the appropriate method for reducing M remains a subject of ongoing
debate (Müller, Scealy, and Welsh, 2013).

Our research aimed at identifying the best-fitting models while ensuring a straightforward
explanation for emotional response differences (arousal, valence, rating frequency) across
the collected individual factor data. For arousal and valence ratings, which signify emotional
intensity and its positive/negative nature respectively, we utilized LME models. Moreover, we
employed a Generalized Linear Mixed Effects (GLMER) model with a gamma distribution
and a logarithmic link function for rating frequency. As the rating frequency is continuous
and non-negative, the assumption of normal distribution was unsuitable. Therefore, we
adopted a gamma distribution, ideal for non-negative continuous data, and a logarithmic link
function to maintain the non-negative nature of the predicted values. We first standardized
all individual difference factor measures prior to the model-fitting to ensure comparability.

Our selection procedure was rooted in the following criteria, executed using the R
packages lme4" (Bates et al., 2014), glmmTMB” (Brooks et al., 2017), MuMIn" (Barton and
Barton, 2015) and lmerTest" (Kuznetsova, Brockhoff, and Christensen, 2017):

a. Establishing Model Structure

i. Building a Set of Candidate Model Structures We initially assembled a varied
set of potential model structures, dividing them into three categories:
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1. Single Predictor LME Models: We formulated LME models independently
for each of the 16 individual measures as fixed effects, incorporating partici-
pant and time as random effects for arousal and valence. For rating frequency,
we included participant and segment (indicating rehearsal segment marked
on the music score) as random effects.

2. Incremental Nested LME Models: Beginning with a null model with only
random effects ("participant" and "time" for arousal/valence; "participant"
and "segment" for rating frequency), we sequentially introduced individual
measures as fixed effects. Measures closely tied to perceived emotions were
prioritized based on Pearson correlations (refer to Table 4.7).

3. Optimal Model Structure via Backward Elimination Process: We fitted a
comprehensive model with all 16 individual difference measures as fixed ef-
fects. For models aimed at arousal and valence, we included "participant" and
"time" as random effects. For rating frequency, "participant" and "segment"
were incorporated as random effects. Subsequently, a backward elimination
process was applied using the step() function in the “lmerTest” R package.
This function iteratively removes non-significant effects, simplifying the
model while preserving a statistically significant fit.

ii. Model Selection and Comparison: We employed Akaike’s Information Crite-
rion (AIC) to balance the model’s goodness-of-fit with its complexity. Models
with AIC values within two units of the minimum AIC were deemed equally
plausible. Among these, the model with fewer parameters was selected for easier
interpretation.

b. Fitting the Arousal/Valence and Rating Frequency Models

After establishing the model structures, we fitted the final LME models with either
Arousal or Valence as the dependent variables, incorporating Participant and Time as
random effects. The selected individual factors, determined earlier, were included as
fixed effects. In parallel, we fitted the GLMER model for the rating frequency data
using a gamma distribution and a log link. This model includes chosen random effect
from "segment" and "participant" and the chosen individual factors as fixed effects.
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4.4.3 Results

The Effects On Arousal And Valence Ratings

The results presented in Table 4.8 correspond to the final LME model, which incorporates
both fixed effects and random effects. The coefficient estimates provided in the table indicate
the magnitude and direction of the effects, while the standard errors in brackets convey
the precision of these estimates. Furthermore, the p-values associated with each factor
demonstrate their statistical significance, aiding in the evaluation of their importance. In
addition, graphs illustrating the effects of significant individual measure predictors can be
found in Figure 7.14a (for arousal) and Figure 7.14b (for valence).

For the arousal ratings, we observed significant influences from several individual factors.
Regarding personality traits, Openness to Experience (β = 0.16, p < 0.001) and Emotional
Stability (β = 0.08, p < 0.01) displayed positive associations with arousal. In contrast,
Agreeableness (β = −0.06, p < 0.001), Conscientiousness (β = −0.13, p < 0.001), and
Extraversion (β =−0.05, p < 0.01) were linked to lower arousal levels. In terms of music
sophistication, Music Training demonstrated a significant positive effect (β = 0.30, p <

0.001), suggesting that individuals with higher musical proficiency perceived greater arousal.
Additionally, the Emotion factor (β =−0.09, p< 0.01), Active Engagement (β =−0.17, p<
0.001), and Perceptual Abilities (β =−0.12, p < 0.001) exhibited negative associations with
arousal. Preferences for intense and rebellious or energetic and rhythmic music positively
correlated with arousal ratings (β = 0.06−0.07, p < 0.001), while a preference for Classical
music demonstrated a negative association with arousal (β =−0.02, p < 0.05). Furthermore,
being male (β =−0.28, p < 0.001) was also associated with lower levels of arousal.

The linear mixed-effects model results revealed that both fixed and random effects con-
tributed substantially to explaining variability in music emotion perception over time. The
fixed effects, representing the influence of the individual differences meausres, accounted for
12% of the variance (marginal R2 = 0.12). The random effects, representing participant dif-
ferences and fluctuations over time, explained an additional 54% of the variance (conditional
R2 = 0.66).

Regarding valence ratings, the linear mixed model revealed a significant negative main
effect only for Upbeat and Conventional music preferences (β =−0.03, p < 0.05), indicating
that individuals with stronger preferences for upbeat and conventional music styles reported
lower valence ratings. However, the majority of the variability in valence ratings was
attributed to differences between temporal and participants’ fluctuations throughout the
study. The model accounted for 40% of the total variance in the valence ratings (Conditional
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Arousal Valence

(Intercept) 0.68∗∗∗(0.02) 0.54∗∗∗(0.01)
Openness to Experiences 0.16∗∗∗(0.02)
Agreeableness −0.06∗∗∗(0.01)
GenderM −0.28∗∗∗(0.04)
Perceptual Abilities −0.12∗∗∗(0.02)
Music Training 0.30∗∗∗(0.05)
Conscientiousness −0.13∗∗∗(0.02)
Extraversion −0.05∗∗∗(0.01)
Active Engagement −0.17∗∗∗(0.03)
Classical Preference −0.02∗(0.01)
Intense & Rebellious 0.06∗∗∗(0.01)
Emotional Stability 0.08∗∗∗(0.02)
Emotion −0.09∗∗∗(0.02)
Energetic & Rhythmic 0.07∗∗∗(0.01)
Upbeat & Conventional −0.03∗(0.01)

AIC −20990.04 −18706.24
BIC −20854.77 −18666.46
Log Likelihood 10512.02 9358.12
Num. obs. 21105 21105
Num. groups: Time 1005 1005
Num. groups: Participant 21 21
Var: Time (Intercept) 0.027 0.010
Var: Participant (Intercept) 0.001 0.004
Var: Residual 0.018 0.021
∗∗∗p < 0.001; ∗∗p < 0.01; ∗p < 0.05

Table 4.8 Results of linear mixed effects models indicating the significance of personality traits,
musical experiences and preferences, and demographic factors on the ratings of arousal and valence,
in the lab study involving 21 participants. Standard errors are indicated in brackets.
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Figure 4.21 Effect plots illustrating the influence of various personality traits, musical experience
and preferences, and demographic factors on arousal and valence ratings. Each plot represents a
factor from the linear mixed effects models, with the y-axis indicating the effect size and the x-axis
representing the levels or range of each factor.
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R2 = 0.40), although only 2.4% of this variance was explained by the fixed effect (Marginal
R2 = .02).

The findings also indicate that temporal factors have a greater influence on emotion
perception in music compared to participant-level differences. The variability in emotion
perception over multiple time points was higher than the variability between participants.
For arousal, the time-level variance was 0.027, while the participant-level variance was
minimal (0.001). The residual variance for arousal was 0.018. Regarding valence, the time-
level variance was 0.01, and the participant-level variance was slightly lower (0.004). The
residual variance for valence was 0.021. These results emphasize the significant impact of
temporal factors on emotion perception, highlighting their greater role compared to individual
differences among participants

The Effects On Rating Frequency

In the study of rating frequency, the final Generalized Linear Mixed Model (GLMM) with
a Gamma distribution and a log link function, integrates various individual determinants
as fixed effects and includes a random intercept for the variable ‘segment’, denoting the
rehearsal sections delineated in the score. A summary of the regression coefficients for the
final model is provided in Table 4.9. Graphs illustrating the effects of significant individual
measure predictors can be found in Figure 4.22.

The results of the GLMM reveal several notable associations. Positive correlations
exist between rating frequency and determinants such as Openness to Experience (β =

0.50, p < 0.001), Cultural Background (Western nations) (β = 0.40, p < 0.001), Musical
Training (β = 1.14, p < 0.001), and Emotion (β = 0.71, p < 0.001). In contrast, Active
Engagement (β =−1.46, p < 0.001) and Emotional Stability (β =−0.17, p < 0.001) show
negative correlations with rating frequency. Regarding musical preferences, both Energetic
Rhythmic (β = 0.47, p < 0.001) and Upbeat Conventional (β = 0.20, p < 0.001) show
positive correlations with rating frequency. Conversely, preferences for Intense Rebellious
(β =−0.27, p < 0.001), Reflective Complex (β =−0.14, p < 0.001), and Classical Music
(β = 0.07, p < 0.05) are inversely correlated.

The model explains 65.9% of the variance in rating frequency (Conditional R2 = 0.659),
taking into account both fixed and random effects, and the fixed effects alone account for
57.3% of the variance (Marginal R2 = 0.573). The variance associated with the random
intercept for ‘segment’ was found to be 0.04. This indicates that while the individual
difference factors included in the model significantly influence rating frequency, there are
other factors, namely related to the ‘segment’ variable, that also play a role.
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Rating Frequency

(Intercept) 4.64***(0.05)
Openness to Experiences 0.50***(0.03)
Culture background W 0.40***(0.05)
Emotion 0.71***(0.04)
Classical Preference 0.07*(0.03)
Active Engagement −1.46***(0.08)
Reflective & Complex −0.14***(0.03)
Energetic & Rhythmic 0.47***(0.03)
Music Training 1.14***(0.07)
Emotional Stability −0.17***(0.02)
Intense & Rebellious −0.27***(0.03)
Upbeat & Conventional 0.20***(0.02)

AIC 5571.57
Log Likelihood −2771.78
Num. obs. 514
Num. groups: Seg 25
Var: Seg (Intercept) 0.04
*** p < 0.001; ** p < 0.01; * p < 0.05

Table 4.9 Results of Generalized Linear Mixed Model (GLMM) with a Gamma distribution and a
log link function, indicating the significance of various personality traits, musical experiences and
preferences, and demographic factors on the rating frequency in the lab study involving 21 participants.
Standard errors are reported in brackets.
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Figure 4.22 Effect plots illustrating the influence of various personality traits, musical experience and
preferences, and demographic factors on rating frequency in the Lab study. Each plot represents a
factor from the Generalized linear mixed effects models, with the y-axis indicating the effect size and
the x-axis representing the levels or range of each factor.
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4.4.4 Discussion

The findings of our study reveal a complex interplay between listeners and music. Individual
differences in personality traits, cultural background, music sophistication and preferences
guide the dynamic experiences of emotion during music listening, both independently and
interactively. These findings align with prior research indicating that personalities, mood
states, musical expertise, and cultural backgrounds can influence emotional responses to
music (Vuoskoski and Eerola, 2011; Jacoby et al., 2020). Notably, much of the existing
research has primarily focused on categorical emotion models and static ratings, thereby
underscoring the necessity for more time-based investigations (Hu and Yang, 2017a; Schedl,
Gómez, Trent, et al., 2018; Gómez Cañón et al., 2020). Our results show that while the
effect of participants’ traits, abilities, preferences, and tastes on their time-based perceived
emotions during music listening is small, it is still significant. This finding is in line with prior
research which employed a continuous rating process and a dimensional model, suggesting
that individual differences have a limited but notable influence on continuous judgments of
dynamic, naturalistic expressions (Dibben et al., 2018).

Personality traits were found to be significantly correlated with arousal ratings. Specifi-
cally, Openness to Experience and Emotional Stability are positively associated with arousal,
suggesting that individuals who possess these open-minded, emotionally stable traits are
likely to experience heightened arousal from music. In contrast, Agreeableness, Conscien-
tiousness and Extraversion correlate with lower levels of arousal. It means that people who
are more agreeable, conscientious and extraverted tend to perceive musical expression with
less arousal. These findings are in line with previous studies showing that individuals with
high Openness to Experience scores experience more intense emotions (Liljeström, Juslin,
and Västfjäll, 2013), while Conscientiousness is negatively correlated with seven emotion
categories such as “Surprise-astonishment” and “Pride-confidence” (Juslin, Sakka, et al.,
2022).

Related to the music sophistication, Music Training also showed a significant positive
influence on arousal, suggesting individuals with higher musical proficiency experience
greater arousal. This aligns with existing research on the influence of musical training on
emotion perception in music. For example, musicians tend to exhibit superior recognition
accuracy compared to nonmusicians (Castro and Lima, 2014), and it has been found that
musical expertise with music significantly enhance an individual’s ability to decode emo-
tional expressions in music (Akkermans et al., 2019; MacGregor and Müllensiefen, 2019).
Surprisingly, the Emotion factor, Active Engagement, and Perceptual Abilities exhibited
negative associations with arousal, indicating that individuals who reported higher emotional
engagement with music, active involvement in music listening, and better perceptual abilities
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tended to perceive lower levels of arousal. This can be interpreted due to a more attentive
listening style, which enables the listener to recognise and appreciate emotional subtleties of
music, resulting in lower levels of arousal.

The results also suggest that musical preferences play a role in the perception of emotion
in music. Those who prefer intense, rebellious, energetic or rhythmic music are likely to
experience higher levels of arousal. However, a preference for classical music is negatively
correlated with arousal levels, suggesting that the calming nature of classical music may
express less arousal for listeners.

In terms of valence ratings, the predominant factor influencing valence appears to be a
preference for Upbeat and Conventional music, which correlates with lower valence ratings.
Given that the musical stimulus studied was a little-known classical piece, it is plausible that
participants who preferred upbeat and conventional music found the stimulus less enjoyable.
Furthermore, the study reveals more factors influencing arousal than valence, consistent with
previous research that valence is harder to predict than arousal (Cohrdes et al., 2020).

Regarding rating frequency, the results suggest that a combination of psychological and
music-related factors significantly influences the perception of emotion changes in music.
Specifically, individuals who are more Openness to Experiences, have a Western Cultural
Background, have undergone Musical Training, and exhibit Emotional Engagement with
music tend to perceive emotion changes more frequently. This is in accord with existing
literature; for instance, Openness to Experience is associated with more frequent aesthetic
chills (McCrae, 2007), which could result in higher rating frequencies. Moreover, musical
training has been shown to enhance the ability to accurately categorize musical emotions,
which may also contribute to more frequent ratings (Lima and Castro, 2011). Conversely,
Active Engagement and Emotional Stability are negatively correlated with rating frequency,
suggesting that individuals who are actively engaged or emotionally stable are less inclined
to frequently rate music. Active Engagement may sometimes lead to cognitive overload,
thus reducing rating frequency (Lamont, 2011), and emotionally stable individuals may have
muted responses to musical stimuli, resulting in fewer ratings.

The relationships between different musical preferences and rating frequency underline
the importance of individual tastes in music perception. Specifically, individuals with a
preference for energetic and conventional music tend to rate music more frequently, whereas
those with a preference for intense, complex or classical music show less frequent rating
behaviour. This is consistent with previous research suggesting that musical preferences
may influence emotional responses to music, which in turn affect rating patterns (Liljeström,
Juslin, and Västfjäll, 2013). This finding broadens our understanding of music perception by
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highlighting the role that individual differences in musical preferences play in modulating
the rate at which changes are perceived in response to musical content.

However, it is important to recognise the limitations of this study. With a small sample
size of 21 participants, predominantly young adults at university, the results of the study may
not be widely applicable. In addition, the choice of musical stimuli, particularly with only
one classical piece, may have shaped the participants’ emotional responses. The emotional
trajectories elicited by different pieces of music may vary considerably, raising questions
about the generalisability of these findings to different musical genres or styles.

In order to strengthen the reliability and ecological validity of these findings, it is
important to replicate this study with larger and more heterogeneous samples, including
different participant groups, and using a more diverse range of music selections. In addition,
future research could benefit from examining other potential variables such as empathy, mood
state and familiarity with the music. This recommendation follows from previous research
suggesting that individuals with higher levels of empathy and lower levels of alexithymia
may have a more sophisticated understanding of emotions in music (Taruffi et al., 2017).

In conclusion, this study sheds light on key psychological and music-related factors that
contribute to the perception of emotional changes in music. These findings are valuable for
understanding individual differences in music experience and have potential applications in
areas such as personalised music emotion recognition and music therapy.

4.5 Conclusion

To gain deeper insights into listeners’ agreement and disagreement in music emotion percep-
tion, the follow-up study described in this chapter was conducted. The objective of this study
was to investigate why participants perceived certain musical elements as conveying emotion
(the reflective feedback is analyzed more in-depth in Chapter 5). During the study, listeners
annotated their perceived emotions while watching and listening to a video recording of the
original performance used in the Live study (refer to Chapter 3). They were also given the
opportunity to retrospectively reflect on their time-based ratings. The results revealed a high
degree of variation in music emotion perception, as evident in both the levels of agreement on
valence and arousal (VA) and the wide range of annotations made by individual participants
for different sections of the piece. Specifically, some segments within the piece exhibited
low inter-rater reliability, indicating significant differences in perceived emotions among
participants. We identified several key factors that could explain these discrepancies based
on listener feedback during the examination of segments with low inter-rater reliability:
(1) clarity of emotion portrayed in the music, with less clear expressions producing more
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varied responses; (2) differences in emotional perception timescales, with some responding
to segment-level themes while others focused on momentary elements; (3) variation in musi-
cal focus, with attention to different instruments driving disparate interpretations; and (4)
interpretative flexibility, as similar musical properties elicited divergent emotional meanings
between participants. Furthermore, this chapter initially explored the influence of individual
factors on music perception, shedding light on how personality traits, demographics, music
sophistication, and preferences impact emotional experiences during music listening.

However, several limitations should be acknowledged regarding this research. Firstly, it is
important to note that the musical stimuli were limited to sections from a single performance
of a musical piece, namely the Babajanian Trio. While this trio belongs to the Western
contemporary music canon and encompasses a broad spectrum of characteristics, caution
must be exercised in generalizing the findings to other types of music without conducting
additional research. Secondly, our results are susceptible to low statistical power due
to the small sample size, thereby rendering the findings more indicative than conclusive.
Nevertheless, this limitation was a trade-off to obtain richer and more precise data from each
individual’s annotations, which will serve as a foundation for exploring emotional triggers in
other musical traditions. Lastly, the differences observed between the Live and Lab Study
settings could be influenced by factors other than the settings themselves, as multiple factors
varied between the two studies. However, it is important to clarify that the primary objective
of this exploratory study was to gain insights into the underlying reasons behind listeners’
emotion annotations, rather than to conduct a systematic comparison between live and lab
settings. The observed variations in agreement levels and rating frequency can be attributed to
several differences in the listening conditions, including participants’ demographics, stimulus
length and presentation format, and the guide tags utilized in the rating tools (such as the
enhancements made in the Mood Annotator based on participant feedback). To investigate
the specific impact of recorded lab versus live settings, a controlled experimental protocol
specifically designed for that purpose would be necessary.

In conclusion, this chapter marks the beginning of our exploration into how music, listen-
ers, context, and experiences combine to the complex emotion perception ecosystem. The
complexity underscores the subjectivity inherent in music listening - while music may be
a universal language, its emotional lexicon is profoundly personal, shaped by individual
experiences and frameworks. While quantitative measures captured overarching trends, qual-
itative insights enriched our understanding, emphasizing the profound subjectivity in musical
emotion perception and the deeply personal nature of music’s emotional lexicon. To further
explore listener music emotion perception, we have examined high-level, salient emotional
aspects identified through listener feedback, as described in Chapter 5. Additionally, to
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enhance the reliability and validity of our findings, we expanded this study to an online
listening condition with more diverse participants and varied musical selections, as outlined
in Chapter 7. By validating these findings with larger samples, diverse musical selections,
and experience-sampling approaches, we aim to gain a more comprehensive understanding
of the intricate interplay between individuals and music in real-world scenarios.



Chapter 5

Semantic Features For Modelling
Time-varying Emotion Perception

Previously conducted studies, detailed in Chapter 3 and 4, showed that there are widely
varying levels of perceived emotion agreement through the course of the music piece in both
the Live and Lab conditions. It further suggests different participants might have different
interpretations of music which would affect how they perceive expressed emotions. In this
chapter, we aim to determine the high-level reasoning behind why participants actively make
annotations about the music’s perceived emotion. With the time-based emotion annotations
(valence and arousal) gathered for the recording of Babajanian piano trio, along with de-
tailed explanations from participants referring to specific music "cues", we applied thematic
analysis on these explanations from people. The analysis done in this chapter highlights the
prominence of features such as instrumentation, musical structures and repetition, performer
expressions, and musical communication as significant attributes that more closely align
with the underlying cognitive processes that determine how emotion is perceived in music.
Through such an approach, we connected the subjective nature of emotion and the music
stimuli, in a way less prone to the time-lag in the reaction of emotion perception (Cowie,
McKeown, and Douglas-Cowie, 2012; Metallinou and Narayanan, 2013). With a strong
human-centred focus, a general discussion is followed specialising in supporting and devel-
oping automated features for interpreting, and exploiting human signals for music emotion
perception. Understanding how music affects listeners perception of emotion may facilitate
the design of fair and unbiased music information retrieval systems.
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5.1 Thematic Analysis Of Participant Reflections

As described in Section 4.2.1, twenty-one participants with varying musical backgrounds
annotated time-based emotion points through a video recording of a live classical trio
(Babajanian piano trio); after, they were asked to reflect on why they made each annotation.
As a result, 483 explanation comments were collected via open-ended annotation feedback.
In order to examine the commonalities and differences between participant explanation
annotation, we applied thematic analysis (Braun and Clarke, 2006) on these explanations for
qualitative analysis.

Two researchers (Yang and Reed1) conducted a joint inductive “bottom-up” thematic
analysis of the collected explanation comments. The 483 total comments made by partici-
pants were annotated by hand by the researchers independently in NVIVO122. First, each
researcher generated a series of “codes” that identified a feature in the feedback (semantic
or latent content) that was of interest to the participants’ self-identified explanations for
choosing to make an annotation at that point. A single comment may contain more than
one code, depending on its content. Through iterative coding, these initially coded features
are sorted and collated into more refined, insightful, and broader codes; themes are derived
from the most prominent and interesting codes for a high-level analysis. The themes, as
described by Braun and Clarke (2012) must “provide a compelling story about your data...
be convincing and clear yet complex and embedded in a scholarly field.” The themes derived
must then make an argument to answer the research question presented.

With the initial set of themes developed by each researcher, a further refined themes
set emerged, which both researchers conferred on, to reveal features that impact perceived
emotion. Both researchers independently categorized each comment to fit within one or more
codes of the emerging themes.

5.2 Themes For Emotion Perception Understanding Emo-
tion Features

From the joint analysis, we identified seven key themes in participants’ reflections that cause
them to make annotations about the music’s perceived emotion actively. Participants chose
to make annotations at points in the music in reference to (1) Auditory Music Features,
(2) Instrumentation & Arrangement, (3) Instrument Entities, (4) Expectation & Violation,

1Simin Yang and Courtney Reed, both were PhD students at Centre for Digital Music, Queen Mary
University of London at the time of analysis

2https://www.qsrinternational.com/nvivo/nvivo-products

https://www.qsrinternational.com/nvivo/nvivo-products
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(5) Musical Structures, (6) Performer Expression, and (7) Stage & Visuals. Codes were
collated from each individual analysis to reflect these agreed-upon themes. When considering
explanation comments, a code can either appear (code occurrence = 1) or not (code occurrence
= 0). Hence, the maximum number of code occurrences for any given code is the total number
of comments, i.e. 483 in our study. In the following discussion, the following notation is
used: C refers to the code occurrences for a (sub)theme.

Table 5.1 presents the main themes and the code occurrences (C).
It should be noted that some of the themes which emerged overlap as explanations are

often multifaceted, such as between Instrument Entities and Instrumentation & Arrangement.
These themes are discussed in detail in decreasing order based on total number of code
occurrences and with corresponding example feedback in the following section.

Table 5.1 An overview of themes explaining the reasons behind participants emotion judgements in
the live music performance.

Themes Relevant codes Number of
Code Oc-
currence
(C)

Description

Auditory Mu-
sic
Features (C =
628)

Feature Variation 367 Participants notice some music
properties are changing

Loudness Change 130
Harmonic Progression 94
Melodic Progression 69
Timing Change 60
Timbre Change 14

Feature Quality 315 Participants refer to the specific
qualities of the music at the time
of annotation

Melody 98
Timbre & Articulation 61
Tempo & Timing 60
Harmony 56
Dynamics & Loudness 40
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Arrangement
&
Instrumentation
(C = 354)

Instrument 235 Participants notice specific instru-
ment(s) in the music

Violin 96
Piano 91
Cello 48

Instruments Interaction 63 Interaction between instruments
as they come in and out of active
playing

Lead Instrument 39 Certain instrument is playing solo
or has a lead melody

Number of Instruments 17 The number of music lines that are
going at the same time

Instrument
Entities
(C = 72)

72 Participants describe instruments
as embodiment of inanimate ob-
jects. Instruments are referring
to human voice, or with emotions
like a human

Expectation
& Violation
(C = 64)

64 Certain changes through the music
satisfy or violate listeners’ expec-
tations about the continuation of
the music

Musical
Structures
(C = 66)

Boundaries 28 Beginning and end of a section

Repetition 26 Repetitions of a short melody pat-
tern at a given time or reproduced
motifs in the music

Transition 12 Emotional qualities are about to
head off in a different direction
than where they previously were
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Performer Ex-
pression
(C = 32)

Music articulations 16 Clarity in the production of succes-
sive notes, such as, legato, staccato

Expressive Playing
Techniques

11 Specific music playing techniques
such as vibratos in violin, grace
notes and arpeggios in piano

Embodied Expression 5 Performing gesture such as bow
movement and performers’ facial
expressions

Stage & Visu-
als
(C = 2)

Lighting 2 Lighting of the stage

5.2.1 Auditory Music Features (C = 628)

This is the most frequently mentioned theme which refers to comments made about general
music properties based on the human perception that lead to the perceived emotion. In partic-
ular, as participants made emotion judgements in a time-continuous manner, we separated
these music properties based on human perception into two sub-themes: feature quality and
feature variation, which are discussed below.

The first sub-theme, feature quality (C = 315), refers to comments made about specific
qualities of the music at the time of annotation. Previous music emotion perception studies
have shown the importance of dynamics, tempo, mode, pitch height, in music emotion
perception, at least in the context of Western tonal music (Gabrielsson and Lindström, 2010;
Juslin and Sloboda, 2011; Eerola and Vuoskoski, 2013). In our study, participants noticed
when some of these music components reach a certain tipping point and become ’present’
at discrete-time points. This can be any number of music components, such as the melody
(C = 98), timbre & articulation(C = 61),tempo & timing (C = 60), harmony (C = 56),
dynamic/loudness (C = 40). The following comment illustrates this sub-theme:

“Violin only, timbre bright; high pitch leads to a high valence feeling. slow
tempo and relatively low loudness lead to low valence...” - Participant 7, 11:253,
Segment 5 (#147)

3https://youtu.be/MHBfGm0SsYo?t=685

 https://youtu.be/MHBfGm0SsYo?t=685
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Contrary to feature quality , the second sub-theme feature variation (C = 367) refers to
comments surrounding changes to perceptual features through the music. The direction of the
music and the feel of where the piece is going inherently tell us something about the evolution
of emotion through a performance—when musical features change, they tell us something in
the music itself is changing, and the emotion will change as a result. Change over time in
dynamics, tempo, and in melodic and harmonic structures is a common focus in the features
used in modelling music emotion (Schubert, 2004; Aljanaki, Yang, and Soleymani, 2017).
Participants here noticed features continuously when they change: they notice the features
are present and separately remark on their changing. This sub-theme addresses mostly the
same musical features as summarise features, which can be changes to dynamics (C = 130),
harmonic progression (C = 94), melody progression (C = 69), timing variation (C =
60), timbre variation (C = 14). Some examples that illustrated feature variation sub-theme
include:

“ Yes i think there is a reverence here, and it feels like a transition point in the
music where we are moving to a more positive and hopeful place. This is evident
in the increased brightness of the sound and change of tempo to that of a little
faster.” - Participant 14, 01:404, Segment 2 (#333)

“ This marks the resolution of the previous passage. It drops in intensity and
moves into a more peaceful and calm section. It starts slow with a conversation
between the cello and the violin on which they respond to each other. The
harmony modulates into major.” - Participant 11, 08:435, Segment 12 (#250)

“ The pattern of rhythm is different as before; the style the melody changes too;
more minor feel; notes are not smooth; punctuating notes instead ” - Participant
16, 09:456, Segment 14 (#382)

Certain features, such as timbre, are less discussed as changing features—in comparison
to other features (e.g. timing, etc.), participants have reported less emotion changes due
to timbre variations than general timbre qualities. In the opposite sense, features such as
loudness are more discussed in regards to their changing. The time-based emotion perception
and reflection in our approach allows participants to focus deeply on details in the music,
as they can also listen to the music again and reflect on it. This theme confirms findings
of relevant features from prior studies (Juslin and Lindström, 2010). It also highlights the
need for current music emotion models to examine not only features themselves but their
variations.

4https://youtu.be/MHBfGm0SsYo?t=100
5https://youtu.be/MHBfGm0SsYo?t=523
6https://youtu.be/MHBfGm0SsYo?t=585

https://youtu.be/MHBfGm0SsYo?t=100
https://youtu.be/MHBfGm0SsYo?t=523
https://youtu.be/MHBfGm0SsYo?t=585
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5.2.2 Instrumentation & Arrangement (C = 354)

This theme involves annotations made in response to the specific instrument or arrangement
of the music. Participants in the study take notice of who is playing and who else they are
playing with. Individual instruments performed in the trio - Violin (C = 96), piano (C = 91)
and cello (C = 48) - were all frequently referred to for participants’ emotional judgements,
as they can be distinguished in the context of this piece and the associations tell us how we
should feel when we hear them play.

Different instruments take on assumed roles within the music, and these are fairly
consistent through the Western canon. Under this theme, we also identified three relevant
codes which are lead instrument (C = 39), instrument interaction (C = 63) and number
of instruments (C = 17). When instruments are playing solo or have a lead melody, they
are responsible for conveying the emotion; supporting instruments give context to these
lead parts. The solo violin in this piece often takes charge as a lead instrument, something
the participants commented on commonly. Piano and cello are generally viewed in the trio
as being support or accompaniment instruments; however, both of these instruments do
occasionally receive solo attention in composition, especially for the piano. In the context
of the Babajanian Trio, the violin takes the front seat, and participants comment when this
changes; at moments when the hierarchy of instrumentation changes, annotations are made
that describe which of the instruments moves into the lead position and how the others
respond. This mention would ultimately be piece-specific and depend on the general role
and position of the instruments involved. Some examples that illustrated the lead instrument
code include:

“This sections [sic] starts with a solo piano that slowly picks up in tempo and
volume. The cello and violin respond to the theme presented by the piano which
leads to a conversation between the instruments that joins together in the end
with higher energy.” - Participant 19, 05:117, Segment 3 (#447)

“Cello stopped playing which made the energy drop and made the song more sad
than negative/aggressive... Cello added to the song with a soft playing which
made it even more sad hence the energy drop.” - Participant 8, 04:518, Segment
3 (#167–8)

Other than the hierarchy of instrumentation, participants describe the interaction between
instruments as they come in and out of active playing. For example, participants note multiple

7https://youtu.be/MHBfGm0SsYo?t=311
8https://youtu.be/MHBfGm0SsYo?t=291

https://youtu.be/MHBfGm0SsYo?t=311
https://youtu.be/MHBfGm0SsYo?t=291
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instruments are playing the same music melody, which affects the perception of arousal and
valence, and in some other cases the participants describe different instruments as working
together to accomplish specific jobs which suggest a united feeling:

“the notes are ascending; pitch rising; the cello and violin are playing the
same melody at the same time; makes it both higher in arousal and valence; -
Participant 16, 09:199, Segment 13 (#379)

“when the violin is alone it sound sad, like alone. when the cello start the go
together and sounds more positive ” - Participant 21, 07:5010, Segment 3 (#473)

or describing different instruments as responding to each other can contribute to a emotion
change:

“energy increases because of staccato alternation between strings and piano ” -
Participant 10, 08:5011, Segment 12 (#217)

“The same melody repeated between two instruments. The piano has strong notes.
Pitch get higher and higher. ” - Participant 05, 09:2012, Segment 13 (#88)

This theme suggests participants associated their emotion judgements with one specific
instrument or multiple instruments. It further indicates that people may pay attention to
different instruments, which influence their perception of emotion and thus can lead to
some of the divergences. This theme is related to the previous Auditory Music Features
theme. There are many parameters that performers can control and shape depending on the
instrument, from loudness, tempo, timing, articulation to complex continuous aspects such as
intonation, instrument timbrel control, and ornaments. However, instrumentation is not well
explored within MER. For example, loudness, as an important feature showing an impact
on perceived arousal, can reach similar levels with different instruments. But such music
input can be discriminated by their timbre, and timbre variations have been shown to be an
important factor of expressiveness (Barthet, Depalle, et al., 2010). It can be assumed that
performers’ timbre variations also influence the perception of emotion.

5.2.3 Instrument Entities (C = 72)

This theme presents an interesting and novel insight into participant annotation reasoning.
This theme covers reference in participants’ comments that describe instruments which are

9https://youtu.be/MHBfGm0SsYo?t=559
10https://youtu.be/MHBfGm0SsYo?t=518
11https://youtu.be/MHBfGm0SsYo?t=470
12https://youtu.be/MHBfGm0SsYo?t=560

https://youtu.be/MHBfGm0SsYo?t=559
https://youtu.be/MHBfGm0SsYo?t=518
https://youtu.be/MHBfGm0SsYo?t=470
https://youtu.be/MHBfGm0SsYo?t=560
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communicating the resultant perceived emotion being annotated. Participants believe they
are experiencing the emotion as communicated through the instrument, in the same way,
they would perceive emotion communicated from a person. There are some responses of
explanations referred to the instrument with certain characteristics. For example, participants
refer to an instrument like the human voice for the instrument’s (and player’s) capabilities
to communicate emotions, which aligns with literature (Juslin, Harmat, and Eerola, 2014;
Schubert and Wolfe, 2016).

“... The violin plays really long notes which resembles a wailing voice” -
Participant 19, 11:4413, Segment 17 (#456)

“ Dark timbre, sad melody, sounds like somebody is crying” - Participant 3,
01:7714, Segment 2 (#39)

Also, instead of comments such as "I perceived sad," or "I feel agitated," listeners tend to
believe that the instruments themselves are sad or agitated. Instruments can be happy, sad,
angry, or an embodiment of inanimate objects. Some examples from the data collection that
exemplify the core of this theme include:

“Lonely piano (playing by its own) playing a sad tone.” - Participant 8, 01:2015,
Segment 2 (#152)

“Piano single notes are played carefully, as if slowly discovering new territory” -
Participant 19, 01:1816, Segment 2 (#434)

This is reflective of the metaphorical language found in human communication. People
relate to the world around them via the use of metaphor; in this case, via embodiment and
personification (hence the title of the theme being Instrument Entities) of inanimate objects
(Lakoff and Johnson, 1980). This is common in human language and communication and
depicts the participants as wanting to relate to or communicate with the instruments; in the
attempt to understand musical emotion, participants view the instruments in a performance
as “living” beings who want to communicate with us and share their emotions. Participants
make annotations at points they feel the instrument’s character—its physical presence (i.e.
having a soft or cold texture, being rough or smooth) and mood—has changed and taken on
a certain character. This is similar to the way we may perceive a person’s emotions, which is
described in similar language to how participants described the instruments: a person can be
sad and blue, bristling with anger, or energetic and playful—as can an instrument.

13https://youtu.be/MHBfGm0SsYo?t=704
14https://youtu.be/MHBfGm0SsYo?t=77
15https://youtu.be/MHBfGm0SsYo?t=80
16https://youtu.be/MHBfGm0SsYo?t=78
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5.2.4 Expectation & Violation (C = 69)

This theme refers to comments whereby listeners perceive emotion change because certain
changes through the music satisfy or violate listeners’ expectations about the continuation
of the music. Pioneer work by Meyer (1956a) proposed a theory that, musical play with
expectations may lead to the induction of specific emotions. For example, a composer may
communicate pleasure when expectations are satisfied, or disappointment when they are
violated. However, his idea has still not been tested, although it is highly influential and
respected. There are some reasons behind the difficulty for Meyer’s theory to be tested,
such as different expectations that can be produced within one piece of music, and different
listeners may perceive varied expectations as well (Juslin and Västfjäll, 2008).

In this theme, rather than examining individual musical features, we explore the idea that
listeners notice when something is changing and react to the change itself. The mentioned
features from comments can be changes to loudness, tempo, and note density, as well as the
harmonic structure and dissonances to the tonal centre. Participants are especially sensitive
to portions of music that defy harmonic violations, and the inherent tension that comes with
note clashes. The movement of these features is what causes the reaction of the annotator.
When we do not get what is expected, there is resulting uncertainty and insecurity in the
resulting emotion. Rapidly changing features and sudden changes cause listeners to lose
focus of the emotion and question what is occurring in the music. Participants comment that
they feel unsure of what is to come and react to the instability in these changes:

“Arousal changes in line with the loudness and dynamics; easily predictable of
the music trends” - Participant 18, 08:3617, Segment 12 (#426)

“In this section there is a real tension which causes and [sic] anxious emotion to
be perceived. There is a slight hesitancy to the piano part with a small delay in
the playing of some of the notes which clashes with the fluidity of the strings. It
isn’t discordant, but causes a sense of anxiety about what is next in the music.” -
Participant 14, 03:0918, Segment 4 (#336)

“Chromatic movement makes me feel like something is about to change, although it
is not yet very negative feeling... cello increases the loudness and the progression
is very unexpected; it is hard to tell where the piece will go next.” - Participant
10, 09:4919, Segment 14 (#223–4)

17https://youtu.be/MHBfGm0SsYo?t=516
18https://youtu.be/MHBfGm0SsYo?t=189
19https://youtu.be/MHBfGm0SsYo?t=589

https://youtu.be/MHBfGm0SsYo?t=516
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5.2.5 Musical Structure (C = 66)

This theme includes the emotion annotation comments surrounding the music structures
or music forms. Compared with previous forms, this theme seems to be more from the
perspective of "composer". Given a piece of music, listeners may divide a sequence of sound
into segments, and group these segments into categories (Smith, 2014), which is a definition
of grouping structure. Here it seems that the people might also perceive emotion changes as
they perceive some properties of music structure. In our results, emotional changes occur at
the boundaries of sections (C = 28), which participants might perceive as the beginning and
end of sections. Some participants also reported transitions (C = 12) in the music which tell
us when the emotional qualities are about to head off in a different direction than where they
previously were.

“At the end of this part, it pushes the story to a kind of finale. The loudness
it high, and it cancels the inharmonic effect from the melody.” - Participant 4,
05:1020, Segment 3 (#68)

“... How positive is not sure. Arousal is increasing because now it is the starting
point of a "transient" phrase.” - Participant 1, 04:1421, Segment 7 (#5)

Repetitions (C = 26) of thematic material and motifs also tell us what to expect and
ground a feeling of stability, such as:

“In this section the same theme is repeated with rising volume and confidence. I
associate this pattern with images like: sunrise, rebirth or a new dawn which
all have a positive, energetic connotation.” - Participant 19, 04:1622, Segment 7
(#445)

“Here it starts to build up in intensity. And there is an ascendent repeating inter-
valic pattern that moves in arousal but keeps the joyful character.” - Participant
11, 09:1323, Segment 14 (#251)

5.2.6 Performer Expression (C = 32)

This theme refers to comments made regarding how the musicians themselves as performers
impact the music they create and its emotional content. Musicians may alter the quality of

20https://youtu.be/MHBfGm0SsYo?t=310
21https://youtu.be/MHBfGm0SsYo?t=254
22https://youtu.be/MHBfGm0SsYo?t=256
23https://youtu.be/MHBfGm0SsYo?t=553
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a music note through its timbre and colour, articulation, and movement. Some participants
associated the emotion changes with specific music playing techniques (C = 11) on the three
instruments, such as vibratos in violin, grace notes and arpeggios in the piano. Interestingly,
these specific factors are mentioned by people with over ten years’ music training in violin
and piano respectively, and it indicates that people might pay more attention to the instrument
they have expertise in playing for emotion perception. Other than the playing techniques,
different forms of music articulations (C = 16) such as legato and staccato have also been
reported as reasons for a perceived emotion change. Some examples include:

“It moves into a more violent rhythmic passage. There is a marked staccato.” -
Participant 11, 08:3524, Segment 12 (#249)

“Vibrato, high arousal” - Participant 7, 09:4025, Segment 14 (#144)

In addition, we also identified a code, embodied expression (C = 5), refers to comments
made regarding performers’ use of embodied performing gesture and facial expression to con-
vey the feeling. People referred to the motions of performer gesture, such as bow movement
on cello and violin, as reasons for emotion judgements. Besides, participants mentioned per-
formers’ facial expressions they observed as influencing their emotion perception. Examples
include:

“...getting louder and more dissonant, cellist face [sic] looks very expressive,
face screws up.” - Participant 13, 05:1126, Segment 7 (#310)

“Music is still getting softer and slower, minor key makes it seem sadder. slow bow
movements on string instruments (cello and violin)...” - Participant 13, 01:3927,
Segment 2 (#299)

The performers are ultimately the direct line of communication from the musical score
to the audience, and individual interpretations between performers can thus change the
emotional quality of a piece. A piece performed by two different soloists will not sound
exactly the same, nor will it have the same emotional nuances between performers or even
individual performances.

24https://youtu.be/MHBfGm0SsYo?t=515
25https://youtu.be/MHBfGm0SsYo?t=580
26https://youtu.be/MHBfGm0SsYo?t=311
27https://youtu.be/MHBfGm0SsYo?t=99
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5.2.7 Stage And Visuals (C = 2)

As participants were asked to rate perceived emotion with a video recording, two participants
actively reported reasons from the visual perspective, even if this was not specifically required
in the emotion task. One example is, participants mentioned the lighting influenced their
emotion perceptions. In particular, participants associated the decrease of arousal as the
lights turned dark in the final examined segment:

“The violin changes the length of the notes and with that the energy of the music.
Also as it does not have light it is less energy as in the other parts.” - Participant
21, 11:4728, Segment 17 (#482)

5.3 Discussion

5.3.1 Connections Between Semantic Features And MER

Two different levels of music content are usually described considering the feature represen-
tation commonly used in MIR: the semantic level and the signal-based level (Buccoli, 2017).
Semantic features concern “how we subjectively perceive and interpret the musical properties,
which terms we choose to describe them and how we use such terms to discuss about music”,
while signal-based features refers to “objective properties of the musical signals, ranging
from those that can be directly computed from the signal to those that can be inferred from
it.”

Tasks in music emotion recognition (MER) which aims to relate acoustic/music cues
to emotion perception, heavily rely on automated feature extraction using audio and/or
score signals (Yang and Chen, 2012; Aljanaki, Yang, and Soleymani, 2017). Machine
learning approaches for MER yielded improved performances overall through extensive
testing of different feature sets (bag of audio words approach); however, these approaches
are still facing the issue of unsatisfactory model performances which seem to have reached
a limit (Friberg, Schoonderwaldt, et al., 2014; Aljanaki, Yang, and Soleymani, 2017). In
addition, most of the low-level acoustic features involved such as Mel-frequency cepstral
coefficients (MFCCs) do not explain the underlying cognitive mechanisms (Aucouturier and
Bigand, 2012; Barthet, Fazekas, and Sandler, 2012a).

The present study investigates emotional communication within musical experience.
Participant feedback of annotations provide a holistic view of the whole performance; rather
than focusing on a handful of features as the correlate of emotion, listeners identified aspects

28https://youtu.be/MHBfGm0SsYo?t=707

https://youtu.be/MHBfGm0SsYo?t=707
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of the performance beyond the music itself, from the sonic qualities of the instruments
themselves to the visual atmosphere and performer gestures as projecting emotion. MER has
given much attention to musical features and their changes through time as they correlate to
emotion; however, these elements of the musical experience do not take up the entirety of a
listener’s attention when experiencing music live or recorded live. Listeners cite many aspects
of performance as being related to their emotion perception, and it is critical to provide more
attention to elements such as performer expression, instrumentation and interaction between
instruments, musical structure, and visual elements of a performance environment. These
elements matter to participants, and it is important that the MER community explore further
their links with perception and cognition. In this sense, the idea of a performance being
communication between composers/performers/instruments and listeners is important; such
processes involved in music emotion perception share similarities with that in interpersonal
communication. Treating instruments as entities with feeling suggests that the musical
experience is one of communication, and can be studied further with this in mind. This
finding links MER with other types of emotional communication research and provides many
potential directions for further exploration between the communication sciences and music
cognition, for example, for example, the stereotyping effects on musical instruments for
music emotion perception.

Currently, in MER, there is less attention given to understanding what it is about the
music attributes that cause listeners to perceive differing emotions. We identified semantic
features (see definition given at the start of this section) from the themes and codes obtained
in the thematic analysis. Some correlates of these semantic features can be extracted from
audio or symbolic notations. We provide a review in Section 5.3.2 of these features. Future
perspectives for MER could be to develop automated prediction models for semantic features
which don’t have extractors yet. This would ensure that tasks are not simply feature-driven
but also reflective of the way listeners interact cognitively with music and the performance
environment. We discuss these insights in Section 5.3.3.

5.3.2 Connections Between Semantic Features And Automated Music
Features

Semantic features require human perception. In the last decades, much progress has been
made by the MIR community to produce musical features with e.g. audio or MIDI files as
inputs. Compared with semantic features, these automated extracted features can be obtained
directly through computer algorithms quickly and cost-effective. There are a large number of
features that can be extracted automatically through algorithms/toolbox, through both audio
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files or symbolic data such as MIDI file. Previous work has shown significant correlations
between listener-based perceptual music features and automated acoustic or MIDI features,
and proved the effectiveness of these extracted features in modelling emotional expression
for complex music (Friberg, Schoonderwaldt, et al., 2014; Lange and Frieler, 2018).

In our study, as participants perceived emotions through auditory and visual stimuli,
features characterising musical attributes such as loudness, timing can be extracted from the
corresponding audio file. Commonly used extraction tools in music emotion studies includes
MIRtoolbox (Lartillot and Toiviainen, 2007) which is implemented in MATLAB , and
different multiple vamp plugins set hosted in Sonic Annotator (Cannam, Jewell, et al., 2010).
Compared with audio, data represented in the symbolic format such as MIDI can provide a
rather accurate estimation of basic note parameters such as note density or average pitch. It is
generally easier to extract music score-based features from MIDI representations than to infer
the same information from audio. However, the main disadvantage of symbolic data is that
the sonic properties of different notes and instruments are often lost in MIDI representations,
which lack important expressive aspects such as timbre. Some important timing and dynamic
expressive deviations related to performers’ musical interpretations are not available in
MIDI notations directly representing the score, and can be quantised in recorded MIDI
performances. Hereby, we refer jSymbolic as an example of MIDI feature extractor (McKay
and Fujinaga, 2006; McKay, Cumming, and Fujinaga, 2018) in the following discussion.

Through thematic analysis of participant feedback, we identified seven key themes (See
Table 5.1) with related semantic features regarding listener motivation to annotate emotional
change. We here investigate which of these identified semantic features can be can be
extracted from the audio or midi file, and are also commonly used in music emotion research
(Eerola and Vuoskoski, 2013; Friberg, Schoonderwaldt, et al., 2014; Lange and Frieler,
2018). Only two of the themes are related to the automated musical features typically used as
features in MER modelling, shown as follows. Table 5.2 gives an overview of these semantic
features from the Auditory Music features theme linked with corresponding automated MIR
features. The feature extraction functions cover functions from MIRtoolbox and multiple
vamp plugins for audio data and jSymbolic functions for symbolic data. The descriptions
of each of the features are also provided. Similarly, Table 5.3 gives an overview of these
semantic features from the instrumentation & arrangement theme linked with corresponding
automated MIR features. These features can be extracted by jSymbolic. It should be noted
that these features are limited to symbolic data, which provide more accurate information
for individual instruments compared to extractions from mixed/mastered audio data directly
(Benetos et al., 2018).
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Table 5.3 Summary of semantic features from the instrumentation & arrangement theme, cor-
responding MIR features (MIR Feature) that can be automatically extracted features by jSymbolic
from symbolic data. Note: As the instruments involved in the studied performance are all pitched
instruments, so this table only considers the pitched instruments.

Relevant Codes Semantic Fea-
ture

MIR Features jSymbolic Functions Description

Instrument Instrument(s)
present

Instrument(s) present I-1 Pitched Instruments
Present

Which instruments are present

Number of in-
struments

Number of
present instru-
ment

Number of instrument I-8 Number of Pitched
Instruments

How many instruments are playing at
the same time

Instrument Inter-
action

Interaction Layers/interaction T-19 Parallel Motion
T-21 Contrary Motion

Musical lines, interaction, entrances,
active playing

Lead instrument Instrument
playing a lead
melody

Prevalence/
importance of individual
instrument

I-3 Note Prevalence of
Pitched Instruments

Instruments playing solo or having a
lead melody

From the results, many correlates of semantic features can be extracted automatically
through existing audio signal-based methods. As Table 5.2 suggests, different acoustic
features related to dynamics, harmony, melody, timing and timbre can be extracted via audio
data. Semantic features related to harmony, melody and timing can be extracted via symbolic
data. Table 5.3 shows that features related to individual instrument stems are also available
through extractions from symbolic data. However, it should be pointed out that multipitch
(multiple f0) estimation is considered as one of the main challenges in the MIR field. Even
the state of art algorithms still produce noisy results for challenging audio recordings such as
a pitch curve that fluctuates very fast (Schedl, Gómez, Urbano, et al., 2014; Kim, Salamon, et
al., 2018). Therefore, in our case of using a piece of complex classical music, which involves
a large amount of melody progression, the scores with more accurate pitch information
is preferred for a more accurate estimation. With a score and performance alignment, the
combination of audio-based and score-based features for MER modelling can be promising.
In the next chapter (see details in Section 6.1), we employed these automatically extracted
features, as semantic feature correlates, from both audio data and symbolic data in building
our MER models.

5.3.3 Insights For Building MER Models And MIR

The identification of appropriate and well-functioning features is one of the most important
targets in music information retrieval (MIR) researches. From the analysis of participant
feedback, a number of relatively unexplored features have been identified for further inclusion
in emotion modelling and detection. Our results highlights the significance of recent work in
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source separation to determine individual instrument lines. Based on participant feedback
in relation to the instrumentation & arrangement theme, it was observed that participants
distinguished between instrumentations and were impacted in an emotional sense by their
roles and interactions within the performance. Previous work by Scott et al. (2012) has
achieved a better emotion recognition results using multi-track audio of a small group of
rock music. With more multi-track datasets (Bittner et al., 2014; Li, Liu, et al., 2019) open to
public nowadays, this is an interesting avenue to explore further. Also, our results revealed
that people associated their emotion judgements to specific patterns of instrument interaction.
Therefore, a better detection of numbers of instruments playing at a given time, a better
understanding of long-term interaction between instruments, as well as the role of each
instrument through the audio analysis may benefit emotion prediction.

Musical structures—phrases, motifs, and themes—and their repetitions are now recog-
nised by listeners and make valuable features for MIR tasks. This is further related to the
ideas of source separation and instrumentation in the passing of musical phrases between
instruments in ensemble playing, such as observed in the Babajanian Trio. In addition, as
"repetition in music" has been reported to influence participants’ emotion judgement such as
building up emotion, being able to detect repetitions from music may also benefit MER.

The focus here on live performance also brings to light the importance of performer
expression and the listening environment on the emotional experience for listeners. Methods
to characterise expressive techniques such as glissando (Wang, Benetos, et al., 2019), vibrato
(Li, Su, et al., 2015; Yang, Rajab, and Chew, 2017), and use of pedal (Liang, Fazekas, and
Sandler, 2019) have recently been proposed in MIR studies, although yet confined to a
specific instrument or monophonic music. These embellishments are unique to individual
performances and would be useful, especially in the contexts of time-varying music emotion
study and comparison of musical playing styles and individual performers.

As the stage & visuals theme suggests, the live context of the present study also indi-
cates the importance of ambience and the multimodal nature of emotion perception in the
environment in which a performance takes place. It proposes interesting questions about the
introduction of other sensory material in MER applications besides existing auditory stimuli.
Multi-modal emotion-sensing using computer vision (Mou, Gunes, and Patras, 2019) and
audio can also be promising in the future design of music emotion studies.

5.4 Conclusion

Previously conducted studies suggest there are widely varying levels of agreement (or
disagreement) between the participants, which relates to different understandings of the
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music or its effects. As music is extremely subjective, participants may implicitly involve
own life and musical experiences in the interpretation of the musical performance (Sloboda,
1991). Thus, it is critical that the reasoning behind annotations be examined further in
order to understand more of the cognitive processes that make up emotion perception; other
than individual musical features, what causes participants to perceive emotions and changes
through a piece?

In this chapter, we explored the reasoning behind time-varying music emotion judgements
in the scenario of a real-world complex classical music performance. We used an more open-
ended exploratory approach for finding the most relevant features, through a re-evaluation
process for participants on their time-stamped emotion ratings and explain reasons behind
their emotion ratings. Through such approach, we tried to decode as many as possible
music factors related to emotion ratings that can be cognitively reflected on by the listeners
themselves, to further understand the participants’ responses with an unbiased point of views.
Thematic analysis of the time-stamped explanations revealed semantic features pertaining
primarily to auditory music features influencing emotion perception. The analysis also
uncovered features such as instrumentation, music structure, and performer expression, which
are less mentioned in music emotion researches. We discussed the semantic features that can
be automatically extractable for building current MER models, which are implemented in
the next chapter. For the other semantic features for which automatic extraction methods are
not available yet, we also discuss the potential links with them and the field of MIR. With the
recent advances in subareas in MIR such as source separation and instrument recognition,
playing techniques, these semantic features have the potential to be incorporated in the future
of MER researches.



Chapter 6

Modelling Perceived Music Emotions
using Semantic Feature Correlates and
Individual Factors

In Chapter 5, we identified several semantic features related to the factors that influenced
listeners’ perceived emotion judgements, and a subset of these can be extracted from music
(audio and/or score). In this chapter, we build explanatory models of perceived music
emotions using 11 correlates of selected semantic features. Separate regression analyses were
performed to explain both group-averaged and individual time-varying arousal and valence
ratings, and time-varying agreement levels. We found that in general group-averaged emotion
ratings are better modelled than individual ratings, and arousal ratings are better modelled
than valence ratings. Results demonstrate that the selected semantic feature correlates
are significant variables in modelling time-varying emotion ratings, yielding an explained
variance of 81% in modelling the average arousal ratings collected in the Lab condition. The
current chapter also examines whether individual attributes, such as the demographic factors
and personality traits discussed in Section 4.4, alter the direction or strength of the relation
between the semantic feature correlates and the emotion ratings. Results exhibit different
patterns between the loudness and arousal ratings, pitch range and arousal ratings, dependent
on people’s cultural background and personal traits of agreeableness.

6.1 Extraction Of Semantic Feature Correlates

As discussed in Chapter 5, some correlates of semantic music features related to the factors
that influenced listeners’ perceived emotion judgements can be extracted from MIDI symbolic
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data and audio data. We transcribed the first movement of the printed score performed in
Babajanian piece into musicXML (Good and Actor, 2003) file format, a standard open
format for exchanging digital sheet music, using the music notation software MuseScore1.
Therefore, as the music representation of the includes both audio recordings and music score,
we extracted features from both domains.

Given the availability of both audio recordings and the transcribed score of the perfor-
mance, we extracted the features from the first movement of the Babajanian piece in the
following analyses, which correspond to 654 seconds of audio, and 219 measures (bars) in
the score.

Following the discussion in Section 5.1, we selected semantic features that were identified
as influencing emotion ratings by listeners and for which correlates could be automatically
extracted using standard feature extraction toolboxes. 11 semantic feature correlates were
selected to be used in explaining people’s emotion ratings, covering six domains of psy-
choacoustic and and musical features, namely loudness, tempo, timbre, harmony, melody
and instrumentation. We describe in the following sections the different features used for
explanatory modelling.

6.1.1 Content-Based Audio Features

In this section, the type of features considered and a qualitative indication of their range are
reported in italic and brackets at the start of each paragraph.

Loudness (soft-loud) was determined through the utilization of the Vamp plugin imple-
mentation of the Libxtract library (Bullock, 2007), employing the default settings. The
calculation of moving averages was performed by employing the "total loudness" parameter,
a measure of loudness as described by Moore, Glasberg, and Baer (1997), for consecutive
one-second frames. To ensure consistency with the sampling rate of the re-sampled listener
annotations, the loudness sampling rate was subsequently adjusted to 1Hz. Additionally,
we calculated the loudness change (∆ loudness) by measuring the difference (increase or
decrease) between every two consecutive seconds. This relates to the observation made
in Section 5.1, that some participants associated the loudness change as a reason for their
perceived emotion change.

Tempo (slow-fast) specified in number of beats per minute was calculated, as a previous
study (Madison and Paulin, 2010) shows that perceptual speed depends on the perception
of the beat. As evidenced by the music score, the selected piece (Movement 1) is mainly
performed in the 4/4 time signature, which indicates that there are four beats per measure

1https://musescore.org/en
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and that the quarter note corresponds to one beat. In total, there are 844 beats for Movement
1 based on the score. In the performance recording, two beats of the score were skipped
by the performers, resulting in 842 corresponding beats performed and recorded in the
audio file. The onsets of these 842 beats were manually annotated on the recordings by the
author using Sonic Visualiser (Cannam, Landone, et al., 2006) while playing back the audio
recording. The piano performer then adjusted the produced onset annotations with the help
of corresponding chroma-based features (also called chromagrams or pitch class profiles),
which capture harmonic and melodic characteristics of music, displayed as references for
adjustment. The number of Beats Per Minute (BPM) was then derived from the annotated
beats as a measure of Tempo. The tempo change (∆ tempo) was also calculated by using the
BPM difference (increase or decrease) between every two consecutive seconds.

Musical keys (encompassing both major and minor keys) were obtained using the Key
Detector Vamp plugin, a component of the QM Vamp plugins set (Noland and Sandler, 2007).
This plugin provides a comprehensive evaluation of the harmonic content of the piece by
identifying both the major-minor key and the key signatures over time. Each identified key is
returned with a unique descriptor at the timestamp where the key change occurs. The results
were encoded as integers, ranging from 1 to 24, where integers 1-12 correspond to major
keys (from C major = 1 to B major = 12), and 13-24 represent minor keys (from C minor =
13 to B minor = 24). In this context, these keys serve as descriptors of harmony. Specifically,
the numeric representation allows for a quantitative assessment of the key changes, providing
a method to interpret and analyze the harmonic structure of the piece. Notably, the separation
of major and minor keys aids in further delineating the harmonic characteristics, as major
keys typically convey a cheerful or triumphant mood, while minor keys often suggest a
sadder or more melancholic tone

Brightness (dark-bright) is considered one general timbre parameter, which is evidenced
by previous work as a "significant component in music emotion" (Wu, Horner, and Lee,
2014) and an attribute contributing to musical expressiveness (Barthet, Depalle, et al., 2010;
Barthet, Depalle, et al., 2011). We extracted a correlate of brightness based on the spectral
centroid also employing the Libxtract Vamp plugin. Following a similar approach than for
loudness extraction, the brightness values were first extracted at the default setting, then
re-sampled at 1 Hz by averaging all brightness values within each non-overlapping frame of
1 second.

Smoothness (spiky-smooth) is also extracted as another timbre parameter using the
Libxtract vamp plugin, which takes the spectral smoothness as correlate. The extraction
process is the same as that for brightness.
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6.1.2 Music Score-Informed Music Emotion Features

The automatic music transcription algorithms that transcribe music audio into music notation
are still imperfect for tasks of multi-pitch estimation, and instrument recognition (Benetos
et al., 2018). Therefore, for more accurate estimates of overall pitches over time and
instrumentation, we referred to the symbolic data of the studied piece.

Number of Instruments (one-three) was extracted in terms of the total number of in-
struments (no_ins) that are used to play simultaneously within every single beat (a quarter
note). We used the music21 (Cuthbert and Ariza, 2010) package to extract the instrument
information at every beat from the musicXML score of the music performance. Rests in the
score were not included in this calculation.

Pitch (low-high) information was also extracted at every single beat of the music score
using the music21 (Cuthbert and Ariza, 2010) package, an open source toolkit built in Python
for analysing, searching, and transforming symbolic music. The maximum pitch (pitch_max)
was estimated by taking the highest pitch of all MIDI pitch values performed by the three
instruments for each beat. The pitch range (pitch_range) was calculated by the difference
in MIDI pitches between the highest and lowest pitches for each beat. The pitch variability
(pitch_var) was measured by taking the differences in highest pitch between every two
consecutive beats, as the main melody of music (spectral/pitch information) is most often
carried by the highest-pitched voice (Trainor et al., 2014).

To align the score-based features to the audio data, the beat onset annotations in audio, as
mentioned above, served as a bridge between the two music representations. We first mapped
the score features at the beat level to the audio data, using the corresponding timestamp of
every beat onset in the audio. Then we re-sampled the score features at 1Hz, in line with the
processing of audio-content features.

Intercorrelations between every two semantic feature correlate pairs were first examined
to provide a general overview of the data. Figure 6.1 shows that in the 11 selected semantic
feature correlates, all the pairwise correlations show |r|< 0.62, indicating the selected features
are not highly correlated.
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Figure 6.1 Plot of Pearson correlation between 11 selected semantic feature correlates

6.2 Regressions Between Semantic Feature Correlates And
Music Emotions

6.2.1 Data-Analytical Strategy

In examining the associations between music semantic features correlates and the perceived
emotions, we performed multiple linear regressions using 11 selected correlates of semantic
features to build explanatory models (Shmueli et al., 2010) of the perceived emotions, in terms
of both arousal and valence emotion ratings and agreement levels. The 11 selected semantic
music features over a duration of T seconds were used for the multiple linear regression
analyses (ordinary least squares regression, OLS) as explanatory variables (or independent
variables, IVs), denoted as X⃗T = [x⃗1 · · · x⃗t · · · x⃗T ] ∈ R11×T , where x⃗t is a 11-dimension feature
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vector of the audio at time t. Before constructing the regressors, all features were normalised
between 0 and 1.

Separate regression models were built to model the following dependent variables (DVs):
1. Averaged arousal and valence ratings across participants at 1Hz time resolution in both

Live and Lab conditions.

2. Each individual arousal or valence ratings at 1Hz time resolution in both Live and Lab
conditions.

3. Time-based Intra-class correlations (ICC) in arousal and valence as a measure of
agreement levels of emotion ratings in Live and Lab conditions. The segment-varying
ICCs, presented in Section 4.3.3, were interpolated to a time resolution of 1Hz based
on the ICCs of the corresponding segments.

Each dependent variable, denoted as y⃗T = [y1 · · ·yt · · ·yT ]
T , represents the corresponding

output (arousal, valence, ICC) over the course of T seconds, where yt represents the value
of the dependent variable at the time t. We took the coefficient of determination (R2) as the
model evaluation metric to examine the explained variance of semantic feature correlates on
the perceived emotions.

In addition, as previous studies show listeners might require extra reaction time to evaluate
the mood of a song (Bachorik et al., 2009; Aljanaki, Yang, and Soleymani, 2016), it is also
worth considering the possible time lag between the emotion responses and the semantic
feature correlates set. We also introduced a time shift of l seconds in the regression analysis
between the dependent variables and independent variables. In other words, the feature
values x⃗d at time of t correspond to the dependent variables yt+l at the time t + l seconds.
Each regression analysis is performed with time shifts (l in seconds) from 0 to 15 seconds
to find the optimal time shift (OTS) for the best model performance as characterised by the
coefficient of determination R2.

6.2.2 Regression For Average VA Ratings In Live And Lab Conditions

Table 6.1 shows the regression results on time-varying VA ratings averaged across participants
with and without an optimal time shift (OTS).

Arousal (Lab) In the Lab condition, the average arousal ratings could be modelled with
an explained variance of 81% (R2 = 0.81) with an OTS of 5 seconds. All semantic feature
correlates except pitch variability are shown to be significant variables in the model. Without
the time shift, the performance of the model for arousal rating dropped to 63%. All semantic
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feature correlates except pitch variability and ∆ tempo make significant contributions to the
models.

Valence (Lab) The modelling of average emotion ratings in the Lab condition performed
worse for valence than for arousal, with an explained variance of 42% with an OTS of 4
seconds, and an explained variance of 39% without time shift. Significant contributions are
found from loudness, tempo, ∆ tempo, the number of instruments, maximum pitch, the range
of pitch, and smoothness.

Arousal (Live) The arousal in the Live condition modelled less accurately than in the Lab
condition, with only an explained variance of 51% and 42%, with and without the OTS.

Valence (Live) The valence ratings in the Live condition are modelled slightly more
accurately compared to the Lab condition with an explained variance of 44% and 43%, with
and without the OTS.

Table 6.1 Modelling of averaged time-varying arousal and valence ratings with and without the optimal
time shift (OTS) from the semantic feature correlates using multiple linear regression. R2 and Adjusted
R2 of each model and the corresponding beta coefficient β of each feature are reported. The probability
of a significant contribution from each feature is also marked, ∗p < 0.05;∗∗ p < 0.01,∗∗∗p < 0.001

Lab Live

Arousal (OTS) Arousal Valence (OTS) Valence Arousal (OTS) Arousal Valence (OTS) Valence

R2 0.81 0.63 0.42 0.39 0.51 0.43 0.44 0.43
Adjusted R2 0.81 0.62 0.41 0.38 0.50 0.42 0.44 0.42

Feature

loudness 0.665*** 0.551*** -0.105*** -0.072*** 0.373*** 0.333*** -0.035 -0.03
∆ loudness 0.222*** -0.359*** -0.054 -0.052 0.137*** 0.017 -0.072* -0.073*
tempo 0.189*** 0.195*** 0.297*** 0.27*** 0.134*** 0.139*** 0.249*** 0.245***
∆ tempo -0.051* -0.055 -0.13*** -0.13*** -0.058* -0.057 -0.136*** -0.126***
no_ins -0.041** -0.072** -0.08*** -0.075*** -0.057** -0.054** -0.003 -0.008
pitch_max -0.106** -0.09* 0.279*** 0.269*** -0.084* -0.089* 0.26*** 0.238***
pitch_var 0.069 0.132 -0.068 -0.04 0.097 0.133* -0.109 -0.12*
pitch_range 0.083*** 0.098** -0.147*** -0.132*** 0.094*** 0.084** -0.083*** -0.047
key -0.062*** -0.087*** -0.013 -0.025* -0.019 -0.023 0.02 0.009
brightness 0.239*** 0.261*** 0.005 0.024 0.022 0.091** 0.093*** 0.145***
smoothness -0.154*** -0.219*** 0.129*** 0.124*** -0.125*** -0.153*** 0.083*** 0.076***

Time shift (s) 5 0 5 0 4 0 4 0

Discussion Comparisons of the results of models with and without the time shift for each
emotion dimension indicates that the modelling of emotion ratings in live or lab conditions
can be improved with a time shift of 4 or 5 seconds, especially for the arousal ratings. This
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finding can be expected and is inline with earlier studies showing that people require a non-
negligible reaction time in evaluating the perceived emotions (Bachorik et al., 2009; Cowie,
McKeown, and Douglas-Cowie, 2012). The arousal ratings are modelled more accurately
compared to the valence ratings in both Live and Lab conditions with the optimal time shifts,
in line with literature that the prediction of arousal ratings are usually higher than valence
(Aljanaki, Yang, and Soleymani, 2017). Tempo and smoothness are two significant factors in
all the regression models built.

6.2.3 Regressions For Individual VA Emotion Rating

Separate regression models were also built for every individual participant’s VA ratings using
the same set of semantic feature correlates. Time shifts from 0 to 15 seconds were also
introduced between each individual rating and semantic feature correlates when constructing
regressors. The time shift maximising the R2 of the regression models is referred to as the
optimal time shift (OTS).

Results show that the average OTS for all regression models of individual ratings is 5.65
seconds with a SD of 3.73s (in detail, individual arousal ratings in Lab condition: average
OTS = 5.57, SD = 1.99, Live condition: average OTS = 4.57, SD = 3.52; individual valence
ratings in Lab condition: average OTS = 6.60, SD = 3.61, Live condition: average OTS = 7.1,
SD = 4.78). The results imply that there is a reaction time-lag for most participant’s arousal
and valence judgements, in both Live and Lab conditions. In the following discussion, we
refer to the individual models with the optimal time shift.

Figure 6.2 presents the boxplots of explained variance (R2) of all models for individual
arousal and valence ratings in both lab and live conditions (see Appendix A.4 for details).
The average R2 across participants is reported for each boxplot. The results show that the
individual arousal ratings (average R2 = 0.57 in Lab condition, average R2 = 0.31 in Live
condition) are in general better explained than valence ratings (average R2 = 0.31 in Lab
condition, average R2 = 0.29 in Live condition), although the model performance varies
across participants.

In examining the significance of each semantic feature correlate in constructing individual
models, we count the number of single participant’s models among all 31 participants
(Live: 10, Lab: 21) that have contributions from each semantic feature correlate at different
significance levels. Figure 6.3 number of times each semantic feature was found significant
(at different levels), or not significant (the different significance levels are : ∗p < 0.05,∗∗ p <

0.01,∗∗∗p < 0.001, Non-significant). The total number of regression models correspond to
the total number of participants for both the live and lab conditions (31). Therefore a given
feature can be found to be significant a maximum of 31 times.
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Figure 6.2 Boxplots of the explained variance (R2) of 21 regression models for each participant’s
arousal and valence ratings in Lab condition, and of 10 participants in Live condition. The mean value
of R2 of ratings is shown in each case. The R2 of regression models for emotion ratings averaged
across participants in each case is also reported aside each boxplot above a black square.

Loudness seems to influence most participants’ arousal ratings, as being a significant
variable in modelling 30 out of 31 (97%) participants’ arousal ratings, followed by key
for 25 (80%) participants, loudness change for 24 (77%) participants, smoothness for 23
(74%) participants. Pitch variability (pitch_var), which is related to participants’ explanation
involving "music melody progression", only significantly influences 6 (19%) participants’
arousal ratings.

For valence ratings, tempo was found to be a significant variable for 28 (90%) par-
ticipants. It is followed by smoothness, significant for 26 (84%) participants, maximum
pitch (pitch_max), significant for 25 (81%) participants, number of instruments and tempo
change, both significant for 23 (74%) participants. Loudness change and pitch variability
contributed the least among all participants, and were significant only for 5 (16%) and 4
(13%) participants, respectively.

Discussion The results prove the effectiveness of semantic feature correlates in modelling
some aspects of individual participant’s time-varying emotion ratings for a complex music
piece, especially for the tempo and smoothness. However, the pitch variability feature was
not found to be a significant variable for most participants, although the "melody progression"
was mentioned as a factor for perceived emotion change in 74 explanation comments (see
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Figure 6.3 The total number of regression models correspond to the total number of participants
for both the live and lab conditions (31). Therefore a given feature can be found to be significant a
maximum of 31 times.

Section 5.2.1). This raises the need to propose a more effective way to quantify the "melody
progression" to build features related to perceived emotions.

The results further confirm that participants may react to, or pay attention to, different
music features for their perceived emotion change. For example, the number of instruments is
a significant variable for half of the participants’ arousal ratings (18 participants, 58%), while
the key (C major to B minor) was significant for 19 participants’ ( 61%) valence ratings.

Besides, in comparison with the models of averaged emotion ratings across participants,
Figure 6.2 depicts the model performance (R2) derived from Table 6.1 for average VA
ratings across participants in different conditions, located in the figure by black squares.
The model performances of averaged VA ratings are in general higher than those of most
models of individual ratings, indicating that individual ratings are on overall more difficult to
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be modelled. The modelling of individual emotion ratings may benefit from features more
specific to each individual rather than a set of features which was identified for the overall
group. Factors which are specific to individuals may help explain the differences among
participants.

6.2.4 Regressions For Agreement Levels

Regression analysis was applied to the time-based agreement levels using semantic feature
correlates as explanatory variables. Two measures of Intra-class correlation (ICC), two-way,
absolute agreement measure, ICC(2, k) and two-way, consistency measure, ICC(3, k), were
used to assess the agreement levels (see Section 4.3.1 for the details of ICCs). Table 6.2
presents the regression model performance in terms of R2 on time-based agreement levels.
The results are from models with the optimal time shift (OTS) between the semantic feature
correlates and the agreement levels (see Section 6.2.1 for the time shift procedure).

The modelling results were on overall rather poor, with the best performance obtained
for modeling the consistency of arousal in the Lab condition (45% of explained variance).
Loudness, tempo, number of instruments, maximum pitch, pitch range and brightness all
make significant contributions with a probability p < 0.001. The agreement in valence is
modeled less effectively in all the different conditions, with the explained variance ranging
from 13% to 19%. Although several semantic feature correlates were significant variables
when modelling the agreement, such as, the number of presented instruments, the relatively
low performance of the agreement models raises further questions about other variables that
might influence the agreement levels in emotion perception.

6.3 Individual Factors As Moderators Between Semantic
Feature Correlates And Perceived Emotions

In previous chapters, we observed that both semantic feature correlates and individual
factors (i.e, personality traits) had significant effects on perceived emotions (see Section
4.4, Section 6.2). In this section, we provide a more detailed analysis of the independent
and interaction effects of both sets of variables. We employed the moderation multiple
regression analysis (MMR)(Aiken, West, and Reno, 1991) to examine whether the strength
of the association between the semantic feature correlates and the emotion rating (arousal
or valence) depends on listeners’ individual factors (moderators). MMR can examine the
interactions between explanatory variables by entering two explanatory variables and the
product of those variables as interaction into a linear regression model. MMR has been used



6.3 Individual Factors as Moderators Between Semantic Feature Correlates and Perceived
Emotions | 149

Table 6.2 Modelling of two measures of time-based ICC, two-way, absolute agreement measure,
ICC(2, k) and two-way, consistency measure, ICC(3, k),for arousal and valence from the semantic
feature correlates with the optimal time shift (OTS). R2 and Adjusted R2 of each model and the
corresponding beta coefficient β of each feature are reported. The probability of a significant
contribution from each feature is also marked, ∗p < 0.05;∗∗ p < 0.01,∗∗∗p < 0.001

Lab Live

Arousal Valence Arousal Valence

ICC(3,k) ICC(2,k) ICC(3,k) ICC(2,k) ICC(3,k) ICC(2,k) ICC(3,k) ICC(2,k)

R2 0.45 0.42 0.19 0.14 0.36 0.34 0.13 0.19
Adjusted R2 0.44 0.41 0.18 0.12 0.35 0.33 0.12 0.18

Feature

loudness 0.139*** 0.323*** -0.234** -0.103 0.443*** 0.303*** 0.329 0.058
∆ loudness 0.045 0.141 0.053 0.09 0.27 0.236* 0.779* 0.106
tempo -0.232*** -0.402*** -0.005 -0.081 -1.272*** -0.839*** -0.588** -0.428***
∆ tempo 0.098* 0.178** -0.041 0.01 0.446*** 0.294*** 0.206 0.194*
no_ins 0.413*** 0.492*** -0.403*** -0.308*** 0.785*** 0.204*** -0.636*** -0.153**
pitch_max -0.608*** -0.995*** 0.107 -0.122 -1.486*** -0.717*** -1.631*** -0.313**
pitch_delta 0.172* 0.387** 0.202 0.228 0.475 0.318 1.43* 0.17
pitch_range 0.174*** 0.295*** -0.256** -0.091 0.228 0.043 0.178 0.092
key -0.013 -0.024 0.098* 0.073* -0.051 0.097** 0.464*** 0.146***
brightness 0.123** 0.052 -0.099 -0.062 0.261* 0.018 -0.495* -0.019
smoothness -0.017 -0.053 0.562*** 0.349*** 0.044 0.019 0.984*** 0.049

Time Shift 0 0 5 5 0 0 4 15
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in a previous study examining the moderating effects of listeners’ personality traits on the
relationship between listeners’ mood states and their perceived music emotions (Vuoskoski
and Eerola, 2011).

In Section 4.4, we provided a comprehensive overview of the 16 distinct factors that were
gathered from participants in the Lab condition. These factors encompassed various aspects
such as musical sophistication, music preference, personality traits, and demographic factors
linked to cultural background and gender. For a detailed analysis of the individual differences
factors obtained, including summary statistics for all participants as well as breakdowns
based on cultural groups, please consult Table 4.6. These 16 individual factors are used
independently as moderators in the following moderation analyses. Each semantic feature
correlate averaged across segment for all 16 segments are used as independent variables.
The corresponding emotion ratings (arousal or valence) from each individual participant
(21 participants in total) averaged across the given segment are used as dependent variables
in the moderation analysis. The use of segment-level music features and emotion ratings,
rather than second-level ones, tries to eliminate the bias that different participants might have
due to different reaction time lags between emotion responses and the music features, as
demonstrated in the previous discussion.

Results show that three of all tested moderated regression models are statistically sig-
nificant, given the significance of the F-statistic of the model and the interaction variable
(p < 0.05), with the model performance R2 ranging from 0.30 to 0.44 (see Table 6.3).

The cultural background and loudness and pitch range have a significant interaction
effect for explaining the inter-subject variance in the participants’ arousal ratings, so as the
personal traits agreeableness and the pitch range. The remaining 13 individual factors did
not demonstrate any significant moderating effect between any semantic feature correlates
and either arousal or valence ratings.

To evaluate the effect of such interaction effects, we employed simple slope method
(Aiken, West, and Reno, 1991) for each of these three models. Simple slope is an analysis of
interaction effects for several conditional values of a moderating variable (Preacher, Curran,
and Bauer, 2006). For each of the three models, the effects of moderators on the relationships
between semantic feature correlates and arousal ratings are visualized in Figure 6.4a, 6.4b
and 6.5, respectively.

As shown in Figure 6.4a, it is suggested that participants from the Chinese subgroup
could perceive a greater level of arousal as a function of loudness compared to their Western
counterparts. Notably, these participants were broadly categorized into two subgroups based
on the countries where they spent their formative childhood and adolescent years. Similar
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Table 6.3 Moderated multiple regression summary (IV = independent variable, M = moderator
variable, I = interaction of IV and M, DV = dependent variable), R2 and Adjusted R2 of each model
and the corresponding beta coefficient β of each explanatory variable are reported. The significance
level of F as well as the significance of the explanatory variables are denoted, *p < .05, **p < .01, ***
p < .001

Model
IV: Loudness IV: Pitch range IV: Pitch range
M: Cultural Background M: Cultural Background M: Agreeableness
DV: Arousal DV: Arousal DV: Arousal

R2 0.435 0.312 0.304
Adjust R2 0.43 0.306 0.297
F Statistic 85.318*** (df = 3; 332) 50.150*** (df = 3; 332) 48.252*** (df = 3; 332)

β

IV 1.084*** 1.484*** 0.456
M 0.183*** 0.157*** -0.065***
I (IV: M) 0.269** 0.450** 0.204**

trends are found for pitch range, as shown in Figure 6.4b. The arousal ratings as a function
of pitch range for the Western group seem to be higher than that for the Chinese group.

For the model using Agreeableness as a moderator, we tested the simple slope of arousal
ratings on pitch range at three sample-estimated values of the Agreeableness (25%, 50%,
75% of the Agreeableness score). Figure 6.5 shows that arousal as a function of pitch range
moderated by the Agreeableness score. This indicates the arousal ratings from people scoring
high in agreeableness tends to be lower than for those who score low in agreeableness given
the same level of pitch range.

Although only three of tested models are significant, and the best performance of the
three models is not very high (R2 = 0.44), these results show that the relationship between
semantic feature correlates and the emotion ratings is, at least to some extent, influenced
by cultural background and some personality traits. Future research could investigate other
individual factors than the ones tested here, or compare different ways to characterise the
tested factors, to further the understanding of moderation effects on emotion perception.
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(a) Semantic feature correlate: loudness
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Figure 6.4 Simple slope plots for arousal based on loudness (a) and pitch range (b) with the cultural
background (Western people group, Chinese people group) as moderator variable. The associations
between semantic feature correlates and arousal ratings vary depending on the culture background.
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Figure 6.5 Simple slope plots of arousal based on pitch range with the agreeableness personality trait
as moderator variable (25%, 50%, 75% of the Agreeableness score). The associations between pitch
range and arousal ratings varies depending on the level of Agreeableness
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6.4 Conclusions

In summary, this chapter focused on the roles of 11 selected semantic feature correlates in
modeling perceived emotions, including an exploration of the moderating effects of individual
factors on these semantic feature correlates.

The models demonstrated fair to good performance for emotion ratings, particularly
when considering reaction time lags of around 4 to 6 seconds for both group-averaged
and individual ratings. Generally, we found that arousal ratings, whether averaged across
participants or at the individual level, could be modeled more effectively than valence
ratings. Moreover, individual ratings appeared more challenging to model compared to group-
averaged ratings. The efficacy of the 11 selected semantic feature correlates in modeling both
averaged and individual ratings was confirmed for at least one emotion dimension (arousal or
valence).

Furthermore, the moderation analysis of individual factors revealed different correlations
between loudness and arousal ratings, and between pitch range and arousal ratings, dependent
on cultural background and individual agreeableness traits. However, we acknowledge
that the moderation regression analysis may be underpowered due to the small number of
participants in terms of individual difference measures. Additionally, we solely examined
the effect of individual difference factors as a single moderator against the influence of
a single music feature on emotions. This approach was a trade-off designed to maintain
clarity and concision in our analysis, as introducing moderators into complex models with
numerous music feature predictors can complicate interpretation and explanation. Future
research would benefit from considering the incorporation of multiple music features and
moderators in complex models or the inclusion of agreement levels to guide the selection of
moderators and music features. While this would necessitate a larger sample size for robustly
exploring more intricate models, it would also foster a more comprehensive understanding
of the interplay between various individual difference factors and music features in shaping
emotional responses.



Chapter 7

Understanding Individual Differences in
Music Emotion Perception

Attaining a comprehensive understanding of the perception of musical emotion necessitates
a deeper exploration of the individual factors that influence it. In our previous laboratory
study (see Chapter 4), we discovered that individual factors, such as music background and
personality, seem to have an impact on music emotion perception. However, the sample size
of participants and the diversity of music examined in that study were limited. Typically,
music emotion research is conducted with participants who share similar characteristics,
or relies on retrospective summative judgments regarding the perceived emotions of music.
By contrast it is rare to find studies of emotion where groups of more than 10 participants
provide time-based emotion annotations for music as they unfold over time. In this chapter,
we present an online study with a large sample of participants and a diverse range of carefully
selected excerpts of piano performance. A total of 128 participants, representing various first
languages, genders, and levels of experience in playing musical instruments were involved.
They annotated 51 unique piano performances from the Western canon spanning multiple
musical eras, with a specific focus on perceived emotion throughout the duration of the
pieces. Additionally, participants were required to respond to questions pertaining to their
own musical sophistication, music preferences, personality traits, mood states, and levels of
empathy. We analysed these results using a linear mixed effects model. The results revealed
significant differences in valence and arousal ratings, as well as the frequency with which
participants rated emotion, in relation to personality characteristics, music sophistication and
mood states. Moreover, the participants’ ratings of arousal, valence, and emotional agreement
were associated with the historical eras of the selected musical composition performances.
This study provides valuable insights into individual differences in the perception of emotion
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contributing to fields such as Music Information Retrieval (MIR), with applications including
personalized emotion recognition and the emotion driven generation of music.

7.1 Online Condition: Emotion Annotations Using Online
Platform

7.1.1 Experimental Design Methodology

Previous studies in this thesis focused on a single musical piece and a limited group of partic-
ipants. This chapter broadens its scope by exploring a wider range of musical compositions
and including a larger number of participants. We aim to examine emotion perception of
emotion across a varied musical repertoire, ensuring representation across distinct musical
eras and to understand the individual differences which influence variability in time-varying
emotional response.

A core aspect of our methodology is the careful selection of musical stimuli. We selected
a diverse range of Western classical music composed during different periods, spanning from
the Baroque period (1600-1750) to the Post-Romantic period (after 1820). This expanded
selection of stimuli, encompassing multiple musical eras, enables us to investigate emotional
responses across various compositional styles and performance techniques. Stimuli are
sampled from the MAESTRO dataset (v2.0)1—a repository enriched with over a decade of
varied, high-quality piano performances synchronized with precise MIDI data, serving as a
valuable asset for music emotion modeling research. To ensure comprehensive emotional
representation, we considered musical tension—an important musical attribute linked to
emotional responses (Meyer, 1956b; Costa and Nese, 2020). Using computational tools, we
extracted musical tension over time to guide clip selection. Our stimuli sampling aims to
represent a spectrum of emotional cues, which is balanced across musical eras and tension
levels. To achieve such balance, tracks were categorized based on tension and stratified by
era. A rigorous sampling process ensured equitable clip distribution across categories.

To ensure robustness and generalizibility across diverse populations, participants were
recruited through a structured approach, ensuring balanced representation across gender,
language, and musical experience, and were sourced from diverse online platforms and
social media. This led to a balanced pool of 128 participants. To deepen comprehension
of music-emotion dynamics, we captured individual difference metrics—not only musical
sophistication, personality, and preferences as in previous studies, but also pre-experiment
mood states and empathy levels, which may affect music perception though further research

1https://magenta.tensorflow.org/datasets/maestro
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is required to understand their effects in time-varying music perception (Dibben et al., 2018;
Schedl, Gómez, Trent, et al., 2018; Juslin, Sakka, et al., 2022).

Central to this study is the study’s web platform, an evolution of the Mood Annotator
app from our previous work (see Section 4.1.2). The local Mood Annotator app informed
the design of the web platform described in Wei et al. (2022), which we further modified for
this study’s objectives. This platform was designed to support time-varying music emotion
annotation via a user-friendly interface, employing a Valence-Arousal model coupled with
descriptive guide emotion tags. The platform was refined based on our prior user feedback
and designed to enhance tag applicability and coverage given the music variety, thereby
allowing capture of real-time emotion shifts during music playback.

To our knowledge, this was the first study at the time of completion to involve the
same group of over 120 participants annotating a total of up to an hour of music in a time-
based manner. The collected data and analysis script can be accessed at https://zenodo.org/
record/8375588. The musical diversity, participant breadth, and individual metrics facilitated
detailed music emotion exploration.

7.1.2 Stimuli Corpus: Audio Recordings Of 51 Diverse Live Piano
Performances

A total of 51 one-minute audio clips were used for the online study, taken from the publicly
available MAESTRO (MIDI and Audio Edited for Synchronous Tracks and Organization)
dataset (v 2.0)2 (Hawthorne et al., 2019). MAESTRO dataset encompasses 1282 piano
performances, each accompanied by time-synchronized MIDI files. The source of this
material is a decade’s worth of the International Piano-e-Competition3.

The selection of this dataset was motivated by its exceptional audio quality and the
precision in the synchrony of the MIDI data, because the performances were MIDI-recorded
on a Yamaha Disklavier, a concert-quality acoustic grand piano with an integrated high-
precision MIDI capture system. All the audio files in this dataset are uncompressed and
are CD-quality or higher. The accompanying MIDI files provide detailed data such as key
strike velocity and pedal position, which are aligned to within approximately 3 milliseconds,
accurately representing the same musical event. The emotion annotations we have gathered
of this dataset could be used to explore future research on how individual musical components
influence listeners’ emotional reactions. This dataset is likely to be a valuable resource for
researchers in music perception focusing on emotion modeling, as well as those engaged

2https://magenta.tensorflow.org/datasets/maestro
3http://piano-e-competition.com

https://zenodo.org/record/8375588
https://zenodo.org/record/8375588
https://magenta.tensorflow.org/datasets/maestro
http://piano-e-competition.com
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in disciplines like emotion recognition and music generation within the music information
retrieval field.

Selection Of Music Clips Based On Tension And Musical Time Periods

The stimuli used in our study were selected using a well-defined process. Our first step was
to ensure that the stimuli were of appropriate duration to match the targeted length of the
study, which was approximately 90 minutes. Taking into account the time allocated for the
tutorial and questionnaire, we aimed for participants to spend about 60 to 70 minutes rating
emotions. To meet this goal, we aimed to include about 50 one-minute clips.

The second consideration was to ensure that the chosen stimuli presented a broad spectrum
of significant emotional cues. Once we had identified the target number of clips (roughly 50),
we employed two selection criteria to assemble a set of stimuli embodying a wide emotional
range: varied tension levels in music and a span across different historical periods in music.

Prior research suggests that tension is closely related to emotional responses (Meyer,
1956b; Costa and Nese, 2020). The fluctuating sense of tension and resolution is a defining
characteristic of Western tonal music. This musical tension appears to correlate with the
perception of specific emotions (such as sadness, fear, and happiness) as well as physiological
responses to music (Krumhansl, 1997; Tsai and Chen, 2015). Resting points in tension
judgments align with increases in feelings of well-being (positive valence) (Schubert and
Dunsmuir, 2004). Additionally, tension and relaxation in music relate closely to feelings
of excitement and calmness (Schubert, 2001), and tension responses also correlate with
affective arousal (Krumhansl, 1997). Significantly, existing computational tools can extract
the moment-to-moment tension in music to aid our clip selection (Farbood, 2012; Herremans
and Chew, 2016; Guo, Herremans, and Magnusson, 2019).

In addition to tension, we also considered the historical periods of music, which can
represent distinct compositional styles and “era effects”. Thus, we categorized all the
pieces in the MAESTRO dataset into different historical periods based on the lifespan of
the composers. These periods included the Baroque (1600-1750), Classical (1750-1820),
Classical to Romantic (1750-1900), Romantic (1820-1900), and Romantic to Post-Romantic
(post-1820) eras. The grouping of Classical to Romantic and Romantic to Post-Romantic
periods acknowledges the blend of stylistic traits between adjacent eras. During these
transitions, composers drew inspiration from both preceding and emerging styles, to allow
for a nuanced representation of musical evolution.
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Music Clip Selection Process

The music clip selection process, done in collaboration with Pedro Sarmento (AI & Music
PhD student, Centre for Digital Music, Queen Mary University of London, at the time of
analysis), was a multi-step, systematic endeavor. The core sampling strategy emphasized
achieving a balanced representation across various tension levels and musical eras, ensuring
comprehensive coverage of tension profiles and historical time periods. Details are outlined
below, but at a high level, the procedure began by computationally extracting musical
tension from MIDI data. This was followed by a rigorous categorization, where tracks
were systematically classified based on their tension statistics into specific tension categories.
Sample selection was then carried out with meticulous attention, focusing on even distribution
across these tension categories and musical time periods.

1. Tension Extraction from MIDI Data and MIDI Pre-processing.

Musical tension arises from several elements, including harmony, loudness, rhythmic
progression, and timbre (Nielsen, 1987; Farbood, 2012; Herremans and Chew, 2016;
Farbood and Price, 2017). In this study, we selected clips that spanned a diverse
range of tonal tension. The tonal tension model we adopted (Herremans and Chew,
2016) is rooted in the principles of the Spiral Array theory (Chew, 2014). This is a
geometric model for tonality that visually represents musical tones, chords, or keys in a
three-dimensional space, forming ‘clouds’ or clusters, facilitating intuitive exploration
and analysis of tonal relationships, tension, and resolution. By segmenting a musical
piece into equal-length windows using a sliding-window approach, all notes within
a given window can be depicted as a ‘cloud’ in the spiral array. We utilized one
aspect of the tonal tension model, ‘cloud diameter’, to measure tension over time.
The ‘cloud diameter’ gauges the harmony or dissonance of a ‘cloud’ by measuring
the distance between pitch combinations in the tonality model. Specifically, ‘cloud’
are collections of notes taken from a specific window of a composition, with their
‘diameter’ indicating the furthest distance between any two notes in that collection
within the tonal space. Figure 7.1 illustrates the cloud diameter of a C diminished triad
in the spiral array.

We used a tension extraction tool based on this tension model, Midi-Miner (Guo,
Herremans, and Magnusson, 2019), to extract cloud diameter at the bar level. We first
computed the bar-level cloud diameter for each of the first 60 seconds of the 1282
tracks in the MAESTRO dataset. However, due to the absence of meter information
in the original MIDI files, Midi-Miner defaulted to analyzing these files at 120 bpm.
This discrepancy led to a synchronization problem, with incorrect tension calculations.
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Figure 7.1 The spiral array with a C diminished triad, from Herremans and Chew (2016)

We addressed this issue by preprocessing the raw MIDI files with MuseScore’s batch
conversion plugin, which automatically estimates and adds tempo and bar properties.
Despite not being comparable to hand-edited meter information, this improved the
feature extraction process.

2. Tension-based Categorization of MAESTRO Tracks. To quantify the variation in the
"cloud diameter" of tension over time, we computed three statistical measures for each
1-minute track: the range (minimum-maximum), the mean, and the standard deviation
of the tension diameter. Each of these measures was used to classify tracks into three
equal-sized groups, denoted as follows: minimum-maximum range (A1, A2, A3, from
low to high), mean (B1, B2, B3, from low to high), and standard deviation (C1, C2, C3,
from low to high). Figure 7.2 illustrates the distribution of MAESTRO tracks within
each of these tension groups, where tracks are colour-coded to denote low, medium,
and high levels of tension.

The three measurements across the three levels resulted in a total of 27 tension cat-
egories (T1-T27). However, no tracks were found in the category representing low
tension range, medium tension mean, and high tension standard deviation (A1, B2,
C3); hence, this combination was excluded from further categorization. Only one track
was allocated to the T26 tension category, which encompasses a low tension min-max
range, high tension mean, and high tension standard deviation (A1, B3, C3).

Figure 7.3 provides a visual representation of the number of MAESTRO tracks assigned
to each tension combination within the 26 established tension categories. Our objective
was to choose tracks that were uniformly spread across these categories. Therefore,
we planned to gather two samples from each of the 25 categories, supplemented by
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one sample from category T26 (A1, B3, C3)—which only contains a single track—to
yield a total of 51 samples.

3. Selection of Clips Spanning Various Time Periods. Our objective was to achieve broad
coverage across tension categories and different musical eras. As a best-case scenario,
we would select tracks that cover all 26 tension categories equally, also including
tracks from every time period equally. Following is the sampling procedure we used to
achieve this:

a. We set up two lists to track the distribution of selected samples across musical
eras and tension categories. The first list contained a counter for each of the 5
musical eras, initialized to 0. The second list contained a counter for each of the
27 tension categories - counters were initialized to 2 for categories T1-T25, and 1
for category T26, since it only contained 1 track.

b. Tracks were randomly sampled one-by-one from the pool of 1282 tracks, using
the pandas.DataFrame.sample4 function in Python. Before adding a track to the
selected samples, we cross-checked it against distribution counter lists. A track
was included only if its corresponding tension category counter was above 0,
indicating a need for more samples in that category. When a track was added,
the corresponding counters for its era and tension category were accordingly
adjusted. Additionally, we eliminated any tracks from the pool that shared the
same title, thereby avoiding duplicates in the sample. This process continued
until we successfully gathered 51 unique samples.

c. Using the 51 samples gathered, we were able to evaluate the evenness of the
sample distribution across five eras, by computing the average Euclidean distance
between the number of samples from each era pair. For example, if the distribution
of samples across the five eras is [11, 9, 9, 13, 9], then there are 11 samples
from the first era, 9 from the second era, and so on. We first determined the
Euclidean distance between the number of samples for each possible pair of eras.
For instance, the distance between the first era (11 samples) and the second era
(9 samples) is 2. We repeated this calculation for all 10 unique era pairs. Finally,
we obtained the average of these 10 Euclidean distance values. A lower average
distance indicates a more even distribution of samples across the musical eras,
while a higher average distance implies an uneven distribution skewed toward
certain eras.

4https://pandas.pydata.org/docs/reference/api/pandas.DataFrame.sample.html

https://pandas.pydata.org/docs/reference/api/pandas.DataFrame.sample.html
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Figure 7.2 Distribution of MAESTRO tracks according to tension measurement groups, represented
by the minimum-maximum range (top), the mean (middle), and the standard deviation (bottom) of the
tension diameter for each 1-minute track. Each measurement is further categorized into three levels:
low, medium, and high.
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Figure 7.3 Distribution of MAESTRO tracks across each tension combination category, ranging from
T1 to T26.

d. Steps b and c were repeated 10,000 times with the goal of identifying the set of
samples that yielded the smallest average pairwise differences between musical
eras. Specifically, in each iteration: b) A new random subset of 51 samples was
selected from the pool; c) The average pairwise Euclidean distance between eras
was calculated for this subset. After 10,000 iterations, the set of 51 samples with
the lowest average pairwise distance between eras and emerged earliest in the
iterative process was chosen. This set represented the most even distribution of
samples across musical eras given the constraints that were set out.

4. Audio Sample Editing and Loudness Adjustment of All Samples. To maintain complete
musical phrases, we manually edited the audio clips from the 51 selected samples,
keeping only the first 60 seconds of each track approximately (M = 61.8 seconds,
SD = 2.26 seconds). After reviewing the audio clips, we noticed that in 6 of them,
there was an uneven distribution of sound between the left and right channels, a
phenomenon known as stereo imaging imbalance. To rectify this issue, we recentered
the original tracks by applying a +20 adjustment to the right channel, using Logic
Pro’s5 goniometer and auditory assessment. Furthermore, we observed that some

5https://www.apple.com/logic-pro/

https://www.apple.com/logic-pro/
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recordings were noticeably louder than others, which could potentially affect their
emotional impact. We, therefore, standardized the loudness of all samples to -23
LUFS using SWS extension’s loudness normalization feature in the Reaper digital
audio workstation (DAW)6. This process can be seen as either amplifying or reducing
the volume of the sample while maintaining the relative loudness differences within
the sample. An overview of selected samples, including title, time period, composer,
tension categories, can be found in Table 7.17.

7.1.3 Annotation Setup

For this study, we developed a web-based platform8 that facilitates time-varying music
emotion annotation and survey completion, accessible through any standard web browser.
Our platform is developed building on a web-based platform for emotion annotations created
by Thomas Kronland-Martinet (a Master’s student at Queen Mary University of London at
the time) and Dr. Mathieu Barthet (Wei et al., 2022). This, in turn, evolved from our Mood
Annotator local app previously utilized in a lab setting (see Section 4.1.2).

As depicted in Figure 7.4, it features an interface for collecting time-varying emotion
ratings, alongside an audio player that displays music excerpts. The interface utilizes a
Valence-Arousal (VA) model and provides a set of guide emotion tags, following the positive
use of these tags in prior studies (see Section 3.4). Based on user feedback, we refined the tag
display, opting for a sequence of related tags over a single one, and expanded the vocabulary
of tags. Given the larger variety of music pieces assessed in the online study, these changes
aimed to enhance the tags’ applicability and coverage.

Our tag selection procedure mirrored the approach taken with Mood Annotator, as in
prior work (Yang and Liu, 2013) that identified commonly used music tags on the music
service website AllMusic (AMG), based on data from the Affective Norms for English Words
(ANEW) dataset (Bradley and Lang, 1999). The AMG tag entries, inclusive of normative VA
ratings from the ANEW database on a scale of 1 to 9, along with their standard deviation,
allowed us to map tags within the VA space. The subsequent sections detail the improvements
made to the tag selection and display.

Using the AMG dataset, we selected 25 tags judged suitable for classical music and that
had an ANEW standard deviation of less than 2.5 for arousal and valence ratings. These
limits helped to ensure semantic consistency across individuals in terms of tag valence and

6https://www.sws-extension.org/
7For audio previews of each clip, please refer to this online document: https://siminyang6.files.

wordpress.com/2022/11/51sampleweb_tension_new.pdf.
8A demo of the study interface can be found at https://mood-rating-demo.glitch.me

https://www.sws-extension.org/
https://siminyang6.files.wordpress.com/2022/11/51sampleweb_tension_new.pdf
https://siminyang6.files.wordpress.com/2022/11/51sampleweb_tension_new.pdf
https://mood-rating-demo.glitch.me
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Table 7.1 Summary of 51 classical piano pieces used in the online study grouped by time period,
including composer, title, duration, tension category, and performance year
Clip
No Time Period Canonical Composer Canonical Title Duration

(seconds)
Tension

Category
Performance

Year

1

Baroque
(1600-1750)

N=11

Johann Sebastian Bach Prelude and Fugue in B Major, WTC II, BWV 892 61 T11 (A2, B1, C3) 2017
2 Johann Sebastian Bach Prelude and Fugue in A-flat Major, WTC I, BWV 862 62 T6 (A1, B1, C1) 2013
3 Johann Sebastian Bach Prelude and Fugue in A Minor, WTC II, BWV 889 65 T1 (A1, B3, C1) 2017
4 Johann Sebastian Bach Prelude and Fugue in A Minor, WTC I, BWV 865 59 T14 (A3, B2, C2) 2011
5 Johann Sebastian Bach Italian Concerto, BWV 971 (Complete) 61 T7 (A2, B2, C1) 2015
6 Johann Sebastian Bach Overture in the French Style in B Minor, BWV 831 62 T2 (A3, B3, C2) 2013
7 Domenico Scarlatti Sonata in F Minor, K. 466 62 T16 (A1, B3, C2) 2017
8 Johann Sebastian Bach Prelude and Fugue in F Major, WTC II 61 T15 (A2, B3, C2) 2008
9 Johann Sebastian Bach French Suite No. 5 in G Major 60 T8 (A2, B3, C1) 2004

10 Johann Sebastian Bach Prelude and Fugue in E-flat Minor, WTC I, BWV 853 63 T20 (A2, B3, C3) 2017
11 Johann Sebastian Bach Prelude and Fugue in D Major, WTC I, BWV 850 59 T22 (A3, B1, C1) 2017

12

Classical
(1750-1820)

N=9

Joseph Haydn Sonata in C Major, Hob. XVI:48 (Complete) 63 T4 (A3, B3, C3) 2014
13 Joseph Haydn Sonata in E-flat Major, Hob. XVI: 52, I. Allegro 62 T14 (A3, B2, C2) 2015
14 Wolfgang Amadeus Mozart Sonata in F Major, K 332 (Complete) 62 T6 (A1, B1, C1) 2015
15 Joseph Haydn Sonata in E Major, Hob. XVI:31, First Movement 61 T17 (A2, B1, C2) 2008
16 Joseph Haydn Sonata in D Major, Hob. XVI:24 62 T18 (A1, B1, C2) 2004
17 Joseph Haydn Sonata in C Minor, Hob. XVI:20, 1st mov. 62 T5 (A3, B2, C3) 2013
18 Wolfgang Amadeus Mozart Sonata in D Major, K 576, First Movement 60 T21 (A1, B2, C2) 2008
19 Wolfgang Amadeus Mozart Sonata in C Major, K 330, I. Allegro moderato 61 T24 (A3, B1, C2) 2015
20 Joseph Haydn Sonata in C Major, Hob. XVI:50 62 T19 (A2, B2, C3) 2004

21

Classical
to

Romantic
(1750-1900)

N=9

Franz Schubert Impromptu Op. 90 No. 3 in G-flat Major 60 T13 (A2, B2, C2) 2015
22 Ludwig van Beethoven Sonata No. 4 in E-flat Major, Op. 7, I. Allegro molto e con brio 61 T13 (A2, B2, C2) 2017
23 Ludwig van Beethoven Sonata No. 18 in E-flat Major, Op. 31 No. 3, First Movement 59 T18 (A1, B1, C2) 2008
24 Franz Schubert Sonata in B-flat Major D. 960 61 T4 (A3, B3, C3) 2009
25 Franz Schubert Sonata in D Major, D. 850 (Complete) 60 T9 (A1, B2, C1) 2014
26 Ludwig van Beethoven Bagtellen, Op.126 65 T2 (A3, B3, C2) 2009
27 Franz Schubert Impromptu Op. 142 No. 3 in B-flat Major 61 T12 (A2, B1, C1) 2015
28 Franz Schubert Impromptu Op. 142 No. 1 in F Minor, D. 935 61 T9 (A1, B2, C1) 2017
29 Ludwig van Beethoven Thirty-Two Variaions in C Minor, WoO80 60 T24 (A3, B1, C2) 2011

30

Romantic
(1820-1900)

N=13

Frédéric Chopin Etude Op. 10 No. 8 in F Major 56 T8 (A2, B3, C1) 2011
31 Frédéric Chopin Etude Op. 25 No. 1 62 T7 (A2, B2, C1) 2015
32 Franz Liszt Hungarian Rhapsody No. 13, S. 244/13 68 T10 (A3, B1, C3) 2011

33
Johann Sebastian Bach /
Franz Liszt Var. on BACH 63 T23 (A1, B1, C3) 2006

34 Frédéric Chopin Scherzo No. 4 in E Major, Op. 54 65 T5 (A3, B2, C3) 2017
35 Frédéric Chopin Sonata No. 3 in B Minor, Op. 58 62 T11 (A2, B1, C3) 2004
36 Frédéric Chopin Etude Op. 25 No. 11 in A Minor 61 T19 (A2, B2, C3) 2017
37 Franz Liszt Sonata In B Minor, S. 178 62 T23 (A1, B1, C3) 2018
38 Frédéric Chopin Berceuse in D-Flat Major, Op. 57 61 T25 (A3, B2, C1) 2014
39 Frédéric Chopin Andante Spianato and Grande Polonaise Brillante, Op. 22 64 T20 (A2, B3, C3) 2009
40 Frédéric Chopin Etude Op. 10 No. 1 in C Major 65 T22 (A3, B1, C1) 2017
41 Frédéric Chopin Etude Op. 25 No. 6 61 T3 (A3, B3, C1) 2013
42 Johannes Brahms Six Pieces for Piano, Op. 118 62 T26 (A1, B3, C3) 2013

43

Romantic
to

Post-Romantic
(after 1820)

N=9

Sergei Rachmaninoff Moments Musicaux 64 T15 (A2, B3, C2) 2006
44 Sergei Rachmaninoff Sonata Op. 36 62 T16 (A1, B3, C2) 2006

45
Johann Sebastian Bach /
Ferruccio Busoni Toccata in DMin. 61 T10 (A3, B1, C3) 2006

46 Sergei Rachmaninoff Prelude in D Major, Op. 23, No. 4 62 T17 (A2, B1, C2) 2013
47 Claude Debussy Prelude No. 24 Fireworks 63 T17 (A2, B1, C2) 2008

48
Johann Sebastian Bach /
Myra Hess Jesu, Joy of Man’s Desiring, BWV 147 69 T25 (A3, B2, C1) 2014

49 Alban Berg Sonata Op. 1 65 T3 (A3, B3, C1) 2017
50 Alexander Scriabin 5 Preludes, Op.15 59 T1 (A1, B3, C1) 2009
51 Nikolai Medtner Fairy Tale in D Minor, Op. 54 59 T21 (A1, B2, C2) 2009
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Understanding Individual Differences in Music Emotion Perception
Sample #1 (of 51)
Please play the music excerpt below and report your perceived emotions over time by clicking on the mood space

You must listen to the music clips entirely and provide emotions ratings throughout their duration.
At any point, you can pause or replay the excerpt - this will not remove your previous entries, but we will make sure to use your most recent entries.
Whenever you perceive an emotion change, you should make a new rating as soon as you perceive the change. If you no longer perceive an emotion, you
should click in the center of the space which corresponds to the neutral position.
We expect between 5 (minimum) to 30 or more ratings over time per music excerpt. Participants providing less than 5 ratings per music excerpt may not
be paid.
The emotions tags are only a guide and are not exhaustive. It is fine to have different emotion associations than that expressed by the tags.

Before starting, scroll down so that you see the player and the whole mood space on your screen. 

After playing the excerpt, please specify to what extent you agree to the following
statements.

I am familiar with this media excerpt.

Strongly disagree

 

Disagree

 

Neutral

 

Agree

 

Strongly agree

I enjoyed this media excerpt.

Strongly disagree

 

Disagree

 

Neutral

 

Agree

 

Strongly agree

Click here to move onto the next part

00:00 / 01:05
 

enthusiastic, romantic, desire, surprise (Guide Only)

Figure 7.4 Interface of the online study platform for music clip emotion rating, featuring the VA
interface, guide tags under the interface, and an audio progress bar at the top.

arousal perception. We also replaced the tags "anxious", "fun", and "relaxed" from the
AMG dataset with "anxiety", "funny", and "relax" respectively, due to their lower standard
deviations in ANEW.

Nonetheless, the distribution of the chosen tags within the VA space was uneven following
this process. Certain regions, particularly those characterized by low valence (M<5), were
sparsely populated with tags, while the area with low arousal (M<3.5) and low valence
(M<4) was devoid of tags. After striving to achieve a well-distributed tag coverage within
the VA space, we selected 70 additional tags, resulting in the following standard deviation
(SD) ranges: valence (SD<2.84) and arousal (SD<2.63) ratings. We also added the "neutral"
tag to the center of the VA space. The resulting set of 95 tags, drawn from both AMG and
ANEW, is listed in Appendix A.5, alongside the standard deviations for arousal and valence
ratings for each tag rated in the ANEW database.

As illustrated in Figure 7.5, each tag’s location in the VA space corresponds to the mean
VA values from ANEW. Each mouse click within the VA space defines an area, and only
up to five tags located within this defined area will be displayed, based on their proximity
to the circle center. The size of the area is determined by a circle with a diameter equal to
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one-eighth of the VA interface’s total width, centered on the click event. If no tags fall within
the clicked area, no guide tags will be shown.

For each emotion rating obtained by a mouse click in the VA space, the corresponding
valence and arousal values, the specific time position within the audio clips for which the
rating was provided, and the Universal Coordinated Time (UTC) timestamp indicating the
exact moment when the rating was occurred will all be collected.

Figure 7.5 Emotion guide tags placement on the Valence-Arousal interface

7.1.4 Procedure

Our study entitled ‘Assessing and Understanding Individual Differences in Music Emo-
tion Perception’ received approval from the Queen Mary Ethics of Research Committee
(QMERC20.190). This study was conducted with consenting participants who accessed the
online platform through a laptop or desktop computer web browser. The study platform was
designed to deliver auditory stimuli, which participants were requested to listen to in a quiet
environment using headphones or earbuds. The study was divided into three sections: 1.
A preliminary questionnaire determining participants’ mood states, 2. An emotion rating
task comprising 51 one-minute audio clips, along with initial rating training, and 3. A
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final questionnaire gathering demographic data, musical sophistication, musical preferences,
personality characteristics, and study feedback.

Before commencing the rating task, participants rated their usual emotional states, re-
sponding to ten affective words, from "Never" to "Always" on the International Positive and
Negative Affect Schedule Short-form (I-PANAS-SF) (Thompson, 2007).

A tutorial was then provided to familiarize participants with the rating interface. The
tutorial featured an overview of the VA (Valence and Arousal) space and the annotation
interface, including a mapping of tag placements within the VA space. Four audio clips,
each representing a different emotion quadrant of the VA, were shown to illustrate widely
different emotional expression. Participants were instructed to update their ratings through
the VA interface as soon as they perceived changes in emotion while listening to music.
When a participant does not perceive any emotions, the participant should click in the neutral
position in the middle of the VA space. The participants were provided with an opportunity
to familiarize themselves with the rating interface during a rating trial. Once confident with
the annotation procedure, they began the Emotion Rating Task.

In the Emotion Rating Task, each participant was asked to listen to 51 music clips in full
and continuously rate their perceived emotions. Participants were informed of a suggested
rating frequency per one-minute clip, which involved rating each clip at least three times
and up to thirty times. Participants had the option to pause, replay, and re-rate their emotion
responses for each excerpt at any point. This allowed participants to reconsider their ratings,
account for distractions, ensure correct interface usage, and address other potential factors
that may have affected their ratings, thereby reducing potential sources of noise in the data.
The most recent ratings replaced previous entries and were used in subsequent analyses
detailed in Section 7.2.2. After rating their emotions, participants gauged how much they
agreed to statements on their familiarity and liking of the clip on a 5-point Likert scale from
"Strongly disagree" to "Strongly agree". To mitigate order effects, the 51 clips were randomly
presented across participants.

Following the Emotion Rating task, participants completed an online questionnaire
assessing their music sophistication, personality traits, music preferences, empathy, and
providing feedback on our study platform. Specific instruments used included:

• The Goldsmiths Music Sophistication Index (Gold-MSI; Müllensiefen, Gingras, Stew-
art, et al., 2013; Müllensiefen, Gingras, Musil, et al., 2014) which evaluates musical
experience-based sophistication. This study focused on four Gold-MSI sub-factors
due to its specific objectives and time limitations: Active Musical Engagement, Self-
reported Perceptual Abilities, Musical Training, and Sophisticated Emotional Engage-
ment with Music.
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• The Short Test of Music Preference (STOMP; Rentfrow and Gosling, 2003) scores
participants across four dimensions according to their preferences for various mu-
sic genres: Reflective & Complex; Intense & Rebellious; Upbeat & Conventional;
Energetic & Rhythmic.

• Ten Item Personality Instrument (TIPI; Gosling, Rentfrow, and Swann Jr, 2003)
provides a brief measure of the Big-Five personality dimensions: Agreeableness (A);
Conscientiousness (C); Emotional Stability (ES) or Neuroticism; Extraversion (E); and
Openness to Experience (O) (John, Srivastava, et al., 1999).

• The Toronto Empathy Questionnaire (TEQ; Spreng et al., 2009) is a one-dimensional
scale for self-reporting empathy levels.

• Emotion Rating Experience Feedback. On a 5-point rating scale, participants were
asked to rate 1, the overall ease of the rating interface; 2, the difficulty of the rating
task; 3, the usefulness of the guide tags; and 4, any distractions caused by the guide
tags. Two open-ended questions followed: “Did you encounter any issues during the
study?” and “Do you have any suggestions for improvement?”

Towards the study’s end, participants were invited to take an internet speed test, as
this may have impacted media excerpt quality. The test metrics used were “ping”, “jitter”,
“download speed", and “upload speed”.

The study duration varied significantly among participants, ranging from 64.1 to 150.7
minutes (M = 86.48, SD = 17.48). This estimation was determined by the duration of each
participant’s active session on the study platform. Participants were permitted to take short,
unlimited breaks, but if a break exceeded five minutes, it was truncated to five minutes and
included in the overall study duration.

Successful study completion granted each participant a compensation of £10.6 GBP. This
amount was based on the rate suggested by the Prolific platform which we used to distribute
the study (see Section 7.1.5).

7.1.5 Participants

The study was completed by 128 participants, with a balanced representation across gender
(67 females, 61 males), first language (65 native English speakers, 63 native Chinese speak-
ers), and musical experience (65 participants with more than 5 years of instrument playing
experience, 63 with none). Figure 7.6 illustrates the distribution of participants across each
subgroup. The participants’ ages ranged from 18 to 69 years (M=33.56, SD=11.26), and all
reported normal hearing.
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Figure 7.6 Distribution of participants across different subgroups based on first language, gender, and
musical instrument experience

To ensure a balanced representation of gender, first language, and musical experience,
participants were recruited from two sources. 105 participants were recruited through
Prolific9, an online subject recruitment platform providing pre-screening for participants.
Three pre-screening filters were employed: first language, gender, and musical instrument
experience. Two levels for each filter were set: native English and Chinese speakers for the
language filter, female or male for gender, and no instrument playing experience or more
than five years of instrument playing experience for the musical experience filter. The filters
divided participants into eight (2x2x2) subgroups for balanced distribution. The recruitment
process ran for two months on Prolific, yielding 105 suitable participants who completed the
study. These participants demonstrated high credibility, having passed prior Prolific studies
with an average pass rate of at least 96% (M=99.50%, SD=0.86%). However, after two
months of recruitment on Prolific, certain subgroups (particularly native Chinese speakers
with more than five years of instrument playing experience) were underrepresented, likely
due to the smaller number of native Chinese speakers registered on Prolific.

We initiated a secondary recruitment process to enlist an additional 23 participants
(comprising 22 Chinese speakers and 1 English speaker) who met the eligibility requirements.
These participants were recruited through Chinese social media platforms, such as WeChat
members associated with the Chinese MIR interest group. Given that these participants are
pursuing or possess Masters/PhD degrees from English-speaking countries, language barrier
concerns for this entirely English study were minimal.

As per the Gold-MSI questionnaire, participants averaged a Music Training (MT) score
of 24.7 (SD = 12), which aligns with the average MT score of the general population (M

9https://www.prolific.co/

https://www.prolific.co/
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= 26.4, SD = 11.4) as found in the BBC LabUK How Musical Are You test conducted in
2011 (Müllensiefen, Gingras, Musil, et al., 2014). The MT scores were significantly higher
among individuals with more than 5 years of instrument playing experience (M=33.92,
SD=6.52) compared to those without any (M=15.10, SD=8.19), t(118)=-14.367, p<0.001,
Cohen’s d= 2.545.

Figure 7.7 offers a comparison of MT scores across subgroups with varying musical
instrument experiences. The results demonstrate that MT scores exhibited significant differ-
ences between subgroups based on their instrument-playing experience, whether individuals
had more than 5 years of instrument-playing experience or no prior instrument-playing
background. This distinction remained consistent even when considering the same gender
and language group.

Although there is no direct filter for musical sophistication on Prolific, these results show
that there is a significant difference in musical sophistication between participants who do
not play a musical instrument and those who have at least 5 years of musical instrument
experience. Hence, this filter is relevant when targeting groups with low and high musical
experience.
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Figure 7.7 Comparison of music training scores for participants with different musical instrument
experience levels, while belonging to the same gender and language group

The top five instruments musician participants considered their best (including voice)
were piano (N = 31), vocals (N = 19), guitar (N = 18), flute (N = 7), and violin (N = 6).
According to the Gold-MSI questionnaire results, the number of participants who reported
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practising an instrument daily for 1, 2, and 3 years, but did not report any current instrument
ability, was 5, 18, and 8, respectively. It is possible that these participants had previous
experience with an instrument but, due a long period of time without playing, did not consider
anymore that they had instrumental abilities. The highest number of participants spent their
formative years in China (N = 46), the United Kingdom (N = 36), the United States (N = 19),
Canada (N = 10), and South Africa (N = 5).

7.2 Explanatory Statistics Of Collected Data

7.2.1 Overview Of Emotion Ratings In Online Condition

We collected a total of 133,477 emotion VA ratings from all 128 participants across all 51
clips, with an average of 20.5 emotion VA ratings per one-minute clip per participant (SD
29.3). The vast majority of participants (120 out of 128, 93.8%) rated all 51 clips. However,
five participants failed to rate one clip, while three participants failed to rate two, five and six
clips respectively. Notably, the unrated clips (18 in total) represented only 0.02% of the total
clips (51x128 = 6528) requested to be rated.

7.2.2 Data Pre-Processing

Since we allowed participants to replay the music and input new ratings if they wished, they
had the opportunity to submit updated valence-arousal (VA) ratings, effectively replacing
their previous ratings. By comparing the differences between audio time positions and UTC
timestamps for each VA rating, we were able to identify instances where users reassessed
their ratings.

Upon review, the majority of participants (83 out of 128, 64.8%) updated their initial VA
ratings at least once. This could be archieved either by re-rating the emotion at the same
audio position after a previous rating or by rewinding the music to a previous point and
submitting an updated rating.

While the total number of clips featuring revised ratings (714 clips) represented a rela-
tively small proportion (10.94%) of the total number of clips examined (51x128=6528 clips),
this proportion varied significantly between participants, ranging from only one clip (1.9%) to
as many as 51 clips (100%) per participant (M = 5.58, SD = 9.11). Among the revised ratings,
58 participants re-rated their ratings at identical audio positions, with the number of clips
containing duplicate time-stamped ratings ranging from 1 to 51 clips (M=5.48; SD=9.48)
across participants. In addition, 46 participants rewound sections of the audio to revise their
initial ratings, ranging from 1 to 40 clips per participant (M=3.67, SD=6.0). Therefore,
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pre-processing of the emotion ratings was necessary to identify participants’ intended ratings,
as detailed below.

Consider a participant submitting N emotion ratings for a particular audio clip. These
ratings are depicted as a sequence of N events, labeled X , in UTC chronological order:
X = {X1, . . . ,Xi, . . . ,XN} where 1 ≤ i ≤ N.

Each rating, denoted Xi, is a tuple, (vi,ai, pi, ti), consisting of four elements:
• vi: Valence rating.
• ai: Arousal rating.
• pi: Audio time position of the music clip at which the rating was made.
• ti: UTC timestamp at which the rating event occurred.
To analyze these ratings, select any rating event, Xk = (vk,ak, pk, tk) with 1 < k ≤ N, and

compare it to the preceding rating event, Xk−1 = (vk−1,ak−1, pk−1, tk−1) ensuring tk−1 < tk.
Note that participants can pause or replay the audio. If they do and give a new rating, Xk,

that corresponds to an earlier point in the audio (as evidenced by pk ≤ pk−1), we regard Xk

as an updated rating replacing the preceding rating, Xk−1.
This comparison is repeated for every rating event from k = 2 to k = N. In each compari-

son, the sequence X is updated based on these rules:

1. Preserve Post-Revision Ratings: Retain all ratings that have a UTC timestamp later
than that of the updated rating Xk, as they are considered more recent. This is the case
for {Xi}= {(vi,ai, pi, ti)}, where tk < ti ≤ tN .

2. Preserve Pre-Revision Ratings: Retain all ratings that precede the updated rating
Xk and correspond to audio positions earlier than pk. These are denoted by {Xi} =
{(vi,ai, pi, ti)}, satisfying both p1 ≤ pi < pk and t1 ≤ ti < tk.

3. Preserve Ratings Beyond Revision Scope:

In some situations, participants first rated the entire audio clip and later adjusted their
ratings for only a specific, brief section. For these cases, the initial ratings for the
untouched audio sections were preserved. As a result, any ratings made prior to this
updated rating Xk (with ti < tk), yet pertaining to audio positions beyond the audio
position (pN) of the last rating input XN , (which may still fall in the middle of the
audio), were also preserved. Formally, this set is {Xi}= {(vi,ai, pi, ti)} where pN ≤ pi

and t1 ≤ ti < tk.

After all iterations, the updated sequence X is considered the processed rating array for
all subsequent analyses. Figure 7.8 provides an example of raw rating array and processed
rating array, illustrating the process outcome.
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Figure 7.8 An example of data pre-processing for a participant providing N = 12 emotion raw ratings
for an audio clip including rating revisions. The top panel displays the raw rating array containing 12
rating events, labeled from X1 to X12, ordered chronologically by UTC timestamp. The bottom panel
shows the final processed rating array. Arrows indicate the direction and magnitude of change from
raw to processed ratings.

7.2.3 Rating Frequency And Occurrence

Each participant annotated 51 clips, and the number of emotion ratings for all clips ranged
from 154 to 14,944 (M = 1052.3, SD = 1432.1) per participant.

We calculated the Rating Frequency (RF) in millihertz (mHz), using a similar methodol-
ogy used in the initial live study and lab study described in Section 3.2.1, 4.2.2, as shown in
Equation 7.1:

RFi = 1000∗ 1
N

N

∑
k=1

Cik

Tk
(7.1)

where Cik represents the number of VA ratings inputted by participant i for the kth clip, N
represents the total number of rated clips, and Tk represents the duration in seconds of the kth
rated clip. Also, rating occurrences (RO) are the average number of VA ratings received by a
participant in the course of rating a minute of music, as shown by Equation 7.2:

ROi =
RFi

1000
∗60 (7.2)
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The frequency of ratings varies across participants in the online study, ranging from 20
mHz (1.2 ratings/minute) to 3.26 Hz (195.3 ratings/minute), with a mean frequency of 309
mHz (18.54 ratings/minute) and a standard deviation of 329 mHz (19.74 ratings/minute).
The histograms of the rating frequency and rating occurrences are presented in Figure 7.9.
Also, similar to analyses in the previous studies, we clustered participants based on the
rating occurrences similarity using hierarchical clustering analysis (HCA). We grouped 128
participants into six clusters (C1, C2, C3, C4, C5, C6). The clustering results are presented
in Figure 7.10.
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Figure 7.9 Histogram of rating occurrence of the 128 participants in the online condition
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Figure 7.10 Dendrogram based on rating occurrences similarity estimated among 128 participants;
number of participants in the cluster are indicated in parenthesis. Dendrograms are truncated to only
show the last 6 clusters out of all the merges.
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Compared to the live and laboratory studies, the online study demonstrated a marked
increase in rating frequency - twice as high as in the lab study (M = 8.76 ratings/minute, SD
= 5.58 ratings/minute) and six times as high as in the live study (M = 2.76 ratings/minute,
SD = 3.43 VA ratings/minute). Various factors may account for this discrepancy.

Firstly, the larger sample size in the online study allowed us to capture a wider range
of rating frequencies from a more diverse participant group. As seen from the HCA results
in Figure 7.10, the majority of participants (C6) had a mean rating occurrence of 10.81 per
minute - slightly higher than the lab but within a comparable range. Furthermore, the online
study provided more explicit instructions about the expected rating frequency, which likely
guided participants towards more frequent engagement.

However, it is worth noting that, despite these instructions, a few participants expressed
difficulties in detecting musical emotion changes at frequent intervals in the post-task ques-
tionnaires. We acknowledge this feedback and have retained their submissions in our analysis.

The format of the online study, which solely used audio stimuli, may also have contributed
to the increased rating frequency. In the absence of visual elements - as in live concerts or
lab settings - participants could focus solely on the music, possibly enhancing their ability to
detect changes in emotion. Additionally, the inclusion of guide tags on the rating interface
likely facilitated more precise emotion annotation by the participants.

Social factors present in the live study could also have played a role in the observed
difference. The reluctance to disturb others in a live setting, discomfort in unfamiliar
surroundings, or apprehension about using personal devices in public may have hindered
participants from rating as freely as they might have done in private. In contrast, the online
study, where submissions had to be reviewed before participants were compensated, might
have encouraged more careful and diligent engagement.

Our studies aimed not to strictly delineate the differences in emotional responses across
different venues and conditions, but rather to facilitate participants’ natural and active
engagement in emotion rating. Consequently, future research exploring varying live venue
settings will be valuable for a comprehensive understanding of how study settings influence
emotional perception in music.

7.2.4 Listeners’ Agreement On Perceived Emotion Over Time

We examined the agreement levels between participants using inter-rater reliability (IRR), in
line with our previous studies (Section 3.3.2, 4.3.1). The Intraclass Correlation Coefficient
(ICC) was used as our IRR measure, with two particular variants chosen based on the rationale
from earlier studies (Section 3.3.2). The two-way, average measure ICC(2, K) quantified the
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agreement of absolute values of emotion ratings, while the consistency, average measure
ICC(3, K) captured the consistency of emotion judgement trends.

For the ICC calculation, we resampled each participant’s emotion ratings at 1Hz using
a step function to ensure a uniform duration unit. The time frames (seconds) for ICC
computation are represented as T and the number of raters (participants) as K.

We calculated the ICC estimates along with a 95% confidence interval, and conducted
significance tests for the null hypothesis that ICC = 0 for each of the 51 clips, using the
R package irr (Gamer et al., 2012). The results, computed at the 1-minute clip level for
participants’ VA ratings for the 51 music sample clips, are presented in Table 7.2 and Figure
7.11.

The level of agreement of emotion ratings was estimated based on ICC point estimates,
employing the same thresholds as in our initial live study. Here, ICC ∈(-∞ , 0], [0, 0.39],
[0.40, 0.59], [0.60, 0.74], [0.75, 1] indicate systematic disagreement, poor, fair, good, and
excellent agreement, respectively (Cicchetti, 1994).

Figure 7.11 Two-way, agreement, average measure (ICC(2, K)) (top) and two-way, consistency,
average measure (ICC(3, K)) (bottom) estimates at the 95% confidence interval, across 51 clips sorted
in chronological order of composition date, for arousal (red dot) and valence (blue cross) ratings made
in the Online study

The resulting Intraclass Correlation Coefficients (ICCs) for arousal ratings reveal excellent
agreement across a majority of clips for both absolute arousal values (0.51 < ICC (2, K) <
0.99, M = 0.91, SD = 0.09), and the consistency of arousal ratings (0.69 < ICC (3, K) <
0.99, M = 0.96, SD = 0.05). Exceptions included fair to good agreement for Clip 3, and
good to excellent agreement for Clip 8. For valence ratings, the agreement level also showed
excellent agreement in most of the clips, either for the absolute valence values (0.44 < ICC
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Table 7.2 Emotion consistency and absolute agreement levels among participants for both arousal
and valence ratings; measured by two-way, average measure, consistency, ICC(3, K), and absolute
agreement, ICC(2, K), of Intra-class correlation (ICC) respectively; computed at the level of each of
51 samples; The number of raters is denoted as K, the number of time frames (seconds) is denoted
as T; 95% confidence intervals (CI) with lower bound (LB) and upper bound (UP) are also reported;
*p < 0.05, **p < 0.01. ***p < 0.001

Clip
Index K T

Arousal Valence

ICC (3, K)
95% CI

ICC (2, K)
95% CI

ICC (3, K)
95% CI

ICC (2, K)
95% CI

LB UB LB UB LB UB LB UB

1 127 62 0.96*** 0.95 0.97 0.91*** 0.88 0.94 0.97*** 0.96 0.98 0.93*** 0.9 0.95
2 127 63 0.97*** 0.96 0.98 0.92*** 0.89 0.95 0.98*** 0.98 0.99 0.96*** 0.95 0.98
3 127 66 0.69*** 0.57 0.79 0.51*** 0.37 0.64 0.7*** 0.59 0.8 0.44*** 0.31 0.57
4 128 60 0.97*** 0.96 0.98 0.94*** 0.92 0.96 0.91*** 0.88 0.94 0.77*** 0.68 0.84
5 128 62 0.97*** 0.96 0.98 0.95*** 0.93 0.96 0.99*** 0.98 0.99 0.97*** 0.96 0.98
6 128 63 0.94*** 0.91 0.96 0.87*** 0.82 0.91 0.87*** 0.82 0.91 0.68*** 0.58 0.77
7 128 63 0.95*** 0.93 0.96 0.9*** 0.87 0.93 0.76*** 0.67 0.84 0.45*** 0.32 0.58
8 128 62 0.82*** 0.76 0.88 0.67*** 0.56 0.76 0.96*** 0.94 0.97 0.9*** 0.86 0.93
9 128 61 0.91*** 0.87 0.94 0.84*** 0.78 0.89 0.97*** 0.95 0.98 0.92*** 0.89 0.95

10 128 64 0.95*** 0.93 0.96 0.9*** 0.86 0.93 0.92*** 0.89 0.95 0.82*** 0.75 0.88
11 128 60 0.98*** 0.98 0.99 0.96*** 0.94 0.97 0.97*** 0.95 0.98 0.94*** 0.92 0.96
12 128 64 0.92*** 0.89 0.95 0.86*** 0.81 0.9 0.97*** 0.95 0.98 0.91*** 0.88 0.94
13 128 63 0.96*** 0.95 0.98 0.95*** 0.93 0.96 0.97*** 0.96 0.98 0.94*** 0.91 0.96
14 128 63 0.98*** 0.98 0.99 0.97*** 0.96 0.98 0.97*** 0.97 0.98 0.96*** 0.95 0.98
15 128 62 0.98*** 0.98 0.99 0.97*** 0.96 0.98 0.98*** 0.97 0.98 0.96*** 0.94 0.97
16 128 63 0.97*** 0.96 0.98 0.94*** 0.92 0.96 0.99*** 0.98 0.99 0.97*** 0.95 0.98
17 128 63 0.96*** 0.95 0.98 0.94*** 0.92 0.96 0.97*** 0.96 0.98 0.93*** 0.91 0.95
18 128 61 0.98*** 0.97 0.99 0.96*** 0.94 0.97 0.98*** 0.98 0.99 0.97*** 0.95 0.98
19 127 62 0.98*** 0.97 0.99 0.96*** 0.94 0.97 0.98*** 0.98 0.99 0.96*** 0.94 0.97
20 127 63 0.95*** 0.92 0.96 0.84*** 0.79 0.89 0.99*** 0.98 0.99 0.97*** 0.96 0.98
21 128 61 0.94*** 0.91 0.96 0.87*** 0.82 0.91 0.97*** 0.96 0.98 0.92*** 0.89 0.95
22 128 62 0.97*** 0.96 0.98 0.94*** 0.92 0.96 0.97*** 0.95 0.98 0.94*** 0.92 0.96
23 128 60 0.98*** 0.98 0.99 0.97*** 0.96 0.98 0.98*** 0.98 0.99 0.97*** 0.95 0.98
24 127 62 0.91*** 0.88 0.94 0.85*** 0.79 0.9 0.98*** 0.97 0.98 0.95*** 0.93 0.97
25 127 61 0.99*** 0.98 0.99 0.97*** 0.95 0.98 0.87*** 0.82 0.91 0.74*** 0.65 0.82
26 127 66 0.97*** 0.96 0.98 0.96*** 0.94 0.97 0.97*** 0.96 0.98 0.93*** 0.9 0.95
27 127 62 0.9*** 0.87 0.94 0.82*** 0.75 0.87 0.98*** 0.97 0.99 0.96*** 0.94 0.97
28 127 62 0.97*** 0.96 0.98 0.95*** 0.93 0.97 0.95*** 0.93 0.97 0.89*** 0.85 0.93
29 126 61 0.98*** 0.97 0.99 0.97*** 0.96 0.98 0.93*** 0.9 0.95 0.85*** 0.79 0.9
30 128 57 0.98*** 0.97 0.99 0.95*** 0.93 0.97 0.98*** 0.97 0.98 0.95*** 0.93 0.97
31 128 63 0.98*** 0.97 0.99 0.96*** 0.94 0.97 0.98*** 0.97 0.99 0.95*** 0.93 0.97
32 128 69 0.99*** 0.98 0.99 0.97*** 0.96 0.98 0.96*** 0.95 0.98 0.92*** 0.89 0.95
33 128 64 0.97*** 0.96 0.98 0.96*** 0.94 0.97 0.98*** 0.97 0.98 0.96*** 0.94 0.97
34 128 66 0.98*** 0.98 0.99 0.97*** 0.96 0.98 0.97*** 0.96 0.98 0.95*** 0.93 0.96
35 128 63 0.99*** 0.98 0.99 0.98*** 0.97 0.98 0.99*** 0.99 0.99 0.98*** 0.97 0.99
36 127 62 0.99*** 0.99 1 0.99*** 0.99 1 0.96*** 0.94 0.97 0.93*** 0.9 0.95
37 128 63 0.99*** 0.99 1 0.99*** 0.99 0.99 0.98*** 0.97 0.99 0.96*** 0.94 0.97
38 128 62 0.96*** 0.94 0.97 0.92*** 0.88 0.94 0.98*** 0.98 0.99 0.95*** 0.93 0.97
39 128 65 0.98*** 0.97 0.98 0.95*** 0.93 0.97 0.98*** 0.97 0.99 0.96*** 0.94 0.97
40 127 66 0.97*** 0.96 0.98 0.93*** 0.9 0.95 0.93*** 0.9 0.95 0.84*** 0.78 0.89
41 128 62 0.98*** 0.97 0.99 0.96*** 0.95 0.97 0.87*** 0.82 0.91 0.69*** 0.59 0.78
42 128 63 0.96*** 0.94 0.97 0.92*** 0.89 0.95 0.89*** 0.85 0.93 0.78*** 0.7 0.85
43 126 65 0.96*** 0.95 0.97 0.93*** 0.91 0.95 0.9*** 0.86 0.93 0.76*** 0.68 0.83
44 127 63 0.98*** 0.97 0.98 0.97*** 0.95 0.98 0.96*** 0.94 0.97 0.91*** 0.87 0.94
45 127 62 0.97*** 0.96 0.98 0.96*** 0.94 0.97 0.97*** 0.96 0.98 0.95*** 0.93 0.97
46 128 63 0.97*** 0.96 0.98 0.95*** 0.93 0.97 0.95*** 0.94 0.97 0.9*** 0.86 0.93
47 128 64 0.98*** 0.97 0.99 0.96*** 0.95 0.97 0.97*** 0.95 0.98 0.94*** 0.91 0.96
48 128 70 0.82*** 0.76 0.88 0.67*** 0.56 0.76 0.99*** 0.98 0.99 0.97*** 0.96 0.98
49 128 66 0.98*** 0.97 0.99 0.97*** 0.96 0.98 0.97*** 0.96 0.98 0.92*** 0.89 0.95
50 128 60 0.97*** 0.96 0.98 0.95*** 0.92 0.96 0.96*** 0.94 0.97 0.91*** 0.88 0.94
51 128 60 0.95*** 0.93 0.97 0.92*** 0.89 0.95 0.7*** 0.58 0.8 0.48*** 0.34 0.62

Agreement Levels excellent good fair poor systematic disagreement
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(2, K) < 0.98, M = 0.88, SD = 0.13), or on valence variations (0.69 < ICC (2, K) < 0.99, M =
0.96, SD = 0.05).

The Online study demonstrated greater agreement than either the Live or Lab studies, for
both arousal and valence. In detail, the ICC(3,K) of arousal in the Online study (M = 0.96,
SD = 0.05) was significantly higher (t(43) = -7.49, p <0.001) than the Live study (M = 0.16,
SD = 0.71), and significantly higher (t(26) = -2.65, p = 0.013) than the Lab study (M = 0.87,
SD = 0.15). Furthermore, the ICC(2,K) of the arousal ratings in the online study (M = 0.92,
SD = 0.09) compared to those in the Live study (M = 0.17, SD = 0.27), as well as the Lab
study (M = 0.87, SD = 0.15), showed significantly higher agreement, with t(52) = -17.721,
p <0.001, and t(26) = -3.63, p = 0.001. As for valence ratings, the ICC(3,K) in the Online
study (M = 0.95, SD = 0.07) was significantly higher than in the Live study (M = -0.14, SD
= 0.81), t(43) = -8.91, p <0.001, and the Lab study (M = 0.53, SD = 0.38), t(25) = -5.44,
p <0.001. Also, the ICC(2,K) in the Online study (M = 0.88, SD = 0.09) was significantly
higher than the Live study (M = 0.14, SD = 0.06), t (86) = -28.4, p <0.001, and the Lab
study (M = 0.34, SD = 0.27), t(29) = -9.43, p <0.001.

This comparatively higher agreement of emotion ratings in the online study could be
attributed to several factors, as described below:

First, the differences in emotion rating agreement between the live/lab and the online
studies could be attributed to the substantial stylistic differences between the musical stimuli.
The piece by Babajanian (used in the live/lab study) is a modern classical composition
featuring violin, cello, and piano, whereas the stimuli in the online study consist of solo
piano pieces. It may be easier to discern emotions when only one instrument is playing, as
opposed to a multi-instrument ensemble. Additionally, the Babajanian piece may be more
emotionally complex and challenging to decode compared to the piano pieces, given its
intricate composition and the interactions among instruments.

Second, the increased participant pool in the online study may have facilitated a more
convergent rating trend in either arousal or valence, thus enhancing the ICC value.

Third, unlike previous studies using a single long piece, the 51 1-minute clips were
independent, each sourced from the beginning of a distinct piece. This approach allowed
all ratings from participants to start from a neutral position at the outset, making it easier to
observe changes in rating trends.

Lastly, the rating process for each clip was isolated from the others, allowing participants
to actively adjust their mental state between clips. This likely promoted more focused,
accurate, and timely ratings.
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7.3 Effects Of Individual Factors And Time Periods On
Perceived Emotion

We assessed participant’s background using a total of 18 factors derived from the measures
containing information about first language, gender, mood states, music sophistication,
personality traits, music taste and empathy qualities, as mentioned in the Section 7.1.4.
In this section, analyses were conducted to determine whether individual differences are
associated to participants participants’ ratings of valence and arousal, as well as how often
they rated them.

7.3.1 Overview Of Individual Difference Measures

The descriptive statistics of all individual difference factors, encompassing means, standard
deviations, and ranges, are detailed in Table 7.3. Additionally, Figure 7.12 displays boxplots
of scores for each of the 16 individual factors (or subscales), aside from gender and first
language, gathered from the questionnaires completed by the 128 participants in the online
study.

Table 7.3 Means and standard deviations for each of 16 individual differences sub-factors of the
I-PANAS-SF, STOMP, Gold-MSI, TIPI and TEQ in 128 participants

Scale Factor Mean SD Range (Scale)

I-PANAS-SF
Negative Affect 12.4 3.4 5-22 (5-25)
Positive Affect 17.1 3.2 10-25 (5-25)

STOMP

Reflective & Complex 19.2 4.0 7-27 (4-28)
Energetic & Rhythmic 13.2 4.0 3-20 (3-21)
Upbeat & Conventional 5.6 1.3 1-7 (1-7)
Intense & Rebellious 13.5 3.9 4-21 (3-21)

Gold-MSI

Active Engagment 37.0 9.4 16-57 (9-63)
Perceptual Abilities 47.0 8.9 19-63 (9-63)
Music Training 24.7 12.0 7-46 (7-49)
Emotion 32.3 5.1 19-42 (6-42)

TIPI

Extraversion 6.7 2.9 2-13 (2-14)
Agreeableness 10.2 2.2 5-14 (2-14)
Conscientiousness 10.1 2.7 4-14 (2-14)
Emotional Stability 8.7 3.0 2-14 (2-14)
Openness to Experiences 10.1 2.5 4-14 (2-14)

TEQ Empathy 45.2 7.9 18-62 (0-64)
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Figure 7.12 Boxplots illustrating the score distributions of the 128 study participants across 16
individual factors, which have been derived from 5 distinct measures. The Y-axis range of each
boxplot corresponds to the measurable range of the corresponding factor.

7.3.2 Influence Of Individual Factors On Perceived Emotion

Analysis Methodology

In this section, we first present our analysis methodology and then the results. Three types
of analyses were conducted to examine the effects of individual difference factors on music
perceived emotions over time, correlation analysis, single-predictor linear mixed effects
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modeling, multiple-predictor linear mixed effects modeling. We discuss the methodology for
each of these analyses in the following.

1. Correlation Analysis:
As a preliminary step, we analyzed the correlation between each individual difference

factor and the mean arousal and valence ratings from each participant across all rated clips.
This allowed for an initial broad look at potential relationships between the factors and
emotional responses. Due to the inherent non-negative values and continuous nature of the
average rating frequency per participant, a non-normal distribution was observed. To address
this, a logarithmic transformation of the rating frequency was performed. The subsequent
QQPlot (Figure 7.13) demonstrated that this transformation enhanced the approximation
to normality. As a result, the transformed data was used to compute correlations for each
individual difference factor with rating frequency.
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Figure 7.13 QQPlot comparing the original and logarithmically transformed average rating fre-
quencies per participant. Closer alignment to the reference line suggests improved normality after
transformation.

2. Single-predictor Linear Mixed Effects (LME) Models:
We used statistical methods that were appropriate for measurements from various par-

ticipants and their repetition over time. For analyzing arousal and valence ratings, LME
models were employed. For rating frequency, a Generalised Linear Mixed Effects (GLMER)
model with a gamma distribution and a logarithmic link function was utilized. Considering
the continuous and non-negative nature of the rating frequency, a normal distribution was
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inappropriate. Hence, a gamma distribution, specifically designed for non-negative contin-
uous data, was chosen, and a log link function was applied to ensure non-negativity of the
predicted values.

Initially, a series of single-predictor linear mixed effects models were constructed to
test the effect of each of the 18 factors on music emotion perception, for arousal, valence,
and rating frequency. Each model incorporated only one of the 18 factors as a fixed effect
predictor. Both ‘participant’ and ‘time’ (or ‘segment’) were included as random effects in
all models. A base linear mixed effect model, devoid of fixed effects but only incorporating
participant and time (or segment) as random effects, was established. Likelihood ratio tests
were employed to compare model fits, determining if each individual factor enhanced model
prediction of emotions beyond the base LME models without the individual factors. Models
where the individual factors improved upon the base model are presented later in this section.
All individual factor measures were standardized before model fitting to ensure comparability.

3. Best-Fit Combined Linear Mixed Effects (LME) Models:
Finally, best-fit combined models were constructed using a combination of the 18 indi-

vidual difference factors that best predicted and balanced the model’s goodness-of-fit with its
complexity.

Choosing the ‘best-fit’ linear mixed model from an extensive array of candidate models
can be a daunting task, especially when considering 18 potential individual difference predic-
tors. The computational demands for comparing such an extensive set using methodologies
like the Akaike Information Criterion (AIC) are substantial. As a result, we followed the same
model selection process as outlined in the Lab study (Section 4.4.2), effectively reducing the
number of candidate models to a manageable size.

Our model selection process comprised two main steps, aimed at optimizing the balance
between best-fit and interpretability.

Firstly, we generated a suite of potential models, broadly classified into three categories.
In ‘Single Predictor LME Models,’ each of the 18 individual measures was independently
modeled using Linear Mixed Effects (LME) models, with ‘participant’ and ‘time’ (or ‘seg-
ment’) treated as random effects to account for between-subject variability. For ‘Incremental
LME Models,’ we started with a null model and sequentially introduced individual measures
as fixed effects. The ordering was determined by their decreasing levels of correlation with
emotional responses, as will be detailed in Table 7.4 (Akkermans et al., 2019). ‘Participant’
and ‘time’ (or ‘segment’) were retained as random effects. In the ‘Backward Elimination
Process,’ we fit an exhaustive model incorporating all individual difference measures as
fixed effects and ‘participant’ and ‘time’ (or ‘segment’) as random effects. Using the step()
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function in the ‘lmerTest’ R package, non-significant effects were systematically pruned to
arrive at a simplified yet statistically robust model.

Secondly, we employed Akaike’s Information Criterion (AIC) to select the most parsi-
monious model that also offered a good fit to the data. When comparing models with AIC
values within two units of the minimum, we favored the model with fewer parameters for its
equal plausibility and ease of interpretation.

Our application of mixed-effects modeling techniques allowed for the identification of
key factors influencing emotional responses while considering intra-participant dependencies.
For additional details regarding the linear mixed-effects model and the comprehensive model
selection process, please refer to Section 4.4.2.

With R package sjPlot’s (Lüdecke et al., 2018) plot_model function, residual plots were
used to examine model assumptions of normality and homoscedasticity of error distribution
for each LME model for arousal and valence models. Besides, we used the DHARMa
package (Hartig, 2020) for checking rating frequency’s Generalised Linear Mixed Effect
models.

Results

Correlations between the individual factors and arousal, valence, and log-transformed rating
frequency varied, as detailed in Table 7.4 in decreasing order according to the absolute value
of their correlation coefficients (r). For arousal, the strongest significant correlation was
with Conscientiousness (r =−0.192), while the weakest was the non-significant correlation
with the Emotion factor from the Gold-MSI (r = −0.001). Valence exhibited the highest
significant correlation with Positive Affect (r = 0.276) and the weakest non-significant
correlation with the Emotion factor, Gold-MSI (r = −0.004). The strongest significant
correlation with log-transformed rating frequency was seen with Conscientiousness (r =
−0.205), while the weakest was the non-significant correlation with Emotional Stability
(r =−0.017).

Table 7.5 summarizes the regression coefficients from significant single-predictor LME
models for arousal, valence, and rating frequency. Table 7.6 presents the coefficients for each
’best-fit’ LME model for the same variables. Addtionally, graphs showing the effects of the
significant individual measure predictors of best-fit models are shown in Figure 7.14a (for
arousal), Figure 7.14b (for valence), and Figure 7.14c for rating frequency.
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Arousal Mean Valence Mean Log-transformed Rating Frequency

Factors r Factors r Factors r

Conscientiousness (TIPI) -0.192* Positive Affect (I-PANAS-SF) 0.276** Conscientiousness (TIPI) -0.205*
Extraversion (TIPI) -0.165 Conscientiousness (TIPI) 0.184* Positive Affect (I-PANAS-SF) -0.172*
Openness to Experiences (TIPI) -0.165 Extraversion (TIPI) 0.165 Intense & Rebellious (STOMP) -0.135
Gender 0.111 First Language -0.155 F1 Active Engagment (Gold-MSI) -0.123
Emotional Stability (TIPI) -0.108 F1 Active Engagment (Gold-MSI) -0.146 Reflective & Complex (STOMP) 0.118
Negative Affect (I-PANAS-SF) 0.103 Gender 0.123 Upbeat & Conventional (STOMP) -0.108
First Language -0.097 Intense & Rebellious (STOMP) -0.114 Empathy (TEQ) -0.102
Energetic & Rhythmic (STOMP) 0.093 Reflective & Complex (STOMP) 0.102 Extraversion (TIPI) -0.1
Intense & Rebellious (STOMP) -0.08 Agreeableness (TIPI) 0.091 Agreeableness (TIPI) -0.079
Empathy (TEQ) -0.054 Empathy (TEQ) 0.085 F3 Music Training (Gold-MSI) 0.074
Reflective & Complex (STOMP) -0.041 Upbeat & Conventional (STOMP) 0.079 Energetic & Rhythmic (STOMP) -0.067
F1 Active Engagment (Gold-MSI) -0.036 Negative Affect (I-PANAS-SF) -0.076 First Language 0.063
F2 Perceptual Abilities (Gold-MSI) 0.027 Emotional Stability (TIPI) 0.073 F4 Emotion (Gold-MSI) -0.061
Upbeat & Conventional (STOMP) 0.027 F2 Perceptual Abilities (Gold-MSI) 0.044 Negative Affect (I-PANAS-SF) 0.047
F3 Music Training (Gold-MSI) -0.006 Openness to Experiences (TIPI) 0.038 F2 Perceptual Abilities (Gold-MSI) -0.039
Positive Affect (I-PANAS-SF) -0.003 F3 Music Training (Gold-MSI) -0.035 Gender 0.032
Agreeableness (TIPI) 0.002 Energetic & Rhythmic (STOMP) -0.023 Openness to Experiences (TIPI) -0.019
F4 Emotion (Gold-MSI) 0.001 F4 Emotion (Gold-MSI) -0.004 Emotional Stability (TIPI) -0.017

Table 7.4 Associations between individual difference measures and mean arousal ratings, mean
valence ratings and log-transformed frequency of ratings for each participant. Pearson correlations
were calculated for all continuous variables, and point-biserial correlations were calculated for
gender and first language. Factors are listed in decreasing order according to the absolute value of
their correlation coefficients (r) between each factor and arousal, valence, or frequency of ratings,
respectively. *p < 0.05, **p < 0.01. ***p < 0.001

Arousal Valence Valence Rating frequency

(Intercept) 0.11(0.01)∗∗∗ 0.15(0.01)∗∗∗ 0.15(0.01)∗∗∗ 5.49(0.06)∗∗∗

Conscientiousness −0.02(0.01)∗ 0.02(0.01)∗ −0.13(0.06)∗

Positive Affect 0.03(0.01)∗∗

AIC 210554.40 252188.27 252193.82 78306.99
BIC 210609.01 252242.88 252248.43
Log Likelihood −105272.20 −126089.14 −126091.91 −39148.49
Num. obs. 409106 409106 409106 6510
Num. groups: Time 3205 3205 3205
Num. groups: Participant 128 128 128 128
Var: Time (Intercept) 0.06 0.08 0.08
Var: Participant (Intercept) 0.01 0.01 0.01 0.40
Var: Residual 0.09 0.10 0.10
Num. groups: clip 51
Var: clip (Intercept) 0.01
∗∗∗p < 0.001; ∗∗p < 0.01; ∗p < 0.05

Table 7.5 Linear mixed effects models for arousal and valence ratings, and Generalized linear mixed
model with a Gamma distribution and a log-link function for rating frequency, with single significant
factors as fixed-effects factor, participant and time as random-effects factors in the Online study
involving 128 participants.
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Arousal Valence Rating frequency

(Intercept) 0.11(0.01)∗∗∗ 0.15(0.01)∗∗∗ 5.49(0.06)∗∗∗

Conscientiousness −0.02(0.01)∗ −0.13(0.06)∗

Active.Engagment −0.02(0.01)∗

Positive.Affect 0.03(0.01)∗∗∗

AIC 210554.40 252185.87 78306.99
BIC 210609.01 252251.40
Log Likelihood −105272.20 −126086.94 −39148.49
Num. obs. 409106 409106 6510
Num. groups: Time 3205 3205
Num. groups: Participant 128 128 128
Var: Time (Intercept) 0.06 0.08
Var: Participant (Intercept) 0.01 0.01 0.40
Var: Residual 0.09 0.10
Num. groups: clip 51
Var: clip (Intercept) 0.01
∗∗∗p < 0.001; ∗∗p < 0.01; ∗p < 0.05

Table 7.6 Best-fitting combined linear mixed-effects models for arousal and valence ratings with
individual differences factors as fixed-effects factors, participant and time as random-effects factors in
the Online study involving 128 participants.
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Figure 7.14 Effect plot showing the significant fixed effects of individual factors on arousal, valence,
and rating frequency in the final mixed-effects model.

Arousal and Valence Results When comparing Table 7.5 and Table 7.6, it is noteworthy
that the single-predictor model that outperformed the base model for arousal was identical
with the best-fit model derived when all individual factors were combined. Specially, the
level of arousal was significantly associated with Conscientiousness, t(128) = -2.218, p =
0.028. Results yield a negative association of Conscientiousness, -0.02, so participants who
reported themselves as being more conscientious tended to perceive music with a slightly
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lower arousal. The model’s conditional and marginal R2 values provide an approximation of
variance explained by the model. Here, the marginal R2 (approximation of variance explained
by the fixed factor) was 0.003 and the conditional R2 (approximation of variance explained
by both fixed and random factors) was 0.450.

Two single-predictor linear mixed effects models were identified that significantly cap-
tured the effects of individual difference factors on valence ratings in music perception, as
shown in Table 7.5. The first model highlighted a significant positive relationship between
Positive Affect and valence ratings. Specifically, participants with higher Positive Affect
tended to provide higher valence ratings on average (β = 0.029, t(1279) = 3.204, p = 0.002).
The model’s marginal R2 was 0.004, and the conditional R2 was 0.462. The second model
revealed a significant positive association between Conscientiousness and valence ratings.
More conscientious participants, on average, gave higher valence ratings (β = 0.020, t(1279)
= 2.099, p = 0.038). This model had a marginal R2 of 0.002 and a conditional R2 of 0.462.

In contrast, the best-fit combined LME model demonstrated that while Positive Affect
continued to be a significant positive predictor, Active Engagement (as measured by Gold-
MSI) emerged as a new significant negative predictor when considered alongside Positive
Affect. The associations were as follows: Positive Affect, β=0.03, t(128) = -2.116, p ≤
0.001; and Active Engagement, β =-0.02, t(128) = 3.470, p = 0.036, as detailed in Table
7.6. This means, as participants reported more positive mood states, they rated the music as
having higher valence. However, when they reported a higher level of Active Engagement
with music, they rated the music as having lower valence. The model exhibited a marginal
R2 of 0.006 and a conditional R2 of 0.462, which were higher than those observed in the
single-predictor LME models. Additionally, its AIC (252185.87) was lower compared to the
AICs of either single-predictor models, indicating a better fit.

It should be noted that the beta coefficients in the arousal and valence models are small
(β=-0.02 to 0.03) but given the arousal/valence data range (-1 to 1), these coefficients
represent non-negligible, albeit small shifts in the predictors. However, even the best-fit
combined models explain only a very small portion of rating variability, as reflected in
the low marginal R2 values for arousal (0.003) and valence (0.006). This suggests, while
incorporating multiple individual difference factors improves explained variance and model fit
compared to single predictors, substantial unexplained variability remains. This indicates that
music perceived emotions are determined by many factors, both measured and unmeasured.
Further research is needed to better characterize the wide array of influences on emotional
responses to music.

The findings also indicate that temporal factors have a greater influence on emotion
perception in music compared to participant-level differences. The variability in emotion
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perception over multiple time points was higher than the variability between participants.
For arousal, the time-level variance was 0.06, while the participant-level variance was lower
(0.01). The residual variance for arousal was 0.09. Regarding valence, the time-level variance
was 0.08, and the participant-level variance was also lower (0.01). The residual variance
for valence was 0.10. These results emphasize the significant impact of temporal factors on
emotion perception, highlighting their greater role compared to individual differences among
participants.

Rating Frequency Results The single-predictor models that outperformed the base model
in terms of rating frequency, and the best-fitting model derived when all individual factors
were combined, yielded identical results. The analysis from the Generalised Linear Mixed
Model (GLMM) employing a gamma distribution and a log link function, unveiled a negative
relationship between Conscientiousness and rating frequency (β =−0.13, p = .049). That
is, individuals with higher levels of Conscientiousness tended to provide fewer ratings.
Interestingly, the random intercepts for Participant and Clip had variance components of 0.40
and 0.01 respectively. This suggests that the variation in rating frequency between participants
is greater than that between clips. Table 7.6 provides a summary of the model, while Figure
7.14c illustrates how Conscientiousness is associated with rating frequency. The conditional
R2 is 0.717, indicating that approximately 72% of the variability in rating frequency is
explained by both the fixed effects (Conscientiousness) and random effects (Participant and
clip). On the other hand, the marginal R2 value is 0.029, suggesting that around 3% of the
variability can be attributed solely to the fixed effects (Conscientiousness). This low value of
marginal R2 compared to conditional R2 highlights the crucial role that the random effects
play in the model, underscoring the importance of considering inter-participant and inter-clip
variability when examining rating frequencies in such contexts.

Appendix A.6 presents diagnostic plots for mixed-effect models analyzing arousal,
valence, and rating frequency. A visual inspection of the residual plots indicates slight
deviations from homoscedasticity and normality. It is, however, important to note that these
deviations may not significantly impact the analysis. According to Maas and Hox (2004),
non-normally distributed random effects do not substantially affect the estimation of fixed
effect coefficients. They do, however, impact the reliability of the variance estimates for the
random effects. Moreover, (Schielzeth et al., 2020) posited that linear mixed models are
generally robust to deviations from the assumptions of normally distributed data with equal
variances. Given this information, we present the results of these tests with the caveat that
they did not fully meet the strict assumptions.
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Discussion

The online study demonstrated that individuals with higher Conscientiousness scores tended
to give lower arousal ratings to music overall, and potentially perceived higher valence.
Conscientiousness, as a trait, is characterized by a predilection for organization, attention,
and efficiency. Previous work by Taruffi et al. (2017) has indicated that participants high in
Conscientiousness have a better aptitude for recognizing intended emotions in music express-
ing clearer, more comprehensible emotions. Furthermore, those with lower conscientiousness
tend to regulate their emotions through music more often (Chamorro-Premuzic and Furnham,
2007). Our findings resonate with previous research that associates higher conscientiousness
with the perception of lower arousal music (Juslin, Sakka, et al., 2022), or the preference for
lower arousal music (Greenberg et al., 2016). However, they diverge from studies showing
negative correlations of emotions with conscientiousness, where conscientiousness was nega-
tively correlated with seven of the emotions (Juslin, Sakka, et al., 2022). On the other hand,
some studies found no significant variation in time-varying arousal or valence perception of
naturalistic music stimuli attributable to conscientiousness (Dibben et al., 2018).

Participants who scored high on Positive Affect tended to give higher valence ratings.
This positive correlation aligns with the mood-congruence effect, which suggests that an
individual’s emotional valence enhances their recall or processing of congruent information
(Rusting, 1999; Bower and Forgas, 2000). Similar effects are observable in music perception,
with happy or neutral moods associated with less sadness and more happiness perception,
and sad moods linked to heightened sadness perception (Hunter, Schellenberg, and Griffith,
2011; Tesoriero and Rickard, 2012). Moreover in previous work, positive mood states were
linked with heightened sublimity and vitality, and reduced unease, in live opera performances
(Baltes, and Miu, 2014). Moods can also affect melody recognition: positive moods enhance
recognition of major-key melodies, while negative moods enhance recognition of minor-key
melodies (Houston and Haddock, 2007). However, mood-congruent effects are asymmetrical
(Forgas, 1995), suggesting that individuals may strive to maintain positive moods and
counteract negative moods, leading to less mood congruence in negative conditions—a likely
outcome of emotion regulation (Rusting and Larsen, 1998). This may explain why our study
found no significant impact of negative affect on valence perception.

Our study surprisingly revealed a negative association between valence ratings and Active
Engagement—a subscale of Gold-MSI assessing the resources spent on music. Notably
Ferwerda and Graus (2018) found that the valence attributes from Spotify for participants’
preferred music tracks seem to predict their music sophistication score, which includes
their active involvement in music. This finding can be explained by another observation: a
clear negative correlation exists between active engagement and the diversity of artists in a
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listener’s music streaming history, as shown by Ferwerda and Tkalčič (2019). This suggests
that listeners with higher active engagement might confine themselves to a more select set of
artists. A previous study by Song et al. (2016) found that three factors derived from an early
version of the Gold-MSI questionnaire - music importance, musical skills, and emotion - did
not impact participants’ emotional judgements of pop music tracks. The observed differences
between our study and Song et al. (2016)’s could result from disparities in emotion rating
measurements, music genres, and participant group sizes. Thus, to understand the association
between Active Engagement and perceived emotions better, replication of the study with a
wider variety of materials is encouraged.

Potential reasons for these contradictory results may stem from differences in music
stimuli, emotion measurement approaches, and modeling techniques across the various
studies. The association found in our research should be interpreted with caution given the
limited sample size. Replication with larger and more diverse samples would be beneficial.
Overall, the mixed evidence underscores the complexity in how individual differences shape
subjective emotional experiences with music.

Shifting focus to rating frequency models, we noted that listeners scoring high on
consciousness also tend to make fewer emotional ratings. This finding aligns with the
characteristics of highly conscientious people who are often more organized and cautious,
tending to deliberate more on their emotional evaluations. While the frequency of time-
continuous emotional ratings of music by different individuals has not been extensively
examined, significant research exists on the emotional prevalence of music, indicating how
often people experience emotions when engaging with music in daily life.

Previous research has found that females and those with a musical background generally
experience emotions while listening to music more frequently than males and those without a
musical background (Juslin, Liljeström, et al., 2008; Juslin, 2011). Further, individuals who
score higher on the "big five" personality traits "Openness to Experience" and "Extraversion"
tend to have more frequent emotional reactions to music (McCrae, 2007). Additionally,
the timing of these emotional experiences is important: they occur more frequently during
evenings and weekends than during workdays or mornings (Liljeström, Juslin, and Västfjäll,
2013). The frequency of emotional experiences in daily music listening involves a different
cognitive process compared to time-continuous emotional rating within a short timeframe.
Consciousness traits may have a stronger influence on rating frequency in given listening
tasks, while other characteristics might dominate during everyday listening. Therefore,
considering listeners’ habits and listening timing might offer new insights on the individual
factor influencing emotion rating frequency.



7.3 Effects of Individual Factors and Time periods on Perceived Emotion | 191

When comparing the lab study to the online study, we observed significant differences in
the results. The online study model exhibited fewer significant predictors in contrast to the
lab study, which examined individual differences within a small participant group using a
longer classical music piece (refer to Section 4.4.3).

In the lab study, several factors emerged as significant predictors for arousal, including
"Conscientiousness", whereas the online study only found "Conscientiousness" to be signif-
icant. For valence, the lab study indicated "Upbeat & Conventional" as significant, while
the online study pointed to "Active Engagement" and "Positive Affect". It is important to
note that "Positive Affect" was not assessed for participants in the lab study. In terms of
rating frequency, the lab study presented more significant predictors, such as Openness to
experience, Cultural background, and Music training, while Conscientiousness emerged as a
significant predictor in the online study, absent in the lab study. Furthermore, the online study
revealed significant variations between participants and clips, whereas the lab study only
showed variations between "segments." Interestingly, including ‘Participant’ as a random
effect did not improve the lab model fit for rating frequency, possibly due to the small
participant sample size used in the lab study, whereas it improved the model in the online
study.

Several reasons contribute to these differences between the lab study and the online study.
Despite employing similar research methodologies and tools to examine emotions in both
study conditions, significant differences arise from the participant number and the amount
of stimuli, and the complexity of stimuli. The lab study involved fewer participants and a
single complex music piece, which presented more challenging-to-decode music emotion
content. With more participants and observations, the online study generally produced more
consistent results. It is possible that the lab model may be overfit compared to the online
model due to the smaller sample size and a large number of predictors.

However, one consistent finding across both lab and online studies is the limited influence
of individual factor measures on the perception of emotion in music, as compared to variations
between time, segments, and other factors linked to participants. For all models pertaining to
arousal, valence, and rating frequency, marginal R2s representing variance explained solely
by individual factors (fixed factors) were much smaller than conditional R2s, which account
for variance explained by both individual factors and factors related to clips and participants
(random factors). Similar findings were reported in a study that used continuous, dimensional
emotion measures in response to naturalistic audio, indicating that individual differences had
minimal impact on moment-to-moment emotional judgments of music and speech (Dibben
et al., 2018). In contrast, studies using summative, retrospective judgments revealed more
individual differences regarding the perception of emotions in music. Earlier research using
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the Geneva Emotion Music Scale (GEMS) (Zentner, Grandjean, and Scherer, 2008) found
significant differences based on factors such as first language, openness to new experiences,
disorganization, calmness, and affinity for classical music (Schedl, Gómez, Trent, et al., 2018;
Gómez Cañón et al., 2020). Although this could be attributed to differences in statistical
computational techniques and data quality, it is likely that summative, retrospective memory-
based ratings represent a complex interaction between temporal and individual experiences
(Brittin, 1995; Brittin and Duke, 1997; Duke and Colprit, 2001) and may be more influenced
by respondents’ individual factors, such as neuroticism and extraversion (Barrett, 1997). Thus,
future research could gain valuable insights by comparing time-continuous and summative
ratings, or dimensional and categorical emotion models, to better understand perception
differences driven by individual characteristics.

7.3.3 Influence Of Historical Time Periods On Perceived Emotion

We also investigated whether there are associations between composition period and emotion
perception. This is a promising area of research, as it could help us to better understand how
music has evolved over time and how our perceptions of music have changed as a result.

The Impact Of Time Periods On Emotion Agreement Levels

Figure 7.15 illustrates the comparative levels of emotional agreement in arousal and valence
among 51 clips from various time periods, as calculated by ICC(2,K) and ICC(3,K). Kruskal-
Wallis analysis revealed that the historical time period is significantly associated with the
agreement levels in arousal ratings, both with respect to absolute arousal value (ICC(2,K)),
H(4) = 12.33, p = 0.02, and the variation of arousal levels (ICC(3,K)), H(4) = 10.27, p
= 0.04. Post-hoc Dunn’s tests were conducted, adjusted via the Bonferroni correction, to
compare all possible pairs among the five time period groups. Consequently, it was found that
the agreement levels in absolute arousal value for clips from the Romantic period (median
ICC(2,K) = 0.96) were significantly higher (p<0.02) than those from the Baroque period
(median ICC(2,K) = 0.90). Similarly, the agreement levels on arousal variations for clips
from the Romantic period (median ICC(3,K) = 0.98) were significantly higher (p=0.04) than
those from the Baroque period (median ICC(3,K) = 0.95).

However, no significant differences were found in the agreement levels on valence ratings
between the various time periods, neither for absolute valence ratings (ICC(2,K)), H(4) = 9.41,
p = 0.051; nor for valence variations (ICC(2,K)), H(4) = 8.17, p = 0.09. All other comparisons
between each pair of groups’ agreement levels on valence did not prove significant after the
Bonferroni adjustment (all p values > 0.055 for ICC(2,K); all p values > 0.125 for ICC(3,K)).
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Figure 7.15 A comparison of emotional agreement levels across 51 clips in different time periods
(including Baroque, Classic, Classic to Romantic, Romantic, and Romantic to Post-Romantic), as
measured by ICC(2,K) and ICC(3,K) of both arousal and valence perception among listeners in the
Online condition study.
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Joint Modelling Of Historical Time Periods And Individual Factors On Perceived
Emotions

Given our prior findings which suggest that historical time periods appear to be associated
with the agreement levels of emotion perception, particularly in arousal ratings, we decided
to incorporate the "Time Periods" of the clips when investigating their effect on arousal and
valence, along with all 18 individual difference factors. Before the individual factor measure
values were used as inputs in our models, they were first standardized.

We formulated separate Linear Mixed-Effects (LME) models using either Arousal or
Valence ratings as the dependent variable. The Participant and Time (in seconds) were
included as random effects, while the 18 individual measure factors and the "Time Periods"
of the examined clips were used as fixed effects. The final model was selected following the
procedures outlined in Section 7.3.2.

The regression coefficient estimates and standard errors of the estimates (in brackets) for
each final model related to arousal and valence ratings are summarized in Table 7.7. The
effects of significant fixed-effect predictors on arousal and valence ratings are illustrated in
Figures 7.16 and 7.17.

An analysis of variance (ANOVA) for fixed effects revealed a significant effect of time
period on arousal ratings, F(4,3205) = 16.37, p≤0.001. This indicates that arousal ratings
varied across clips from the Baroque, Classical, Romantic, and Romantic to Post-Romantic
periods. As depicted in Figure 7.16, compared to clips from the Baroque era - which served
as the reference level in the linear mixed effect model - participants rated Classical period
clips as having higher arousal, t(3208) = 2.63, p = 0.009. Conversely, clips from the Romantic
to Post-Romantic periods were rated as having lower arousal, t(3204) = -5.355, p≤0.001. The
LME model further revealed significant effects on arousal from factors including Openness
to Experiences, Negative Affect, Reflective & Complex, and Emotion subscales of the Gold-
MSI (all p≤ 0.001), as well as Extraversion, Intense & Rebellious, Active Engagement, and
Agreeableness (all with p≤0.01). Consequently, the marginal R2 (variance explained by
the fixed factors) was 0.008, and the conditional R2 (variance explained by both fixed and
random factors) was 0.451.

For valence ratings, the ANOVA test disclosed a significant effect of time period,
F(4,3205) = 150.72, p≤0.001. As shown in Figure 7.17, clips from the Classical period
received higher valence ratings, t(3204) = 9.05, p≤0.001, while Romantic, t(3207) = -8.55,
p≤0.001, and Romantic to Post-Romantic, t(3204) = -13.96, p≤0.001, clips were rated
as having lower valence than those from the Baroque era. Moreover, the model revealed
significant effects on the valence of Negative Affect, Reflective & Complex, Music Training
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Arousal Valence

(Intercept) 0.118(0.014)∗∗∗ 0.187(0.014)∗∗∗

Time.PeriodsClassical 0.038(0.014)∗∗ 0.133(0.015)∗∗∗

Time.PeriodsClassical to Romantic 0.013(0.014) 0.025(0.015)
Time.PeriodsRomantic 0.000(0.013) −0.114(0.013)∗∗∗

Time.PeriodsRomantic to Post-Romantic −0.077(0.014)∗∗∗ −0.204(0.015)∗∗∗

Extraversion −0.002(0.001)∗∗

Openness.to.Experiences −0.003(0.001)∗∗∗

Negative.Affect −0.003(0.001)∗∗∗ 0.003(0.001)∗∗∗

Intense.Rebellious 0.002(0.001)∗∗

Reflective.Complex 0.005(0.001)∗∗∗ 0.003(0.001)∗∗∗

Active.Engagment −0.003(0.001)∗∗

Agreeableness 0.002(0.001)∗∗ 0.003(0.001)∗∗∗

Emotion 0.003(0.001)∗∗∗

Emotional.Stability 0.002(0.001)∗

Music.Training 0.002(0.001)∗∗∗

AIC 210402.796 251597.022
BIC 210577.544 251739.004
Log Likelihood −105185.398 −125785.511
Num. obs. 409106 409106
Num. groups: Time 3205 3205
Num. groups: Participant 128 128
Var: Time (Intercept) 0.063 0.066
Var: Participant (Intercept) 0.013 0.011
Var: Residual 0.094 0.104
∗∗∗p < 0.001; ∗∗p < 0.01; ∗p < 0.05

Table 7.7 Best-fitting linear mixed-effects models for arousal and valence ratings with time periods
and individual factors as fixed-effects factors, participant and time as random-effects factors in the
Online study involving 128 participants.
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Figure 7.16 Relationships between the fixed effect predictors and arousal ratings from the final
mixed-effects model.
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Figure 7.17 Relationships between the fixed effect predictors and valence ratings from the final
mixed-effects model.
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subscale of the Gold-MSI, Agreeableness (all with p≤0.001), and Emotional Stability (p =
0.027). The marginal R2 was 0.065, and the conditional R2 was 0.462.

Discussion

Our research findings indicate that both emotion agreement ICC and arousal and valence
ratings differ across various historical time periods, suggesting that features of the music
linked to their historical context may influence emotional perception in music. This effect
is observed, however, despite the considerable diversity of repertoires characteristic within
each era, underscoring the importance of stylistic changes over time that musicologists,
researchers, and music enthusiasts have long recognized.

For instance, Baroque music, characterized by complex counterpoints, rich ornamentation,
and intricate harmonic progressions as seen in the works of composers like Bach, is often
perceived as emotionally engaging and contemplative. The Classical era, in contrast, is
marked by a more restrained, reserved, and controlled emotional expression, with elegant
melodies and simple harmonies as exemplified by Mozart and Haydn. During the Romantic
period, composers such as Chopin and Liszt prioritized the expression of emotion in their
compositions, creating music characterized by complex harmonies, sectional structures, and
strong harmonic progressions, thus eliciting more identifiable emotions like anger, joy, and
torment (Pogue and Speck, 2021). Due to the rapid growth of digital technology, researchers
in the field of Music Information Retrieval have developed automated methods to organize
and analyze music collections based on stylistic categories such as historical period and
composer. For example, Weiß et al. (2019) conducted research on audio-based tonal features
and detected changes in chord transition directionality, an increase in dissonant intervals, and
an overall increase in tonal complexity throughout the Baroque to modern eras. This enabled
audio recordings to be classified automatically based on their time periods. Additionally,
Rodriguez Zivic, Shifres, and Cecchi (2013) studied classical music scores and sheet music
from 1700 to 1930 and discovered that melodic interval distributions varied from period to
period.

Interestingly, our results also reveal that there are effects linked to these era-specific
musical characteristics. We found that listeners most consistently agreed on arousal ratings
for excerpts composed during the Romantic period and least for those from the Baroque
period. Given the emotionally diverse nature of Romantic-era music, it is not surprising that
it dominates most musical excerpts used to study time-varying musical emotions in literature
(Schubert, 2004). Our findings lend further support to this choice, as Romantic-era music
appears to be the most emotionally consistent among listeners.
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Moreover, both the time period in which the music clip was composed and individual
factors were significantly associated with arousal and valence ratings. We observed that, com-
pared to Baroque clips (primarily those by Joseph Sebastian Bach and Domenico Scarlatti),
Classical clips (those by Joseph Haydn and Wolfgang Amadeus Mozart) were perceived as
having higher arousal and valence; Romantic clips (those by Frédéric Chopin, Franz Liszt,
Johannes Brahms) received lower valence ratings; while Romantic to Post-Romantic clips
(mainly those by Sergei Rachmaninoff and Claude Debussy) garnered lower ratings for both
arousal and valence. However, we should note that due to the limited selection of clips and
composers, these findings may also reflect unique traits specific to some musical pieces. As
such, future research could seek to confirm these findings using a more diverse selection of
works and composers.

We found that including time period variables as fixed-effects in our models revealed
more significant individual predictor effects on perceived emotion ratings, compared to
models with just individual factors. The lower AIC and higher R2 also suggest the more
complex models provide a better fit, supporting the inclusion of time periods.

These time period variables serve as representatives for distinct musical characteristics,
such as harmony, rhythm, and dynamics, which vary systematically across different eras. By
accounting for the variance associated with musical styles, the models are better equipped to
pinpoint the influence of individual differences. For instance, specific personality traits or
individual factors might manifest differently in one musical era compared to another. The
integration of time periods allows the model to more accurately capture these subtleties.
However, adding time periods increases model complexity, which can sometimes cause
previously non-significant factors to become significant. So caution is needed to avoid
overfitting.

In summary, the time period variables appear to account for systematic music style
variance across eras. Their inclusion likely partitions out some shared explanatory power,
provides proxies for interacting musical characteristics. This in turn reveals the more
nuanced and unique effects of the individual musical training, personality, and other factors
on perceived emotion ratings. The findings demonstrate the benefits of modeling both
musical and individual attributes jointly when examining influences on subjective emotional
experiences. Further exploration of their complex interrelationships would be an interesting
direction for future research.
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7.4 Emotion Rating Experience Feedback In The Online
Condition

The post-study questionnaire gathered responses from participants regarding the overall
usability of the study interface, the difficulty of the rating task, and the contribution of the
guide tags. The survey concluded with two open-ended questions: “Have you experienced
any issues while doing the study?” and “Is there something you would improve in this study?”
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Figure 7.18 Percentage stacked bar graph of answers to the Likert items in the post-task questionnaire
in the online condition study.

Figure 7.18 shows the specific questions asked in the post-task questionnaire about the
emotion rating tool, along with a stacked bar graph displaying the percentage breakdown
of responses to each Likert scale item. Among the 128 participants, the majority (N=108,
84%) found it "easy" to rate using the study interface, while only a few participants (N=8,
6%) did not. Over two-thirds of the participants (N=82, 64%) stated that rating perceived
emotions during performance was not complex, while 18% (N=23) considered it to be
complex. Regarding the usability of the emotion tags at the bottom of the VA interface,
more than two-thirds of the participants (N=87, 68%) agreed that the tags were helpful
in their rating, whereas 16% of the participants (N=20) disagreed. Additionally, 46%
of participants indicated that the emotion tags did not distract them, while 32% (N=41)
experienced distraction.
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From the evaluation feedback, we can conclude that the online study setting was generally
effective at facilitating self-reporting of the time-based emotions conveyed by the music,
as indicated by the majority of participants. However, the findings suggest that although
emotionally guided tags were deemed useful for the rating task, they may have caused
distractions for some participants. The overall strong agreement between participants in the
online study suggests that this was not detrimental to rating consistency.

7.4.1 Open-Ended Feedback On Study Experiences

The open-ended feedback showed that the majority of participants (N=112, 87.5%) did not
encounter any issues during the study. However, a few concerns were raised, particularly
regarding the clarity of the study instructions, unfamiliarity with the VA interface, the need
for more practice to get started with the study, and the duration of the study.

Two participants mentioned that they had initially not fully understood the study instruc-
tions. For example, one participant explained, “I didn’t realise till later in the study that I
could pin across the whole interface rather than just the axis”. Two participants mentioned
the need for more guidance in the initial clips to better understand the task, as one of them
stated, “struggling to understand what to do with the first few (clips) then I started to get the
hang of it”.

In response to these concerns, it would be worth considering adding a video tutorial to
provide clearer instructions for future studies, making it more engaging and understandable.
Additionally, incorporating training with a few practice clips at the beginning would help
participants become familiar with the interface before the actual study (currently, there is
only one clip in the rating trial).

Two participants mentioned that they unintentionally missed the rating of a clip. We
observed this as a potential improvement for our website setting, as mentioned in the data
collected in Section 7.2.1. The lack of checks on whether ratings were inputted or not on clip
pages might have allowed some users to inadvertently proceed to the next page without rating
the presented music clip. Therefore, in future research, it would be beneficial to introduce a
mechanism that detects whether users have rated each clip, and reminding users to do so if
not, to enhance the functionality of the rating tool.

Additionally, three participants reported difficulty in using the VA interface to pinpoint
their perceived emotions. Two participants commented on the long duration of the study
and suggested splitting it into sub-studies. One participant mentioned clicking on a point
by mistake, and three participants reported that the page froze. However, six participants
expressed how much they enjoyed the study, with one mentioning, “It was a really exciting



7.4 Emotion Rating Experience Feedback in the Online Condition | 202

study I greatly enjoyed. One of the best studies I have ever done.” Therefore, experiences
may vary among participants.

The open-ended questions seeking suggestions to improve the online study setting also
yielded constructive feedback, summarized as follows:

1. Display a real-time counter showing the number of VA ratings for each clip that the
participant has annotated. However, note that this could potentially bias participants as
there are no predefined target ratings.

2. A few participants reported having repeatedly clicked on the valence-arousal interface
at different places to gain hints about specific emotions through the guide tags. Consider
changing the display of tags so that the emotion tags appear when the mouse is hovered
over the VA interface rather than when it is clicked, allowing for more accurate ratings.

3. It is recommended to include mandatory and specified breaks in the study to prevent
fatigue from impairing ratings.

4. Provide participants with options to control the display of guide tags, such as the ability
to hide the tags after a few runs if they find them distracting. This may be a worthwhile
trade-off to improve the user experience, but it could lead to uncontrolled differences
in rating tool configuration across participants.

5. Add the option to rate the overall emotion of each piece of music at the end.

6. As the music progresses, some participants are interested in viewing how their anno-
tated VA rating has changed over time through a rating trace.

When designing future annotation studies, addressing these suggestions can provide
a more intuitive and user-friendly environment, ensuring accuracy in ratings and
participant satisfaction. The key is to strike a balance between providing advanced
features and maintaining the integrity and consistency of the research protocol and its
constraints.

7.4.2 Comparison Of Feedback On Rating Experience In Live And
Online Studies

The first three questions that evaluated the usability of the online study - specifically the
overall usability of the rating interface, difficulty level of the rating task, and impact of the
guide tags - were also assessed in our previous field study, which had a similar experimental
setup (see Section 3.4). Comparing the feedback from the live study and the online study, we



7.5 Conclusion | 203

found that overall user evaluations tended to improve. The majority of participants found the
interface easy to use in both studies (84% in the live study, 84% in the online study), with
a small proportion expressing disagreement (8% in the live study, 6% in the online study).
In the online study, a larger proportion of participants considered the rating process to be
uncomplex, reaching 64%, compared to 54% of participants in the live study. Similarly, a
similar proportion of participants found the task to be complex (18% in the online study
compared to 16% in the live study). It is possible that the change in stimulus modality
from video to audio reduced participants’ sensory involvement and minimized distractions.
Additionally, the inclusion of a wider variety of musical pieces in the online study may have
made it easier for participants to perceive clear emotions compared to the live study, which
features a single and complex piece (Babajanian Piano Trio) lasting 25 minutes.

Regarding the helpfulness of the guide tags during emotion rating, a higher proportion of
participants found them helpful in the online study (68%) compared to the live study (54%).
The percentage of participants who found the tags unhelpful was similarly low, with 15% in
the live study and 18% in the online study.

This may be because in the online study, the provision of a series of tags when the user
clicks on the interface better matched the perceived emotions of the participants compared
to the single tag provided in the live study. Additionally, a more fine-grained selection of
emotion tags may be more useful in assisting participants in selecting emotions (see Section
7.1.3 for more details on tag improvements).

7.5 Conclusion

As a form of emotional communication, musical performances will ultimately be perceived
differently by every listener. This chapter builds upon an initial lab study (see Chapter 4)
to explore whether individual differences impact the perception of emotions in music. We
invited over 120 participants to provide time-based ratings of perceived emotions following
the course of music pieces for more than 50 expressive musical performances stimuli in an
online listening environment. Compared to our previous Live and Lab studies, participants
in the Online study appeared to rate more actively in the online emotion rating task and
demonstrated higher agreement levels for both arousal and valence. Following integration
of user feedback for the rating tool from the previous studies, the user experience was also
noticeably enhanced, particularly regarding the usability of the rating tool, when compared
to the previous Live study.

First language, gender, music genre preference, and empathy levels were not found
to significantly affect time-varying judgments of perceived music emotions. However,
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emotion judgments were influenced by other individual factors such as personality, current
mood states, and musical sophistication. While the online study showed fewer significant
predictors of arousal, valence, and rating frequency compared to the lab study, both studies
confirmed that factors such as structural position within the piece, differences between
musical stimuli, and participant random factors explained substantially more variance than
the individual factors measured in the study alone. This suggests that individual differences
may play a secondary role to structural (temporal) and music composition factors, such
as structural position, composition/style differences, considering time-based dimensional
ratings of musical emotions. But this also indicates that there are individual factors non
measured in the study that are linked to differences between participants. It should also be
noted that historical time periods (such as Baroque, Classical, Romantic) for which clips
were examined are significantly associated to agreement levels of emotion ratings, as well as
arousal and valence ratings, although the effects of individual differences and the historical
time period factors were relatively minor.

Notable differences were observed when examining sources of individual differences in
perceived emotions between the lab study (see Section 4.4.3) and the online study described
in this chapter. Undoubtedly, the inclusion of a larger number of listeners and a diverse range
of music stimuli in the online study enhances the reliability of the findings. However, these
variations also indicate that the impact of individual differences—whether stemming from
cross-cultural disparities, diverse personalities, or variations in musical experience—can
heavily depend on the specific selection of musical pieces. Without a comprehensive and
representative sample of musical pieces, arriving at a conclusive answer to this question
remains challenging.

We should acknowledge three potential limitations of this study. First, although we
deliberately selected music clips to cover diverse characteristics, one could argue that there
is an inherent familiarity expected with Western classical and contemporary music genres
used in the study. Therefore, the findings drawn from these genres cannot be generalised to
other music without further study. Second, our examination of historical periods is limited
by the rather small number of pieces representing each period, and the results can only be
suggestive. However, it does provide new insights for taking into account composition periods
into account as they seem to affect different participants’ perception of music emotions. Third,
we utilized linear mixed effects regression models to account for variance due to participants
and time. The complexity of computing the best-fit models from a large number of possible
predictors warrants further consideration for optimizing the model selection process in future
research.
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It should also be noted that, while the tension measure served an important role in guiding
the sampling procedure, it was not included as a predictor in the main analysis models. This
was due to limitations in bar-to-bar synchronization between the music score-derived tension
values and the audio-aligned emotion ratings. The tension measure is calculated based on
score information from MIDI files in MAESTRO at the bar level. However, the lack of
precise meter information and tempo in the raw MIDI data leads to challenges in maintaining
accurate bar-to-bar synchronization between MIDI and audio file. This could potentially
introduce timing errors between the score-based tension and the audio-based emotion ratings.
Using misaligned tension predictors could therefore introduce interpretation errors in the
analysis. Additionally, as tension is a complex and multifaceted construct influenced by
compositional elements such as rhythm, tempo, dynamics, harmony, and timbre, as well
as music preference and familiarity (Fuentes-Sánchez et al., 2022), it would be difficult
to isolate its unique effects from those of other predictor variables like individual factors.
Therefore, in this study, we did not include tension in our model and focused on individual
factors and emotional responses.

We encourage future research to explore the possibility of including the meter information
for the stimuli. By annotating bar timings in the audio recordings, it would be possible to
synchronize score-based tension with audio-based emotion ratings. Such refined data, paired
with our collected time-based arousal and valence ratings, offers rich potential for investi-
gating the influence of tension on listeners’ perception of emotions over time. Additionally,
future research may explore the relationship between computed tension and perceived tension,
providing a more comprehensive understanding of this musical tension modeling.

To the best of our knowledge, this was the first study at the time employing time-based
measurement to capture the time-varying nature of emotional perception across a broad range
of music stimuli and diverse participant backgrounds. Our findings not only enrich the field
of music perception, but also offer valuable insights for the Music Information Retrieval
(MIR) field, with implications for personalized music emotion recognition and generation.
Studying these individual differences that shape moment-to-moment emotion perception in
music can lead to more nuanced models of emotional experience. In an era where the music
industry is rapidly evolving with the advent of personalized music generation and recognition,
understanding these influencing factors is of immense value. Despite its limitations, our
research paves the way for future in-depth studies, stimulating further exploration into the
intricate world of music emotion perception.



Chapter 8

Conclusion and Future Research

8.1 Summary

Studies on music listening context — whether connected to the listeners’ personal factors,
such as their background and mood, or the specific setting (be it a concert, at home, or
elsewhere) — have been notably underrepresented in the domain of music emotion research.
This work was driven by the objective to uncover factors related to emotion perception
agreement or disagreement. We started by conducting a live concert study to collect time-
based music emotion annotations from participants, then followed up with a laboratory study
to interrogate the reasons why participants consider certain musical moments as emotional,
and expanded our sample size through an online study which examined how individual
differences impact time-varying perceived emotions.

In the Live and Lab study, instead of employing familiar classical music examples as
often in previous literature, we chose a live performance of a relatively little-known classical
music piece, to avoid familiarity bias among participants. Throughout our first two studies,
which gathered emotion annotations for the same piece in different listening conditions (Live
and Laboratory), along with detailed explanations from participants referring to specific
music "cues" and their background information, we were able to assess the reliability of
participants’ perceived emotions. Further, in the Online study, we chose a broader range of
musical stimuli in terms of tension features and musical eras.

Guided by specific research questions, this thesis comprehensively explores the intricate
realm of perceived music emotions, yielding key findings in relation to our research questions
(RQs). We describe the main ones below for each of the RQs:

- RQ1: Are there variations in listeners’ agreement on perceived emotion over the
course of a piece of music and if so, why?
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• There are variations in agreement on perceived emotions throughout a music piece,
with certain sections showing particularly low inter-rater agreement, as evidenced by
the findings from Chapter 3’s Live study and Chapter 4’s Lab study. In both studies,
arousal ratings, in general, were more consistent than valence, potentially due to
the specific characteristics of the Babajanian piece, which had frequent dynamics
and tempo changes but lacked modal changes. The follow-up Lab study uncovered
reasons for this variability through qualitative explanations from participants. Low
agreement was observed due to ambiguity in portrayed emotion, different perception
timescales, variations in musical focus/attention, and interpretive diversity between
listeners. Additionally, individual differences in traits and musical training contributed
to divergent interpretations.

- RQ2: Are differences in perceived emotions among listeners related to individual
factors?

• Chapter 4 highlighted that individual characteristics, notably personality and musical
background, played a pivotal role in shaping emotional perception of music. Openness
to experience, conscientiousness, and cultural background were particularly influential,
especially for arousal ratings. However, the Online study in Chapter 7 nuanced these
findings. While conscientiousness consistently influenced arousal ratings in both Lab
and Online settings, other factors like positive affect mood states and active engage-
ment with music predominantly influenced valence ratings in the Online study. The
significant associations observed between composition period and emotion perception
indicate that a thorough understanding of individual differences should take into ac-
count composition style, and therefore the use of a diverse and representative sample
of music.

- RQ3: Are there differences in perceived music emotions between Live and Lab
settings?

• Chapter 4’s comparative analysis between Live and Lab studies revealed higher agree-
ment levels and rating frequency in the Lab condition than in the Live condition.
These differences were attributed to several factors. The Lab setting provided more
comprehensive individualized training, utilized an enhanced emotion rating tool, and
offered a more focused environment with fewer distractions. Additionally, the larger
sample size in the Lab condition and the inherent differences between the participant
groups might explain why rating consistency is different.

- RQ4: What factors contribute to specific perceived emotions and changes in
perceived emotions for listeners?
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• Chapter 5 delved deeply into the reasoning behind time-varying music emotion judg-
ments. Through thematic analysis, auditory music features, instrumentation & ar-
rangement, instrument entities, expectation & violation, music structure, performer
expression, and stage & visuals emerged as important factors influencing emotion
perception. Chapter 5 also presents a general mapping between listener-informed se-
mantic features and related music information retrieval (MIR) features, listing existing
extraction tools and discussing gaps that can be addressed in future research.

- RQ5: How can listener-informed semantic features and individual attributes be
used to model perceived music emotion?

• Chapter 6 constructed models using selected semantic features to explain perceived
emotions. These models, especially for arousal ratings, demonstrated fair to good fit.
Furthermore, individual attributes, such as cultural background and personality traits,
were found to moderate the relationship between music features and emotion ratings.
Listener-informed features derived from listeners’ explanations, as shown in Chapter
5, played a significant role in these models.

- RQ6: Are there differences in perceived emotions related to the historical time
periods (music eras) of the music listened to?

• Chapter 7 discerned that historical time periods, like the Baroque or Romantic eras,
were associated to emotion rating agreement levels, arousal, and valence ratings.
However, the effects of individual differences and these historical time period factors
were relatively minor.

8.2 Limitations

While this research offers important insights into the field of music emotion perception,
several limitations need to be acknowledged.

First, the findings for the first Live and second Lab study have been observed for a specific
musical piece (Babajanian Piano Trio). Although it is a complex contemporary classical
music piece encompassing widely different characters, it still represents only one specific
piece within one genre, covering only a small part of a far larger possible variety of musical
style and character. Consequently, these findings may not be representative of emotional
responses to a broader range of music. To address this, although we deliberately expand
the music selection in the Online study to include more compositions from the Western
classical and contemporary repertoire, it could be argued that a certain familiarity could be
expected of a Western classical and contemporary music style, which has its own distinct set
of expectations compared to other genres.
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Secondly, the results from the Live and Lab studies have been obtained for a a small
sample size, with only 15 and 21 participants involved, respectively. These small sample sizes
present challenges regarding statistical power, increased susceptibility to outliers, potential
overfitting, and difficulties in generalizing the findings to a larger population. However, this
limitation arises from our intention to gather rich and detailed data from each participant’s
annotations during the listening studies, which includes precise time-based emotion ratings,
detailed reflection, explanations behind the emotion ratings, and a wide array of personal and
contextual variables. Additionally, this research makes a unique contribution to a relatively
underexplored area, particularly considering the specific cultural contexts and music training
backgrounds we focused on. Despite the limited sample size, the comprehensive nature of
our study enhances its internal validity, providing a nuanced understanding of the phenomena
under investigation. Moreover, we are confident that the rigorous design and analytical
methods of our study, which include linear mixed effect models and intra-class correlations,
help to mitigate some of these challenges. These methods are well-suited to our sample sizes
and have been useful in controlling variability in our data and in identifying certain significant
effects. As an exploratory study, our objective was to investigate new questions rather than
testing an existing hypothesis. As we broaden our research with the Online study, we have
incorporated a larger participant pool to augment the external validity and generalizability of
our findings. As such, our findings offer directions for future empirical experiments.

Third, several constraints associated with the analytical methods should be considered.
For instance, the intra-class correlation (ICC), our study’s general measure of agreement, can
be sensitive to the number of items used in the test. This sensitivity can artificially inflate
the ICC value, a problem that precludes us from setting universally comparable cut-offs for
agreement levels. Our study, like most, defines the degree of agreement at the discretion
of the researcher. In our case, we used the segment (or clip) levels, which tend to produce
lower ICCs, for detailed investigation. While other possible measures of agreement, such as
Euclidean distance, are immune from the influence of the timescale used in calculation, they
might be sensitive to outliers and less effective when dealing with data in high-dimensional
space, such as the data from a large number of time series from numerous participants
(Aggarwal, Hinneburg, and Keim, 2001; Pandit, Gupta, et al., 2011). Future research may
benefit from considering these alternative measures.

Also, selecting the "best-fitting" linear mixed model from a large set of candidate models
can also be a complex process. The task of reducing the set of candidate models remains a
subject of ongoing debate. We provided a unique approach for predictor selection, acknowl-
edging that further optimization of the model selection process should be considered in future
research. Lastly, in the moderated regression analysis, we focused on the effect of individual
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difference factors as a single moderator against the influence of a single music feature on
emotions. This approach was a strategic trade-off intended to maintain clarity and concision
in our analysis. Introducing multiple moderators into complex models with numerous music
feature predictors could potentially complicate interpretation and explanation. However,
future research could consider incorporating multiple music features and moderators into
complex models or using agreement levels to guide the selection of moderators and music
features.

Lastly, the discrepancies observed between the Live and Lab studies and Online settings
could be attributed to factors other than the setting itself. However, as an exploratory study,
the primary goal of the research was to better understand the subjective and time-varying
nature of perceived emotion, rather than to provide a systematic comparison of Live vs.
Lab vs. Online settings. The differences in agreement levels and rating frequency may be
attributed to many differences in the listening conditions, including but not limited to different
participants’ demographics, different stimulus length and presentation format, and different
guide tags used in the rating tools (e.g., the improvements made in Mood Annotator based
on participant feedback). Thus, future research should consider a controlled experimental
protocol to better test the effects of different settings.

8.3 Perspectives For Future Research

This work can be used as inspiration for other music emotion-related studies; we here propose
five potential directions for future research.

Emotion modelling from multitrack audio Our results evidenced that participants’ per-
ceived emotions may differ according to instrumentation, and that some were impacted by
instrument roles. Future research should consider music stimuli consisting of multitrack
audio instead of a full mix after individual instrumental stems have been bounced into a
single audio file; this may provide a better way to understand the role each instrument plays
in conveying emotion. This may also enhance the modelling of individual listeners’ emotion
ratings, by capturing the characteristics of separate instrumentation. Previous work by Scott
et al. (2012) has achieved better emotion recognition results using multi-track audio for
a small group of rock music. With an increasing number of multitrack datasets (Bittner
et al., 2014; Li, Liu, et al., 2019) becoming publicly released, this is an interesting avenue to
explore further. Additionally, there has been very little research investigating the stereotypical
emotional effects of specific musical instruments on music emotion perception. The impact
of instrumentation could be explored further through systematic analysis.
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Multimodal Emotion Modelling In our study, some participants provided explanations
involving the stage visuals, or performers’ expressions. These explanations indicated that
emotional perception in live performance is a multimodal phenomenon. Multimodal emotion-
sensing, using computer vision, music information retrieval and natural language processing
for lyrics analysis, is a promising avenue for novel music emotion studies. Such studies may
also help to explain emotion perception agreement or disagreement, as different listeners
may pay attention to different modalities. In Selfridge and Barthet (2019), the authors use
emotion sensing based on analyses of facial expression to predict the emotions felt by the
audience during a live musical performance for a mixed reality application. Emotion sensing
is made using vision-based Internet of Things (IoT) sensors that are lightweight and can be
easily set up in experimental settings. Such sensors may prove useful in conducting research
on multimodal emotion sensing in live music contexts.

Investigation of feature interactions in in emotional expression A large amount of
research has examined the effect of single music features on perceived emotion. However, a
possible reason of why we are still far from a consistent understanding of music emotion
perception could be the complex interactions between different musical dimensions. Separate
features in music can sometimes be highly correlated; for example, a higher pitch might
also be related to a higher loudness. However, in some cases, the simultaneous variation
of different musical features may affect emotion in different ways, so that, as in one of
our findings, participants may respond differently to a violin playing at high pitch, but
slow tempo. Therefore, another interesting direction for emotion studies is to discover the
relationship between feature interaction and both emotion perception and agreement. This
requires well-defined and fully-controlled music stimuli, to derive statistically robust results.

Ubiquitous time-based annotation tool for emotion annotation In many studies about
music perception, participants retrospectively report summarized characteristics of a given
music clip after they finish listening to the whole clip. However, as the music unfolds in time,
it can be seen an oversight to ignore the timing information. An open-sourced, user-friendly
annotation tool enabling time-based annotation will help researchers to capture more specific
information about music perception. The Mood Annotator tools developed for the study
presented in Chapter 4 and 7 provides a way to associate valence/arousal annotations to
timestamped instants from an audio-video recording. As it is a web-based software, it can be
adapted to run on a range of ubiquitous platforms, such as smartphones and tablets, which
are portable and can be used in real-world settings ("in the wild"). We plan to improve Mood
Annotator and release it as open-source software, enabling researchers to use their own audio
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and/or video recordings for specific study needs. The two-dimensional valence and arousal
space can be amended to any one-dimensional or two-dimensional rating scale, and then
extended as a tool for other music perception studies. The retrospective evaluation function
enables researchers to inquiry detailed reasons behind listeners’ judgements.

Besides time-based emotion self-report tools, several systems have been developed to
measure physiological response to music over time (see e.g. works based on electrodermal
activity, a correlate of arousal, such as tools developed by Page et al. (2016) and Baker and
Müllensiefen (2014) for psycho-musicological applications and by Subramaniam and Barthet
(2017) for augmented listening applications). Physiological response inherently relates to felt
emotions rather than perceived emotions so time-based self-reports about perceived emotions
and physiological measures could be compared to further the understanding of the differences
between perceived and felt emotions.

Association between arousal and valence In music emotion research employing the
two-dimensional valence and arousal model, these two dimensions are usually treated as
being independent. Some behavioural studies in emotion perception using non-musical
stimuli have explored the associations between these two dimensions. Studies in emotion
perception in relation to words (Kanske and Kotz, 2010) or in relation to pictures (Kuppens,
Tuerlinckx, Russell, et al., 2013), imply that there is a weak but consistent V-shaped relation
of arousal as a function of valence. There is also research suggesting that the relationship
between valence and arousal varies with personality and culture (Kuppens, Tuerlinckx, Yik,
et al., 2017). However, to our knowledge, no reported research on music emotion has used
a systematic way to examine the associations between these two dimensions for music. It
would be interesting to better understand the associations between valence and arousal in
response to music, and if any other factors potentially influence the associations.

As in our study, the agreement in arousal ratings is in general higher than valence, also
being better modelled using correlates of semantic features. A detailed analysis of the
differences in the two dimensions will also help better understanding the emotion perception
processing.

Advancing music emotion models through multiple-rater ratings Current models of
music emotion recognition tend to have a limiting aspect - they typically rely on a single
output, such as emotion ratings from a single rater or averaged emotion ratings, for a unique
input, often consisting of a set of studied music features. This tendency could be due to the
paucity of emotion-annotated data collected from multiple participants annotating the same
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audio material over time. Alternatively, variance in emotion ratings between multiple raters
may simply be discarded or averaged, treated as noise rather than valuable information.

Admittedly, variance between listeners can be caused by numerous factors, including
the inherent subjectivity of individual perception and listening context effects, participants’
limited understanding of emotion taxonomies, ill-defined rubrics used to rate emotion,
insufficient rating training, and the lack of controls on data collection when using online or
crowd-sourcing platforms. For future research, we recommend to carefully design the study
to minimize such "noise" introduced through the rating process.

However, as demonstrated in our research, even a homogeneous group of participants
within the same listening context can perceive music emotion in diverse ways. Future research
could greatly benefit from integrating this time-varying agreement and disagreement among
listeners. For example, this information can serve as an indicator of the clarity or certainty
of music emotion, offering a more representative depiction of the spectrum of emotional
responses. Moreover, this understanding could aid efforts to reduce the resources needed
for annotation, by pre-selecting music stimuli that convey clearer emotions that may require
fewer raters for evaluation.

This research highlights the complex and subjective nature of emotion recognition in
music, underlining the significant influence of temporal and listener-dependent factors. It
draws attention to the inherent discrepancies in the emotional perception of music, which can
be attributed to various elements, including individual differences, listening contexts, and
the temporal dynamics inherent in music. We have explored higher-level concepts that drive
listeners’ emotional evaluation and experience of music, which we believe are relevant to the
broader field of music perception.

Importantly, this research goes beyond conventional static and averaged models of music
emotion perception. It lays the groundwork for more nuanced, time-varying models that take
into account the experiences and backgrounds of individual listeners. Our work also has
implications for the field of machine-based emotion recognition. The performance of any
model is ultimately limited by the quality of the data used to train it. However, subjectivity
in large music emotion datasets can be a challenge. Rather than viewing such subjectivity as
a problem, our research suggests that it should be embraced as an inherent part of emotional
perception. By incorporating elements of agreement and disagreement into future emotion
modelling, we may be able to overcome the ‘glass ceiling’ in model performance that may
be imposed by the inherent subjectivity of the data. By deepening our understanding of
these dynamics, this study paves the way for further exploration and potential applications in
several fields, including music psychology, music recommendation systems, emotion-driven
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music generation, and therapeutic settings where music is used as a tool for emotional
regulation.
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Imbrasaitė, Vaiva, Tadas Baltrušaitis, and Peter Robinson (2013). “Emotion tracking in
music using continuous conditional random fields and relative feature representation”.
In: Multimedia and Expo Workshops (ICMEW), 2013 IEEE International Conference on.
IEEE, pp. 1–6.

Jacoby, Nori et al. (2020). “Cross-cultural work in music cognition: Challenges, insights, and
recommendations”. In: Music Perception 37.3, pp. 185–195.

James, Lawrence R, Robert G Demaree, and Gerrit Wolf (1984). “Estimating within-group
interrater reliability with and without response bias.” In: Journal of applied psychology
69.1, p. 85.

John, Oliver P, Sanjay Srivastava, et al. (1999). “The Big Five trait taxonomy: History,
measurement, and theoretical perspectives”. In: Handbook of personality: Theory and
research 2.1999, pp. 102–138.

Jones, M Cameron, J Stephen Downie, and Andreas F Ehmann (2007). “Human Similarity
Judgments: Implications for the Design of Formal Evaluations.” In: ISMIR, pp. 539–542.

Juslin, Patrik N (2011). “Music and emotion: Seven questions, seven answers”. In: Music
and the mind: Essays in honour of John Sloboda, pp. 113–135.

Juslin, Patrik N, Gonçalo T Barradas, et al. (2016). “Prevalence of emotions, mechanisms,
and motives in music listening: A comparison of individualist and collectivist cultures.”
In: Psychomusicology: Music, Mind, and Brain 26.4, p. 293.

Juslin, Patrik N, László Harmat, and Tuomas Eerola (2014). “What makes music emotion-
ally significant? Exploring the underlying mechanisms”. In: Psychology of Music 42.4,
pp. 599–623.

Juslin, Patrik N and Petri Laukka (2003). “Communication of emotions in vocal expression
and music performance: Different channels, same code?” In: Psychological bulletin 129.5,
p. 770.

https://doi.org/10.1177/1029864911414172
https://doi.org/10.1177/1029864911414172
https://doi.org/10.1177/1029864911414172


Bibliography | 222

Juslin, Patrik N and Petri Laukka (2004). “Expression, perception, and induction of musical
emotions: A review and a questionnaire study of everyday listening”. In: Journal of New
Music Research 33.3, pp. 217–238.

Juslin, Patrik N, Simon Liljeström, et al. (2008). “An experience sampling study of emotional
reactions to music: listener, music, and situation.” In: Emotion 8.5, p. 668.

Juslin, Patrik N and Erik Lindström (2010). “Musical Expression of Emotions: Modelling
Listeners’ Judgements of Composed and Performed Features”. In: Music Analysis 29.1-3,
pp. 334–364. DOI: 10.1111/j.1468-2249.2011.00323.x.

Juslin, Patrik N, Laura S Sakka, et al. (2022). “Emotions, mechanisms, and individual differ-
ences in music listening: A stratified random sampling approach”. In: Music Perception:
An Interdisciplinary Journal 40.1, pp. 55–86.

Juslin, Patrik N and John Sloboda (2011). Handbook of music and emotion: Theory, research,
applications. Oxford University Press.

Juslin, Patrik N and John A Sloboda (2001). Music and emotion: Theory and research.
Oxford University Press.

Juslin, Patrik N and Daniel Västfjäll (2008). “Emotional responses to music: The need to
consider underlying mechanisms”. In: Behavioral and brain sciences 31.5, pp. 559–575.

Kallinen, Kari and Niklas Ravaja (2006). “Emotion perceived and emotion felt: Same and
different”. In: Musicae Scientiae 10.2, pp. 191–213.

Kanske, Philipp and Sonja A Kotz (2010). “Leipzig affective norms for German: A reliability
study”. In: Behavior research methods 42.4, pp. 987–991.

Kim, Jong Wook, Justin Salamon, et al. (2018). “Crepe: A convolutional representation for
pitch estimation”. In: 2018 IEEE International Conference on Acoustics, Speech and
Signal Processing (ICASSP). IEEE, pp. 161–165.

Kim, Youngmoo E, Erik M Schmidt, and Lloyd Emelle (2008). “MoodSwings: A Collabora-
tive Game for Music Mood Label Collection.” In: ISMIR. Vol. 8, pp. 231–236.

Kim, Youngmoo E, Erik M Schmidt, Raymond Migneco, et al. (2010). “Music emotion
recognition: A state of the art review”. In: Proc. ISMIR. Citeseer, pp. 255–266.

Koo, Terry K and Mae Y Li (2016). “A guideline of selecting and reporting intraclass
correlation coefficients for reliability research”. In: Journal of chiropractic medicine 15.2,
pp. 155–163.

Koops, Hendrik Vincent et al. (2019). “Annotator subjectivity in harmony annotations of
popular music”. In: Journal of New Music Research 48.3, pp. 232–252. DOI: 10.1080/
09298215.2019.1613436. eprint: https://doi.org/10.1080/09298215.2019.1613436. URL:
https://doi.org/10.1080/09298215.2019.1613436.

Kosta, Katerina et al. (2013). “A Study of Cultural Dependence of Perceived Mood in Greek
Music.” In: ISMIR, pp. 317–322.

Krippendorff, Klaus (2007). “Computing Krippendorff’s alpha reliability”. In: Departmental
papers (ASC), p. 43.

Krumhansl, Carol L (1997). “An exploratory study of musical emotions and psychophysiol-
ogy.” In: Canadian Journal of Experimental Psychology/Revue canadienne de psycholo-
gie expérimentale 51.4, p. 336.

Krumhansl, Carol L (2002). “Music: A link between cognition and emotion”. In: Current
directions in psychological science 11.2, pp. 45–50.

Kumar, Naveen et al. (2016). “Novel affective features for multiscale prediction of emotion
in music”. In: 2016 IEEE 18th International Workshop on Multimedia Signal Processing
(MMSP). IEEE, pp. 1–5.

https://doi.org/10.1111/j.1468-2249.2011.00323.x
https://doi.org/10.1080/09298215.2019.1613436
https://doi.org/10.1080/09298215.2019.1613436
https://doi.org/10.1080/09298215.2019.1613436
https://doi.org/10.1080/09298215.2019.1613436


Bibliography | 223

Kuppens, Peter, Francis Tuerlinckx, James A Russell, et al. (2013). “The relation between
valence and arousal in subjective experience.” In: Psychological bulletin 139.4, p. 917.

Kuppens, Peter, Francis Tuerlinckx, Michelle Yik, et al. (2017). “The relation between
valence and arousal in subjective experience varies with personality and culture”. In:
Journal of personality 85.4, pp. 530–542.

Kuznetsova, Alexandra, Per B Brockhoff, and Rune HB Christensen (2017). “lmerTest
package: tests in linear mixed effects models”. In: Journal of statistical software 82,
pp. 1–26.

Lakoff, George and Mark Johnson (1980). Metaphors We Live By. Chicago: The University
of Chicago Press.

Lamere, P and O Celma (2007). “Music recommendation tutorial notes”. In: ISMIR Tutorial,
September.

Lamont, Alexandra (2011). “University students’ strong experiences of music: Pleasure,
engagement, and meaning”. In: Musicae Scientiae 15.2, pp. 229–249.

Lamont, Alexandra et al. (2011). “Measuring music-induced emotion: A comparison of
emotion models, personality biases, and intensity of experiences”. In: Musicae Scientiae
15.2, pp. 159–173.

Lange, Elke B and Klaus Frieler (2018). “Challenges and opportunities of predicting mu-
sical emotions with perceptual and automatized features”. In: Music Perception: An
Interdisciplinary Journal 36.2, pp. 217–242.

Lartillot, Olivier and Petri Toiviainen (2007). “A Matlab toolbox for musical feature ex-
traction from audio”. In: International Conference on Digital Audio Effects, pp. 237–
244.

Laurier, Cyril et al. (2007). “Audio music mood classification using support vector machine”.
In: MIREX task on Audio Mood Classification, pp. 2–4.

LeCun, Yann, Yoshua Bengio, and Geoffrey Hinton (2015). “Deep learning”. In: nature
521.7553, p. 436.

Lee, Jin Ha and Xiao Hu (2014). “Cross-cultural similarities and differences in music mood
perception”. In: iConference 2014 Proceedings.

Li, Bochen, Xinzhao Liu, et al. (2019). “Creating a Multitrack Classical Music Performance
Dataset for Multimodal Music Analysis: Challenges, Insights, and Applications”. In:
IEEE Transactions on Multimedia 21.2, pp. 522–535.

Li, Pei-Ching, Li Su, et al. (2015). “Analysis of Expressive Musical Terms in Violin Using
Score-Informed and Expression-Based Audio Features.” In: ISMIR, pp. 809–815.

Li, Xinxing, Haishu Xianyu, et al. (2016). “A deep bidirectional long short-term memory
based multi-scale approach for music dynamic emotion prediction”. In: 2016 IEEE
International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE,
pp. 544–548.

Liang, Beici, György Fazekas, and Mark Sandler (2019). “Piano Sustain-pedal Detection
Using Convolutional Neural Networks”. In: ICASSP 2019-2019 IEEE International
Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, pp. 241–245.

Liljequist, David, Britt Elfving, and Kirsti Skavberg Roaldsen (2019). “Intraclass correla-
tion—A discussion and demonstration of basic features”. In: PLoS One 14.7, e0219854.

Liljeström, Simon, Patrik N Juslin, and Daniel Västfjäll (2013). “Experimental evidence of
the roles of music choice, social context, and listener personality in emotional reactions
to music”. In: Psychology of music 41.5, pp. 579–599.

Lima, César F and São Luís Castro (2011). “Emotion recognition in music changes across
the adult life span”. In: Cognition and Emotion 25.4, pp. 585–598.



Bibliography | 224

Lippens, Stefaan, Jean-Pierre Martens, and Tom De Mulder (2004). “A comparison of human
and automatic musical genre classification”. In: 2004 IEEE international conference on
acoustics, speech, and signal processing. Vol. 4. IEEE, pp. iv–iv.

Liu, Pan, Simon Rigoulot, and Marc D Pell (2015). “Cultural differences in on-line sensitivity
to emotional voices: comparing East and West”. In: Frontiers in human neuroscience 9,
p. 311.

Livingstone, Steven R et al. (2010). “Changing musical emotion: A computational rule
system for modifying score and performance”. In: Computer Music Journal 34.1, pp. 41–
64.

Long, Jeffrey D (2012). Longitudinal data analysis for the behavioral sciences using R. Sage.
Lu, Lie, Dan Liu, and Hong-Jiang Zhang (2005). “Automatic mood detection and tracking of

music audio signals”. In: IEEE Transactions on audio, speech, and language processing
14.1, pp. 5–18.

Lüdecke, Daniel et al. (2018). “sjPlot: Data visualization for statistics in social science”. In:
R package version 2.1.

Lumley, Tom (2002). “Assessment criteria in a large-scale writing test: What do they really
mean to the raters?” In: Language Testing 19.3, pp. 246–276.

Maas, Cora JM and Joop J Hox (2004). “The influence of violations of assumptions on
multilevel parameter estimates and their standard errors”. In: Computational statistics &
data analysis 46.3, pp. 427–440.

MacDorman Stuart Ough Chin-Chang Ho, Karl F (2007). “Automatic emotion prediction
of song excerpts: Index construction, algorithm design, and empirical comparison”. In:
Journal of New Music Research 36.4, pp. 281–299.

MacGregor, Chloe and Daniel Müllensiefen (2019). “The Musical Emotion Discrimination
Task: A new measure for assessing the ability to discriminate emotions in music”. In:
Frontiers in Psychology 10, p. 1955.

Madison, Guy and Johan Paulin (2010). “Ratings of speed in real music as a function of
both original and manipulated beat tempo”. In: The Journal of the Acoustical Society of
America 128.5, pp. 3032–3040.

McCrae, Robert R (2007). “Aesthetic chills as a universal marker of openness to experience”.
In: Motivation and Emotion 31.1, pp. 5–11.

McFee, Brian et al. (2015). “librosa: Audio and music signal analysis in python”. In: Pro-
ceedings of the 14th python in science conference. Vol. 8.

McGraw, Kenneth O and Seok P Wong (1996). “Forming inferences about some intraclass
correlation coefficients.” In: Psychological methods 1.1, p. 30.

McKay, Cory, Julie Cumming, and Ichiro Fujinaga (2018). “JSYMBOLIC 2.2: Extracting
Features from Symbolic Music for use in Musicological and MIR Research.” In: ISMIR,
pp. 348–354.

McKay, Cory and Ichiro Fujinaga (2006). “jSymbolic: A Feature Extractor for MIDI Files.”
In: ICMC.

McVicar, Matt et al. (2016). “SuMoTED: An intuitive edit distance between rooted unordered
uniquely-labelled trees”. In: Pattern Recognition Letters 79, pp. 52–59.

Metallinou, Angeliki and Shrikanth Narayanan (2013). “Annotation and processing of
continuous emotional attributes: Challenges and opportunities”. In: 2013 10th IEEE
international conference and workshops on automatic face and gesture recognition (FG).
IEEE, pp. 1–8.



Bibliography | 225

Meteyard, Lotte and Robert AI Davies (2020). “Best practice guidance for linear mixed-
effects models in psychological science”. In: Journal of Memory and Language 112,
p. 104092.

Meyer, Leonard (1956a). Emotion and meaning in music.
Meyer, Leonard B (1956b). Emotion and Meaning in Music. Phoenix books. University of

Chicago Press. ISBN: 9780226521398.
Moore, Brian CJ, Brian R Glasberg, and Thomas Baer (1997). “A model for the prediction of

thresholds, loudness, and partial loudness”. In: Journal of the Audio Engineering Society
45.4, pp. 224–240.

Morling, Beth (2017). Research Methods in Psychology: Third International Student Edition.
WW Norton & Company.

Mou, Wenxuan, Hatice Gunes, and Ioannis Patras (2019). “Alone versus In-a-group: A
Multi-modal Framework for Automatic Affect Recognition”. In: ACM Transactions on
Multimedia Computing, Communications, and Applications (TOMM) 15.2, p. 47.

Müllensiefen, Daniel, Bruno Gingras, Jason Musil, et al. (2014). “The musicality of non-
musicians: an index for assessing musical sophistication in the general population”. In:
PloS one 9.2, e89642.

Müllensiefen, Daniel, Bruno Gingras, Lauren Stewart, et al. (2013). “Goldsmiths Musical
Sophistication Index (Gold-MSI) v1. 0: Technical Report and Documentation Revision
0.3”. In: London: Goldsmiths, University of London.

Müller, Samuel, Janice L Scealy, and Alan H Welsh (2013). “Model selection in linear mixed
models”. In: Statistical Science 28.2, pp. 135–167.

Nagel, Frederik et al. (2007). “EMuJoy: Software for continuous measurement of perceived
emotions in music”. In: Behavior Research Methods 39.2, pp. 283–290.

Nan, Yun, Thomas R Knösche, and Angela D Friederici (2006). “The perception of musical
phrase structure: a cross-cultural ERP study”. In: Brain research 1094.1, pp. 179–191.

Ni, Yizhao et al. (2013). “Understanding effects of subjectivity in measuring chord estimation
accuracy”. eng. In: IEEE TRANSACTIONS ON AUDIO SPEECH AND LANGUAGE
PROCESSING 21.12, pp. 2607–2615. ISSN: 1558-7916. URL: http://dx.doi.org/10.1109/
TASL.2013.2280218.

Nielsen, Frede V (1987). “Musical tension and related concepts”. In: The semiotic web 86,
pp. 491–513.

Nieto, Oriol et al. (2014). “Perceptual analysis of the f-measure for evaluating section bound-
aries in music”. In: Proceedings of the 15th International Society for Music Information
Retrieval Conference (ISMIR 2014), pp. 265–270.

Noland, Katy and Mark Sandler (2007). “Signal processing parameters for tonality estima-
tion”. In: Audio Engineering Society Convention 122. Audio Engineering Society.

Novick, Melvin R (1966). “The axioms and principal results of classical test theory”. In:
Journal of mathematical psychology 3.1, pp. 1–18.

Oliphant, Travis E (2007). “Python for scientific computing”. In: Computing in Science &
Engineering 9.3, pp. 10–20.

Pachet, Francois and Jean-Julien Aucouturier (2004). “Improving timbre similarity: How
high is the sky”. In: Journal of negative results in speech and audio sciences 1.1, pp. 1–13.

Page, Kevin R et al. (2016). “Digital Annotation Tooling for Opera Performance Studies.” In:
DH, pp. 306–309.

Panda, Renato, Ricardo Manuel Malheiro, and Rui Pedro Paiva (2018). “Novel audio features
for music emotion recognition”. In: IEEE Transactions on Affective Computing.

http://dx.doi.org/10.1109/TASL.2013.2280218
http://dx.doi.org/10.1109/TASL.2013.2280218


Bibliography | 226

Panda, Renato and Rui Pedro Paiva (2011). “Using support vector machines for automatic
mood tracking in audio music”. In: Audio Engineering Society Convention 130. Audio
Engineering Society.

Pandit, Shraddha, Suchita Gupta, et al. (2011). “A comparative study on distance measuring
approaches for clustering”. In: International Journal of Research in Computer Science
2.1, pp. 29–31.

Parrott, W Gerrod and Paula Hertel (1999). “Research methods in cognition and emotion”.
In: Handbook of cognition and emotion, pp. 61–81.

Petrides, Konstantinos V and Adrian Furnham (2006). “The Role of Trait Emotional Intelli-
gence in a Gender-Specific Model of Organizational Variables 1”. In: Journal of Applied
Social Psychology 36.2, pp. 552–569.

Picard, Rosalind W (2000). Affective computing. MIT press.
Podlipniak, Piotr (2017). “The role of the Baldwin effect in the evolution of human musical-

ity”. In: Frontiers in neuroscience 11, p. 542.
Pogue, David and Scott Speck (2021). Classical music for dummies. John Wiley & Sons.
Posner, Jonathan, James A Russell, and Bradley S Peterson (2005). “The circumplex model

of affect: An integrative approach to affective neuroscience, cognitive development, and
psychopathology”. In: Development and psychopathology 17.03, pp. 715–734.

Preacher, Kristopher J, Patrick J Curran, and Daniel J Bauer (2006). “Computational tools for
probing interactions in multiple linear regression, multilevel modeling, and latent curve
analysis”. In: Journal of educational and behavioral statistics 31.4, pp. 437–448.

Reisenzein, Rainer et al. (2013). “Computational modeling of emotion: Toward improving
the inter-and intradisciplinary exchange”. In: IEEE Transactions on Affective Computing
4.3, pp. 246–266.

Rentfrow, Peter J and Samuel D Gosling (2003). “The do re mi’s of everyday life: the
structure and personality correlates of music preferences.” In: Journal of personality and
social psychology 84.6, p. 1236.

Rodriguez Zivic, Pablo H, Favio Shifres, and Guillermo A Cecchi (2013). “Perceptual basis
of evolving Western musical styles”. In: Proceedings of the National Academy of Sciences
110.24, pp. 10034–10038.

Russell, James A (1980). “A circumplex model of affect.” In: Journal of personality and
social psychology 39.6, p. 1161.

Russell, James A., Toomas Niit, and Maria Lewicka (1989). “A Cross-Cultural Study of a
Circumplex Model of Affect”. In: Journal of Personality and Social Psychology 57.5,
pp. 848–856.

Rusting, Cheryl L (1999). “Interactive effects of personality and mood on emotion-congruent
memory and judgment.” In: Journal of personality and social psychology 77.5, p. 1073.

Rusting, Cheryl L and Randy J Larsen (1998). “Personality and cognitive processing of
affective information”. In: Personality and Social Psychology Bulletin 24.2, pp. 200–213.

Saari, Pasi, Mathieu Barthet, et al. (2013). “Semantic models of musical mood: Compar-
ison between crowd-sourced and curated editorial tags”. In: 2013 IEEE International
Conference on Multimedia and Expo Workshops (ICMEW). IEEE, pp. 1–6.

Saari, Pasi, Gyorgy Fazekas, et al. (May 2016). “Genre-adaptive semantic computing and
audio-based modelling for music mood annotation.” In: IEEE transactions on affective
computing. 7.2, pp. 122–135. URL: http://dro.dur.ac.uk/16198/.

Schedl, Markus, Emilia Gómez, Erika S Trent, et al. (2018). “On the Interrelation between
listener characteristics and the perception of emotions in classical orchestra music”. In:
IEEE Transactions on Affective Computing 9.4, pp. 507–525.

http://dro.dur.ac.uk/16198/


Bibliography | 227

Schedl, Markus, Emilia Gómez, Julián Urbano, et al. (2014). “Music information retrieval:
Recent developments and applications”. In: Foundations and Trends® in Information
Retrieval 8.2-3, pp. 127–261.

Schellenberg, E Glenn, Ania M Krysciak, and R Jane Campbell (2000). “Perceiving emotion
in melody: Interactive effects of pitch and rhythm”. In: Music Perception: An Interdisci-
plinary Journal 18.2, pp. 155–171.

Schielzeth, Holger et al. (2020). “Robustness of linear mixed-effects models to violations of
distributional assumptions”. In: Methods in ecology and evolution 11.9, pp. 1141–1152.

Schmidt, Erik M and Youngmoo E Kim (2010a). “Prediction of Time-varying Musical Mood
Distributions from Audio.” In: ISMIR, pp. 465–470.

Schmidt, Erik M and Youngmoo E Kim (2010b). “Prediction of time-varying musical
mood distributions using Kalman filtering”. In: 2010 Ninth International Conference on
Machine Learning and Applications. IEEE, pp. 655–660.

Schmidt, Erik M and Youngmoo E Kim (2011). “Modeling Musical Emotion Dynamics with
Conditional Random Fields.” In: ISMIR, pp. 777–782.

Schmidt, Erik M, Douglas Turnbull, and Youngmoo E Kim (2010). “Feature selection
for content-based, time-varying musical emotion regression”. In: Proceedings of the
international conference on Multimedia information retrieval. ACM, pp. 267–274.

Schubert, Emery (1996). “Continuous response to music using a two dimensional emotion
space”. In: Proceedings of the 4th International Conference of Music Perception and
Cognition. McGill University. Montreal, pp. 263–268.

Schubert, Emery (2001). “Continuous measurement of self-report emotional response to
music.” In.

Schubert, Emery (2003). “Update of the Hevner adjective checklist”. In: Perceptual and
motor skills 96.3_suppl, pp. 1117–1122.

Schubert, Emery (2004). “Modeling perceived emotion with continuous musical features”.
In: Music perception 21.4, pp. 561–585.

Schubert, Emery (2007). “Locus of emotion: The effect of task order and age on emotion
perceived and emotion felt in response to music”. In: Journal of Music Therapy 44.4,
pp. 344–368.

Schubert, Emery and William TM Dunsmuir (2004). “Introduction to Interrupted Time Series
Analysis of Emotion in Music: The case of arousal, valence and points of rest”. In: 8th
International Conference of Music Perception and Cognition. August, pp. 3–7.

Schubert, Emery, Sam Ferguson, et al. (2012). “Continuous response to music using discrete
emotion faces”. In: Proc. of CMMR.

Schubert, Emery and Joe Wolfe (2016). “Voicelikeness of musical instruments: A litera-
ture review of acoustical, psychological and expressiveness perspectives”. In: Musicae
Scientiae 20.2, pp. 248–262.

Scott, Jeffrey et al. (2012). “Predicting time-varying musical emotion distributions from
multi-track audio”. In: space 6, p. 8.

Selfridge, Rod and Mathieu Barthet (2019). “Augmented live music performance using
mixed reality and emotion feedback”. In: 14th Int. Symposium on Computer Music
Multidisciplinary Research, p. 210.

Seyerlehner, Klaus, Gerhard Widmer, and Peter Knees (2010). “A comparison of human,
automatic and collaborative music genre classification and user centric evaluation of genre
classification systems”. In: International Workshop on Adaptive Multimedia Retrieval.
Springer, pp. 118–131.



Bibliography | 228

Shmueli, Galit et al. (2010). “To explain or to predict?” In: Statistical science 25.3, pp. 289–
310.

Shoda, Haruka and Mayumi Adachi (2015). “Why live recording sounds better: a case
study of Schumann’s Träumerei”. In: Frontiers in Psychology 5.1564, pp. 1–15. DOI:
10.3389/fpsyg.2014.01564.

Shoda, Haruka, Mayumi Adachi, and Tomohiro Umeda (2016). “How live performance
moves the human heart”. In: PloS one 11.4, e0154322.

Shrout, Patrick E and Joseph L Fleiss (1979). “Intraclass correlations: uses in assessing rater
reliability.” In: Psychological bulletin 86.2, p. 420.

Sloboda, J, A Lamont, and A Greasley (2009). “Choosing to hear music: motivation process
and effect In S. Hallam, I. Cross & M. Thaut (eds) The Oxford Handbook of Music
Psychology”. In.

Sloboda, John A and Susan A O’Neill (2001). “Emotions in everyday listening to music”. In:
Music and emotion: Theory and research, pp. 415–429.

Sloboda, John A. (1991). “Music Structure and Emotional Response: Some Empirical
Findings”. In: Psychology of Music 19, pp. 110–120. DOI: 10.1177/0305735691192002.

Smith, Jordan (2014). “Explaining listener differences in the perception of musical structure”.
PhD thesis. Explaining Listener Di erences in the Perception of Musical Structure.

Smith, Jordan B. L., Jun Kato, et al. (2017). “The CrossSong Puzzle: Developing a logic
puzzle for musical thinking”. In: Journal of New Music Research 46.3, pp. 213–228.

Smith, Jordan Bennett Louis, John Ashley Burgoyne, et al. (2011). “Design and creation of a
large-scale database of structural annotations.” In: ISMIR. Vol. 11. Miami, FL, pp. 555–
560.

Soleymani, Mohammad, Anna Aljanaki, et al. (2014). “Emotional analysis of music: A
comparison of methods”. In: Proceedings of the 22nd ACM international conference on
Multimedia. ACM, pp. 1161–1164.

Soleymani, Mohammad, Micheal N Caro, et al. (2013). “1000 songs for emotional analysis
of music”. In: Proceedings of the 2nd ACM international workshop on Crowdsourcing
for multimedia. ACM, pp. 1–6.

Song, Yading et al. (2016). “Perceived and Induced Emotion Responses to Popular Music”.
In: Music Perception: An Interdisciplinary Journal 33.4, pp. 472–492.

Spreng, R Nathan et al. (2009). “The Toronto Empathy Questionnaire: Scale development
and initial validation of a factor-analytic solution to multiple empathy measures”. In:
Journal of personality assessment 91.1, pp. 62–71.

Stevens, Catherine J (2012). “Music perception and cognition: A review of recent cross-
cultural research”. In: Topics in cognitive science 4.4, pp. 653–667.

Sturm, Bob L (2013). “Evaluating music emotion recognition: Lessons from music genre
recognition?” In: 2013 IEEE International Conference on Multimedia and Expo Work-
shops (ICMEW). IEEE, pp. 1–6.

Su, Dan and Pascale Fung (2012). “Personalized music emotion classification via active learn-
ing”. In: Proceedings of the second international ACM workshop on Music information
retrieval with user-centered and multimodal strategies. ACM, pp. 57–62.

Subramaniam, Anand and Mathieu Barthet (2017). “Mood Visualiser: Augmented Music
Visualisation Gauging Audience Arousal”. In: Proceedings of the 12th International
Audio Mostly Conference on Augmented and Participatory Sound and Music Experiences,
pp. 1–8.

https://doi.org/10.3389/fpsyg.2014.01564
https://doi.org/10.1177/0305735691192002


Bibliography | 229

Taruffi, Liila et al. (2017). “Individual differences in music-perceived emotions: The influence
of externally oriented thinking”. In: Music Perception: An Interdisciplinary Journal 34.3,
pp. 253–266.

Tavakol, Mohsen and Reg Dennick (2011). “Making sense of Cronbach’s alpha”. In: Interna-
tional journal of medical education 2, p. 53.

Tesoriero, Michael and Nikki Sue Rickard (2012). “Music-enhanced recall: An effect of
mood congruence, emotion arousal or emotion function?” In: Musicae Scientiae 16.3,
pp. 340–356.

Thompson, Edmund R (2007). “Development and validation of an internationally reliable
short-form of the positive and negative affect schedule (PANAS)”. In: Journal of cross-
cultural psychology 38.2, pp. 227–242.

Trainor, Laurel J et al. (2014). “Explaining the high voice superiority effect in polyphonic
music: Evidence from cortical evoked potentials and peripheral auditory models”. In:
Hearing Research 308, pp. 60–70.

Tsai, Chen-Gia and Chung-Ping Chen (2015). “Musical tension over time: listeners’ physio-
logical responses to the ‘retransition’in classical sonata form”. In: Journal of New Music
Research 44.3, pp. 271–286.

Tuomas, Eerola (2011). “Are the Emotions Expressed in Music Genre-specific? An Audio-
based Evaluation of Datasets Spanning Classical, Film, Pop and Mixed Genres”. In:
Journal of New Music Research 40.4, pp. 349–366. DOI: 10.1080/09298215.2011.602195.
eprint: https://doi.org/10.1080/09298215.2011.602195. URL: https://doi.org/10.1080/
09298215.2011.602195.

Van den Tol, Annemieke JM and Jane Edwards (2013). “Exploring a rationale for choosing
to listen to sad music when feeling sad”. In: Psychology of Music 41.4, pp. 440–465.

Van den Tol, Annemieke JM and Jane Edwards (2015). “Listening to sad music in adverse
situations: How music selection strategies relate to self-regulatory goals, listening effects,
and mood enhancement”. In: Psychology of Music 43.4, pp. 473–494.

Van den Tol, Annemieke JM, Jane Edwards, and Nathan A Heflick (2016). “Sad music as a
means for acceptance-based coping”. In: Musicae Scientiae 20.1, pp. 68–83.

Vines, Bradley W et al. (2006). “Cross-modal interactions in the perception of musical
performance”. In: Cognition 101.1, pp. 80–113.

Vuoskoski, Jonna K and Tuomas Eerola (2011). “The role of mood and personality in the
perception of emotions represented by music”. In: Cortex 47.9, pp. 1099–1106.

Wang, Changhong, Emmanouil Benetos, et al. (2019). “Adaptive Time–Frequency Scattering
for Periodic Modulation Recognition in Music Signals”. In: ISMIR.

Wang, Shuo-Yang, Ju-Chiang Wang, et al. (2014). “Towards time-varying music auto-tagging
based on CAL500 expansion”. In: Multimedia and Expo (ICME), 2014 IEEE Interna-
tional Conference on. IEEE, pp. 1–6.

Wei, Chaoyang et al. (2022). “Influence of Music on Perceived Emotions in Film”. In: Audio
Engineering Society Convention 153. Audio Engineering Society.

Weiß, Christof et al. (2019). “Investigating style evolution of Western classical music: A
computational approach”. In: Musicae Scientiae 23.4, pp. 486–507.

Whissell, Cynthia M (1989). “The dictionary of affect in language”. In: The measurement of
emotions. Elsevier, pp. 113–131.

Woehr, David J and Allen I Huffcutt (1994). “Rater training for performance appraisal: A
quantitative review”. In: Journal of occupational and organizational psychology 67.3,
pp. 189–205.

https://doi.org/10.1080/09298215.2011.602195
https://doi.org/10.1080/09298215.2011.602195
https://doi.org/10.1080/09298215.2011.602195
https://doi.org/10.1080/09298215.2011.602195


Bibliography | 230

Wu, Bin, Andrew Horner, and Chung Lee (2014). “Musical timbre and emotion: The iden-
tification of salient timbral features in sustained musical instrument tones equalized in
attack time and spectral centroid”. In: ICMC.

Xu, Mingxing et al. (2015). “Multi-Scale Approaches to the MediaEval 2015" Emotion in
Music" Task.” In: MediaEval.

Yang, Yi-Hsuan and Homer H Chen (2011a). Music emotion recognition. CRC Press.
Yang, Yi-Hsuan and Homer H Chen (2011b). “Prediction of the distribution of perceived

music emotions using discrete samples”. In: IEEE Transactions on Audio, Speech, and
Language Processing 19.7, pp. 2184–2196.

Yang, Yi-Hsuan and Homer H Chen (2012). “Machine recognition of music emotion: A
review”. In: ACM Transactions on Intelligent Systems and Technology (TIST) 3.3, p. 40.

Yang, Yi-Hsuan and Xiao Hu (2012). “Cross-cultural Music Mood Classification: A Compar-
ison on English and Chinese Songs.” In: ISMIR, pp. 19–24.

Yang, Yi-Hsuan, Yu-Ching Lin, et al. (2008). “A regression approach to music emotion
recognition”. In: Audio, Speech, and Language Processing, IEEE Transactions on 16.2,
pp. 448–457.

Yang, Yi-Hsuan and Jen-Yu Liu (2013). “Quantitative study of music listening behavior in a
social and affective context”. In: IEEE Transactions on Multimedia 15.6, pp. 1304–1315.

Yang, Yi-Hsuan, Ya-Fan Su, et al. (2007). “Music emotion recognition: The role of individu-
ality”. In: Proceedings of the international workshop on Human-centered multimedia.
ACM, pp. 13–22.

Yang, Luwei, Khalid Z Rajab, and Elaine Chew (2017). “The filter diagonalisation method
for music signal analysis: frame-wise vibrato detection and estimation”. In: Journal of
Mathematics and Music 11.1, pp. 42–60.

Zentner, Marcel, Didier Grandjean, and Klaus R Scherer (2008). “Emotions evoked by the
sound of music: characterization, classification, and measurement.” In: Emotion 8.4,
p. 494.

Zhang, Kejun et al. (2018). “The PMEmo Dataset for Music Emotion Recognition”. In:
Proceedings of the 2018 ACM on International Conference on Multimedia Retrieval.
ICMR ’18. Yokohama, Japan: ACM, pp. 135–142. ISBN: 978-1-4503-5046-4. DOI:
10.1145/3206025.3206037. URL: http://doi.acm.org/10.1145/3206025.3206037.

https://doi.org/10.1145/3206025.3206037
http://doi.acm.org/10.1145/3206025.3206037


Appendix A

Appendix

A.1 Flyer Available To All Audience Members At The Live
Concert



A.1 Flyer available to all audience members at the live concert | 232

 

 
HOW TO USE 
FIRST 
Access the Mood Rater app using 
any web browser on your mobile 
device (no download required) 

http://bit.ly/moodxp 
or QR code in the bottom 

 

 

 

 

SECOND 
Rate the emotion that you 
perceive in the music 
according to how 
Exciting/Calm and 
Positive/Negative it is, 
whenever you want during 
the performance. 
 
 

 

 

 

  

MOOD 
RATER 
 
 
 
     
   EXPLORING  
   MUSIC AND EMOTIONS  
   IN LIVE PERFORMANCE 

 
 

 

Very Excited 

Very Calm 

Very  
Positive 

 
Neutral 

Very  
Negative 
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A.2 Most Frequently Used 100 Words In Participants’ Ex-
planations On The Reasons Of Emotion Ratings

Word Count Weighted
Percentage

Word Count Weighted
Percentage

piano 109 3.56% neutral 11 0.36%
violin 105 3.43% overall 11 0.36%
notes 83 2.71% register 11 0.36%
loudness 82 2.68% rhythm 11 0.36%
melody 73 2.38% relaxed 10 0.33%
positivity 58 1.89% intervals 9 0.29%
point 57 1.86% solo 9 0.29%
pitch 55 1.80% end 9 0.29%
tempo 55 1.80% power 9 0.29%
energy 54 1.76% smoothly 9 0.29%
cello 50 1.63% pattern 9 0.29%
change 50 1.63% passage 8 0.26%
starts 39 1.27% progression 8 0.26%
chord 38 1.24% theme 8 0.26%
major 38 1.24% time 8 0.26%
rising 33 1.08% brings 8 0.26%
low 32 1.05% warm 8 0.26%
negative 31 1.01% staccato 7 0.23%
slow 28 0.91% sudden 7 0.23%
sadness 26 0.85% resolves 7 0.23%
lower 25 0.82% added 6 0.20%
minor 25 0.82% anxiety 6 0.20%
part 25 0.82% harmonic 6 0.20%
slightly 25 0.82% sense 6 0.20%
drop 25 0.82% slower 6 0.20%
instruments 25 0.82% tension 6 0.20%
crescendo 24 0.78% together 6 0.20%
timbre 23 0.75% beginning 6 0.20%
louder 22 0.72% different 6 0.20%
intensity 21 0.69% unexpected 6 0.20%
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decreases 20 0.65% beat 6 0.20%
harmony 20 0.65% angry 5 0.16%
previous 20 0.65% diminished 5 0.16%
repeats 18 0.59% direction 5 0.16%
happy 17 0.56% fast 5 0.16%
lead 16 0.52% forte 5 0.16%
moving 16 0.52% happier 5 0.16%
dynamic 16 0.52% quiet 5 0.16%
long 16 0.52% sharp 5 0.16%
joins 15 0.49% stable 5 0.16%
faster 14 0.46% tense 5 0.16%
new 14 0.46% tone 5 0.16%
clear 13 0.42% alternating 5 0.16%
transition 13 0.42% bright 5 0.16%
density 13 0.42% confused 5 0.16%
key 12 0.39% sustained 5 0.16%
softer 12 0.39% harsh 4 0.13%
calm 12 0.39% raises 4 0.13%
dissonant 12 0.39% reminds 4 0.13%
peaceful 11 0.36% resolution 4 0.13%

A.3 Music Background Questionnaire Used In The Lab
Condition Study



"Mood Rater" experiment questionnaire
Thank you for participating in our experiment.  Please fill this survey and let us know your 
information (your answers will be anonymous). 

1. Please write down the SAME ID in "Mood
Rater" experiment)

Your Music Preference

2. Please indicate your basic music preference for the following genres.
Mark only one oval per row.

Strongly
Dislike

Dislike
Moderately

Dislike
A

Little

Neither
Like or
Dislike

Like
A

Little

Like
Moderately

Strongly
like

Classical
Dance/Electronica
Jazz
Pop
Folk
Funk
Heavy Metal
Rap/hip-hop
Reggae
Rock
Alternative
Blues

Skip to question 3.

Your Music Experience



3. Please choose the most appropriate category:
Mark only one oval per row.

Completely
Disagree

Strongly
Disagree Disagree

Neither
Agree

nor
Disagree

Agree Strongly
Agree

Completely
Agree

I spend a lot of
my free time
doing music-
related activities.
I sometimes
choose music
that can trigger
shivers down my
spine.
I enjoy writing
about music, for
example on
blogs and
forums.
I am able to
judge whether
someone is a
good singer or
not.
I usually know
when I'm hearing
a song for the
first time.
I'm intrigued by
musical styles
I'm not familiar
with and want to
find out more.
Pieces of music
rarely evoke
emotions for me.
I find it difficult to
spot mistakes in
a performance of
a song even if I
know the tune.
I can compare
and discuss
differences
between two
performances or
versions of the
same piece of
music.



4. Please choose the most appropriate category:
Mark only one oval per row.

Completely
Disagree

Strongly
Disagree Disagree

Neither
Agree

nor
Disagree

Agree Strongly
Agree

Completely
Agree

I have trouble
recognizing a
familiar song
when played in a
different way or
by a different
performer.
I have never
been
complimented for
my talents as a
musical
performer.
I often read or
search the
internet for
things related to
music.
I can tell when
people sing or
play out of time
with the beat.
I am able to
identify what is
special about a
given musical
piece.
I am able to talk
about the
emotions that a
piece of music
evokes for me.
I don't spend
much of my
disposable
income on
music.
I can tell when
people sing or
play out of tune.



5. Please choose the most appropriate category:
Mark only one oval per row.

Completely
Disagree

Strongly
Disagree Disagree

Neither
Agree

nor
Disagree

Agree Strongly
Agree

Completely
Agree

When I sing, I
have no idea
whether I'm in
tune or not.
Music is kind of
an addiction for
me - I couldn't
live without it.
When I hear a
music I can
usually identify
its genre.
I would not
consider myself
a musician.
I keep track of
new of music
that I come
across (e.g. new
artists or
recordings).
Music can evoke
my memories of
past people and
places.

6. I engaged in regular, daily practice of a musical instrument (including voice) for ___
years.
Mark only one oval.

 0

 1

 2

 3

 4-5

 6-9

 10 or more



7. At the peak of my interest, I practiced ___ hours per day on my primary instrument.
Mark only one oval.

 0

 0.5

 1

 1.5

 2

 3-4

 5 or more

8. I have attended __ live music events as an audience member in the past twelve months.
Mark only one oval.

 0

 1

 2

 3

 4-6

 7-10

 11 or more

9. I have had formal training in music theory for __ years
Mark only one oval.

 0

 0.5

 1

 2

 3

 4-6

 7 or more

10. I can play ___ musical instruments
Mark only one oval.

 0

 1

 2

 3

 4

 5

 6 or more



11. The instrument I play best (including voice) is
Mark only one oval.

 NA

 Voice

 Piano

 Guitar

 Drums

 Flute

 Xylophone

 Oboe

 Clarinet

 Bassoon

 Trumpet

 Trombone

 Other: 

12. I listen attentively to music for __ per day.
Mark only one oval.

 0-15 min

 15-30 min

 30-60 min

 60-90 min

 2 hours

 2-3 hours

 4 hours or more

Personality Inventory
Here are a number of personality traits that may or may not apply to you. Please indicate the 
extent to which you agree or disagree with that statement. You should rate the extent to which the 
pair of traits applies to you, even if one characteristic applies more strongly than the other.



13. I see myself as:
Mark only one oval per row.

Disagree
strongly

Disagree
moderately

Disagree
a little

Neither
agree

nor
disagree

Agree
a little

Agree
moderately

Agree
strongly

Extraverted,
enthusiastic.
Critical,
quarrelsome.
Dependable,
self-disciplined.
Anxious, easily
upset.
Open to new
experiences,
complex.
Reserved, quiet.
Sympathetic,
warm.
Disorganized,
careless.
Calm,
emotionally
stable.
Conventional,
uncreative.

Basic Information

14. Please indicate your age

15. Please indicate your gender
Mark only one oval.

 Female

 Male

 Other: 

16. Please indicate your ethnicity
Check all that apply.

 Asian

 African

 Hispanic or Latino

 White or Caucasian

 Mixed (please also write down below)

 Other: 



Powered by

17. Nationality (please confirm nationality
below)

18. Country in which you spent the formative
years of your childhood and youth:

19. Country of current residency:

20. Email address(optional)
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A.4 Regression Results Between Semantic Features Corre-
lates And Individual Emotion Ratings

The regression results between semantic features and individual emotion ratings in the Live
or Lab condition, of arousal and valence, with or without the optimal time shift (OTS) are
listed as follows:

1. Arousal with OTS in the Lab condition (21 participants): Table A.2.

2. Arousal without OTS in the Lab condition (21 participants): Table A.3.

3. Valence with OTS in the Lab condition (21 participants): Table A.4.

4. Valence without OTS in the Lab condition (21 participants): Table A.5.

5. Arousal and valence with OTS in the Live condition (10 participants): Table A.6.

6. Arousal and valence without OTS in the Live condition (10 participants): Table A.7.
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Table
A

.2
R

egression
results

betw
een

sem
antic

feature
correlates

and
individualratings

ofarousalin
lab

condition
w

ith
the

optim
altim

e
shift

(O
T

S)
ID

L
A

B
_P1

L
A

B
_P2

L
A

B
_P3

L
A

B
_P4

L
A

B
_P5

L
A

B
_P6

L
A

B
_P7

L
A

B
_P8

L
A

B
_P9

L
A

B
_P10

R
2

0.66
0.59

0.37
0.52

0.41
0.51

0.71
0.72

0.69
0.62

A
djusted

R
2

0.65
0.59

0.36
0.51

0.40
0.50

0.71
0.72

0.69
0.61

Feature

loudenss
0.547***

0.814***
0.338***

0.82***
0.604***

0.519***
0.916***

0.77***
0.934***

1.012***
loudness_delta

0.185***
0.211***

0.124*
0.264***

0.209**
0.087

0.394***
0.204***

0.303***
0.462***

tem
po

0.208***
-0.02

0.14***
-0.049

0.027
0.405***

-0.018
0.093***

0.257***
-0.06

tem
po_delta

-0.087*
0.064

-0.051
0.081

-0.011
-0.147*

0.03
-0.016

-0.128*
0.081

no_ins
-0.004

0.08**
-0.056*

0.051
0.041

-0.076
-0.086***

-0.061**
-0.096**

-0.104**
pitch_m

ax
-0.09*

-0.231***
-0.027

-0.356***
-0.264***

-0.018
-0.096

-0.121*
-0.092

-0.444***
pitch_delta

0.043
-0.035

0.203*
0.077

0.259*
-0.064

0.139
0.009

0.058
0.386***

pitch_range
0.154***

0.085
0.05

0.18***
0.02

0.236***
0.033

0.141***
0.148**

0.109*
key

-0.11***
-0.007

-0.053**
-0.115***

-0.087***
-0.212***

-0.092***
-0.078***

0.011
-0.128***

brightness
0.051

0.368***
0.012

0.337***
0.231***

0.434***
0.173***

0.313***
0.513***

-0.053
sm

oothness
-0.191***

-0.313***
0.076*

-0.415***
-0.074

-0.196***
-0.217***

-0.232***
-0.241***

-0.133***

tim
e_shift

-7
-5

-10
-9

-10
-5

-4
-4

-5
-5

ID
L

A
B

_P11
L

A
B

_P12
L

A
B

_P13
L

A
B

_P14
L

A
B

_P15
L

A
B

_P16
L

A
B

_P17
L

A
B

_P18
L

A
B

_P19
L

A
B

_P20
L

A
B

_P21

R
2

0.64
0.62

0.63
0.55

0.49
0.56

0.50
0.67

0.74
0.44

0.46
A

djusted
R

2
0.64

0.61
0.62

0.54
0.48

0.55
0.50

0.66
0.74

0.43
0.45

Feature

loudenss
0.6***

0.894***
0.609***

0.663***
0.474***

0.836***
0.254***

0.809***
0.673***

0.456***
0.648***

loudness_delta
0.225***

0.41***
0.217***

0.15*
0.116*

0.321***
0.063*

0.206**
0.219***

0.157**
0.144

tem
po

0.27***
-0.053

0.335***
0.268***

0.142***
-0.043

0.053**
0.481***

0.36***
0.139***

0.217***
tem

po_delta
-0.12**

0.022
-0.135**

-0.119*
-0.001

0.099
-0.024

-0.215***
-0.149***

-0.057
-0.1

no_ins
-0.091***

-0.111**
-0.042

-0.117***
-0.001

0.005
-0.007

0.164***
-0.031

-0.048*
-0.059

pitch_m
ax

0.012
0.178*

0.002
-0.119

-0.269***
-0.353***

0.102**
-0.274***

0.17***
-0.019

-0.02
pitch_delta

0.185*
-0.091

0.086
0.218

0.045
0.141

-0.025
0.004

-0.056
0.097

0.074
pitch_range

-0.062
-0.027

0.065
0.12*

0.2***
0.112*

-0.009
0.183***

-0.016
-0.032

-0.031
key

-0.059***
0.062**

-0.022
-0.117***

-0.105***
-0.044*

-0.036***
-0.032

-0.006
-0.032*

-0.102***
brightness

0.005
0.348***

0.259***
0.226***

0.246***
0.104*

0.118***
0.522***

0.159***
0.15***

0.413***
sm

oothness
-0.029

-0.02
-0.193***

-0.11**
-0.059

-0.113**
-0.029

-0.325***
-0.078**

-0.075*
-0.143**

tim
e_shift

-4
-4

-4
-4

-5
-6

-3
-7

-4
-5

-7
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Table
A

.3
R

egression
results

betw
een

sem
antic

feature
correlates

and
individualratings

ofarousalin
lab

condition
w

ithoutoptim
altim

e
shift

ID
L

A
B

_P1
L

A
B

_P2
L

A
B

_P3
L

A
B

_P4
L

A
B

_P5
L

A
B

_P6
L

A
B

_P7
L

A
B

_P8
L

A
B

_P9
L

A
B

_P10
L

A
B

_P11

R
2

0.52
0.41

0.30
0.32

0.25
0.42

0.58
0.59

0.48
0.46

0.57
A

djusted
R

2
0.52

0.40
0.29

0.31
0.24

0.41
0.58

0.58
0.47

0.45
0.56

Feature

loudenss
0.476***

0.643***
0.288***

0.518***
0.483***

0.441***
0.785***

0.658***
0.702***

0.811***
0.532***

loudness_delta
-0.258***

-0.275***
-0.198***

-0.217**
-0.255***

-0.359***
-0.453***

-0.405***
-0.469***

-0.429***
-0.395***

tem
po

0.202***
0.012

0.225***
-0.01

0.049
0.41***

0.032
0.123***

0.224***
-0.015

0.275***
tem

po_delta
-0.053

-0.007
-0.091

0.003
-0.036

-0.165*
0.038

-0.046
-0.121

0.076
-0.126**

no_ins
-0.083**

0.047
-0.089**

-0.086*
-0.09*

-0.09*
-0.085**

-0.088**
-0.113**

-0.11**
-0.13***

pitch_m
ax

0.011
-0.241**

-0.182**
-0.148

-0.254**
0.02

-0.216***
-0.089

0.029
-0.348***

0.009
pitch_delta

0.013
0.262*

0.21*
0.08

0.34**
0.031

0.299**
0.121

0.047
0.481***

0.154
pitch_range

0.167***
0.086

0.087*
0.244***

0.03
0.234***

0.09*
0.111**

0.193**
0.12*

-0.005
key

-0.095***
-0.059**

-0.092***
-0.106***

-0.054*
-0.222***

-0.105***
-0.088***

-0.06*
-0.145***

-0.089***
brightness

0.207***
0.331***

0.105*
0.263***

0.231***
0.356***

0.228***
0.394***

0.49***
0.093

0.147***
sm

oothness
-0.296***

-0.352***
-0.078*

-0.505***
-0.09

-0.268***
-0.258***

-0.298***
-0.325***

-0.249***
-0.081*

ID
L

A
B

_P12
L

A
B

_P13
L

A
B

_P14
L

A
B

_P15
L

A
B

_P16
L

A
B

_P17
L

A
B

_P18
L

A
B

_P19
L

A
B

_P20
L

A
B

_P21

R
2

0.48
0.52

0.49
0.36

0.35
0.46

0.50
0.67

0.33
0.28

A
djusted

R
2

0.47
0.51

0.48
0.35

0.34
0.45

0.49
0.66

0.32
0.27

Feature

loudenss
0.785***

0.578***
0.58***

0.377***
0.549***

0.242***
0.659***

0.649***
0.334***

0.462***
loudness_delta

-0.623***
-0.419***

-0.403***
-0.281***

-0.398***
-0.224***

-0.435***
-0.55***

-0.284***
-0.295***

tem
po

0.082
0.31***

0.279***
0.146***

0.07
0.06***

0.445***
0.39***

0.169***
0.13**

tem
po_delta

-0.014
-0.115*

-0.095
-0.034

0
-0.013

-0.189**
-0.176***

-0.059
-0.071

no_ins
-0.063

-0.03
-0.151***

-0.044
-0.053

-0.029
0.038

-0.061*
-0.077**

-0.099*
pitch_m

ax
-0.1

-0.066
0.021

-0.149*
-0.291***

0.092**
-0.181*

0.091
-0.005

0.033
pitch_delta

0.207
0.043

0.116
0.118

0.114
-0.067

0.01
0.01

0.061
0.116

pitch_range
0.015

0.008
0.08

0.145**
0.169**

0.002
0.304***

0.004
0.06

0.022
key

-0.006
-0.039*

-0.152***
-0.104***

-0.057*
-0.048***

-0.054*
-0.049**

-0.057***
-0.151***

brightness
0.419***

0.181***
0.273***

0.249***
0.271***

0.122***
0.424***

0.209***
0.113**

0.345***
sm

oothness
-0.136**

-0.234***
-0.204***

-0.077*
-0.249***

-0.049*
-0.416***

-0.099**
-0.094**

-0.227***
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Table
A

.4
R

egression
results

betw
een

sem
antic

feature
correlates

and
individualratings

ofvalence
in

lab
condition

w
ith

the
optim

altim
e

shift
(O

T
S)

ID
L

A
B

_P01
L

A
B

_P2
L

A
B

_P3
L

A
B

_P4
L

A
B

_P5
L

A
B

_P6
L

A
B

_P7
L

A
B

_P8
L

A
B

_P9
L

A
B

_P10

R
2

0.24
0.47

0.22
0.35

0.30
0.29

0.27
0.37

0.38
0.24

A
djusted

R
2

0.23
0.47

0.20
0.34

0.29
0.28

0.26
0.36

0.37
0.22

Feature
loudenss

-0.069*
0.343***

-0.145***
-0.192***

0.518***
0.14***

-0.34***
-0.415***

-0.334***
-0.345***

loudness_delta
-0.026

0.117*
-0.059

-0.184**
0.178*

-0.021
-0.131

-0.108
-0.2**

-0.108
tem

po
0.19***

0.392***
0.165***

0.463***
-0.022

0.268***
0.382***

0.397***
0.518***

0.419***
tem

po_delta
-0.112**

-0.2***
-0.093

-0.234***
0.04

-0.101**
-0.174**

-0.233***
-0.272***

-0.167*
no_ins

-0.086***
-0.151***

-0.236***
-0.222***

-0.118**
-0.047*

-0.021
-0.113**

0.16***
-0.191***

pitch_m
ax

0.244***
0.126*

0.347***
0.481***

0.02
0.028

0.242**
0.584***

0.399***
0.385***

pitch_delta
-0.109

0.154
-0.061

-0.082
0.121

0.01
0.12

-0.097
-0.266*

-0.028
pitch_range

-0.162***
-0.148***

-0.099*
-0.08

-0.024
0.079*

-0.274***
-0.315***

-0.185***
-0.305***

key
0.027

-0.069***
0.067***

-0.082***
-0.149***

-0.054***
-0.121***

-0.021
0.027

-0.03
brightness

-0.005
-0.068

-0.108*
-0.012

0.177**
0.06

-0.105
-0.078

-0.016
-0.163*

sm
oothness

0.167***
-0.061

0.141***
0.179***

-0.11*
-0.097***

0.35***
0.355***

0.136***
0.262***

Tim
e_shift(s)

-3
-5

-7
0

-8
-4

0
-3

-1
-6

ID
L

A
B

_P11
L

A
B

_P12
L

A
B

_P13
L

A
B

_P14
L

A
B

_P15
L

A
B

_P16
L

A
B

_P17
L

A
B

_P18
L

A
B

_P19
L

A
B

_P20
L

A
B

_P21

R
2

0.37
0.41

0.30
0.10

0.18
0.27

0.38
0.35

0.70
0.17

0.27
A

djusted
R

2
0.36

0.40
0.29

0.08
0.16

0.26
0.36

0.33
0.69

0.15
0.26

Feature
loudenss

-0.192***
-0.625***

-0.225***
-0.255**

-0.188***
0.011

-0.031
-0.104***

0.174***
-0.183***

-0.084*
loudness_delta

-0.058
-0.258***

-0.143***
0.097

-0.048
-0.121

-0.036
-0.102*

0.003
-0.029

-0.05
tem

po
0.413***

0.209***
0.242***

-0.097
-0.214***

0.4***
0.225***

0.278***
0.358***

-0.066*
0.322***

tem
po_delta

-0.218***
-0.101

-0.082*
-0.021

0.041
-0.182***

-0.119***
-0.14***

-0.19***
0.003

-0.166***
no_ins

-0.052
-0.135***

-0.115***
-0.014

0.137***
-0.08*

-0.115***
-0.07**

-0.025
-0.024

-0.003
pitch_m

ax
0.207***

0.789***
0.321***

0.244
0.151

0.236***
0.227***

0.374***
0.231***

0.313***
0.163**

pitch_delta
-0.036

-0.402**
-0.048

-0.109
-0.173

-0.155
-0.068

-0.21**
-0.116*

-0.157
-0.083

pitch_range
-0.146***

-0.337***
-0.095**

-0.296**
-0.045

0.076
-0.121***

-0.137***
0.007

-0.139***
-0.162***

key
0.098***

-0.003
-0.023

-0.077*
0.17***

0.078***
-0.052***

-0.025
-0.009

-0.048**
-0.002

brightness
0.011

-0.093
0.004

-0.186*
0.156**

0.223***
0.022

0.072*
0.143***

0.011
0.005

sm
oothness

0.183***
0.342***

-0.009
0.377***

0.08
-0.027

0.086***
0.089***

-0.074***
0.181***

0.161***

Tim
e_shift(s)

-6
-8

-3
-15

-3
0

-1
-8

-3
-6

-6
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Table
A

.5
R

egression
results

betw
een

sem
antic

feature
correlates

and
individualratings

ofvalence
in

lab
condition

w
ithoutoptim

altim
e

shift
ID

L
A

B
_P01

L
A

B
_P2

L
A

B
_P3

L
A

B
_P4

L
A

B
_P5

L
A

B
_P6

L
A

B
_P7

L
A

B
_P8

L
A

B
_P9

L
A

B
_P10

R
2

0.2305759
0.41475172

0.20627932
0.35263768

0.21077686
0.28110548

0.27280417
0.34279052

0.37803844
0.19182032

A
djusted

R
2

0.21722627
0.40464539

0.19263725
0.34135244

0.19719085
0.26859308

0.26034443
0.33140579

0.367196
0.17797301

Feature
loudenss

-0.056
0.28***

-0.144***
-0.192***

0.38***
0.088**

-0.34***
-0.299***

-0.323***
-0.15*

loudness_delta
-0.044

0.022
-0.081

-0.184**
-0.022

-0.042
-0.131

-0.02
-0.189**

0.031
tem

po
0.192***

0.32***
0.173***

0.463***
-0.008

0.286***
0.382***

0.348***
0.516***

0.256***
tem

po_delta
-0.126**

-0.206***
-0.115*

-0.234***
-0.028

-0.131***
-0.174**

-0.231***
-0.294***

-0.149*
no_ins

-0.092***
-0.17***

-0.18***
-0.222***

-0.183***
-0.051*

-0.021
-0.142***

0.168***
-0.237***

pitch_m
ax

0.228***
0.238***

0.344***
0.481***

-0.039
0.025

0.242**
0.584***

0.389***
0.519***

pitch_delta
-0.011

0.158
-0.079

-0.082
0.267

-0.031
0.12

-0.203
-0.252*

-0.021
pitch_range

-0.152***
-0.117**

-0.171***
-0.08

-0.007
0.103**

-0.274***
-0.286***

-0.174***
-0.32***

key
0.016

-0.113***
0.064***

-0.082***
-0.15***

-0.055***
-0.121***

-0.001
0.025

-0.045
brightness

-0.001
0.053

-0.07
-0.012

0.199***
0.062

-0.105
-0.103

-0.002
-0.171*

sm
oothness

0.162***
-0.038

0.136***
0.179***

-0.148**
-0.071*

0.35***
0.371***

0.135**
0.24***

ID
L

A
B

_P11
L

A
B

_P12
L

A
B

_P13
L

A
B

_P14
L

A
B

_P15
L

A
B

_P16
L

A
B

_P17
L

A
B

_P18
L

A
B

_P19
L

A
B

_P20
L

A
B

_P21

R
2

0.23234126
0.30314922

0.23345955
0.06666431

0.17353783
0.27338511

0.3725436
0.32118135

0.64092453
0.12297635

0.25511483
A

djusted
R

2
0.21910577

0.29115335
0.22032568

0.05062261
0.15926611

0.26073833
0.36172539

0.30932896
0.63474326

0.10794947
0.2420258

Feature
loudenss

-0.045
-0.413***

-0.188***
0.043

-0.176***
0.011

-0.028
-0.052

0.169***
-0.102**

-0.044
loudness_delta

0.014
-0.075

0.021
0.096

-0.057
-0.121

-0.032
-0.086

-0.067*
-0.027

-0.053
tem

po
0.212***

0.278***
0.205***

0.064
-0.253***

0.4***
0.231***

0.311***
0.37***

-0.092**
0.305***

tem
po_delta

-0.178***
-0.156*

-0.102**
-0.04

0.095
-0.182***

-0.114***
-0.167***

-0.189***
0.03

-0.165***
no_ins

-0.095**
-0.09*

-0.117***
-0.025

0.132***
-0.08*

-0.113***
-0.073**

-0.019
0.01

0.022
pitch_m

ax
0.349***

0.532***
0.305***

0.167
0.096

0.236***
0.203***

0.269***
0.164***

0.266***
0.135*

pitch_delta
-0.078

-0.25
-0.073

-0.124
-0.138

-0.155
-0.05

-0.117
-0.07

-0.179*
-0.034

pitch_range
-0.103*

-0.325***
-0.053

-0.29**
-0.041

0.076
-0.116***

-0.13***
0.004

-0.122**
-0.121**

key
0.024

-0.031
-0.014

-0.13**
0.141***

0.078***
-0.053***

0.002
-0.033**

-0.035*
-0.005

brightness
0.05

-0.12*
0

0.04
0.145*

0.223***
0.026

0.041
0.155***

0.065
0.046

sm
oothness

0.166***
0.381***

0.03
0.23**

0.139**
-0.027

0.085***
0.072**

-0.087***
0.158***

0.145***



A.4 Regression Results Between Semantic features Correlates and Individual Emotion
Ratings | 248

Table
A

.6
R

egression
results

betw
een

sem
antic

feature
correlates

and
individualratings

of
ofarousaland

valence
in

live
condition

w
ith

the
optim

altim
e

shift(O
T

S)
A

rousal

ID
L

ive_IP1
L

ive_IP2
L

ive_IP3
L

ive_IP4
L

ive_IP5
L

ive_IP6
L

ive_IP7
L

ive_IP8
L

ive_IP9
L

ive_IP10

R
2

0.21
0.15

0.47
0.52

0.17
0.24

0.53
0.10

0.21
0.46

R
2_A

D
JU

ST
0.20

0.13
0.46

0.50
0.16

0.22
0.52

0.09
0.19

0.45

Feature

loudenss
0.144***

0.472***
0.393***

0.096
0.477***

0.431***
0.787***

0.167*
0.273***

0.439***
loudness_delta

0.007
0.328*

0.106
-0.055

0.206*
0.21**

0.276***
0.081

0.123**
0.092

tem
po

0.257***
-0.258***

0.524***
0.525***

-0.124*
0.021

0.045
-0.057

0.022
0.298***

tem
po_delta

-0.135*
0.159

-0.23***
-0.264**

0.063
-0.01

-0.019
0.052

-0.001
-0.088

no_ins
0.142***

-0.353***
-0.165***

-0.021
0.022

-0.039
0.074*

0.255***
-0.044*

-0.106**
pitch_m

ax
-0.05

-0.45***
0.158*

0.566***
-0.215*

-0.007
-0.254***

-0.179
-0.175***

-0.119
pitch_delta

-0.051
0.501*

0.016
-0.147

0.251
0.101

0.16
-0.049

0.173*
0.003

pitch_range
0.087

0.071
0.147**

0.068
0.027

-0.064
0.026

0.113
0.015

0.299***
key

-0.061**
0.226***

-0.131***
-0.241***

-0.053*
-0.045*

-0.02
0.129***

0.053***
-0.168***

brightness
0.027

-0.276**
0.115*

0.01
-0.101

-0.045
0.296***

0.116
0.005

0.096
sm

oothness
-0.332***

0.228**
-0.251***

-0.033
-0.118*

-0.025
-0.204***

-0.156*
-0.03

-0.176***

Tim
e

shift
-10

-10
-11

-11
-7

-2
-1

-6
-3

-5

Valence

ID
L

ive_IP1
L

ive_IP2
L

ive_IP3
L

ive_IP4
L

ive_IP5
L

ive_IP6
L

ive_IP7
L

ive_IP8
L

ive_IP9
L

ive_IP10
R

2
0.16

0.21
0.32

0.49
0.36

0.21
0.38

0.25
0.35

0.18
R

2_A
D

JU
ST

0.14
0.19

0.31
0.47

0.34
0.20

0.37
0.23

0.34
0.17

Feature

loudenss
0.03

0.193***
-0.35***

-0.239**
-0.561***

-0.028
0.036

-0.04
0.164***

0.017
loudness_delta

-0.027
0.048

-0.258**
-0.111

-0.17*
-0.035

-0.105
-0.041

-0.029
-0.034

tem
po

0.156***
0.212***

0.698***
0.474***

0.103*
0.013

0.549***
-0.162***

0.364***
0.29***

tem
po_delta

-0.088*
-0.086

-0.354***
-0.34***

-0.068
-0.002

-0.296***
0.06

-0.181**
-0.181**

no_ins
0.085***

-0.075
0.108*

0.042
-0.13**

0.125***
-0.223***

0.249***
-0.018

-0.153***
pitch_m

ax
-0.022

0.031
0.324***

0.336*
0.311***

0.169**
0.724***

0.201*
0.215**

0.305***
pitch_delta

-0.015
-0.012

-0.14
0.053

0.091
-0.221*

-0.415*
-0.192

-0.196
-0.015

pitch_range
0.049

0.082
-0.21**

-0.241**
-0.255***

0.056
-0.197**

-0.094
0.071

-0.101
key

-0.028*
-0.169***

0.001
0.036

-0.068**
0.047*

-0.06*
0.213***

0.221***
0.011

brightness
-0.026

0.214***
-0.096

-0.39***
-0.298***

0.297***
0.387***

0.123*
0.348***

0.003
sm

oothness
-0.173***

0.048
0.226***

0.155*
0.325***

0.108**
0.165**

0.083
-0.126**

0.165***

Tim
e

shift
-15

-8
-1

-15
-3

0
-1

-8
-5

-15
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Table
A

.7
R

egression
results

betw
een

sem
antic

feature
correlates

and
individualratings

ofarousaland
valence

in
live

condition
w

ithoutoptim
al

tim
e

shift
A

rousal

ID
L

ive_IP1
L

ive_IP2
L

ive_IP3
L

ive_IP4
L

ive_IP5
L

ive_IP6
L

ive_IP7
L

ive_IP8
L

ive_IP9
L

ive_IP10

R
2

0.16
0.10

0.38
0.41

0.14
0.23

0.53
0.09

0.16
0.41

R
2_A

D
JU

ST
0.14

0.09
0.37

0.38
0.13

0.21
0.52

0.07
0.14

0.40

Feature

loudenss
0.105*

0.237**
0.333***

0.218*
0.367***

0.441***
0.761***

0.117
0.233***

0.399***
∆

loudness
-0.016

0.092
-0.067

-0.074
0.073

0.055
0.123

-0.064
0.042

0.006
tem

po
0.159***

-0.032
0.452***

0.511***
-0.115*

0.005
0.051

-0.019
0.024

0.312***
∆

tem
po

-0.078
0.012

-0.218***
-0.199*

0.066
-0.024

-0.018
0.033

0.005
-0.118*

no_ins
0.053

-0.365***
-0.29***

-0.025
0.006

-0.049
0.116***

0.296***
-0.06**

-0.144***
pitch_m

ax
0.15*

-0.284*
0.235**

0.139
-0.083

0.026
-0.3***

-0.36**
-0.173***

-0.06
pitch_var

-0.165
0.53*

0.028
-0.205

0.106
0.155

0.19
0.117

0.212**
0.107

pitch_range
0.144**

0.035
0.189**

0.059
0.013

-0.085
0.02

0.106
0.03

0.263***
key

-0.009
0.206***

-0.107***
-0.229***

-0.131***
-0.042

-0.02
0.088**

0.043**
-0.151***

brightness
0.097

-0.215*
0.092

0.445***
0.033

0.034
0.34***

0.052
-0.03

0.198***
sm

oothness
-0.306***

0.129
-0.312***

-0.291***
-0.178***

-0.079
-0.212***

-0.095
-0.019

-0.216***

Valence

ID
L

ive_IP1
L

ive_IP2
L

ive_IP3
L

ive_IP4
L

ive_IP5
L

ive_IP6
L

ive_IP7
L

ive_IP8
L

ive_IP9
L

ive_IP10
R

2
0.13

0.20
0.32

0.33
0.31

0.21
0.37

0.16
0.31

0.13
R

2_A
D

JU
ST

0.12
0.19

0.31
0.29

0.30
0.20

0.36
0.15

0.30
0.12

Feature

loudenss
0.058*

0.255***
-0.349***

-0.067
-0.571***

-0.028
0.045

0.004
0.149**

0.139**
∆

loudness
0.003

0.009
-0.275**

-0.027
-0.129

-0.035
-0.108

-0.036
-0.084

0.032
tem

po
0.08***

0.166***
0.705***

0.24***
0.169***

0.013
0.541***

-0.109**
0.391***

0.097*
∆

tem
po

-0.038
-0.05

-0.372***
-0.162*

-0.115
-0.002

-0.29***
0.048

-0.182**
-0.08

no_ins
0.051*

-0.055
0.098*

0.191**
-0.106*

0.125***
-0.223***

0.239***
-0.039

-0.157***
pitch_m

ax
0.084

0.087
0.331***

0.088
0.392***

0.169**
0.684***

-0.195*
0.147

0.338***
pitch_var

-0.104
-0.033

-0.089
-0.075

-0.084
-0.221*

-0.223
-0.019

-0.135
-0.15

pitch_range
0.066*

0.053
-0.193**

-0.212**
-0.226***

0.056
-0.175*

-0.015
0.127*

-0.088
key

0.003
-0.154***

-0.004
-0.117***

-0.063*
0.047*

-0.062*
0.139***

0.21***
-0.016

brightness
0.029

0.237***
-0.1

-0.078
-0.198**

0.297***
0.401***

0.134*
0.305***

0.183**
sm

oothness
-0.167***

-0.048
0.21***

0.119*
0.315***

0.108**
0.171**

0.163***
-0.104*

0.074
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A.5 Selected 96 Tags With Means And Standard Deviations
For Arousal And Valence Ratings For Each Tag Rated
In The ANEW Dataset

Table A.8 Selected 95 Tags with means and standard deviations for arousal and valence ratings for
each tag rated in the ANEW dataset

Tags Valence Mean Valence SD Arousal Mean Arousal SD Tags Valence Mean Valence SD Arousal Mean Arousal SD

sad 1.61 0.95 4.13 2.38 reverent 5.35 1.21 4 1.6
terrified 1.72 1.14 7.86 2.27 quiet 5.58 1.83 2.82 2.13
furious 1.96 1.43 7.64 2.13 decency 5.83 1.78 4.5 1.63
stress 2.09 1.41 7.45 2.38 curious 6.08 1.63 5.82 1.64

discomfort 2.19 1.23 4.17 2.44 eagerness 6.21 1.89 6.29 1.84
sorrow 2.32 1.68 4.48 2.38 challenge 6.43 1.57 6.43 1.81
anger 2.34 1.32 7.63 1.91 warm 6.5 1.2 5.14 1.92

disappointment 2.37 1.27 4.6 2.4 power 6.54 2.21 6.67 1.87
rage 2.41 1.86 8.17 1.4 smooth 6.58 1.78 4.91 2.57

shamed 2.5 1.34 4.88 2.27 calm 6.73 1.68 3.6 2.51
bad 2.56 1.36 5.52 1.87 conquer 6.86 1.72 6.79 1.79

attack 2.7 2.07 7.03 2.24 tender 6.93 1.28 4.88 2.3
horror 2.76 2.25 7.21 2.14 safe 7.07 1.9 3.86 2.72
anxiety 2.77 1.59 6.72 1.94 competent 7.07 1.53 5.34 1.93
angry 2.85 1.7 7.17 2.07 dignified 7.1 1.26 4.12 2.29
harsh 2.93 1.64 5.6 1.85 hopeful 7.1 1.46 5.78 2.09
bored 2.95 1.35 2.83 2.31 soft 7.12 1.34 4.63 2.61
danger 2.95 2.22 7.32 2.07 lust 7.12 1.62 6.88 1.85

discouraged 3 2.16 4.53 2.11 respectful 7.22 1.27 4.6 2.67
panic 3.12 1.84 7.02 2.02 gentle 7.31 1.3 3.21 2.57
fright 3.19 1.41 5.77 1.99 grateful 7.37 0.97 4.58 2.14

awkward 3.2 1.79 5.7 1.82 strength 7.41 1.5 5.76 1.7
confused 3.21 1.51 6.03 1.88 elegant 7.43 1.26 4.53 2.65

scary 3.24 1.83 6.69 1.98 bright 7.5 1.55 5.4 2.33
tired 3.28 1.69 2.64 1.5 excitement 7.5 2.2 7.67 1.91

doubtful 3.41 1.18 4.28 1.83 wise 7.52 1.23 3.91 2.64
envy 3.41 1.54 5.5 1.74 care 7.53 1.36 6.03 1.87
haunt 3.48 1.96 6.6 1.94 carefree 7.54 1.38 4.17 2.84
tense 3.56 1.36 6.53 2.1 talent 7.56 1.25 6.27 1.8

obsessed 3.6 1.96 6.24 1.86 secure 7.57 1.76 3.14 2.47
suspicious 3.76 1.42 6.25 1.59 amaze 7.57 1.41 6.9 1.94

fight 3.76 2.63 7.15 2.19 ambitious 7.62 1.35 6.57 2.28
weary 3.79 2.12 3.81 2.29 admire 7.63 0.93 6.2 1.79

forceful 3.84 1.57 5.72 1.82 thoughtful 7.65 1.03 5.72 2.3
detached 3.86 1.88 4.26 2.57 desire 7.69 1.39 7.35 1.76

cold 4.02 1.99 5.19 2.23 surprise 7.73 1.66 7.07 1.95
preoccupied 4.03 1.82 4.93 1.96 peaceful 7.77 1.28 2.87 2.39

shock 4.03 2.25 7.45 1.97 kindness 7.82 1.39 4.3 2.62
solemn 4.32 1.51 3.56 1.95 relax 7.87 1.7 2.47 2

skeptical 4.52 1.63 4.91 1.92 confident 7.98 1.29 6.22 2.41
obstinate 4.6 1.59 3.97 1.75 thrill 8.05 1.48 8.02 1.65

indifferent 4.61 1.28 3.18 1.85 positive 8.07 1.1 5.57 2.18
nonchalant 4.74 1.11 3.12 1.93 cheerful 8.1 1.35 6.36 2.41

reserved 4.88 1.83 3.27 2.05 enjoy 8.17 1.29 6.33 1.94
neutral 5 / 5 / enthusiastic 8.17 1.23 7.38 2.24
serious 5.08 1.59 4 1.87 romantic 8.32 1 7.59 2.07

aggressive 5.1 1.68 5.83 2.33 funny 8.56 0.85 7 1.86
complex 5.25 1.32 5.62 1.7 joy 8.6 0.71 7.22 2.13
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A.6 Linear Mixed Effect Model Assumption Check For
The Online Study

Figure A.1 Diagnostic plot of normality (left) and homoscedasticity (right) for the LME model of
Arousal with individual difference as fixed effects
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Figure A.2 Diagnostic plot of normality (left) and homoscedasticity (right) for the LME model of
Valence with individual difference as fixed effects
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Figure A.3 Diagnostic plot of normality (left) and homoscedasticity (right) for the GLMM model of
Rating Frequency with individual difference as fixed effects



A.6 Linear Mixed effect model assumption check for the Online Study | 253

Figure A.4 Diagnostic plot of normality (left) and homoscedasticity (right) for the LME model of
Arousal with individual difference and Time periods as fixed effects

Figure A.5 Diagnostic plot of normality (left) and homoscedasticity (right) for the LME model of
Valence with individual difference and Time periods as fixed effects
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