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ARTICLE HISTORY ABSTRACT– Localizing and recognition of objects are critical problems for indoor manipulation 
tasks. This paper describes an algorithm based on computer vision and machine learning that does 
object detection and gripping tasks. Detection of objects is carried out using a combination of a 
camera and depth sensor using a Kinect v1 depth sensor. Moreover, machine learning algorithms 
(YOLO) are used for computer vision. The project presents a method that allows the Kinect sensor 
to detect objects' 3D location. At the same time, it is attached to any robotic arm base, allowing for 
a more versatile and compact solution to be used in stationary places using industrial robot arms or 
mobile robots. The results show an error of locating an object to be 5 mm. and more than 70% 
confidence in detecting objects correctly. There are many possibilities in which this project can be 
used, such as in industrial fields, to sort, load, and unload different kinds of objects based on their 
type, size, and shape. In agriculture fields, to collect or sort different kinds of fruits, in kitchens and 
cafes where sorting objects like cups, bottles, and cans can occur. Also, this project can be added 
to mobile robots to do indoor human services or collect trash from different places. 
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Introduction 

A. Background 

Some early scholars used manual grasping systems for 
object grasping, having the robot go to a predefined location 
to pick an object and then to another predefined location to 
place the object; these methods are straightforward, simple, 
and suitable for fixed scene operation tasks. However, 
external factors can easily affect these systems or methods 
because they do not visually detect the object's color, size, or 
shape, and they only follow preprogrammed coordinates. 

Machine vision has changed the game for industrial 
robots. The demand for intelligent autonomous robots has 
increased, and robots that can be used in complex scenes that 
are not easily affected by external factors are very much 
needed.  

For object-grabbing robots, there are three steps to get the 
task done: (A) detecting the object, (B) estimating the 
coordinates of the object, and (C) grabbing the object. The 
ability to manipulate and grasp a desired object for picking or 
placing is a challenging problem, and it requires an accurate 
calculation of the object's position relative to the arm and an 
accurate kinematics model to achieve the task precisely. 

The problem for visually guided robots is that a camera 
detects the objects' location, shape, and dimensions, as shown 
in Figure 1. In Figure 1, the size and the distance of the object 
are entirely dependent on the area calculations of the objects 
being viewed from the top as a 2D image. 

 

 
Figure 1. Top view of workspace showing object's 2D 

location 

  The position of the camera sensor is crucial in such 
robots. Having the camera attached to a fixed top view of the 
workspace area separated from the robotic arm, like in Figure 
(2), can limit the flexibility as well as the accuracy of the 
robot because of the need for having a specific fixed setup or 
workspace for the robot to work, mostly in 2D. Also, the 
robotic arm can block the view of the camera while moving.  
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Figure (2): Top view camera for workspace area [5,11] 

There are many applications where a top view of the 2D 
camera is practical and can work well, like picking good fruits 
from damaged fruits or sorting color-coded boxes or objects. 
However, the detection is only based on color, which can put 
the robot at risk of false detection because there is no accurate 
recognition of the type of object being manipulated. Also, a 
2D camera can be limited in some scenarios where a depth 
camera is needed. It can also be difficult for a 2D camera 
attached to the base of a robotic arm viewing a front field of 
view to detect the size and location of the objects in front of 
it if it is entirely dependent on the area calculation of the 
object detected because the distance can vary, Figure 3. 

 

Figure 3. The 2D camera can detect two objects' 
distances and sizes falsely if only it depends on the area 

calculation for the object's distance. 

As shown in Figure 3, the two objects are of two different 
sizes and locations, where from the camera's point of view, 
they are in the exact same location and distance and are the 
same in size. In Figure 3, the camera is assumed to be attached 
to the front of the point of view of the base of a robotic arm 
and not the top view of a workspace.  

For grasping an object, it is required to recognize and 
locate the object in 3D space, which can be difficult for 2D 
image-based detection to fulfill. Therefore, the 3D point 
cloud-based target detection approach is more appropriate. 

The Kinect vision sensor by Microsoft [13] is low-cost 
and used for robotic systems research for its ability to provide 
2D and depth sensor images using point clouds.  

This project has an objective of whether knowing what 
shape and size the object is, as well as the actual location of 
that object, can help tremendously in accurately grasping it 
more easily. So, with a depth sensor, it can be easier to find 
out the size and location of an object relative to the sensor 
more accurately for the pick-and-drop task to take place.  

The research of this paper aims to design an algorithm that 
has a perception ability capable of detecting and recognizing 
objects as well as locating objects in a 3D environment and 
then grasping them. Grabbing objects using a robotic arm 
based on 3D coordinates estimation is attempted with the help 
of the Kinect v1 camera [13]. In order to know how accurate 
and effective this method can be in locating and grasping 
objects.  

B. Related Research 

Ten papers or projects have been explored to highlight the 
works on locating objects in 3D space using a depth sensor. 
These papers were published from the year (2015 to 2022) in 
addition to one paper published in 2012 [5]. All the papers 
share the need to use a Microsoft Kinect depth camera sensor 
in order to be able to make use of laser data as well as camera 
data.  

In this project, the goal is to develop a vision-based object 
detection and a gripping mechanism by estimating the 3D 
location of an object and grasping it using a robotic arm to 
place it in a different location. The first five projects [1-5] 
share almost the same goal: having the robot locate objects in 
3D space and then do the relocating or repositioning tasks. In 
contrast, the second half of the papers [6-10] focus on other 
goals, purposes, and applications. Additionally, the approach 
of this project is to have the depth sensor connected to the 
base of the robotic arm in a way that shows a front field of 
view for the objects around it (the reason for this approach is 
explained in the introduction section of this report), this 
approach found to be followed in papers [1-2]. Furthermore, 
papers [1 and 3] use the YOLO method and algorithms for 
object recognition and detection. This method has proved its 
effectiveness and is explored for this project to be used for 
object recognition. 

The project developed in this paper is mainly similar to 
the "Object Detection and Grabbing Based on Machine 
Vision for Service Robot" paper [1]. The similarities are the 
approach where object grabbing is based on estimating the 
3D coordinates in which an object is located, the function of 
grasping the object and relocating it to a different location, 
and having the depth sensor attached in a way where it can 
view objects from the front at the base of the robotic arm as 
in Figure (4), not from the side or the top and not set up in a 
way where it is not attached to the robotic arm completely, 
Figure (2), and not attached to the end effector. 

The differences are the following: in paper [1], the object 
detection is based on a deep convolutional neural network and 
depth-first algorithm to achieve object grabbing. The sensor 
being used is a Kinect v2 camera from Microsoft [16], and a 
six-degree-of-freedom robotic arm to grab objects is used.  

However, this project uses Darknet [19] for ROS 
combined with YOLO to match the camera and the depth 
sensor (Kinect v1) readings for recognition and position 
detection.  
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Also, in this project, the challenges attempted are to create 
a robot that can do the tasks that an RGB camera color 
detection powered robot can do and do more using a robust 
object recognition method and a depth sensor to fulfill the 
needs and demands of other applications. In addition to a 
compact solution consisting of the sensor and any robotic arm 
that is easy to calibrate, that can be attached to stationary or 
mobile robots. It starts with accurately locating bottles and 
cups and adding more objects in the future. The challenges 
faced and solved in the paper [1] were first to match the color 
and depth received by the sensor to restore the object edge 
information. The second is to calibrate the transformation 
matrices of the world-coordinate system, the robot coordinate 
system, and the target coordinate system for the grabbing 
task. The third challenge that was solved was to match the 
bounding box while detecting objects to the edges of the 
objects. To make the grasping task more efficient. That was 
solved using an object segmentation method based on depth 
information using an RGB-D camera to ensure target objects 
are entirely presented in the region of interest. 

The paper [1] showcases the ability to detect objects using 
RGB based on the highest confidence result. Then, the 
location of the object is determined using the depth sensor to 
map the position for the robotic arm to be able to grasp the 
object. It has been confirmed the effectiveness of the 
proposed method. 

Materials and Methods 
A. Scope of work  

Keras [17], TensorFlow [18], and Darknet [19] are 
examples of available deep-learning libraries. In this project, 
Darknet is used, and YOLOv2 [20,21] is implemented within 
it.  

YOLO is an object detection model used for real-time 
detections, which is very fast when done on CUDA-capable 
systems [22], which is helpful for this project and for robotics 
in general. 

For 2D and 3D object detection and location with YOLO, 
darknet_ros, in conjunction with point-cloud data, used by 
Darknet_ROS_3D [23], which was created by Francisco 
Martin [24], to match the 3D space to the detections and then 
locate where the detected object is in a 3D space.  

The object's location is then calculated for a 
transformation matrix, starting with the Kinect sensor and 
ending with the end effector for a robotic arm to do the 
gripping task.  

This attempt is approached by building a structure 
consisting of a Kinect depth camera sensor attached to a 
robotic arm's base, in which this layout, Figure 4, can be used 
or added on top of a stationary object such as a desk or top of 
a customized mobile robot such as a rover (Figure 5), for 
future projects.  

As seen in Figure 5, this structure adds more flexibility, 
mobility, and simplicity to the design to attach the robot to 
many setups and workspaces. This will eliminate the need to 
set up the robot in a specific stationary method, where the 
camera needs to be placed on the top of a workspace to 
calculate the position of the objects from a top field of view,  

 

Figure 4. Approached setup 

 

Figure 5. Future potential application. 

as shown in Figure 1 and Figure 2. Additionally, not attaching 
the camera to the arm's end effector is applied to eliminate 
extra weight and to have a better stable field of view without 
shaking or any vibration. 

Figure 6. 3D location of the object in the environment. 

This solution can increase the accuracy of locating and 
finding the transformation of each object relative to the 
camera link, Figure 6. The center point of each object from 
the point cloud is found and provided by the Kinect's depth 
sensor.  
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B. Implementation 

The implementation has three main objectives: 

1. Algorithm to estimate 3D position (using depth sensor)  

This project uses a version of YOLO adapted for ROS; 
the project starts by creating a ROS package on an Ubuntu 
system called my_object_recognition_pkg, which contains a 
launch file (Kinect.launch) that covers the 2D and 3D 
detection. 

 

Figure 7. It publishes the name of the object occupying 
the space detected by the depth sensor. 

Another file is yolov2-tiny.yaml: it is fast and efficient for 
seeing the point clouds in RViz, which notably affects the 
system load. point_cloud_topic: a topic publishing the point 
cloud data of the Kinect, which matches the RGB 2D 
detection and 3D cloud data to generate bounding boxes in 
3D. A python file (yolo_3d_data_extraction.py) is developed 
to do the tasks, as shown in Figure 8.  

Figure 8 explains the code flow, which does the 
following:   

Extracts the marker data generated by the 
darknet_ros_3d.launch from the topic 
/darknet_ros_3d/bounding_boxes (shown in Figure 7) and 
then filters the required object, such as a cup or a bottle. Then, 
it stores multiple objects of the same type (cup) and calculates 
the center of the bounding box based on the max and min 
values. The center is presented as the object's coordinates of 
(x, y, z) relative to the Kinect sensor. The coordinates are then 
sent to the robotic arm for the gripping task. 

2. Grabbing objects (EPSON robotic arm). 

EPSON [25] A Robotic arm was used in this project to 
achieve precise and reliable picking and dropping tasks and 
focus on the algorithm and not on the kinematics of the arm. 
This arm is easy to calibrate with the Kinect sensor for the 
operation to start.  

A Python file is made to receive the data of the 
coordinates and send it to the IP address of the robotic arm so 
it can go to the required position and start the pick-and-place 
operation. In the future, any robotic arm can be calibrated and 
used to achieve the goal of this project. 

3. Measuring the effectiveness.  

Testing must be done to measure the accuracy of the 
detection. Many factors play a role in the detection 
performance, such as external factors like lighting and 
internal code parameters.  

 

 

Figure 8. Showing the algorithm's overall flow. 

The following is a quantification of the accuracy and 
performance when the factors are changing. Factors affecting 
the detection are divided into external and internal as follows: 

A. External factors:  
(i) Height of camera 

 

Figure 9. Difference of sensor height relative to the object. 

Figure (9) demonstrates the difference in the height of the 
camera. When the sensor directly faces the object on the 
lower image, the bounding box reading is incorrect 
(represented by the yellow box). The bounding box reading 
is correct when the sensor is higher than the object it detects 
(as seen from the upper image).  
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Figure 10. Showing testing different heights to pick the 
optimal one. 

(ii) Tilt of camera: Different results are given for the 
height measurements of an object relative to the 
sensor, as the object's height measurement is less as 
the object moves far from the sensor. In addition, the 
tilt angle degree can improve the view for better 
object recognition rather than a side view of an 
object. 

 

Figure 11. Showing testing different angles to pick the 
optimal one. 

(iii) Background of the field of view: White and noisy 
background were tested (different kinds of objects or 
colors). 

(iv) Lighting: Different lighting conditions were 
examined. 

(v) The reach-ability of the arm: is 55 cm for this project.  
(vi) Zoom lens: 

One of the limitations of the depth sensor is that it can 
detect and form objects' bounding boxes only beyond 40 cm 
from its lens. It can be chosen to attach a zoom lens to the 
sensor.  

Figure 12. When attaching a zoom lens, the sensor can 
detect and form a bounding box in the green area shown. 
From 37 cm to 53 (arm max reachable distance) in the Z 

direction, and from -9 cm to 9 cm in the X direction. 

Figure 13. When detaching a zoom lens, the green area is 
much smaller. 

Figure 14. Attaching/detaching the zoom lens 

When the object is at almost 36 cm distance from the 
sensor, and the zoom lens is on, like the top image, the sensor 
picks up the object, and the bounding box is generated. When 
the zoom lens is removed, as shown in the bottom image, the 
LiDar sensor does not see the object, and no 3D bounding box 
is formed or generated. In this case, the object must be farther 
than 44 cm from the sensor to be detected, making the pick-
up area smaller, as shown in Figure 14, and requiring a giant 
robotic arm to reach the object.  

 

Figure 15. Zoom lens difference. The image or view of 
the camera without the zoom lens is much clearer and with 
much less distortion (left picture) than when the zoom lens 

is on the camera (right picture). 

It is more important to have the robot close to the object 
than to have less distortion, and that is why, in most of the 
iterations, the choice was made to have the zoom lens on the 
camera.  

B. Internal factors:  
 
(i) System specifications: The processing power of the 

computer system is limited to the following 
specifications (Figure 16).  
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Figure 16. CUDA specifications and GPU. 

(ii) YAML files parameters. 
(iii) The number of objects (classes) required to 

detect form the library 
(iv) The frame rate of the camera  
(v) Minimum probability for darknet_3d.yaml: 0.3 

by default 
(vi) Minimum detection threshold for 

darknet_3d.yaml: 0.3 by default 
(vii) Minimum detection threshold for 

yolov2_tiny.yaml: 0.3 by default 

Testing the detection task:  

1. The reach-ability of the arm: not changeable for this 
project  

2. The frame rate of the camera: not changeable for this 
project  

3. Zoom lens  
4. Height of camera 
5. Tilt of camera 
6. Background of the field of view 
7. Lighting 
8. The number of objects (classes) to detect form the 

library 
9. Minimum probability for darknet_3d.yaml 
10. Minimum detection threshold for darknet_3d.yaml 
11. Minimum detection threshold for yolov2_tiny.yaml 

Results and Discussion 
For the results to be considered, a valid detection some 

metrics needed to be set. A score from (0) to (3), and (3) being 
the best score was developed. 

Table 1. Example of different results of different iterations. 

 Iteration 1 Iteration 2 

If the 2D bounding box is 
generated 

3 3 

If the 3D bounding box is 
generated 

1 3 

accuracy of detecting the 
types of bottles and cups 
correctly 

1 3 

Percentage of cup 
confidence 

2 2 

Percentage of Bottle 
confidence 

0 3 

How quick to detect cup or 
bottle (Time) 

3 3 

Total score  1.6 2.83 

 

The following is an explanation of the score system: 

1. If the 2D bounding box is generated:  
2. If the 3D bounding box is generated:  
3. Accuracy of detecting the types of bottles and 

cups correctly 
 
For all the above, if: 
Most of the time score (3),  
Half the time score (2),  
Small amount of time (1),  
Not at all (0) 
 

4. Percentage of cup confidence:  
5. Percentage of Bottle confidence:  

Percentage is more than 80 score (3),  
Percentage (60-80) score (2),  

The following is an explanation of the score system: 

1. If the 2D bounding box is generated:  
2. If the 3D bounding box is generated:  
3. Accuracy of detecting the types of bottles and 

cups correctly 
 
For all the above, if: 
Most of the time score (3),  
Half the time score (2),  
Small amount of time (1),  
Not at all (0) 
 

4. Percentage of cup confidence:  
5. Percentage of Bottle confidence:  

Percentage is more than 80 score (3),  
Percentage (60-80) score (2), 
Less than (60) score (1),  
Not at all (0) 

6. Time to detect cup or bottle: 
Every 1 second score (3),  
Between (2-5) score (2),  
More than 6 seconds (1),  
System hangs (0) 

Based on the system created: 

If score > 2.6 = the detection is valid. The confidence of 
detecting an object reached more 90% and the error of picking 
up objects was 5 mm.  

This project focused on detecting cups and bottles and 
adding more objects in the future, as shown in Figures 17 and 
18. 

Many iterations for detection were developed, and the 
best iterations were picked based on the best performance. 
The project worked as expected, and many developments will 
be done in the future, such as adding more objects to the 
detection classes and attaching the robot to a mobile robot for 
SLAM applications.  

The system detects and recognizes objects such as cups 
and bottles with almost 80% accuracy. Objects' coordinates 
in 3D space are extracted without any problems. The robotic 
arm can do the gripping task smoothly with an error of 5mm. 
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Figure 17. Sorting robot for kitchens and cafes, dish 
loading and recycling plastic and cans. 

 

Figure 18. Industrial fields using EPSON robotic arm, 
repetitive sorting of different kinds of objects, loading and 

unloading heavy objects. 

Proof of concept design for the future applications: 

  

Figure 19. Compact removable standalone solution, can 
be attached to mobile robots for more dynamic applications 

Advantages over projects with color detection RGB 
camera sensor:  

• Compact design  
• More dynamic solution for different applications 

and situations  
• Can be used with different manipulators 
• True 3D location and detection 

 

Figure 20. Mobile robot design advantages 

Conclusion  

The goal of this project was achieved; the goal was to build a 
compact solution consisting of a depth sensor and any robotic 
arm that is not only capable of doing the tasks that are being 
done using an RGB camera but also able to do more tasks like 
being fixed to a stationary base or on top of a mobile robot, 
making the robot more capable of doing more dynamic tasks 
in different situations and applications. 
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