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Lack of orientation specific 
adaptation to vertically oriented 
Glass patterns in human visual 
cortex: an fMRI adaptation 
investigation
Andrea Pavan 1,2,3,7*, Wilhelm M. Malloni 2,7, Sebastian M. Frank 2, Simon Wein 2, 
Rita Donato 4,5,6 & Mark W. Greenlee 2*

The perception of coherent form configurations in natural scenes relies on the activity of early visual 
areas that respond to local orientation cues. Subsequently, high-level visual areas pool these local 
signals to construct a global representation of the initial visual input. However, it is still debated 
whether neurons in the early visual cortex respond also to global form features. Glass patterns (GPs) 
are visual stimuli employed to investigate local and global form processing and consist of randomly 
distributed dots pairs called dipoles arranged to form specific global configurations. In the current 
study, we used GPs and functional magnetic resonance imaging (fMRI) adaptation to reveal the visual 
areas that subserve the processing of oriented GPs. Specifically, we adapted participants to vertically 
oriented GP, then we presented test GPs having either the same or different orientations with respect 
to the adapting GP. We hypothesized that if local form features are processed exclusively by early 
visual areas and global form by higher-order visual areas, then the effect of visual adaptation should 
be more pronounced in higher tier visual areas as it requires global processing of the pattern. Contrary 
to this expectation, our results revealed that adaptation to GPs is robust in early visual areas (V1, 
V2, and V3), but not in higher tier visual areas (V3AB and V4v), suggesting that form cues in oriented 
GPs are primarily derived from local-processing mechanisms that originate in V1. Finally, adaptation 
to vertically oriented GPs causes a modification in the BOLD response within early visual areas, 
regardless of the relative orientations of the adapting and test stimuli, indicating a lack of orientation 
selectivity.

There is psychophysical, neuroimaging, and computational evidence attesting to the notion that perception of 
coherent structures in natural images relies on the activity of early visual detectors such as in V1/V2 that respond 
to local orientation signals, whereas higher-order visual areas such as inferotemporal (IT) visual regions pool 
local information to form the representation of complex  objects1–7. Previous behavioral research has extensively 
used Glass patterns (GPs)8 to investigate how complex visual scenes can be derived from local orientation 
 signals4,7,9–11, however, the neural basis that drives this process is still  debated4,5,12–15. GPs are textures formed 
by multiple dot pairs, called dipoles, spatially arranged according to specific geometric transformations to cre-
ate different simple and complex global  configurations16,17. For these features, GPs have been broadly used to 
investigate the pooling of local orientation signals into global coherent  percepts18–22. Early research by  Dakin19 
proposed a general two-stage model for how global orientation information is extracted from GPs. According 
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to this two-stage model, the local orientation of the dipoles that form a GP stimulates the receptive fields of 
neurons in different cortical columns. This causes an intracolumnar excitation that leads to the pooling of the 
local orientation signals in the second stage. This model has been supported by computational modelling and 
studies on spatial  filtering23–26. Whilst the two-stage model provides an outline for how a global pattern could 
be perceived, it does not identify the stage at which GP processing occurs. Several neuroimaging and brain 
stimulation studies have sought to shed light on this mechanism and have shown that oriented GPs are processed 
not only by the primary visual cortex (area V1) but also by extrastriate areas such as V2, V3, V4, and the lateral 
occipital complex (LOC)4. Consistent with these findings, Swettenham et al.14 using magnetoencephalography 
(MEG) assessed the neural activity associated with the perception of global form from different types of GPs 
(i.e. horizontal, circular, and radial). To minimize the neural activity in response to low-level properties of the 
stimulus and to assess the importance of area V1 in global form processing, the local features of the patterns 
(e.g. contrast and luminance) were held constant throughout the MEG sessions. The results showed that the 
location of greatest power change was near or within visual area V3A, but no peaks of activity were observed in 
V1. Additionally, a time–frequency analysis indicated that the neural activity was lower for horizontal patterns 
than for more complex shapes indicating that participants were less sensitive to horizontal GPs than to circular 
and radial GPs. This evidence suggests that extrastriate areas may be involved in the pooling of local orientation 
signals, and consequently in the perception of global form from GPs. However, two questions remain unsolved: 
firstly, whether horizontal GPs are more difficult to perceive than circular and radial GPs because they may rely 
on local summation processing rather than global summation  mechanisms7; secondly, whether the same pat-
tern of results can be obtained with other simple configurations of GPs such as vertical GPs. This question arises 
because there is evidence that vertical GPs, either dynamic or static, are perceived more easily than horizontal 
GPs, the so-called “horizontal effect”27 (see Donato et al.28 for a review). This effect was previously studied in 
natural images by Hansen and  Essock29, who showed that in the external environment, individuals are more used 
to seeing a vertical organization of the visual elements instead of a horizontal structure.

While it is possible that oriented GPs are processed according to the two-stage model, neuroimaging and 
brain stimulation research has provided evidence that vertically oriented GPs may also be processed at low-level 
stages of visual  analysis4,15. For example, Ostwald et al.4 using functional magnetic resonance imaging (fMRI) 
in healthy participants, showed that visual information in GPs is integrated according to a continuum that 
extends from the processing of local orientation information in early visual areas to the processing of global 
form information in higher occipitotemporal areas. Using multivoxel pattern analysis (MVPA) the authors 
found that higher-order occipitotemporal areas code differences in global form, rather than low-level stimulus 
properties, with these higher visual areas exhibiting greater accuracy than early visual areas, consistent with the 
hypothesis of global pooling mechanisms of local orientation signals. In addition, classification accuracy in early 
visual areas (e.g. V1 and V2) was similar for all the GPs used (radial, concentric, and vertically oriented), even 
though the lateral occipital complex (LOC) exhibited higher classification accuracy for all the presented visual 
stimuli. Furthermore, Aspell et al.30 using fMRI, found that simple orientations such as horizontal and vertical 
line segments activate various visual areas beyond V1, and that intermediate retinotopic areas V2 and V3 could 
differentiate vertical and horizontal forms. These results suggest that the processing of vertically oriented GPs 
may occur mainly at low stages of visual processing, but it does not exclude the contribution of higher-order 
visual areas. Nevertheless, brain imaging studies reported that concentric, radial, and polar GPs induce greater 
activation in visual areas such as V3 and  V431,32. Taken together these results indicate that global integration of 
spatial cues with multiple orientation signals is processed by neurons that have larger receptive fields than those 
in the early stage of visual processing, and they exhibit a higher level of  complexity33,34. Nevertheless, the findings 
from neuroimaging and repetitive transcranial magnetic stimulation (rTMS) studies challenge this notion in 
the context of vertically oriented  GPs4,15. Hence, additional investigations are warranted to gain better a deeper 
understanding of the specific stage within the visual system where local and global processing occur in relation 
to vertically oriented GPs. There is evidence based on brain stimulation that when rTMS is delivered over the 
human early visual areas V1/V2, the discrimination of static and dynamic (20 Hz) translational GPs is impaired 
with respect to a noisy GP, i.e. where dipoles were randomly  oriented15. This suggests not only the fundamental 
involvement of low-level visual areas but also that the temporary disruption of V1/V2 activity prevents the for-
warding of visual information to higher-level visual areas. Besides, there is physiological evidence in macaque 
monkeys that simple and complex brain cells in early visual areas V1/V2 show selectivity for orientation cues 
contained in static vertically oriented GPs presented in their classical receptive  field6,12. Further elucidating 
the function of early and higher visual areas in form processing at various spatial and temporal characteristics, 
Kourtzi and  Huberle35 used fMRI and a series of Gabor elements as visual stimuli. Participants were involved in 
a dual task—firstly, they had to identify whether the global contours of the two stimuli displayed were the same 
or different, secondly, they had to indicate whether the local orientation of the set of Gabor forming the contour 
was the same or different. The results revealed significant activation of the LOC for processing contours, but only 
weak activation of the early visual areas. In contrast, the early visual regions displayed a high activation relative 
to changes in the Gabors’ local orientation.

Further results have been reported by Mannion et al.32 who investigated how the human visual cortex rep-
resented the orientation structure of spatial forms in vertically oriented and polar GPs. They evaluated blood 
oxygenation level-dependent (BOLD) responses from the early retinotopic areas V1, V2, V3, V3AB, and hV4 
using fMRI. V1 exhibited a high sensitivity to vertically oriented GPs, whereas all other visual regions showed a 
high sensitivity for dipole orientations that were radially arranged with respect to the fixation point. Nonetheless, 
V1, V2, V3, and hV4 also showed a bias towards dipoles oriented tangentially to the fixation point which was 
exclusively observed for polar GPs. This enhanced activation to tangential orientations within polar form suggests 
that early visual areas are sensitive to either curvature or global form features. This observation might indicate 
that although a considerable amount of evidence indicates a difference in local and global form processing, 
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other studies question this dichotomy pointing to some neural populations in early visual cortical areas that also 
respond to global form  features36–38. For example, in a previous study, we showed that adaptation to oriented 
GPs (i.e. ± 15° from vertical) produces a tilt after-effect (TAE); that is, after prolonged inspection of an oriented 
pattern, a subsequently presented oriented pattern is perceived as tilted opposite to the orientation of the adapt-
ing  pattern39,40. In this case, the TAE from adaptation to oriented GPs is likely to rely on visual processing levels 
in which the global orientation of GPs has been encoded by orientation-selective  neurons21,41. In another study, 
we showed that GP-induced TAE exhibits an almost complete interocular transfer (i.e. when adaptation to one 
eye transfers to the other non-adapted eye), indicating the involvement of orientation selective and binocularly 
driven  neurons21. In summary, our previous behavioral findings suggest that the TAE from GPs possibly relies 
on visual processing levels in which the global orientation of GPs is encoded by neurons that are orientation 
selective, mostly binocularly driven, and sensitive to high temporal frequencies.

These effects are consistent with form-motion integration at low and intermediate levels of visual 
 processing21,41. Finally, other studies used fMRI adaptation to gauge orientation selectivity in the human visual 
cortex and found that not only the early visual areas V1, V2, and V3 but also the higher tier visual areas are 
orientation-selective to orientation-specific  adaptation42–45. For instance, Montaser-Kouhsari et al.44 measured 
orientation-selective responses in the human visual cortex to illusory contours, composed of adjacent and phase-
shifted lines. They found orientation-selective adaptation to illusory contours in early visual areas such as V1/
V2 but also in high-level visual areas such as V3, V4, VO1, V3A/B, V7, LO1 and LO2.

In the present study, using the fMRI adaptation paradigm, we examined the selectivity for global orientation 
in the human visual system. The proposed research aims to investigate the neural processes that integrate local 
orientation signals in early visual areas to produce selectivity for global orientation in higher occipitotemporal 
areas. Our study contributes to our understanding of how form cues are processed in oriented GPs and the 
visual areas involved. To this aim, we will use a top-up adaptation  protocol44 to look for orientation-selective 
neural responses to vertically oriented GPs in the human visual cortex. We measured fMRI responses to GPs of 
different orientations after adapting to a vertically oriented GP. We decided to adapt participants to vertically 
oriented GPs because, as previously mentioned, there is evidence showing that this global configuration is easier 
to detect than other simple configurations such as horizontal  GPs27. Moreover, in the current study, fMRI adap-
tation allowed us to measure orientation-selective responses to GPs in the human visual cortex while observers 
performed a demanding foveal task to control for spatial attention across  conditions42,44,46–50. In line with the 
above-mentioned research, we expected to find significant orientation-selective adaptation in both early visual 
areas and higher tier visual regions yet with a greater impact over the extrastriate visual areas. In contrast to our 
initial predictions, our findings suggest that adaptation to oriented GPs takes place in early (V1, V2, and V3) but 
to a lesser extent in higher tier visual areas (V3AB, V4v), implying that the proportion of neurons selective to 
oriented GPs is larger in V1, V2, and V3 than in higher tier visual areas. Additionally, we did not find evidence 
of orientation-tuned adaptation effects in either early visual areas or in higher tier visual areas.

Methods
Participants. One of the authors (S.M.F.) and nine participants with normal or corrected-to-normal vision 
took part in the experiment. MR-compatible myopic or hyperopic corrections (Cambridge Research Systems, 
Ltd) were worn during fMRI scanning. Participants were naïve to the purposes of the study but all of them had 
previous experience with fMRI experiments. The number of participants has been estimated using the G*Power 
 software51. Based on the study of Weigelt et al.52, in their four-way within-subjects ANOVA including as factors 
design (pre-adaptation, top-up, and random orientation adaptation), area (V1, V2, and V3), BOLD peak (first 
peak and second peak), and orientation (same and different) indicated a partial-η2 = 0.84 for the main effect of 
the area with 10 participants. This corresponds to an effect size f = 2.29 with a power = 0.99. A sensitivity analysis 
using G*Power showed that specifying the effect size as in SPSS, at an alpha error probability of 0.05, assuming 
a power of 0.99, a total sample size of 10, and for 20 measurement levels (i.e. five ROIs x four test GPs), would 
require at least an effect size of f = 0.501. Methods conform to the World Medical Association Declaration of 
 Helsinki53 and the study has been approved by the Ethics Committee of the University of Regensburg (protocol 
number: 13-101-0029). Written informed consent was obtained from each participant prior to enrolment in the 
study.

Visual apparatus. Stimuli were generated using MATLAB  PsychToolbox54–56 and were back-projected 
using a PROPixx projector (VPixx Technologies, Saint-Bruno-de-Montarville, Canada) (refresh rate 60  Hz) 
onto a translucent screen placed inside the MR scanner bore. The screen had a resolution of 1024 × 768 pixels. 
Participants viewed the stimuli through a mirror located above their eyes. The distance between the mirror and 
the translucent screen was 95 cm. The mean luminance of the screen was 86 cd/m2, whereas the minimum and 
maximum luminance values were 0.2 cd/m2 and 172 cd/m2, respectively. A gamma-corrected lookup table was 
used so that luminance was a linear function of the digital representation of the image. Observers were in a 
darkened, RF-shielded MR chamber.

Stimuli. Stimuli were oriented GPs (Fig. 1A) consisting of 2000 dipoles, with each dot having a width of 
0.04 deg and an inter-dot spacing of 0.18  deg18. Michelson contrast of the dots was c = 0.99, calculated by deter-
mining the difference between the dot and background luminance and dividing these by the sum of the two 
luminance values. The GPs were displayed within an annulus with an outer radius of ~ 6.5 deg and an inner 
radius of ~ 1 deg. The density was approximately 15.4 dipoles/deg2. To avoid retinal afterimages following the 
prolonged inspection of the patterns and to strengthen orientation adaptation, adapting and test GPs were 
dynamic. To produce tight packing, a slight overlap of the dipoles was  allowed22 (Fig. 1A). Dynamic GPs were 
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created by displaying a series of stationary GPs in temporal sequence at 2.0 Hz. That is, for each new presentation 
(duration: 0.5 s) a new spatial arrangement of the dipoles was created, while their orientation remained constant. 

Figure 1.  (A) Representation of the stimuli used. The Glass patterns (GPs) represented have 100% coherence 
(i.e. all dipoles are oriented according to the main orientation axis). From left to right: vertically oriented GP 
(orientation 0°). Vertically oriented GPs were used as adapting and test GPs, test GP oriented at 7.5°, test GP 
oriented at 30°, and test GP oriented at 90° (horizontal). The second and third GPs are tilted clockwise from 
vertical. (B) Schematic representation of the fMRI block design. (C) Representation of one block. See text for 
more details. For demonstrative purposes, the density of all the GPs represented has been reduced and the dot 
size increased.
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This produced a texture updated at 2.0 Hz in which non-directional apparent motion was perceived along the 
axis parallel to the dipoles’ orientation, though there was no dipole-to-dipole correspondence between succes-
sive  frames13,27,41,57–60.

Adapting GPs were always vertically oriented, whereas test GPs were oriented according to six orientation 
contrasts with respect to the adapting GP: 0° (i.e. vertical, and same orientation to the adapting GP),  ± 7.5°, ± 30°, 
90° (horizontal)45. Additionally, GPs were always presented at maximum coherence; that is, all dipoles were 
oriented according to the main orientation axis (i.e. either 0°, ± 7.5°, ± 30° or 90°).

Procedure. An fMRI adaptation technique with a block design was used. The fMRI adaptation sequence 
consisted of 5 runs and each run consisted of 4 blocks (Fig. 1B). Each block consisted of an initial fixation of 
1 s, an adaptation phase to a vertically oriented GP of 20 s, an inter-trial interval of 2 s, and then a sequence of 
6 trials. The duration of each trial was ~ 6.5 s, the duration of each block was ~ 85 s, the duration of each run 
was ~ 5.67 min and the total duration of the experimental session was approximately 28.3 min. Between each 
block and each run, there was a blank interval of 11 s, in which there was no task at fixation.

In each trial, participants were adapted to a vertically oriented GP for 5 s (i.e. top-up adaptation). After the 
top-up adaptation, there was a blank interval of 0.5 s and then a test GP was presented for 1 s. The adapting GPs 
(adapt and top-up) were always vertical and with a coherence of 100% (i.e. all dipoles were vertically oriented). 
Likewise, the orientation of the test GP was constant within each block and could be either vertical (0°), 7.5° 
clockwise or counterclockwise from vertical, 30° clockwise or counterclockwise from vertical, or horizontal (90°).

In this study, we did not test whether the adaptation to vertically oriented GPs influenced the perceived tilt 
of the test GPs. Under very similar conditions, adaptation to vertically oriented GPs or gratings leads observers 
to report a weak or no orientation bias in the subsequently presented test  stimulus21,61,62. The purpose was to 
measure the magnitude of net neural adaptation to an oriented texture that induces scarce or no perceptual bias 
onto a subsequently presented oriented stimulus. However, even considering the optimal orientation adaptation 
that produces the peak tilt after-effect (TAE) (usually around 15°), in the case of oriented (static) GPs, the TAE 
magnitude is relatively small (between 1.7 and 2.0 deg; see Pavan et al.21,41).

For each block, in four trials the test GP was presented, whereas in the remaining two trials no test GP was 
presented (i.e. blank display). This is important to assess the visual areas in which adaptation to vertically oriented 
GPs takes place. The order of trials with and without test GP was randomized for each block. The fMRI design 
and block sequence are represented in Fig. 1B and C, respectively.

Throughout the experiment, and more specifically within each block, participants were required to perform a 
demanding attentional task at fixation. During the adaptation phase and during each trial, the red fixation point 
at the center of the screen increased in size for ~ 17 ms (from 0.15 to 0.21 deg). The participants had to count the 
number of size changes that occurred in each block. Responses were recorded via a fiber-optic response box. The 
minimum number of fixation-point changes was 1 and the maximum was 4. Participants responded during the 
inter-trial intervals of 2 s when the fixation point turned green (see Fig. 1C). The task at fixation was necessary 
because spatial attention can modulate neuronal responses to visual stimuli measured with fMRI in a spatially 
specific  manner46,47,63–66. Furthermore, attention modulates aftereffects including the motion  aftereffect67–69, and 
tilt aftereffect from illusory contours, gratings, and vertically oriented  GPs21,44,58,70.

Data acquisition. MR images were obtained using a 3.0 Tesla Siemens MAGNETOM Prisma system using 
a 64-channel head/neck coil. A single-shot gradient-echo echoplanar imaging (EPI) was used to acquire BOLD 
functional images (TR = 1000 ms, TE = 30 ms, flip angle = 52°, slice gap = 0.2 mm, FOV = 192 × 192  mm2, dimen-
sion = 104 × 104 × 72, voxel size = 2 × 2 × 2  mm3). In each image volume, 72 axial slices were acquired using an 
ascending interleaved scanning sequence with a multi-band (MB) acceleration factor =  671. Additionally, a high-
resolution T1-weighted image was acquired. We used a modified version of the MP-RAGE (3D “magnetiza-
tion prepared rapid gradient echo”) sequence from “The Alzheimer’s Disease Neuroimaging Initiative”72. We 
obtained 208 slices with a resolution of 0.8 × 0.8 × 0.8  mm3 using a FOV = 256 × 256  mm2. The TR was 2400 ms, 
the TE 2.18 ms and the flip angle 8°. Functional T2*weighted images were acquired before the structural images. 
Regions-of-interest (ROIs) were determined using retinotopic mapping techniques.

Retinotopic mapping. Retinotopically organized areas in the visual cortex (V1, V2, V3, V3AB, and V4v) 
were localized by means of phase-encoded retinotopic  mapping73–75. This localizer was collected in our par-
ticipants for the purpose of another study (see Frank et al.76). For phase-encoded retinotopic mapping a bow-
tie-shaped double-wedge checkerboard pattern flickering in different colors (flicker frequency = 8 Hz) rotated 
clockwise and counter-clockwise directions across different retinotopic locations (18 locations in total, 3 s for 
each location, total duration of one rotation cycle = 54 s). There was a total of 12 cycles for each of the clockwise 
and counterclockwise rotation directions. Clockwise and counterclockwise rotations were conducted in separate 
runs and there was one run for each direction of rotation (run duration = 10.8 min). During the localizer scans, 
participants maintained their fixation on a central dot and performed a speeded dimming-detection task on the 
fixation dot.

Functional imaging data were collected with the above-described 3.0 Tesla Siemens Prisma MRI scanner using 
the same 64-channel head/neck coil and an echoplanar imaging sequence (TR = 1 s, TE = 33 ms, multiband factor 
4, flip angle (FA) = 59°, in-plane acquisition matrix (AM) = 96 × 96, 48 axial slices, voxel size 2.5 × 2.5 × 2.5 mm, 
no interslice gap). For each participant, a high-resolution T1-weighted anatomical scan of the brain was col-
lected using an MPRAGE sequence (TR = 2.3 s, TE = 2.32 ms, FA = 8°, AM = 256 × 256, 192 sagittal slices, voxel 
size = 0.9 × 0.9 × 0.9 mm, interslice gap = 0.45 mm). Each participant’s high-resolution anatomical scan of the 
brain was reconstructed and inflated using the FreeSurfer software  package77,78 (https:// surfer. nmr. mgh. harva rd. 

https://surfer.nmr.mgh.harvard.edu/
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edu/; Martinos Center for Biomedical Imaging). Phase-encoded retinotopic mapping data were pre-processed 
(including motion-correction, co-registration to the reconstructed high-resolution anatomical brain, smoothing 
with a 3D Gaussian kernel [FWHM = 3 mm], intensity-normalization) and analyzed using FreeSurfer’s FSFast 
toolbox. Visual areas were defined at a threshold of p < 0.001 (FDR correction) on each participant’s inflated 
cortical surfaces.

Data pre-processing. Following functional image reconstruction, the Statistical Parametric Mapping 
software package (SPM12, Wellcome Department of Cognitive Neurology, London, UK) was used to perform 
motion correction by realigning the functional images to the first volume in each run. The displacement param-
eters in the x, y, and z directions were recorded and used to assess head motion. The maximum net displacement 
was calculated as the norm of the vector determined by the maximum absolute displacement in each direction. 
All volumes were realigned spatially to the first volume and the time-series for voxels within each slice were tem-
porally realigned to the middle slice. The resulting volumes were normalized to a standard EPI template based 
on the MNI reference brain in Talairach  space79 and resampled to 2 × 2 × 2  mm3 voxels. Head movements did 
not exceed ± 2 mm in any direction during a session. Successively, normalized images were used. The time-series 
in each voxel were high-pass-filtered with a cutoff frequency of 0.008 Hz to remove low-frequency signal drifts. 
The structural T1-weighted image was co-registered to the mean functional image of the corresponding run for 
subsequent display of functional activations.

fMRI data analysis. We performed the first-level single-subject analysis based on the general linear model 
(GLM)80 with eight regressors (fixation, adaptation, top-up adaptation, four test orientations, and an additional 
blank/no-test). Six additional covariates (regressors) were included to capture residual movement-related arti-
facts (the three rigid-body translations and rotations determined from the realignment stage) and a single covar-
iate representing the mean (constant) over scans. For the fast event-related design, the basis function consisted of 
the canonical hemodynamic response function (HRF) model. The statistical maps generated from each task were 
designed with a threshold at p < 0.05 using a family-wise error (FWE)  correction81 for multiple comparisons. We 
also performed a random-effects paired t test spatially normalized to the Montreal Neurological Institute (MNI) 
space. Successively, we performed the second-level analysis for analyzing whole-brain group effects of different 
stimulus orientations.

Analyses were performed on the relative BOLD signal change values obtained by subtracting the fitted BOLD 
signal change measured in the blank condition from that of each of the test conditions (i.e. 0°, 7.5°, 30° and 90°) 
(see Supplementary Material for more details about the raw data). This operation was performed individually for 
each participant. To assess the differences between the relative BOLD signal change values for each test condition 
within each ROI (i.e. the stimulus-evoked response), relative BOLD signal change values were again fitted with 
a canonical hemodynamic response  function82,83.

In a subsequent analysis, we computed an adaptation index (AI) for each visual area to assess and quantify the 
difference between fMRI responses to the different test GP orientations after vertical adaptation in each visual 
area. The adaptation index was calculated as in Montaser-Kouhsari et al.44:

where Aθ is the mean response amplitude to the different test GPs orientations (i.e. 0°, 7.5°, and 30°), whereas A⊥ 
is the mean response amplitude relative to the orthogonal test (i.e. test orientation at 90°). The mean response 
amplitude is defined as the BOLD signal change estimated in the blank test condition subtracted from the BOLD 
response amplitude of the oriented test patterns. In this case, the AI reflects the magnitude of vertical adapta-
tion on the presentation of the three absolute test GP orientations (i.e. 0°, 7.5°, and 30°). The index ranges from 
− 1 to + 1 and is + 1 if adaptation is maximally effective by reducing the response to the test stimulus to zero. 
Otherwise, if adaptation is not effective, i.e. responses to the different test GP orientations were the same and 
not affected by adaptation, the index is equal to zero. The index is negative when the adaptation has a facilitatory 
effect on the subsequently presented test pattern or when the response to the orthogonal test is zero.

Results
Behavioral responses to the fixation task. For the attention task during each block, we calculated cor-
rect performance for each adaptation type (i.e. adaptation and top-up adaptation), dependent on whether there 
was a temporal overlap between the size change of the fixation point and a specific phase of the trial. The overall 
accuracy at the fixation task was 61% (SD: 17.6%). A one-sided one-sample permutation test was performed to 
assess whether the accuracy for the fixation task was greater than the chance level (0.25). The chance level was set 
at 0.25 because the maximum number of fixation-point changes was four and participants, on each trial, could 
select one amongst four possible responses. The test revealed that the accuracy was significantly higher than 
the chance level (t = 6.48, p < 0.001), though the task at fixation was apparently quite demanding as participants 
were not at ceiling. In fact, the same test revealed that the accuracy was significantly lower than 1.0 (i.e. ceiling 
performance, t = − 6.97, p < 0.001).

Results for test GP orientations within each ROI. To assess for differences in response amplitudes 
across visual areas and test orientations, relative BOLD signal change amplitude values were analyzed with a 
linear mixed model including as fixed effects the ROI and the test orientation, and as random effect the intercept 
across participants. According to a Shapiro–Wilk test, the residuals were not normally distributed (W = 0.948, 

(1)AI =
A⊥ − Aθ

|A⊥| + |Aθ |
,

https://surfer.nmr.mgh.harvard.edu/
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p < 0.001), with a moderate skewness of 0.715 (SE: 0.172). Using the median absolute deviation with a cut-off of 
 384, we also identified 20 outliers that were nevertheless included in the analysis. Therefore, we used the Aligned 
Rank Transform (ART), a procedure for the non-parametric analysis of variance in multifactor  designs85–87. The 
analysis was performed in R (v4.2.2) (https:// www.r- proje ct. org)88. With this technique, a linear mixed model 
can be implemented once the data are aligned and ranked for each main and interaction effect. Pairwise com-
parisons were conducted using the ART-C  procedure89. A linear mixed model with random intercept across 
participants and including ROI and test orientation as within-subjects factors revealed only a significant effect 
of the ROI (F4, 171 = 47.4, p < 0.0001) but no effect of test orientation (test orientation: F3, 171 = 1.789, p = 0.151; 
interaction between ROI and test orientation: F12, 171 = 0.082, p = 0.999). FDR-corrected post hoc comparisons 
for the ROI (correction for 10 tests) showed a significant difference between: V1 and V3 (padj < 0.0001), V1 and 
V3AB (padj < 0.0001), V1 and V4v (padj < 0.0001), V2 and V3 (padj < 0.0001), V2 and V3AB (padj < 0.0001), V2 and 
V4v (padj < 0.0001), between V3 and V3AB (padj < 0.0001), V3 and V4v (padj = 0.0002), but not between V1 and 
V2 (padj = 0.062) and between V3AB and V4v (padj = 0.416).

A series of one-sided one-sample permutation tests (sampling permutation distribution 5000) was performed 
on the relative BOLD amplitude values of each ROI and test pattern to assess whether these values were greater 
than zero. The resultant p values were corrected with the FDR method for twenty comparisons (i.e. 5 ROIs × 4 
test orientations). The results showed that for all the conditions the relative BOLD signal values were significantly 
greater than zero (padj < 0.01). These results indicate reliable adaptation effects on the oriented test GPs.

Altogether, these results show robust responses to oriented test GPs mainly in early visual areas (V1, V2 and 
V3), but no evidence of orientation-selective adaptation as there was not a significant difference in relative BOLD 
amplitude between test GP orientations. Moreover, in higher tier extrastriate areas (i.e. V3AB, V4v) the overall 
amplitude of HRFs was further reduced, suggesting a lack of selectivity for oriented GPs.

Relative percent BOLD signal change. The relative percent BOLD signal change values for all visual 
areas and test patterns are reported in Fig. 2. As shown for the HRF amplitudes and HRFs time courses (Fig. S2 
in the Supplementary Material), responses in early visual areas (V1 and V2) were generally stronger than those 
in higher tier visual areas. To assess for differences in response amplitudes across visual areas and test orienta-
tions used, relative percent BOLD signal change values were analyzed with a linear mixed model including as 
fixed effects the ROI and the test orientation, and as random effect the intercept across participants. According 
to a Shapiro–Wilk test, the residuals were not normally distributed (W = 0.972, p = 0.0067), with a moderate 
skewness of 0.716 (SE: 0.172). Using the median absolute deviation with a cut-off of  384, we also identified 17 
outliers that were included in the analysis. Therefore, we used again the Aligned Rank Transform (ART)85–87. 
A linear mixed model with random intercept across participants and including ROI and test orientation as 
within-subjects factors revealed a significant effect of the ROI (F4, 171 = 76.21, p < 0.0001), a significant effect 
of test orientation (F3, 171 = 2.99, p = 0.0323), but no significant interaction between ROI and test orientation 
(F12, 171 = 0.063, p = 0.999). FDR-corrected post hoc comparisons for the ROI (correction for 10 tests) showed a 

Figure 2.  Boxplots of relative percent BOLD signal change for the test and ROI regressors. Each test condition 
is represented by a distinct color. For each boxplot, the horizontal black line indicates the median and the lower 
and upper hinges correspond to the first and third quartiles (i.e. the 25th and 75th percentiles). The black point 
within each boxplot represents the mean response amplitude. The grey points represent outliers.

https://www.r-project.org
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significant difference between all the ROIs: V1 and V2 (padj < 0.0001), V1 and V3 (padj < 0.0001), V1 and V3AB 
(padj < 0.0001), V1 and V4v (padj < 0.0001), V2 and V3 (padj < 0.0001), V2 and V3AB (padj < 0.0001), V2 and V4v 
(padj < 0.0001), between V3 and V3AB (padj < 0.0001), V3 and V4v (padj = 0.0002), V3AB and V4v (padj = 0.0174). 
These results suggest greater adaptation effects to vertically oriented GPs mainly in early visual areas (V1, V2, 
and V3). FDR-corrected post hoc comparisons for the test orientation revealed a significant difference between 
test at 0° and 30° (padj = 0.0432), and between 30° and 90° (padj = 0.0221). The other comparisons did not reach 
statistical significance (padj > 0.05).

A series of one-sided one-sample permutation tests (sampling permutation distribution 5000) was performed 
on the relative BOLD signal values of each ROI and test pattern to assess whether these values were greater than 
zero. The resultant p values were corrected with the FDR method for twenty comparisons (i.e. 5 ROIs × 4 test 
orientations). The results showed that for all the conditions the relative BOLD signal values were significantly 
greater than zero (padj < 0.05). Again, these results indicate reliable adaptation effects on the oriented test GPs.

Additionally, we examined fMRI contrasts between test orientations and the blank, observing different pat-
terns of activation and deactivation. The outcome of this analysis is reported in the Supplementary Material (see 
Table S1 and Fig. S4).

Adaptation index. Figure  3 shows the adaptation index values for each ROI and test GP orientation. 
According to a Shapiro–Wilk test, residuals were not normally distributed (W = 0.935, p < 0.001), with a skew-
ness of 0.087 (SE: 0.198). Using the median absolute deviation with a cut-off of 3, we identified 26 outliers (rang-
ing between − 1 and 1) that were nevertheless included in the analysis. Again, we used the Aligned Rank Trans-
form. A linear mixed model with random intercept across participants and including ROI and test orientation 
as within-subjects factors revealed only a significant effect of the test orientation (F2, 126 = 7.32, p < 0.001) (ROI: 
F4, 126 = 1.62, p = 0.173; interaction between ROI and test orientation: F8, 126 = 0.681, p = 0.706). For the main effect 
of test orientation, FDR-corrected post hoc comparisons revealed a significant difference between the parallel 
test (i.e. 0°) and the test GP at 7.5° (padj = 0.033), between the parallel test and the test GP at 30° (padj = 0.0007), 
but not a significant difference between test GP at 7.5° and 30° (padj = 0.141).

A series of one-sided one-sample permutation tests (sampling permutation distribution 5000) were performed 
on the adaptation indexes (AIs) of each condition to assess whether these values were greater than zero. The 
resultant p values were corrected with the FDR method for fifteen comparisons (i.e. 5 ROIs × 3 test GP orienta-
tions). The results showed that none of the AIs were significantly greater than zero (all padj > 0.05). These results 
indicate a lack of orientation-tuned adaptation across the visual areas tested.

Figure 3.  Boxplots of adaptation index values for the test orientations at 0° (parallel), 7.5°, and 30°. Please 
note that the reason the 90° orientation is not included in the comparison of test orientations is because it was 
specifically used to calculate the AI. The boxplots of each visual area are grouped together. The black point 
within each boxplot represents the mean adaptation index, whereas the grey points represent outliers.
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Discussion
Nearly all neural systems exhibit adaptation, which is the sensitivity adjustment in response to a stimulus. 
Adaptation has also been used as a behavioral method to demonstrate selective neuronal sensitivity to differ-
ent stimulus  dimensions45. Based on this assumption, the present study contributes to our understanding of 
retinotopic visual brain areas that are involved in the processing of form features in oriented GPs using the 
paradigm of fMRI  adaptation90. Our findings reveal how the human visual cortex processes oriented visual cues 
in complex environments. The underlying premise of this paradigm is that if a neuron responds to a specific 
stimulus configuration, then a second presentation of the same stimulus will elicit a weaker response compared 
to the first  presentation13. In the current investigation, following adaptation to vertically oriented GPs, fMRI 
responses were recorded to test GPs of six different orientations, either 0°, ± 7.5°, ± 30°, or 90° with respect to 
the standard vertical orientation axis. Specifically, fMRI adaptation allowed us to quantify orientation-selective 
responses to GPs in the human visual cortex while observers performed a demanding foveal task to control for 
spatial attention across conditions but also to encourage the maintenance of gaze fixation, which is crucial for 
maintaining adaptation in neurons with small receptive  fields45,66,91,92.

Overall, our findings provide neuroimaging evidence showing that the proportion of neurons selective for ori-
ented GPs is greater in early visual areas (V1, V2, and V3) than in higher tier visual areas (V3AB, V4v). Moreover, 
the initial assumption that significant orientation-tuned adaptation effects would be found in both early visual 
areas and higher tier visual regions, with greater impact over the extrastriate visual areas, cannot be confirmed. 
Indeed, the retention of the null hypothesis is supported by the lack of evidence for orientation-selective tuning 
in both early visual areas and higher tier visual areas (Fig. 2), unlike other stimuli such as  Gabors45 – probably 
because GPs are more complex stimuli to visually process than gratings and convey a much weaker orientation 
signal. Although we used a volume-based ROI analysis, most voxels were aligned along the cortical surface. 
However, the density of responsive neurons within a given voxel might be less for stimuli like GPs.

In our study, not all GPs test orientations showed the same output: looking at the relative percent BOLD 
signal change (Fig. 2) we found a significant difference between the parallel test at 0° and the test GP at 30°, and 
between the test at 30° and the test at 90°, indicating that adaptation to these orientations in GPs may reflect 
the activity of different orientation-selective neurons, yet no other differences were found indicating that these 
orientations seem to be encoded similarly after adaptation. The lack of differences between 0° and 90°, i.e. verti-
cal vs. horizontal test GP is surprising as we know from the literature that vertical and horizontal GPs are per-
ceived  differently27 (see the introduction section for more details on the so-called “horizontal effect”). Different 
results were obtained by Fang et al.45 who performed a study investigating long-term orientation adaptation in 
the human visual cortex using an event-related fMRI adaptation experiment with oriented Gabor patches. In 
that study, the fMRI response in V1, V2, V3/VP, V3A, and V4 to the test stimulus after long-term adaptation 
(i.e. 20 s pre-adaptation and 5 s top-up adaptation) to an oriented pattern was related to the angle difference 
between the adapting and test stimuli. The Gabor patches, in the test phase, were randomly rotated clockwise 
or counter-clockwise either 0°, ± 7.5°, ± 30°, or 90° with respect to the adapting Gabor patch as was done for 
GPs in the current study. The authors found that observers’ threshold changes were influenced by the length of 
the adaptation phase. Their findings offer compelling fMRI evidence for selective orientation-tuned neurons 
in human V1 that have been specifically adapted. Further investigations are required to better understand the 
different neural mechanisms involved in the processing of basic visual stimuli such as oriented GPs,  Gabors45 
and illusory  contours44.

Although the current study aimed to shed light on the neural bases involved in the processing of vertically 
oriented GPs, it does not directly address the question of whether our results can be explained in terms of local 
versus global orientation adaptation. However, it is plausible that local orientation adaptation may have occurred 
in response to vertically oriented GPs, as a single V1 neuron’s receptive field may cover a few aligned dipoles 
that resemble a straight- and oriented-line stimulus. This can be a tenable explanation for the findings of the 
current investigation as local adaptation to vertically oriented GPs can account for the robust adaptation effects 
in the early visual areas. Nonetheless, a critical aspect of this interpretation is that the receptive fields represent 
a specific region of the visual field that elicits a response in a particular  neuron93. As dynamic GPs show a new 
spatial configuration of the dipoles in each frame of the sequence  displayed27,41,57–60, it is less probable that the 
same dipole (or ensemble of dipoles) will adapt a single V1 neuron. Nevertheless, it is probable that different 
but similar dipoles in terms of local orientation and spatial position may excite and thus adapt the same single 
V1 neurons. This viewpoint is consistent with single-cell recording studies that have shown that the early visual 
areas V1 and V2 respond to oriented  GPs5,12. Indeed, there is physiological evidence in macaque monkeys that 
simple and complex cells in the early visual areas V1/V2 show selectivity for orientation cues contained in static 
vertically oriented GPs presented in their classical receptive  field6,12. Smith et al.12 observed that although it is 
generally known that the cortical visual area V2 of the macaque visual cortex responds to typical oriented grating 
stimuli, physiological data suggest that this cortical area may also be crucial in the coding of more complex visual 
stimuli such as GPs. In their study, the authors investigated how V2 cells respond to the form signals in GPs that 
are restricted to the classical receptive field (CRF). Their findings suggest that V2 neurons behave similarly to 
V1 neurons in response to the local signals in GPs and that the surrounding global form signal has little impact 
on these responses. In addition, from the literature, we know that the majority of V1’s cortical output is sent to 
V2, which then receives a substantial feedback projection in return—both have comparable surface areas and 
similarly scaled retinotopic maps of the visual field, this explains why they show a similar trend in the processing 
of vertically oriented GPs (see Sincich and  Horton94 for a review).

Moreover, in our study, local adaptation may have been produced by using (spatially broadband) dipoles 
rather than the more conventional oriented Gabors and so the results might have implications for studies 
that have previously used this type of stimulus and maybe some that use, for example, oriented  lines44. One 
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explanation might be that dipoles can, in theory, drive two orthogonally oriented cell populations at the same 
time and so the net adaptation might be very small at the population level. In addition, lower contrast energy than 
Gabor patches in any given spatial  band21,95 may have produced weaker responses in orientation selective  units5.

Moving forward, it is crucial for future investigations to delve deeper into the intricate mechanisms underlying 
orientation-specific adaptation. While our study did not uncover significant findings in terms of neuronal density 
alone, it highlights the need to explore additional factors that contribute to this complex process. Adaptation is 
a dynamic and active phenomenon, involving a multitude of interrelated neural circuits and interactions with 
higher-level cognitive processes. Future research should strive to elucidate the precise nature of these mecha-
nisms, such as the role of feedback connections in shaping orientation-specific adaptation effects. Moreover, 
employing experimental paradigms such as electroencephalography (EEG) and fMRI may offer valuable insights 
into the temporal dynamics and network-level mechanisms underlying  adaptation45,96 (see Lopes da  Silva97 and 
Larsson et al.98 for a review). By gaining a deeper understanding of the complex interplay between neural activity 
and adaptation, we can advance our knowledge of visual processing mechanisms.

In conclusion, our findings show evidence of robust effects of adaptation to oriented GPs at the early level of 
the visual system (V1, V2 and V3) but these effects are less pronounced in higher tier visual areas (V3AB and 
V4v). In both early and higher tier visual areas the adaptation effects on the BOLD response lack orientation 
selectivity. From our results, we can infer that form features in oriented GPs are predominantly derived from 
local processing starting in the primary visual cortex.

Data availability
The datasets used and/or analyzed during the current study available from the corresponding author on reason-
able request.
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