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Zusammenfassung

Das Cloud Computing hat die Art und Weise unserer Kommunikation in den let-
zten Jahren rapide verändert. Es ermöglicht die Bereitstellung unterschiedlicher
Dienste wie Speicherkapazität, Software-Anwendungen oder sogar Infrastruk-
turen über das Internet. Inzwischen wurden sowohl für Unternehmen, als auch
für den privaten Sektor verschiedene Anwendungen des Cloud Computing en-
twickelt. Dabei bringt jede Anwendung zahlreiche Vorteile mit sich, allerdings
werden auch neue Herausforderungen an die IT-Sicherheit gestellt. In dieser
Dissertation werden drei besonders wichtige Anwendungen des Cloud Comput-
ing auf die aktuellen Herausforderungen für die IT-Sicherheit untersucht. Diese
Anwendungen werden im Folgenden kurz vorgestellt. Weiterhin werden ihre Be-
deutung für den Unternehmens- bzw. Privatsektor und ihre Herausforderungen
für die IT-Sicherheit erläutert.

Container Virtualisierung
Die Container Virtualisierung ermöglicht die Trennung der eigentlichen Anwen-
dung von der IT-Infrastruktur. Dadurch kann ein vorkonfiguriertes Betriebs-
system-Image zusammen mit einer Anwendung in einem Container kombiniert
und in einer Testumgebung evaluiert werden. Dieses Prinzip hat vor allem
die Software-Entwicklung in Unternehmen grundlegend verändert. Container
können verwendet werden, um software in einer isolierten Umgebung zu testen,
ohne den operativen Betrieb zu stören. Weiterhin ist es möglich, verschiedene
Container-Instanzen über mehrere Hosts hinweg zu verwalten. In dem Fall
spricht man von einer Orchestrierung. Da Container sensible unternehmensin-
terne Daten beinhalten, müssen Unternehmen ihr IT-Sicherheitskonzept für den
Einsatz von Container Virtualisierungen überarbeiten. Dies stellt eine große
Herausforderung dar, da es derzeit wenig Erfahrung mit der Absicherung von
(orchestrierten) Container Virtualisierungen gibt.

Das Konzept Home Office
Da Container Dienste über das Internet bereitstellen, sind Mitarbeiterinnen und
Mitarbeiter, die diese Dienste für ihre Arbeit benötigen, an keinen festen Ar-
beitsplatz gebunden. Dadurch werden wiederum Konzepte wie das home office
ermöglicht. Dies ist mit Blick auf die aktuelle Covid-19 Pandemie besonders
hilfreich, da Unternehmen durch lock-downs gesetzlich dazu gezwungen wer-
den, die Arbeit einzustellen, insofern sie nicht von zu Hause ausgeübt werden
kann. Für die Arbeit im home office werden benötigte Arbeitsgeräte wie Lap-
tops oder Tablets in der Regel vom Arbeitgeber zur Verfügung gestellt. Ein
großes Problem hierbei ist, dass auf diesen Geräten oft vertrauliche, interne
Daten verarbeitet werden. Hinzu kommt, dass sich die Arbeitsgeräte im home
office häufig im WLAN befinden, in dem auch private Endgeräte betrieben wer-
den, für die es keine Sicherheitsfreigabe von einem IT-Sicherheitsexperten gibt.
Das macht die privaten Netzwerke zu einem attraktiven Ziel für Angreifer, so-
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dass der Schutz der Daten im home office eine große Herausforderung darstellt.
Auf dem Betriebsgelände des Unternehmens obliegt die Datensicherheit den
IT-Sicherheitsexperten. Sensible Unternehmensdaten in den privaten Netzw-
erken der Mitarbeiterinnen und Mitarbeiter zu schützen, gestaltet sich jedoch
als schwierig, da IT-Sicherheitsexperten nicht die Möglichkeit haben, jedes pri-
vate Netzwerk sicher zu konfigurieren und zu überwachen. Es ist demnach
notwendig, die Mitarbeiterinnen und Mitarbeiter im home office bei der Um-
setzung von Sicherheitsmaßnahmen aktiv einzubinden. Allerdings müssen für
solche Sicherheitsmaßnahmen bestimmte Voraussetzungen erfüllt sein, damit sie
von allen Mitarbeiterinnen und Mitarbeitern umgesetzt werden können. Ein-
erseits sollte kein Expertenwissen nötig sein, um die Sicherheitsmaßnahme um-
setzen zu können, andererseits darf die Umsetzung nicht bei der Erfüllung der
täglichen Aufgaben im Weg stehen. Zum aktuellen Zeitpunkt gibt es keinen of-
fiziellen Standard, der klar definiert, welche Sicherheitsmaßnahmen zum Schutz
sensibler Unternehmensdaten umzusetzen sind und von wem.

IoT-Technologie
Mit dem Internet of Things (IoT) werden herkömmliche Geräte mit Sensoren
ausgestattet und mit dem Internet verbunden, um Cloud-Anwendungen zu
nutzen oder mit anderen IoT-Geräten oder Usern zu kommunizieren. Heutzu-
tage sind intelligente Geräte in fast allen privaten Haushalten und Unternehmen
zu finden. Die Einsatzmöglichkeiten sind dabei vielfältig. In Unternehmen wer-
den sie z.B. eingesetzt, um Prozesse zu optimieren oder Kosten zu reduzieren.
Im privaten Sektor sollen intelligente Geräte den Usern vor allem das Leben
bequemer machen. Untersuchen haben jedoch gezeigt, dass viele IoT Geräte
am Markt unsicher sind. Diese Tatsache macht es für Unternehmen und private
User schwierig, Geräte zu identifizieren, die bestimmte Sicherheitsanforderun-
gen erfüllen. Das ist problematisch, da unsichere Geräte ein attraktives Ziel für
Angreifer sein können. Durch gezielte Angriffe können sensible Daten in falsche
Hände gelangen oder IoT-Geräte Teil eines Botnetzes werden.

Offizielle Behörden, wie das Bundesamt für Sicherheit in der Information-
stechnik (BSI) veröffentlichen ständig neue oder überarbeitete Standards, damit
die Absicherung von Cloud-Anwendungen in Unternehmen standardisiert und
zertifiziert werden kann. Allerdings befinden sich viele der Standards noch in
der Entwicklung. Dadurch ist unklar, ob mit deren Anwendung bereits ein
ausreichendes Schutz-Niveau erreicht werden kann.

Im privaten Sektor wiederum, ist der Einsatz solcher Standards nicht sin-
nvoll, da keine Zertifizierung für private Netzwerke benötigt wird. Hier kom-
men daher zumeist Personal Firewalls, wie der Microsoft Defender für Windows-
Systeme zum Einsatz. Diese vorkonfigurierten Firewalls überwachen den Daten-
verkehr und alarmieren, sobald verdächtige Aktivitäten feststellt werden. Im
Vergleich zu herkömmlichen Geräten wie Laptops oder Tablets sind Sicher-
heitsmechanismen in intelligenten Geräten wie smarten Glühbirnen oder Rauch-
meldern häufig nicht zu finden. Das macht den Einsatz traditioneller Firewalls
in privaten Netzwerken mit intelligenten Geräten schwierig.
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Ziel und Methodik

Da die genannten Cloud-Anwendungen für Unternehmen und den privaten
Sektor von unterschiedlicher Bedeutung sind und sich die Entwicklung von
Sicherheitskonzepten für beide Bereiche fundamental unterscheidet, werden für
diese Dissertation zwei Ziele definiert. Für Unternehmen sind alle drei genan-
nten Cloud-Anwendungen relevant, im privaten Sektor ist lediglich die IoT-
Technologie von großer Bedeutung. Daraus leiten sich die beiden Zielstellungen
wie folgt ab:

1. Die Erweiterung bestehender Sicherheitskonzepte offizieller Behörden wie
dem BSI um erforderliche Elemente zur Absicherung der drei betrachteten
Cloud-Anwendungen in Unternehmen.

2. Die Entwicklung einer prototypischen Firewall und einem IDS für smart
home Netzwerke, die von privaten Usern ohne Expertenwissen betrieben
werden können.

Zur Erreichung der Ziele werden in dieser Dissertation zwei unterschiedliche
Methodiken verwendet. Für den Unternehmensbereich werden typische Szenar-
ien für Cloud-Anwendungen definiert. Für diese Szenarien wird eine Absicherung
mit Hilfe offizieller Frameworks, wie dem IT-Grundschutz des BSI durchgeführt.
Die Ergebnisse werden analysiert, um fehlende Sicherheitselemente zu identi-
fizieren, die zur Absicherung von Cloud-Anwendungen erforderlich sind. Schließ-
lich werden die Frameworks um die fehlenden Sicherheitselemente erweitert. Es
wurde festgestellt, dass die von offiziellen Behörden veröffentlichten Frameworks
die aktuellen Herausforderungen der Cloud-Anwendungen für Unternehmen bere-
its adressieren. Allerdings konnten durch die Untersuchungen dieser Disser-
tation verschiedene Bedrohungen und Sicherheitsmaßnahmen identifiziert wer-
den, die zum aktuellen Zeitpunkt noch nicht berücksichtigt werden und eine
notwendige Ergänzung der aktuellen Frameworks darstellen.

Für den privaten Sektor wird eine konstruktivistische Methodik verwendet.
Das bedeutet, dass in einem iterativen Prozess Dokumente erstellt werden, in de-
nen klare Handlungsanweisungen für Prototypen definiert werden. Diese Doku-
mente bilden die Grundlage für den Betrieb der Prototypen. Die Evaluation
wird in Form von Fallstudien durchgeführt. Das heißt, die Prototypen werden
in einem typischen Anwendungsfall zum Schutz eines privaten smart home Netz-
werks betrieben. Das Verhalten der Prototypen wird genau analysiert und doku-
mentiert, um die Funktionalität bewerten und Erkenntnisse ableiten zu können.
In dieser Dissertation konnten ein Konzept für eine Firewall-Applikation und ein
Intrusion Detection System (IDS) für smart home Netzwerke realisiert werden.
Basis dafür waren realistische Annahmen über die Netzwerksegmentierung und
das Kommunikationsprofil von IoT-Geräten. Dies ermöglichte es, die Firewall-
Applikation und das IDS mit einem generischen Sicherheitskonzept vorzukon-
figurieren. Außerdem kann die Firewall-Applikation durch Beobachtung des
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Netzwerkverkehrs der IoT-Geräte automatisch Firewall-Regeln erlernen. Exper-
imente mit einer prototypischen Implementierung haben den Beweis erbracht,
dass die Firewall-Applikation gewöhnliche IoT-Geräte absichern kann, ohne dass
die User Expertenwissen benötigen. Lediglich eines der getesteten Geräte kon-
nte nicht wie gewünscht kommunizieren. Dieses Problem wurde jedoch gelöst,
indem bereits erlernte IP-Adressen auf IP-Address-Räume erweitert wurden.
Die Evaluierung des IDS-Konzeptes erfolgte in einer Reihe von Experimenten
an vier verschiedenen smart home Geräten. Die Ergebnisse zeigen, dass zum
jetzigen Zeitpunkt Signatur-basierte IDS geeignet sind, ein smart home abzu-
sichern. Im Gegensatz dazu sind Anomalie-basierte IDS weniger geeignet. Die
Algorithmen zur Erkennung von Anomalien neigen dazu, ein sich änderndes Be-
nutzerverhalten als Angriff zu klassifizieren.

Die in dieser Dissertation erreichten Ziele tragen insbesondere dazu bei, ein
solides Fundament für einen sicheren Betrieb der betrachteten Cloud-Anwen-
dungen zu schaffen. Das bedeutet, dass durch die Erreichung der Zielstellungen
ein grundlegendes Sicherheitsniveau der betrachteten Cloud-Anwendungen er-
reicht wird, auf dem zukünftige Sicherheitskonzepte aufgebaut werden können.
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Chapter 1

Introduction

1.1 Motivation and Problem

The development of cloud computing has completely changed our way of com-
munication. Various applications have developed from cloud computing. For
example, cloud providers operate data centers and provide services like stor-
age capacity, software applications or even infrastructure over the internet that
gains many benefits for enterprises and private users [108]. On the other hand,
cloud computing also presents new challenges for IT security. This dissertation
examines the IT security challenges of three particularly important applications
of cloud computing. Foremost, the three applications are briefly introduced, the
importance for the enterprise or private sector is motivated and their challenges
for IT security are introduced.

Container Virtualization Container virtualization is a very important cloud
application that is primarily used by enterprises. It revolutionizes the process of
software development by making it easier and more flexible. In particular, this
means containers are used as test environments to develop so-called microser-
vices [91]. Because the (further) development of the software is carried out in
a test environment, the operational business remains undisturbed. As a result,
the boundary between software development and IT operations is increasingly
dissolving and becoming more of a joint process. That is what is called De-
vOps [57]. Because of the mentioned benefits, many enterprises have already
firmly integrated this strategy as a philosophy.

A widely used example of container virtualization is the open source project
Docker [35]. It allows the actual application to be separated from the IT infras-
tructure. For example, it becomes possible to combine a pre-configured oper-
ating system image together with an application in a container and to evaluate
it in a test environment. The same container can be transferred to the produc-
tion system and moved to a larger host computer when the resource require-
ments have increased. Therefore, container virtualization requires a complex
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IT landscape in which various parties provide software components or hard-
ware resources, provide containers or operate the virtualization environment.
To manage different container instances across multiple hosts, an orchestration
like Kubernetes is frequently used [153]. The orchestration decides at run-time
which containers are executed on which host.

Containers can contain sensitive data or personal information. Due to this
fact, enterprises must revise their IT security concept when using container
virtualization. This poses a major challenge, because there is currently little
experience in securing (orchestrated) container virtualization systems such as
Docker or Kubernetes.

For private applications, on the other hand, container virtualization plays a
subordinate role. There are tools like Docker Personal that are provided for a
private application, but such tools are mainly used as an entry point to learn
how to use containers [34]. For this reason, this dissertation focuses exclusively
on the enterprise sector.

Home Office Work Model Since the data and software required for work
can be made available online in the form of cloud-based services, many en-
terprises can offer their employees the opportunity for home work. In recent
years, many employers have been reluctant to let their employees work from
home. The reason for this is the fear of lost productivity [126]. In a home
office situation, it is more difficult for supervisors to verify that employees are
doing their jobs properly. However, since the current Covid-19 pandemic be-
gan, many enterprises have been legally forced to let their employees work from
home. For this reason, this working model is of great importance at the current
time. Furthermore, current trends show that approval for the home office is
growing more and more for both employers and employees. Initial studies even
show an increase in employee productivity and many other benefits, such as a
better work-life balance or an improvement in physical health [2, 132].

However, the home office also presents new challenges for IT security. Em-
ployees who are working in a home office are usually provided with work equip-
ment such as laptops or tablets by the employer. Personal data or confidential
internal data is processed on these devices. This data is sensitive and must
not fall into the wrong hands. Normally, IT security experts are responsible
for protecting this data. The problem is that security experts can only protect
the enterprise network, but they do not monitor the employees’ home office.
In addition, home offices are also presenting risks like the private network con-
sists of devices that do not have security clearance from an enterprise expert,
WLAN connections can be eavesdropped from public spaces or family mem-
bers can be expected to enter the work place at home at any time. A recent
(meta-)study [15] illustrates the scope of these issues. As a result, enterprise
devices are operated in less secure networks. This increases the risk of attackers
targeting employees’ private networks in order to gain unauthorized access to
enterprise-internal data [28].
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IoT Technology The idea of the Internet of Things (IoT) is to equip conven-
tional devices with sensors and connect them to the Internet in order to use cloud
services or communicate with other IoT devices or users. At the beginning of its
development, the smart devices were rather called a gimmick and used only by a
few people. Nowadays, smart devices can be found in almost all households and
the consumer market offers a huge number of different devices. According to
statista, there are more IoT devices in private households worldwide than con-
ventional non-IoT devices. Furthermore, the number of IoT devices in private
households is estimated to reach nearly 31 billion by 2025 [147].

The reason for this popularity are the numerous advantages in various areas
of life. For example, Google offers a smart heating system from the Google
Nest family [59] that provides a straightforward, user-friendly way to control
heating and cooling. At the same time, this also saves money and energy and
helps to be environmentally friendly. Smart speakers like Amazon Alexa [157]
allow controlling many daily activities via voice control that makes life more
comfortable. In addition, smart home users save a lot of time that is lost in
everyday tasks. A smart irrigation system for the home garden notifies the
user when the soil is too dry [56]. With a simple touch of a button, irrigation
can be started from anywhere in the world. Smart monitoring systems increase
the security within the user’s own four walls. Users can, for example, have a
livestream of the surveillance camera sent to their smartphone at any time [130].

Over the last years, the amount of connected IoT devices has also rapidly
increased in enterprises [20]. They are used to gain many benefits for daily
business like process optimization [140] or a massive cost reduction [96, 61].
For example, in agriculture IoT devices are used to measure soil properties,
such as moisture, and forward the data [38]. With this information, the optimal
time to water the soil can be determined. Manufacturers can also provide new
services like remote updates to their customers. These new services can make
the enterprise more attractive to new customers or potential business partners.

It is obvious that IoT technology is from great importance for private users,
as well as enterprises but both sectors are facing new challenges for IT secu-
rity. For example, many different kinds of IoT devices from an incalculable
number of manufacturers exist, which are subject to different legal security re-
quirements [76, 74]. Thus, security properties of the IoT devices vary greatly.
Observations have shown, that many IoT devices on the market are insecure [87].
These facts make it difficult for enterprises and private users to identify devices
that meet certain security requirements. This is a major problem, because in-
secure devices can be an attractive target for attackers. In this way, enterprise
data can fall into wrong hands [127] or IoT devices can end up as part of a botnet
like Mirai, which consisted of approx. 500,000 devices in 2016 [88]. For private
users, there is also the additional problem that smart devices are typically op-
erated by users without IT security expertise. This means, it is not obvious
to such users that the new smart TV needs regular security updates, while its
non-smart predecessor model could be used for years without any maintenance.

3



Current Security Approaches and Limitations The challenges of all
these applications of cloud computing are based on the fact that currently there
is little practical experience in securing these still new technologies. Official
authorities like the German Federal Office for Information Security (BSI), the
National Institute of Standards and Technology (NIST), the International Or-
ganization for Standardization (ISO) or the European Union Agency for Cy-
bersecurity (ENISA) are constantly publishing new or revised standards so that
the security of cloud computing applications can be standardized and certified.

For example, with the ISO 27000 family, ISO provides numerous interna-
tional standards for securing IT infrastructures. In particular, ISO 27001 rep-
resents the international standard for the certification of information security
systems, on which many other authorities base their own standards [79]. In
Annex A of the ISO 27001, certification requirements are defined. A.6.2.2 con-
siders requirements for teleworking. The standard 27400 considers threats and
requirements for a secure planing and use of IoT devices.

The BSI offers a collection of various standards (BSI Standard 200-1 [43],
200-2 [44], 200-3 [45]) for information security based on ISO 27001 [79] cer-
tification in the form of IT-Grundschutz. Together with the IT-Grundschutz
Compendium [49], it represents a user-friendly tool for securing the entire IT
infrastructure of enterprises. Known threats and requirements for IoT devices
and container virtualization systems are discussed in the modules ”SYS.4.4 Gen-
eral IoT Devices” and ”SYS.1.6 Container”. Furthermore, the BSI has also pub-
lished a checklist for employees in the home office due to the ongoing COVID-19
pandemic [47]. This checklist contains some basic rules for safety-conscious be-
havior in the home office.

The NIST published several standards for information- and cyber security
like the cyber security framework [113] or the SP 800 series on Information
Security and Cyber Security Practice Guides [119]. Also several drafts for IoT
security are already published [115, 114, 116, 112, 118] as well as a checklist
for container security [9] and a special publication for tele work security [110].
Although the NIST standards are not based on ISO 27001 certification, they
help inexperienced organizations to manage risks associated with information-
and cyber security [106].

ENISA published many frameworks and guidelines for cyber security [40].
For example, the Baseline Security Recommendations for IoT [41] or tips for
cyber security when working from home [42].

Many of the mentioned standards are still under development and have so
far only a preliminary character. In particular, this means, it is still unclear
whether they can already be used in practice to sufficiently protect the new
cloud technology applications.

Furthermore, in the private sector, it is not purposeful to apply security
standards. This is because private users do not need a security certification for
their private networks and most of the users are also not able to apply security
standards due to the lack of expert knowledge. To secure private networks,
personal firewalls are used in widespread operating systems. Microsoft, for ex-
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ample, offers Microsoft Defender [102]. This defender has been preconfigured
by security experts and can be operated by the private user without any further
configuration. It monitors the data traffic and notifies the user in case of any
suspicious activities. The defender learns about new potentially harmful data
packets via security updates. However, many smart devices do not have secu-
rity mechanisms like traditional devices such as laptops or tablets [87]. Thus,
traditional firewalls are reaching their limits in the smart home.

1.2 Aim and Method

The mentioned challenges of the cloud applications container virtualization, IoT
technology and the work model home office are based on the fact that there is
currently little experience in securing them. This applies to both the private
sector and enterprises. Since the development of security concepts for enterprises
and the private sector is very different, the aim of this dissertation is twofold:

1. The expansion of existing security concepts published by official authori-
ties, such as the BSI, to include required elements for securing the three
cloud applications in enterprises.

2. The development of a prototypical firewall and IDS for smart home net-
works that can be operated by private users without security expertise.

In achieving these goals, the methodology also basically distinguishes be-
tween whether the cloud application is mainly used in the private sector or in
the enterprise sector. The reason for this is the fact that enterprises employ
security experts who are able to implement more sophisticated security con-
cepts on the basis of their specialist knowledge. In the private sector, on the
other hand, it cannot be assumed that users have security expertise. Therefore,
security approaches are required that can be used without expert knowledge.
In the following, the methodologies for both sectors are described.

• Methodology for Enterprise Sector Typical cloud application scenar-
ios are defined for the enterprise sector. To secure the scenarios, frame-
works published by official authorities, such as the BSI’s IT Grundschutz
are applied. The results are analyzed to identify missing security elements
that are required to secure cloud applications. Finally, the frameworks are
expanded to include the missing security elements.

• Methodology for Private Sector For the private sector, a construc-
tivist research methodology is used. In particular, this means that doc-
uments are generated in an iterative process in which clear operational
instructions for prototypes are defined. These documents form the basis
of the operation of the prototypes. The evaluation is carried out in the
form of case studies. This means, the prototypes are operated in a typical
use case to protect a private network. The behavior of the prototypes
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is closely observed and documented in order to be able to evaluate the
functionality and derive findings.

Furthermore, this dissertation is structured in such a way that each chapter
introduces a security approach by applying one of the mentioned methodologies.
The results of each chapter were published in different national and international
conferences. Table 1.1 illustrates at which conferences the results of each chapter
were published.

Table 1.1: Publication of the Results
Results Published in
Chapter 2 Fifteenth International Conference on Emerg-

ing Security Information, Systems and Tech-
nologies [67]

Chapter 3 Informatik 2019 [65]
Chapter 4 7th International Conference on Information

Systems Security and Privacy [63]
Chapter 5 9th International Conference on Internet of

Things: Systems, Management and Secu-
rity [68]

Chapter 6 The Seventh International Conference on Ad-
vances in Computation, Communications and
Services [69]

Chapter 7 Federated Conference on Computer Science and
Information Systems [64]

Chapter 8 Fifteenth International Conference on Emerg-
ing Security Information, Systems and Tech-
nologies [66]

At the beginning of each chapter, there is a short reader’s guide. It introduces
the chapter’s content, the exact methodology, and gives a brief summary of the
findings. Each chapter ends with a discussion section, in which the limitations
of the security approach and further questions are explained.
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Chapter 2

IT-Security Compliance For
Home Offices

Since the outbreak of the Covid-19 pandemic, the number of home office em-
ployees has increased dramatically. This means, employees work with sensitive
company data in their private networks. Therefore, many enterprises are inter-
ested securing the employee’s private networks. When securing the corporate
network, official standards such as those of the BSI are usually used.

However, since the employee’s private network is not part of this corporate
network, it is unclear whether security approaches such as the basic protec-
tion of IT-Grundschutz can also be used to secure home offices. Only two of
around 100 modules in the IT-Grundschutz Compendium deal directly with
home offices INF.8 Working from Home and OPS.1.2.4 Teleworking. Other
modules explain how, for example, IT operations on enterprise premise can be
organized without security risks. In consequence, home offices are either con-
sidered insecure, or securing them requires elaborate, individual risk analyses
and protection mechanisms, as required by INF.8 and OPS.1.2.4. This is prob-
lematic. Currently, the BSI has also published a checklist for employees in the
home office due to the ongoing COVID-19 pandemic [47]. This checklist covers
some basic rules of conduct in a home office. However, neither this checklist
nor the other unofficial guidelines achieve the completeness and soundness of
standardized approaches, such as the IT-Grundschutz or the NIST Cybersecu-
rity Framework. Frequently, it also remains unclear which level of technical
understanding is required from an employee to follow such guidelines at home
successfully. From the enterprise perspective, the main disadvantage of such
guidelines is their incompatibility with certificates. Enterprises, that do not
want to put their certified security strategies at risk, but send employees into
home office, are forced to implement harsh safeguards that limit the usability of
a home office workplace. One example is to strictly disallow any enterprise data
on a private device, and to use screen forwarding from a remote machine at the
enterprise to the employee’s device via Virtual Private Network (VPN). While
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this approach protects the integrity and confidentiality of the transmission and
ensures the availability of data at the enterprise’s side, it might be inadequate
for many business tasks. One issue is that malware on the employee’s device
could interfere with the VPN or remote computer login process. Another issue
is that it is restricted to business processes that can be executed entirely on
the remote machine. Furthermore, screen forwarding via VPN is too slow for
many graphical tasks, including computer-aided design or multimedia content
creation. A superior approach would be to extend the enterprise’s certified se-
curity concept to the employee’s home office.

For this purpose, this chapter contains an analysis on how the certifiable
security level ”Basic Protection” of the IT-Grundschutz Compendium can be
executed in a home office. In particular, this chapter identifies security re-
quirements and analyzes, which of the identified security requirements can be
implemented by an employee without in-depth technical background knowledge
and for which a security expert from the employer is needed. To this end,
this chapter focus on the technical parts of the IT-Grundschutz Compendium
that are relevant for home offices, i.e., only the module layers ”Applications”
(APP), ”Concepts” (CON), ”Detection and Reaction” (DER), ”Operations”
(OPS), ”Networks” (NET) and ”Systems” (SYS) are considered. In particular,
the following contributions are defined for this chapter:

• Modeling a minimal home office scenario containing customer data, with
appropriate roles for the home office employee and the enterprise IT secu-
rity expert.

• Performing a basic protection in accordance with BSI’s IT-Grundschutz
for this scenario and determining what needs to be changed if the scenario
changes.

• Review each identified security requirement to determine if it can be im-
plemented by employees in the home office or if an enterprise security
expert is required.

The results show that, from a technical point of view, it is perfectly possible
to apply the BSI’s Basic Protection to a home office. This means that it is
technically possible to extend the scope of a certified security policy to the home
office. However, only 11 of the 103 security requirements can be implemented
by an employee without IT security expertise. All other requirements must be
implemented by the employer’s IT security experts, either by bringing-in the
device, by call-center support or by a security expert visiting the workplace.

2.1 BSI Basic Protection

To increase the IT security in large enterprises, the BSI provides and develops
a huge amount of standardized and structured guidelines. The IT-Grundschutz
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Compendium, version 2021 [49] concludes several modules that contain a threat
overview and best security practices for a certain element of an information do-
main. Together with BSI-Standards, such as BSI-Standard 200-2 ”IT-Grundschutz
Methodology” [44] it forms the recent basis that enterprises can use to increase
the IT security. The BSI-Standards differentiate several security levels, where
”Basic” represents the lowest level that cannot be certified. The ”Standard”
level represents the minimum of IT security practices, that has to be imple-
mented to reach a certification with the ISO 2700x series [92] or the NIST cyber
security framework [119]. The highest security level is ”increased”. This level
includes security practices that go beyond the standard safeguards. They can
be used for critical infrastructure of enterprises, and this level also includes a
ISO 2700x certification.

In 2017, the BSI published the ”Guide to Basic Protection based on IT-
Grundschutz” [46]. It defines several steps for securing a typical IT infrastruc-
ture, as illustrated in Figure 2.1.

Specification of the Scope Selection and Prioritisation IT-GrundschutzCheck Implementationof Safeguards
Figure 2.1: ”Basic Protection” according to BSI Standard 200-2

The presented steps of the Basic-Protection are used for this research ap-
proach. Therefore, they are briefly described for a better understanding. In a
first step, the specification of the scope of protection is required, followed by the
assignment of the information domain to the BSI modules. Finally, appropriate
safeguards have to be implemented.

Specification of the Scope First, the information domain is defined in
the form of a structural analysis. In most cases, only a part of the enterprise’s
infrastructure is mapped. However, if the information domain is sufficiently
small, it can also be used to map the entire infrastructure [44]. An informa-
tion domain includes the following components: business processes (e.g., pro-
duction), IT systems (e.g., PCs, laptops or servers), applications (e.g., Word
or Dropbox), data (e.g., configuration data or customer data), communication
links (e.g., Ethernet (eth)), rooms (e.g., offices), and organizational structures.
All components are described in a network plan.

Selection and Priorisation The next step is the Selection and Priorisation,
also known as modeling. In this step, each element of the information domain
is assigned to a certain IT-Grundschutz Compendium module [49]. Within these
modules, possible risks for the elements are described, as well as required and
recommended safeguards that must or should be implemented to avert possible
risks. This step is very time-consuming, because sometimes a certain element
can be addressed by several modules. Furthermore, modules often contain cross-
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references to other modules that have to be considered for a certain element.
The goal of this step is to ensure that each element of the previously defined
information domain is mapped to all modules required for it. Since the modules
consider requirements for all elements of the information domain to prevent the
occurrence of potential risks, the result is a checklist that must be worked off.

IT-Grundschutz-Check As soon as all the required modules have been iden-
tified, the IT-Grundschutz check follows. This represents a gap analysis that
checks whether requirements have been identified that have already been par-
tially or even fully implemented. The following answers to the implementation
status of the basic requirement are possible [46]:

• Yes: Appropriate safeguards have been implemented, and fulfill the re-
quirement completely.

• Partially: Safeguards have been implemented already, but they do not
entirely fulfill the requirement.

• No: The requirement has not yet been met, i.e., appropriate safeguards
have not been implemented yet.

• Unnecessary: The requirement is not relevant in the considered infor-
mation system or has already been met by alternative safeguards.

The IT-Grundschutz check refines the list of requirements created in the
previous step. This list now only contains requirements with implementation
status ”partially” or ”no”. According to the BSI, the requirements identified in
the basic protection MUST be implemented. Therefore, the result of this step
is the final list of requirements that have to be implemented in the next step.

Implementation of the Safeguards When implementing requirements, it
is first necessary to determine the order in which they are to be implemented.
One strategy may be to implement those measures first that can be implemented
quickly and without great effort. However, the BSI also provides implementa-
tion recommendations for determining the implementation sequence. Since
these recommendations are based on years of security experience, following them
seems to be a good strategy.

2.2 Basic Protection for a Home Office Scenario

This section examines whether and how it is possible to involve a home office
employee in implementing the requirements from Basic Protection. This is not a
trivial investigation, as home office employees are generally not security experts.
To this end, the methodology used is briefly described in the following.

In a first step, the role ”Home Office User” as a person without in-depth
background knowledge on IT security, operations or administration is defined.

10



The second step introduces a minimal scenario for home offices. Furthermore,
its information domain according to BSI standard 200-2 [44] is modeled. Third,
the BSI methodology for the Basic-Protection is applied to the scenario. In
particular, this means, required modules and their basic requirements are iden-
tified in the IT-Grundschutz Compendium [49]. After that, the role ”Home
Office User” serves as a reference to investigate, which basic requirements an
employee can implement him or herself, and which have to be implemented by
a security expert. At the end of this section follows a discussion about what
changes if the introduced scenario is expanded to include additional devices for
daily business in the home office.

2.2.1 Minimal Scenario

The home office is a working model, in which an employee performs his or her
business tasks from home. Generally, the employee uses devices like laptops or
tablets that are provided by the employer and operates them in the own private
network. This private network is not secured by the employer and therefore
generally not prepared for business tasks. It also contains other private devices
like smart TV’s, smart bulbs or smart watches that are used by other family
members. Such private devices are not part of the enterprise network. Another
property of a home office is that the room used as a workplace might be shared
with other family members. These specifications are used to define the scenario:

Scenario: Due to the current Covid-19 pandemic, a health insurance enter-
prise sends an employee from the customer service department to the home of-
fice. Because the employee manages sensible data, the employer requires that the
room used for home office is locked when the employee is absent. Furthermore,
the employer provides a work laptop with an operating system, applications for
opening and editing documents, an e-mail client, a web browser, and antivirus
software. Besides, the work laptop has a USB interface. The employee’s private
network has a router that acts as an internet gateway and a personal firewall,
and spans a WLAN network (WLAN0). To establish a network connection to
the enterprise, the employee connects the laptop to the router via WLAN, as
shown in Figure 2.2.

Internet

Enterprise 
Data Center Work 

Laptop

Private Network 
(Home Office)

WLAN0Eth0

Router with 
Firewall

Figure 2.2: Network Plan of a Basic Home Office Scenario
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2.2.2 The Role ”Home Office User”

To achieve a role specification for the home office user that is consistent with
the defined scenario and also with established best practices in industry and
business, a role definition from the BSI is adapted. In standard 200-2 [44], the
BSI describes a set of roles, such as ”Information Security Officer”, ”Data User”,
”Data Owner” or ”Data Creator”. The role ”Data User” corresponds to every
employee working for the enterprise. Therefore, this dissertation borrows the
role ”Data User” from the BSI for the role home office user.

It is assumed that the home office user is an appropriately trained domain
expert for the performed business task, and it is also assumed that a home office
user has been trained in the safe use of computer equipment. However, an in-
depth technical knowledge of IT operations, IT administration, or IT security
is not assumed. While the BSI assumes that every employee can take the role
”Data User” [44], the role home office user is limited to employees who are eligi-
ble for home office and have been trained on home office specific IT components,
e.g., how to establish a VPN connection to an enterprise server, how to set up a
video conference or how to lock the screen so that no family member can view
work data. Table 2.1 summarizes the properties and characteristics of this role
definition. Note that the BSI defines the term ”operations” according to ISO
Standard 12207 [78]. This standard describes a software life-cycle that includes
the primary processes of development, operation and maintenance. The ISO
standard 15288 [80] describes the same for systems. This definition is also used
in this dissertation. This means, the role home- office user is also compatible
with both IT-Grundschutz and the ISO standards.

Table 2.1: Role ”Home Office User”
Property Role Characteristics
Tasks Execute business tasks on business data at

home.
Operations Use work equipment and software applications

at home.
Qualification Knowledge of the application domain and the

IT systems used.
Eligibility Every employee whose function can be per-

formed in home office.

Based on the minimal home office scenario, the role ”Home Office User” is
implemented as follows:

Scenario Home Office User: The employee works in customer service.
It is assumed that the employee has completed appropriate training and has
many years of professional experience in this area. The daily business includes
answering customer requests, checking and settling medical bills or arranging
insurance contracts. For this purpose, a telephone and a work laptop for e-mails
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provided by the employer is used. In addition, the employee has been trained
to use the laptop securely at home, i.e., he or she is able to change passwords,
allow automatic security updates for applications and the operating system, and
knows how to handle antivirus software.

2.2.3 Information Domain

To apply basic protection to the scenario, the first step is to define the in-
formation domain. For this purpose, the scope of the information domain is
limited to the employee’s technical home office setup. This means, it ends with
the router that provides Internet access. Securing the communication and the
communication endpoints at the enterprise’s site is in the responsibility of the
employer. Furthermore, non-technical layers such as ”ORP Organisation” or
”INF Infrastructure” are beyond the scope.

By following the IT-Grundschutz methodology, the information domain is
modeled for each of the ”data”, ”communication”, ”applications” and ”IT sys-
tems” layers from Table 2.2 and the scenario description from subsection 2.2.1).
The information domain for the scenario is illustrated in Table 2.2. Note that
no assumptions are made about the installed applications or operating systems
yet.

Table 2.2: Information Domain of the Private Network
ID Object Description

Data
D1 Customer Data Personal data from customers
D2 Content Data Data of applications and services
D3 Account Data Login and authorization data of the user

Communication
N1 Router/Firewall Security gateway

Applications
A1 System Software Operating system, drivers and utilities
A2 Applications Applications to display and edit documents
A3 E-Mail Client Application for sending/receiving emails
A4 Web Browser Application to display web content

IT-Systems
S1 Work Laptop Laptop provided by the employer

The first three objects (D1 to D3) of the information domain represent differ-
ent kinds of data used for the daily work. For example, customer data includes
personal information like name, age or address of the customers. Content data
could be data provided by the antivirus software, like security configurations or
reports. Account data represents login information like username and password
for the laptop or the e-mail account. All this different data is processed on the
work laptop (S1) during the daily business. The employee’s private internet
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router (N1) contains a firewall and therefore acts as a security gateway. The
applications (A1 to A4) represent the various software needed for daily business.

2.2.4 Implementing Basic Protection

To implement Basic Protection, Table 2.2 forms the basis to identify all re-
quired IT-Grundschutz Compendium modules. As mentioned before, not every
element of the information domain is addressed by exact one module. It is also
possible that several modules address one element. One reason is the fact that
the IT-Grundschutz Compendium is organized in a hierarchy. For example, the
module ”APP.6 General Software” addresses the application web browser, but
so does the module ”APP.1.2 Web-Browser”. That means, both modules have
to be considered to secure the web browser.

Furthermore, each module contains a section ”scope definition”. This sec-
tion can also consider cross-references to other modules that have to be imple-
mented. For example, within the module ”SYS.3.1 Laptops” there are many
cross-references like ”NET.2.2 WLAN Usage” and ”SYS.2.1 General Client”.
The requirements of the mentioned modules also have to be considered, when
using the SYS.3.1. Cross-references can also occur within a certain require-
ment. For example, basic requirement ”NET.2.1.A8 Procedures in the Event of
WLAN Security Incidents” enforces to also consider ”DER.2.1 Security Incident
Handling”. Finally, some requirements implicitly call for other modules. For
example, Basic Requirement ”SYS.2.1.A4 Regular Backups” is implicitly linked
with ”CON.3 Backup Concept”.

Based on this IT-Grundschutz Compendium structure, Table 2.3 illustrates
all required modules to model the scenario. The basic requirements of all these
modules are listed in Table 2.4. For a detailed description of each module and
all their security requirements beyond the security level ”basic” please use the
IT-Grundschutz Compendium [49].

Based on the minimal scenario for a home office, that only considers a laptop,
this exhaustive list of basic requirements must be fully implemented ensure
the Basic Protection. Imagine other business tasks like telemedicine or power
plant control. Such tasks have a much higher demand for security, because
any incident could endanger a person’s life or cause very significant damage.
For such scenarios, the list of requirements would be much more extensive but
fortunately such scenarios are less suitable for home offices anyway.

2.3 Responsibilities for Requirements

So far, all basic requirements needed to secure the scenario have been identified.
However, it is still not clear whether and which of the identified basic require-
ments can be implemented by an employee in the home office. In order to solve
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Table 2.3: Modules Related to the Information Domain
ID Description
APP.1.1 Office Products
APP.1.2 Web-Browser
APP.5.3 General E-Mail Client and Server
APP.6 General Software
CON.2 Data Protection
CON.3 Backup Concept
CON.6 Deleting and Destroying Data and Devices
DER.2.1 Security Incident Handling
DER.2.3 Clean-Up of Extensive Security Incident
NET.1.1 Network Architecture and Design
NET.1.2 Network Management
NET.2.1 WLAN Operation
NET.2.2 WLAN Usage
NET.3.1 Router and Switches
OPS.1.1.3 Patch and Change Management
OPS.1.1.4 Protection Against Malware
SYS.2.1 General Client
SYS.3.1 Laptops
SYS.4.5 Removable Media

this problem systematically, two prerequisites are defined, that must be met so
that an employee is able to implement a requirement.

Prerequisite 1: The implementation of the requirement must be within
the abilities defined in the role specification from Table 2.1. In particular, the
following questions must be answered ”yes” for each requirement:

• Has the requirement an impact on the user’s professional tasks?

• Is the requirement within the user’s typical activities with work equipment
or software applications?

• Are the user’s qualifications sufficient to fulfill the requirement?

Prerequisite 2: It is not possible to implement the requirement at the em-
ployer’s site.

Both prerequisites must be met, that the user has the abilities and the
responsibility to implement the requirement. If one or both prerequisites are
not met, it is not within the scope of the employee to implement the basic
requirement. In this case, a security expert is responsible.

Some basic requirements for the home office users are among the typical
tasks for an expert in the employer’s IT department. It is the IT department
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Table 2.4: Basic Requirements for a Minimal Home Office
ID Description

APP.1.1.A2 Limiting Active Content

APP.1.1.A3 Opening Documents from Exter-
nal Sources

APP.1.1.A7 Awareness of Specific Office Proper-
ties

APP.1.2.A1 Using Sandboxing

APP.1.2.A2 Encryption of Communications

APP.1.2.A3 Using Certificates

APP.1.2.A4 Version Checking and Updates
for (...)

APP.5.3.A1 Secure configuration of e-mail
clients

APP.5.3.A2 Secure operation of e-mail servers

APP.5.3.A3 Data backup and archiving of emails

APP.5.3.A4 Spam and virus protection on e-mail
servers

APP.6.A1 Planning the software useage

APP.6.A2 A requirements catalog for software

APP.6.A3 Secure procurement of software

APP.6.A4 Installation and configuration of
software

APP.6.A5 Secure installation of software

DER.2.1.A1 Definition of a Security Incident

DER.2.1.A2 Policy for Handling Security Inci-
dents

DER.2.1.A3 Responsibilities for Security Inci-
dents

DER.2.1.A4 Notification for Security Incidents

DER.2.1.A5 Remedial Action for Security Inci-
dents

DER.2.1.A6 Recovering after Security Incidents

DER.2.3.A1 Creation of a Management Commit-
tee

DER.2.3.A2 Deciding on a Clean-Up Approach

DER.2.3.A3 Isolation of Affected Network Seg-
ments

DER.2.3.A4 Blocking and Changing Access Data
(...)

DER.2.3.A5 Closing the Initial Entry Route

DER.2.3.A6 Returning to Production Operations

CON.2.A1 Implementing the Standard Data
Protection Model

CON.3.A1 Determining the Factors for Backups

CON.3.A2 Stipulating Backup Procedures

CON.3.A4 Drawing Up a Minimum Backup
Concept

CON.3.A5 Regular Backups

CON.6.A1 Regulations for Deleting/Destroying
Information

CON.6.A2 Disposal of Sensitive Resources and
Information

CON.6.A11 Deletion of Data by External Service
Providers

CON.6.A12 Minimum Requirements for Deletion

NET.1.1.A1 Network Security Policy

NET.1.1.A2 Documentation of the Network

NET.1.1.A3 Specification of Network Require-
ments

NET.1.1.A4 Network Separation in Security
Zones

NET.1.1.A5 Client-Server Segmentation

NET.1.1.A6 End Device Segmentation for Net-
works

NET.1.1.A7 Protection of Sensitive Information

NET.1.1.A8 Basic Protection of Internet Access

NET.1.1.A9 Communication with Untrusted Net-
works

NET.1.1.A10 DMZ Segmentation for Internet Ac-
cess

NET.1.1.A11 Communication with the Internet

NET.1.1.A12 Protection of Outgoing Communica-
tion

NET.1.1.A13 Network Planning

NET.1.1.A14 Implementation of Network Plan-
ning

NET.1.1.A15 Regular Gap Analysis

ID Description

NET.1.2.A1 Network Management Planning

NET.1.2.A2 Network Management Requirements

NET.1.2.A6 Regular Backups

NET.1.2.A7 Basic Logging of Events

NET.1.2.A8 Time Synchronisation

NET.1.2.A9 Network Management Communica-
tion

NET.1.2.A10 Limitation of SNMP Communication

NET.2.1.A1 Definition of a Strategy for WLAN
Usage

NET.2.1.A2 Selection of a Suitable WLAN Stan-
dard

NET.2.1.A3 Selecting Crypto Methods for
WLAN

NET.2.1.A4 Suitable Location of Access Points

NET.2.1.A5 Secure Basic Configuration of Access
Points

NET.2.1.A6 Secure Configuration of WLAN
Clients

NET.2.1.A7 Setting Up a Distribution System

NET.2.1.A8 Procedures for WLAN Security Inci-
dents

NET.2.2.A1 Creating a User Policy for WLAN

NET.2.2.A2 Awareness and Training of WLAN
Users

NET.2.2.A3 WLAN Usage in Insecure Environ-
ments

NET.3.1.A1 Basic Configuration of a Router or
Switch

NET.3.1.A2 Installing Updates and Patches

NET.3.1.A3 Restrictive Granting of Access
Rights

NET.3.1.A4 Protection of Administration Inter-
faces

NET.3.1.A5 Protection Against Fragmentation
Attacks

NET.3.1.A6 Emergency Access to Routers and
Switches

NET.3.1.A7 Logging on Routers and Switches

NET.3.1.A8 Regular Backups

NET.3.1.A9 Operational Documentation

OPS.1.1.3.A1 Concept for Patch and Change Man-
agement

OPS.1.1.3.A2 Specification of Responsibilities

OPS.1.1.3.A3 Configuration of Auto-Update
Mechanisms

OPS.1.1.3.A15 Regular updating of IT systems and
software

OPS.1.1.3.A16 Searching for patches and vulnera-
bilities

OPS.1.1.4.A1 A Concept for Protection Against
Malware

OPS.1.1.4.A2 System-Specific Protection Mecha-
nisms

OPS.1.1.4.A3 Virus Protection for End Devices

OPS.1.1.4.A5 Operating Virus Protection Pro-
grams

OPS.1.1.4.A6 Updating Virus Protection and
Signatures

OPS.1.1.4.A7 User Awareness and Obligations

SYS.2.1.A1 User Authentication

SYS.2.1.A3 Activation of Automatic Update
Mechanisms

SYS.2.1.A6 Use of Anti-Virus Programs

SYS.2.1.A8 Protection of the Boot Process

SYS.2.1.A42 Use of cloud and online functions

SYS.3.1.A1 Rules for Mobile Laptop Use

SYS.3.1.A2 Laptop Access Protection

SYS.3.1.A3 Use of Personal Firewalls

SYS.3.1.A9 Secure remote access with laptops

SYS.4.5.A1 Awareness for handling removable
media

SYS.4.5.A2 Loss or manipulation report

SYS.4.5.A10 Volume encryption

SYS.4.5.A12 Protection against malware

which configures laptops, installs software or manages VPN tunnels. Thus, such
tasks are addressed before the employee is sent into home office.
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Example: The definition of home office scenario states that an antivirus
application is installed on the employee’s laptop. In case of the use of antivirus
software, SYS.3.1.A4 ”Use of AntiVirus Programs” must be considered. The
operation of the antivirus software can be assumed as part of the employee’s
business task, because the employee has been ordered to use it. In particular,
this means, the employee has to handle virus warnings or requests to accept
fresh virus signatures, i.e., it is within his typical activities with the laptop.
Furthermore, the employer has provided a training on how to use the antivirus
software. Finally, the daily use of the antivirus application cannot take place
at the employers site. Thus, Prerequisites 1 and 2 are met, and requirement
SYS.3.1.A4 is within the responsibilities of the employee.

Reconsider Table 2.4. All bold requirements fulfill both prerequisites and
must be implemented by the home office user in order to extend the enterprise’s
security concept, level Basic Protection, to the user’s home office. Surpris-
ingly, this number of requirements is rather small. All other basic requirements
must be implemented with the help of experts of the IT department, either via
bringing-in the laptop, via hotline support, or by visiting the user.

2.4 Discussion Chapter 2

Considering Further Devices The minimal home office scenario, intro-
duced in this chapter, only considers a work laptop. This scenario can be
extended to include other devices like tablets or smartphones. The procedure
stays the same, but every step to secure the work laptop must also be applied
to each added device to achieve a basic protection level for the entire home office.

First of all, the scope of the information domain has to be extended. In
the next step, further BSI modules must be identified, followed by the IT-
Grundschutz-Check to identify the implementation status of the added require-
ments. The core protection of the BSI-standard 200-3 [45] follows the same
approach. Core protection means to secure the most vulnerable subset of the
information domain first, and to extend this protection at a later time.

Considering Operating Systems The minimal scenario introduced in this
chapter serves to illustrate the methodology for identifying basic requirements
that can be implemented by employees in the home office. Therefore, it does not
consider the operating system of the work laptop. However, since conventional
devices such as laptops or PCs have an operating system, additional modules
such as SYS.3.2.4 ”Android”, SYS.2.4 ”macOS Clients” or SYS.2.2.3 ”Windows
10 Clients” must be considered. Furthermore, it must also be checked for each
added basic requirement, if it can be implemented by the employee by using the
introduced methodology.
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Transferability To Other Standards The approach of this dissertation
is transferable to other certifications, e.g., based on the NIST Cybersecurity
Framework [119]. The IT-Grundschutz Compendium is organized in various pro-
cess layers and system layers, while the Cybersecurity Framework is organized
in the categories ”Identify”, ”Protect”, ”Detect”, ”Respond” and ”Recover”.
However, both approaches use a comparable methodology. The BSI role ”Data
User” [44]” corresponds to the NIST role ”Information System User” [117]. Fur-
thermore, the requirements in the modules of the IT-Grundschutz Compendium
have their equivalents in the controls of the Cybersecurity Framework. For ex-
ample, BSI module ”CON.3 Backup Concept” names requirements that are a
subset of the imperatives in the NIST control family ”CP: Contingency Plan-
ning”. Finally, both IT-Grundschutz Compendium and NIST Cybersecurity
framework can be mapped to the ISO 2700x series of standards [92].
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Chapter 3

Securing Container
Virtualization with BSI
Module SYS.1.6

Cloud computing enables work models such as the home office. In this way,
employees are able to use cloud services from home, which are needed for the
daily tasks. For example, employees in the home office can process customer
data that is provided in a database container environment. In this case, it is
not sufficient to secure the home office as described in Chapter 2. If container
virtualization is used to perform the daily tasks, the container environment must
also be technically secured.

If the security concept should be based on the IT-Grundschutz, published by
the BSI [50] or the Basic Protection as part of ISO 27001 certification [79], this
is difficult. The module ”SYS.1.5 Virtualization” of the current IT-Grundschutz
Compendium [49] aims at a hypervisor visualization layer. In May 2018, a com-
munity draft for a new module ”SYS.1.6 Container” for container virtualization
using Docker or alternative technologies has been published. At this time, the
module had a preliminary character. This means, there is no experience whether
the considered threats and safeguards are sufficient to secure a given applica-
tion scenario. For this purpose, this chapter applies the new module ”SYS.1.6
Container” and the IT-Grundschutz methodology to a typical Docker scenario:

Scenario: A retailer uses a web shop to complement its physical store. The
web shop has its own database with product descriptions and customer accounts.
In addition, the web shop is equipped with an Internet payment system that se-
curely processes payment transactions through different channels via a service
provider. The application, database and payment system are divided into dif-
ferent Docker containers. The containers run on a dedicated machine in an
on-premises environment, with the retailer not only responsible for the contain-
ers, but also running the infrastructure and container platform.
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The aim of this chapter is to find out whether the new module can already
be applied well in practice. Based on [13] and [18], this chapter focuses on
container virtualization. This means, an existing security concept according to
IT-Grundschutz for the already very well examined protection of the infrastruc-
ture and the cross-organizational aspects is assumed.

The first step, according to BSI standard 200-2 [44] is the definition of the
scope. For this purpose, the information domain is modeled for the Docker
system. After that, the protection needs are identified for each element of the
information domain and the elemental threats contained in the BSI module
”SYS.1.5 Virtualization” and ”SYS.1.6 Container” are analyzed. Since some
data requires ”high” protection need, a risk analysis is performed according to
BSI standard 200-3 [45] to identify and address additional threats for the Docker
scenario. In the last step, it is analyzed to what extent the identified threats
and safeguards differ from those of the IT-Grundschutz Compendium.

The results are showing that the new module SYS.1.6 is well applicable
to the IT-Grundschutz Compendium for the practical protection of container
virtualization. However, two additional threats were identified that are not
sufficiently considered by the module. Since the publication of the results of
this chapter in 2019 [65], the module SYS.1.6 has been further developed. The
new features are briefly explained at the end of this chapter.

3.1 Docker and IT-Grundschutz Basics

This section introduces Docker container basics and an example scenario with
a docker system. It also presents the BSI modules SYS.1.5 and SYS.1.6 [48]
as well as the procedures for standard protection and risk analysis according to
the current BSI standards [44, 45]

3.1.1 Docker Container

Traditional hypervisor virtualization is increasingly being replaced by container
virtualization [26]. In hypervisor virtualization, a complete guest operating
system is run on a host operating system. This type of virtualization is very
computationally intensive and inflexible, since not only the required services
are virtualized, but also the entire operating system on which the services are
run. In contrast, container virtualization offers so-called microservices. Here,
only the application and a runtime environment are virtualized on a host oper-
ating system. The containers also use the kernel of the host operating system
and thus its resources, such as the processor or memory. By not virtualizing a
complete guest operating system, the shared resources can be used much more
efficiently and scaled more flexibly. On the other hand, it becomes more difficult
to reliably isolate multiple containers running on the same host system.
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In the meantime, numerous solutions for container virtualization have been
developed by various manufacturers. One solution used by many enterprises is
the open source platform Docker. The architecture is based on a Linux operating
system and consists of the Docker client, the Docker daemon, the Docker registry
and the Docker objects (images, Docker files, containers) [33]. Docker Client
and Docker Daemon make up the Docker Engine. Both can run on a common
host operating system or be connected via remote daemon. Furthermore, each
container contains two main directories needed for the main functions:

• /bin: This directory contains the binaries.

• /lib. This directory contains the dynamic libraries and kernel modules.

External communication is done through a network interface, such as the
Representational State Transfer Application-Program-Interface (REST API),
or Uniplexed Information and Computing Service (UNIX) socket. Applications
running in a container are loaded as images from Docker Hub by default. How-
ever, private repositories can also be created for the images (Docker Trusted
Registry). Based on these features, Figure 3.1 illustrates a typical application
scenario for Docker.

As typical for Docker, the Docker Engine in this scenario is also based on a
Linux kernel. A total of three services are required. Each service is operated
in a separate container. A web application (Onlineshop) is run in the first
container. The payment system for the onlineshop is run in the second container.
The third container contains the database with all the required data, such as
customer data or product data. The black arrows illustrate that the containers
can communicate with each other and the Internet via standard linux network
interfaces. The gray arrows show that functions from the Docker engine are
used for this purpose. The dashed lines mark the scope of this chapter. For all
other areas outside this scope, it is assumed that a security concept has already
been implemented in accordance with IT-Grundschutz.

3.1.2 BSI Standard Protection

With the BSI standard 200-2 [44], the BSI provides a methodology for standard
protection, that can be used to achieve a certain security level. The imple-
mentation of the standard protection enables enterprises to achieve ISO 27001
certification. In the following, the steps of the standard protection are explained.

1. First, the scope, also called Information domain, must be specified for
the security concept. The information domain of the scenario, is shown
within the dashed area in Figure 3.1.

2. With the structure analysis, the processes, applications, IT systems,
infrastructures, etc. are listed in the scope.

3. With defining protection needs, appropriate protection for the business
processes, data and the information technology is determined.
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Figure 3.1: Example System With Docker Architecture

4. During modeling, potential threats, security requirements and safeguards
are identified using the modules of the IT-Grundschutz Compendium [49].

5. The IT-Grundschutz-Check is used to find out whether the imple-
mented safeguards offer a sufficient level of protection.

6. If there is a ”high” or ”very high” protection need for an object of the
information domain, no suitable BSI module exists, or an object of the
information domain is operated in a way that the existing module does
not take into account. In this case, a risk analysis must be carried out
according to BSI standard 200-3 [45].

3.1.3 Methodology to Identify Additional Threats

The protection need is determined for each component of the information do-
main. If the ”normal” protection need for one of the three core values ”confi-
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dentiality,” ”integrity” or ”availability” is exceeded for a component, the BSI
standard 200-3 [45] requires a risk analysis. The first step is the risk identifi-
cation. In this step, additional threats with significant potential damage to the
entire enterprise are identified for the current use case. In particular, the fol-
lowing questions must be answered by experts, employees, administrators and
users in a brainstorming session:

• Which ”force majeure” threats are relevant?
• Are there organizational shortcomings that affect information security?
• Can the safety be compromised by human errors?
• Do technical failures result in security problems?
• Which threats can arise from external attacks?
• Can employees willfully impair the operation of the target object?
• Is it possible that objects outside of the information system cause a risk?
• What information is provided by the manufacturer’s documentation and

third parties?

3.1.4 SYS.1.5 Virtualization and SYS.1.6 Container

The IT-Grundschutz describes so-called modules [49]. A module represents an
object from the information domain and describes potential threats and safe-
guards to protect against them. Furthermore, in each module an ”objective”
is defined, which explains the reasons of implementing the module for the user.
In addition to the objective, a ”scope and modeling”, as well as a ”threat land-
scape” and ”requirements” are defined. Requirements are divided into three
different categories.

• Basic requirements that must be implemented.

• Standard requirements that should be implemented.

• Requirements that should be implemented for increased protection needs.

At the end of each module, ”additional information” and a ”cross-reference
table for elementary threats” are provided. The appendix contains an overview
of all elementary threats that can potentially affect the described the module.

To secure the Docker system, defined for the scenario in this chapter, two
modules must be considered. The first module is ”SYS.1.5” of the IT-Grundschutz
Compendium [49], that deals with the threat situation for virtualization sys-
tems. The module does not explicitly address container virtualization. How-
ever, since it is based on traditional virtualization, SYS.1.5 is considered in the
analysis. The module determines the following threats:

23



• Poor planning of virtualization
• Poor configuration of virtualization
• Insufficient resources for virtual IT systems
• Information leaks or resource bottlenecks due to snapshots
• Failure of the administration server for virtualization systems
• Misuse of guest tools
• Compromised virtualization software

The second module is the module ”SYS.1.6 [48]”. It was published in May
2018 as a community draft and explicitly considers the threat landscape for
container virtualization. The following threats are described:

• Vulnerabilities in Images
• Unprotected administrative access
• Unprotected tool-based orchestration
• Loss of data due to missing persistence
• Loss of confidentiality of access data

Both modules are vendor and product neutral. This raises the question of
whether the threats mentioned also cover Docker-specific threats and how well it
is possible to detect them and take appropriate safeguards by using the modules.

3.2 Protection Needs and Elementary Threats
for Docker

This section applies the standard protection to the scenario according to BSI
Standard 200-2 Section 8 [44]. The first step includes the modeling of the
information domain and a definition of the protection needs. In a next step,
the elementary threats from the modules SYS.1.5 and SYS.1.6 are examined for
their applicability for Docker.

3.2.1 The Docker System

As shown in Figure 3.1, the online shop consists of three different containers.
Container A operates a web server for the web application. This includes a
shopping cart and customer reviews, for example. Container B operates a pay-
ment system and Container C contains a database with all important data, that
is required for an online shop, such as product, customer and order data. All
containers are isolated from each other and form the host system together with
the Docker engine. The detailed information domain is illustrated in Table 3.1:

The focus of this chapter is on securing the Docker environment. Therefore,
the entire host environment is grouped under S1 ”Host System”. This includes
the data center with the host computer as well as the host operating system.
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Table 3.1: Information Domain of the Docker System
No. Data object Description

D1 Personal data Details of a natural person

D2 Payload Technical data of the applications and services

D3 Account data Login and authorization data of the users

D4 Configuration data Data for modification, setting and adjustment

D5 Log data Status information and functions

No. Description Processed Data Software

A1 Web applica-
tion

D1, D2, D3, D4,
D5

General application e.g. PHP

A2 Web Server D1, D2, D4, D5 Apache Web Server

A3 Web service D2, D3, D4, D5 REST based service

A4 Database D1, D2, D3, D4,
D5

General Database e.g. MySQL

Nr. Description Processed Data IT System

SSW1 Docker Software D4, D5 S1 und S1

Nr. Description Processed Data Platform Location

S1 Host-System D1, D2, D3, D4, D5 x86 Linux-Server RZ 1

3.2.2 Defining Protection Needs

In order to identify suitable safeguards to protect the information domain of
the scenario, the protection needs for all elements of the information domain
must be determined. The BSI defines the risk categories ”normal”, ”high” and
”very high” in the BSI standard 200-2 [44]. These categories are used in this
chapter. As mentioned earlier in this chapter, the protection needs of the data
objects (D1-D4) are passed to the applications (A1-A4) that process this data,
and from there to the systems (S1) on which these applications run. If the
data have different protection needs, the highest protection need is passed to
the system (S1). This fact leads to a special feature of container virtualization:

The containers are operated on the same physical machine (S1) and also use
functions of the underlying operating system equally. In addition, the overall
system (online store) only works if all containers function properly. This means
that the highest protection need for a particular container is also the highest
protection need for the entire information domain. Therefore, it is sufficient to
identify the data with the highest protection in terms of confidentiality, integrity
and availability need across all containers. Then the result can be applied to
the entire system. For the scenario, this means:

• Confidentiality: Container C contains a database with customer data,
what leads to a high protection need for confidentiality for the entire
information domain.
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• Integrity: Container B process the customer’s payment transactions.
These transactions may not be manipulated unnoticed. This leads to a
high protection need of the entire information domain for integrity.

• Availability: The online shop is business-critical, and will only work if
all three containers, the operating system, and the hardware are available.
For this reason, there is a high protection need for the availability of the
entire information domain.

The result of this step shows that for typical Docker scenarios, the protection
need for all three core values is at least ”high”. For example, this applies to
all Docker listed customer projects [31]. In this case, the BSI standard 200-3
requires a risk analysis [45].

3.2.3 Analysis of Elementary Threats

According to the BSI methodology, the definition of the protection needs is
followed by the modeling. In particular, this means a basic protection concept
must be implemented, that is based on the IT-Grundschutz Compendium [49].
The relevant modules (SYS.1.5 and SYS.1.6) have already been identified. In
the following, the elementary threats specified in both modules are listed:

• G 0.15 Eaves dropping
• G 0.18 Poor planning or lack of adaptation
• G 0.19 Disclosure of Sensitive Information
• G 0.20 Information or Products from an Unreliable Source
• G 0.21 Manipulation of hardware or software
• G 0.22 Manipulation of information
• G 0.23 Unauthorized Access to IT Systems
• G 0.25 Failure of devices or systems
• G 0.26 Malfunction of Devices or Systems
• G 0.27 Lack of Resources
• G 0.28 Software vulnerabilities or bugs
• G 0.29 Violation of Laws or Regulations
• G 0.30 Unauthorized Use or Administration of Devices and Systems
• G 0.32 Misuse of authorization
• G 0.37 Repudiation of Actions
• G 0.39 Malware
• G 0.40 denial of service
• G 0.43 Attack with Specially Crafted Messages
• G 0.45 Loss of data
• G 0.46 Loss of Integrity of Sensitive Information

The BSI provides a short description for each elementary threat. Based on
these descriptions, it is clear that each elementary threat also applies to the
Docker system in the scenario. A cross-reference table at the end of the module
indicates which elementary threat can be averted by which requirement. The
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implementation of the specific requirement reduces the risk of damage to a level
sufficient for standard protection. For example, the elementary threat G 0.20 is
assigned to the following requirements:

• SYS.1.5. A10 Intro. of Management Processes for Virtual IT Systems
• SYS.1.5. A27 Use of Certified Virtualization Software
• SYS.1.6. A1 Planning the use of the container
• SYS.1.6. A7 Using secure images

For each requirement, a detailed explanation is provided. The protection
against the elementary threats is a well known practice and therefore not further
discussed in this chapter. The next section focuses on dealing with Docker-
specific threats that go beyond elementary threats.

3.3 Docker-specific Threats

This chapter has already identified a ”high” protection need for several objects in
the information domain. A risk analysis is required for these objects. As already
mentioned in Section 3.1.2, the first step in a risk analysis is risk identification.
In this step, additional threats to a particular object that are not considered
in IT-Grundschutz must be identified. Then, the threat must be evaluated
according to the potential damage and the frequency of occurrence. Finally,
risk treatment options must be identified.

3.3.1 Identification of Additional Threats

The BSI suggests a brainstorming session to identify fadditional threats. System
administrators, users and possibly other internal or external security experts
should participate. In this chapter, risk identification is carried out with experts
from the Open Telekom Cloud. For this purpose, the questions specified by the
BSI are answered from Section 3.1.2. The result of this step is 14 additional
threats, shown in Table 3.2. 12 of them are already considered in modules
SYS.1.5 and SYS.1.6. Furthermore, two additional threats were identified that
are not yet considered in modules SYS.1.5 and SYS.1.6. Table 3.3 describes
these two threats.

A container breakout [62] is possible if configuration errors were made
when implementing the containers. In this case, they may not be completely
separated, and an attacker can successfully break out of the container and com-
promise the entire host system with container privileges. In this way, sensitive
data can be intercepted or manipulated, or services can be disrupted, for exam-
ple. Such an attack can lead to a loss of confidentiality, integrity and availability
of the entire information domain and all its objects. The module SYS.1.6 only
indirectly addresses this threat through the basic requirement SYS.1.6. A2.
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Table 3.2: Additional Threats to the Docker System
Identified in SYS.1.5

Poor planning of virtualization

Poor configuration of virtualization
Insufficient resources for virtual IT systems
Information leaks or resource bottlenecks due to snapshots
Failure of the administration server for virtualization systems
Misuse of guest tools
Compromised virtualization software

Identified in SYS.1.6

Vulnerabilities in images

Unprotected administrative access
Unprotected tool-based orchestration
Loss of data due to missing persistence
Loss of confidentiality of access data

Not identified by the BSI

Container Breakout

Unauthorized modification of configuration data

Unauthorized changes to configuration data can cause significant dam-
age to the entire information domain. An attractive target for this attack is the
Docker daemon. This part of the Docker system consists of root privileges.
Therefore, changes to the Docker daemon can affect the functionality of all
containers. Due to this fact, the integrity of the configuration data is of great
importance to ensure the confidentiality, integrity or availability of the objects
in the information domain. This threat is also only indirectly addressed by the
standard requirements A17 in SYS.1.5 and A12 in SYS.1.6.

Table 3.3: New Additional Threats to the Docker System
Docker System
Confidentiality: high
Integrity: high
Availability: high
G z.0.1 Container Breakout
Description G z. 0.1:
The container breakout enables an attacker to access the host system
or other containers in the same system with container privileges.
G z.0.2 Unauthorized changes to configuration data
Description G z. 0.2:
Changes to the configuration, especially that of the Docker daemon
working with root privileges, can affect all containers in the system.
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3.3.2 Risk Assessment and Risk Evaluation

So far, additional threats for the Docker system are identified and explained.
In this section, a qualitative risk assessment is carried out, according to BSI
standard 200-3 [45]. Figure 3.2 illustrates the connection between the frequency
of occurrence and the amount of damage.

Medium High Very High Very High

Medium

Low

Low

Medium

Low

Low Low Low

Medium

High

High

Very High

Frequency of 
Occurence

Rarely Medium Often Very Often

Negligible

Limited

Significant

Life- 
threatening

Potential Damage

Figure 3.2: Risk Classification According to BSI

It can be seen that both additional threats are related to technical vulnera-
bilities. This means that automated attacks can be developed for both threats.
For example, an attacker could develop and publish an exploit for a container
breakout that can be used by less experienced attackers such as script kiddies.
This in turn dramatically increases the frequency of occurrence. Therefore,
both additional threats are assumed to occur very frequently (dashed area in
Figure 3.1). This means, it is sufficient for the risk assessment to determine the
extent of damage of the respective threats.

In the following, the risk assessments for ”G z.0.1 Container Breakout” and
”G z. 0.2 Unauthorized Modification of Configuration Data” are illustrated in
Table 3.4 and Table 3.5.

29



Table 3.4: Risk Assessment G z.0.1
Docker System Confidentiality: high

Integrity: high
Availability: high

Threat G z.0.1 Con-
tainer Breakout

Impaired Core Vaules: Confidentiality

Frequency of Oc-
curence without add.
safeguards: very often

Effects without add.
safeguards: significant

Risk without add. safe-
guards: high

Description: One threat scenario is the container breakout, which allows an
attacker access to the host system or other containers in the same system container
privileges.

Evaluation: A container breakout would lead to the loss of confidentiality of e.g.
customer data. This data is considered to have a high protection need, so the
extent of damage in case of a container breakout is considerable and the risk is
classified as high.

Table 3.5: Risk Assessment G z.0.2
Docker System Confidentiality: high

Integrity: high
Availability: high

Threat G z.0.2 Unau-
thorised Modification
of Configuration Data

Impaired Core Vaules: Confidentiality, Integrity,
Availability

Frequency of Oc-
curence without add.
safeguards: very often

Effects without add.
safeguards: significant

Risk without add. safe-
guards: high

Description: Significant and pervasive damage can result from unauthorized
changes to virtual infrastructure configuration files, as well as intentional or ac-
cidental misconfigurations of network mapping. The Docker Daemon in particular
represents an attack surface, as it has root priviliges and can influence the func-
tionality of all containers.

Evaluation: The integrity of configuration data is decisive for confidentiality,
integrity or availability of the data. Unauthorized modification of such data can
lead to significant damage to the enterprise, which is why the risk is classified as
high.

3.3.3 Risk Treatment

The BSI suggests three different risk treatment options [45]:

• Risk reduction through additional safeguards or restructuring of processes
• Risk transfer
• Risk acceptance

A risk acceptance is not available in this scenario, due to the ”high” risk
classification. Furthermore, a risk transfer or restructuring of processes is not
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possible due to the scenario default. Therefore, the only treatment option left
is the risk reduction through additional safeguards. For this purpose,different
safeguards to achieve a risk reduction are discussed for both additional threats
in Table 3.6 and 3.7. For all other threats which are also considered by the
BSI, it is referred to SYS.1.5 and SYS.1.6.

Table 3.6: Risk Reduction G z.0.1
Container Breakout
Risk Category: high

Safeguard Description

Definition of System
Users

Docker containers should not to be operated as priv-
ileged containers, so that attackers only have unprivi-
leged access to other resources if they are successful.

Rights Management The authorizations for all defined user groups must be
checked for minimum.

Role Allocation A division into different roles is also necessary for vir-
tual IT systems. Linux protections such as apparmor,
selinux, seccomp, filters and namespaces on the host sys-
tem can reduce the risk of an outbreak.

Table 3.7: Risk Reduction G z.0.2
Unauthorised Modification of Configuration Data
Risk Category: high

Safeguard Description

Checksum Tools such as OS-SEC can be used to check for unau-
thorized changes to the configuration files [124].

Docker Bench for Se-
curity

Docker from version 1.10.0 offers the Docker Bench for
Security Script [24], which checks your own Docker con-
figuration.

Configuration of the
Network Functions

Well-known Linux tools such as Puppet [128] can mon-
itor the network components centrally.

Naming of Virtual
Networks

A meaningful naming of the networks based on their
function avoids accidentally connecting to the wrong
network [10].

Storage Centraliza-
tion

If a container’s directory is linked to the host system, it
must ensure isolation from the operating system, system
libraries [151] and common applications.

Monitoring Monitoring can be accomplished by using a Linux server
with native monitoring systems such as Nagios [10].

Communication Be-
tween Containers

If container linking [122] is active, containers that are
not allowed to communicate with each other must run
on separate hosts.

In a final step, the proposed safeguards must be consolidated with the re-
quirements of the existing BSI modules. For example, the proposed definition
of system users as a safeguard against the container breakout can be found in
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the SYS module. 1.6 in requirement A17. Other safeguards, such considering
communication between containers, are not considered in the BSI modules.

3.3.4 Requirements for Additional Safeguards

Within each module, requirements are defined that must be met to secure the
relevant target object. So that the proposed safequards can be implemented in
the new module SYS.1.6, it is necessary to define corresponding requirements
for the proposed safeguards in a last step. Some of the safeguards are already
covered by BSI requirements, as illustrated in Table 3.8.

Table 3.8: Safeguards Already Covered by the BSI
Safeguard Module / Requirement

System User Definition SYS.1.6 / A17

Rights Management SYS.1.5 / A25

Role Definition SYS.1.6 / A16, A17, A23

Checksums SYS.1.6 / A12

Configuration of the Network Functions SYS.1.5 / A4

All other safeguards are currently not considered by the BSI. Therefore, re-
quirements must be defined as shown in Table 3.9.

Table 3.9: Requirements
Requirement Description

Docker Bench Secu-
rity

Docker Bench Security must be used for each container
to check the configurations of a container.

Virtual Network
Naming

Each virtual network must have its own name.

Storage Centraliza-
tion

It must be specified for each container whether its data
is to be retained or deleted after termination.

Monitoring Monitoring of the configuration data to prevent unau-
thorized changes must be carried out for each container.

Communication Be-
tween Containers

All containers that do not communicate with each other
must be isolated from each other.

Since a high protection need was determined for the entire system in the
scenario, the defined requirements in module SYS.1.6 must be assigned to re-
quirements for increased protection needs.

3.4 Discussion Chapter 3

This section discusses to what extent the findings of this chapter can be extended
to container virtualization in general and to other application scenarios. The
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further development of the module SYS.1.6 since publication of this chapter in
2019 is also briefly discussed.

Container Virtualization The BSI module SYS.1.6 is defined independently
of the technology used. However, the identified additional threats are also not
Docker-specific. In contrast to traditional hypervisor virtualization [26], the
lightweight containers use functions from the kernel host operating system [33].
These functions open potential access paths for an attacker to break out of the
isolated container environment. Unauthorized changes to the configuration files
also pose a threat to containers. Each container is configured according to the
permissions it needs. Thus, unauthorized changes to the configuration files can
have a significant impact on the integrity, availability and confidentiality of both
the container and the host system. Therefore it would make sense to explicitly
consider these two threats in the new container module SYS.1.6.

General Application Scenarios The risk analysis has shown that the iden-
tified additional threats are suitable for automated attacks as soon as a cor-
responding vulnerability is discovered for a container technology. That means,
the findings are also important for other application scenarios. The risk analysis
was carried out on the basis of a determination of protection needs, in which
the requirements for confidentiality, integrity and availability for the entire sys-
tem were set at ”high”. It was noted in this chapter that this is typical for
container virtualization applications due to the maximum principle. However, a
more comprehensive risk analysis is required for use cases in which the damage
effects can reach an ”existentially threatening, catastrophic extent” [44]. An ex-
ample of such an application scenario could be a hospital that controls medical
devices via a container solution.

Development of the Module SYS.1.6 since 2019 As mentioned at the be-
ginning of this chapter, there have been further changes to the module SYS.1.6
since publication of the results in 2019. In the meantime, the module has
left draft status and has been finally published in the IT-Grundschutz Com-
pendium. In the current version (February 2022), this module contains 8 ad-
ditional threats. This chapter identified two additional threats that were not
part of the community draft. Both threats are considered in the final module.
Container breakouts are considered in ”2.5 Breakout from the container to the
host system”and unauthorized modification of configuration files can be found
in ”2.2 Administrative access without protection”.
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Chapter 4

Securing Orchestrated
Containers with BSI
Module SYS.1.6

It was already shown in Chapter 3 that the new module SYS.1.6 is applicable
to secure containers, which are executed on a single host. Since the final release
of the module, the two additional threats identified in Chapter 3 and further
additional threats to containers have been added to the module. In practice,
however, orchestrated container virtualization is often used. This means that
several containers are operated on different hosts. This leads to changes in the
underlying architecture. An additional host is required, which is responsible
for distributing the resources within the containers on other hosts. As with
securing container virtualization on a single host, there is currently also little
experience in securing orchestrated containers. At the current time, the BSI has
not yet published a module in the IT-Grundschutz Compendium that can be
used to secure orchestrated containers. Also, a community or final draft is not
available. In addition, the module SYS.1.6 explicitly excludes the protection of
orchestrated containers. This is due to the changing architecture of orchestrated
containers. This change creates threats that do not exist for containers running
on a single host. Therefore, an application of the module SYS.1.6 would not be
sufficient to plan and use orchestrated containers securely.

This chapter extends the findings from chapter 3 to include orchestrated
containers. The aim is to find out which threats need to be added to the current
module SYS.1.6 in order to be used for securing orchestrated containers. For
this purpose, the current module SYS.1.6 is applied to a typical Kubernetes
scenario. This scenario consists of three orchestrated Docker containers. The
first container runs a Database Management System (DBMS) with customer
data. The second container runs a business logic including a payment system,
and the third one runs a web application as a front end. The information
domain for the Kubernetes system is modeled according to BSI standard 200-
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2 [44]. After that, the protection needs are determined and the elementary
threats in the BSI module SYS.1.6 are analyzed. Because some data objects in
the database in the information domain require the protection need ”high”, a
risk analysis according to BSI standard 200-3 [45] is carried out in a second step
to identify and evaluate additional threats to the Kubernetes System.

The results of this chapter are showing that the module SYS.1.6 is suitable
for securing the mentioned scenario. However, three additional threats that are
not considered in the module SYS.1.6. are identified. Two of these threats
could be used to implement an automated exploit, as soon as an attacker finds
a corresponding vulnerability.

As already mentioned in Chapter 3, the module SYS.1.6 has also been further
developed since the publication of this chapter. The actuality of the results are
discussed at the end of this chapter.

4.1 Kubernetes Basics

This section provides a brief introduction to Kubernetes. It describes the Ku-
bernetes architecture and all important components, and also explains how to
implement a DBMS with Docker.

4.1.1 Orchestration and Kubernetes

With container orchestration [148], it is possible to efficiently control multiple
containers running on different hosts. In this way, complex IT service landscapes
can be controlled. There are many orchestration platforms, such as Apache
Mesos [52], Amazon Web Services (AWS) Fargate [7], or Cloudify [99]. For a
detailed description of these platforms, see [1]. However, the most widely used
orchestration platform is Kubernetes [156]. It was developed by Google as an
open source platform. Kubernetes can be used to monitor and control resources
of a so-called cluster, which includes multiple containers on different hosts. It
is possible to scale the cluster according to workload or resource needs. This
means that new containers can be started when more resources are needed, or
containers can be shut down when they are no longer needed. In addition, with
Kubernetes it is possible to monitor the health of containers, configure permis-
sions, or migrate containers [136]. A typical Kubernetes architecture is shown
in Table 4.1. The arrows illustrate the information flow between components.

etcd The master node manages a storage for configuration data (etcd). In the
etcd the configuration data of all containers and services in the Kubernetes
cluster are stored as key-value pairs [152].

Kubectl The Kubectl tool transmits human commands for administration to
the master node [123]. With Kubectl, the resources of the PODs can be
controlled, the logs of the containers can be called up, authorizations can
be set and much more.
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Figure 4.1: Example System With Kubernetes Architecture From [123]

Kubelet Every worker node has a so-called kubelet. Local PODs and their
containers are started, stopped and monitored within this kubelet. Control
and status information is transmitted to and received from the master
node via a REST protocol.

Kubernetes cluster The combination of worker and master nodes, as well
as other storage and network resources within a Kubernetes network is
known as a Kubernetes cluster.

POD One or more containers are combined into a POD for control reasons.
Each POD and all the containers it contains are assigned the same IP
address, which is only available within the Kubernetes cluster. Several
PODs can be operated on a worker node. If a POD is terminated, all
containers operated in it are also terminated [136].

Proxy Each worker node has a proxy. This forwards Transmission Control
Protocol/User Datagram Protocol (TCP/UDP) packets, which come from
the user, to the individual PODs for example.
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REST API-Server The REST API-Server is the central component that en-
ables the user to establish communication between master and worker
nodes [136]. It realizes a stateless communication interface in which every
data packet contains all information necessary for its processing.

Scheduler The scheduler is part of the REST API-Server and is responsible for
the monitoring and planning of the individual PODs. The required status
information for the individual PODs is communicated via the REST API
server [11].

Worker / Master Node A worker node is a physical host or a virtual ma-
chine on which containers are operated. The master node is the host that
is responsible for controlling and monitoring the resources on the worker
nodes. He can also start additional containers in the worker nodes or
switch off containers that are not required.

4.1.2 Database systems in Docker

The container virtualization is well suited for operating a DBMS [138]. In the
following, it is outlined how a database system can be implemented with Docker.

Docker is based on a Linux operating system. Unlike classical virtual ma-
chines, such as VMWare or VirtualBox, Docker containers have access to parts
of the operating system of the host. The Docker architecture [33] consists of
Docker Client, Docker Daemon, Docker Registry and the Docker objects (im-
ages, Docker files, containers). The Docker Engine includes Docker Client and
Docker Daemon. Each Docker container contains two main directories: /bin
contains the binary files and /lib contains the dynamic libraries and kernel mod-
ules of the operating system that are required for the functionality of a container.
Client and daemon can run on the same host. Alternatively, it is possible to
execute them on different hosts connected via VPN. Communication takes place
via a REST-API, a UNIX socket or another network interface. Out of the box,
Docker loads images from the Docker Hub. It is also possible to configure Docker
for a private image repository (Docker Trusted Registry). The images contain
the functionality of the container. In detail, all files in an image are imported
into the directory structure of the container. The Docker Hub provides pre-
configured images for services like relational databases, or no-Structured Query
Language (SQL) databases, web servers, firewalls, mail servers, spam filters,
servlet engines and much more. It is one of the best practices that each con-
tainer implements only a single service. Therefore, a typical Docker environment
consists of multiple containers. Several instances of the same container can be
executed in parallel on different hosts, to distribute the load or to improve the
reliability of the system. Without further means, containers only exist in the
main memory of the host. If an application modifies files of a container, those
changes are lost if the container is shut down. For DBMS and other state-
ful applications, Docker uses Volume Plugins [32] to make changes in the data
persistent on separate hosts. These hosts can be part of the Docker runtime
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environment. It is also possible to use external storage from cloud providers. In
this way, the data generated within a container survives the end of its container,
and the storage requirements within the Docker architecture are reduced.

4.2 Securing Kubernetes

In this section, a typical Kubernetes scenario is described. For this scenario,
the protection needs of the BSI level ”Standard Protection” are determined.

4.2.1 Information Domain

Szenario: A retailer stores a relational database with data from a web shop.
The data include customer data, orders and payment transactions. The web
shop is also equipped with an Internet payment system that securely processes
payment transactions through various channels via a service provider. For this
purpose, the retailer has divided a classical 3-tier architecture into three Docker
containers, as shown in Figure 4.2: The first container contains the front end.
This includes a web server with a PHP-based web application. The second
container contains the business logic and the payment system as a set of REST-
based microservices written in Java. A Postgres DBMS with the database is
housed in the third container. All containers are managed by Kubernetes. Ku-
bernetes does not use further add-ons. Each host in the Kubernetes cluster
contains a POD that can run multiple instances of the containers. The Ku-
bernetes scheduler decides, depending on the workload, how many instances of
which container are executed within which POD. Only the database is executed
in a single instance, so that there is no need to synchronize multiple databases.
The Kubernetes cluster runs in an on-premise environment, i.e., the retailer is
responsible for the containers and the data-center infrastructure.

Figure 4.2 illustrates the Kubernetes scenario. The dashed line marks the
internal network, arrows show the flow of information between the components.
The gray area represents the Kubernetes cluster. The components of the Ku-
bernetes cluster are represented by rectangles. The storage node makes the data
of the Kubernetes cluster persistent. The focus is on the Kubernetes cluster and
it is assumed that all other objects are covered by IT-Grundschutz.

As already introduced in Chapter 3, the BSI standard 200-2 requires to
model the information domain. According to the introduced scenario, the in-
formation domain of the Kubernetes cluster contains five different categories of
data objects (D1 - D5), four different applications (A1 - A4) to operate the web
shop, Docker and Kubernetes software (SSW1, SSW2), as well as three differ-
ent hosts. All hosts belong to the same data center (DC1). (S0) represents the
master node, that controls the two worker nodes (S1, S2). On the worker nodes,
three different instances (C1 - C3) are running with web applications, microser-
vices and DBMS. Table 4.1 illustrates the information domain of the Kubernetes
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Figure 4.2: Example-System Web-Shop

system. After the information domain has been defined, the protection needs
must be determined for each element of the information domain.

Since this chapter focus on the orchestration, the hardware and the oper-
ating system under S0 to S2 ”Host-System” are summarized. For the next
following steps, an already implemented protection of these objects with the IT
Grundschutz is assumed.

4.2.2 Protection Needs

The definition of the protection needs serves to identify suitable protection mea-
sures for each object in the information domain. For this purpose, the BSI
defines the three protection need categories ”normal”, ”high” and ”very high”.
These have already been presented in Section 3.2. Based on the three protec-
tion need categories, the next step is to determine the protection needs for each
object in the information domain.

For the data objects (D1 - D4) that are transferred, processed and stored
between the containers within the Kubernetes cluster, the protection need is
determined first. From there, the protection need is passed on to the applications
(A1 - A4) and finally to the worker nodes (S1 and S2) and the master node
(S0). In particular, this means starting from the data stored in the database,
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Table 4.1: Information Domain of the Kubernetes System
Nr. Description Data Object

D1 Data from a natural person Personal Data

D2 Data from applications and service operations Personal Data

D3 Login data and authorization data Account Data

D4 Data that controls the system behavior Configuration Data

D5 Data on past operations and transactions Log Data

Nr. Description Data Software Con

A1 Web App. D1, D2, D3, D4, D5 App. logic in
PHP

C1

A2 Web Server D1, D2, D4, D5 Apache C1

A3 Microservice D2, D3, D4, D5 REST service C2

A4 Database D1, D2, D3, D4, D5 Postgres
database

C3

Nr. Description Data IT System

SSW1 Docker Software D4, D5 S1, S2

SSW2 Kubernetes Software D4, D5 S0

Nr. Descript. Data Platform Loc.

S0 Host1 D1, D2, D3, D4, D5 x86 Linux DC1

S1 Host2 D1, D2, D3, D4, D5 x86 Linux DC1

S2 Host3 D1, D2, D3, D4, D5 x86 Linux DC1

the protection needs are transferred to the applications that use the database
and from there to the container on which the applications are running. Finally,
the protection needs are transferred to the Kubernetes cluster and the physical
hosts. It is also possible, that the stored data within the Kubernetes cluster does
have different protection needs. In this case, the highest protection need must
be passed on to the applications, containers, cluster and the hosts. This results
in a special case for container virtualization, as already shown in Section 3.2.

This special case also applies to Kubernetes for several reasons. First of
all, the master node represents the central host, that connects all worker nodes
within the cluster with each other. Furthermore, the master node is able to ac-
cess all data within the Kubernetes cluster. For example, the log data, stored in
the database. Finally, the master node is also responsible for controlling, which
containers are started in which POD. Therefore, the highest protection need of
the data can be passed on to the entire information domain. In particular, this
means for the scenario:

• Confidentiality: Personal data (D1 and D3) is also stored within the Ku-
bernetes cluster. According to the BSI, the protection need for personal
data is always at least ”high”. The orchestration determines at runtime
on which worker node container instances with DBMS and the other ap-
plications are executed. Due to this fact, confidentiality must be ”high”
for each worker node and also for the master node, since it controls the
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worker nodes. The ”high” protection need for data confidentiality there-
fore results in a high protection need for the entire information domain.

• Integrity: The payment is a very important service for the web store.
Manipulation of payment data (D1, D2) is absolutely unacceptable and
since it is not known in advance on which host the payment service is
running, the protection need for the integrity must be ”high” for the entire
information domain must.

• Availability: If an application (A1 - A4) suddenly becomes unavailable,
the web store can no longer maintain its service. Due to this fact, all
target objects in the information domain must have a ”high” protection
need for availability.

4.3 Kubernetes Threats

As a result of the previous section, the protection needs for integrity, confi-
dentiality and availability are ”high” for the entire information domain. This
means that the ”normal” protection requirement has been exceeded. For such
a scenario, the BSI standard 200-3 [45] provides for a risk analysis, in which
additional threats has to be identified (i) and assessed (ii).

4.3.1 Identifying additional Threats

Additional threats were identified as described in Section 3.1.3. The brain-
storming was conducted with part-time students and employees from the IT
departments of Deutsche Telekom AG and T-Systems GmbH with many years
of professional experience. The result is shown in table 4.2. It can be seen that
10 additional threats were identified for the scenario. Moreover, seven of them
were also identified in Section 3.3. Thus, the results of this risk identification
also confirm the results of Section 3.3. Meanwhile, these threats are also part
of the BSI module [48].

4.3.2 Risk Assessment

After the additional threats have been identified, the BSI standard 200-3 [45]
requires to carry out a risk assesment for each additional threat. The aim
is to obtain information about the potential danger. In this section, the risk
assesment is carried out for the three additional threats from Section 3.3.2.
The BSI defines a risk as the product of the frequency of occurrence and the
extent of the damage [45]. In order to use the BSI standard 200-3 methodology,
it is necessary to define a scenario specific categorization of occurrences and
damages. In this chapter the categorization of occurrences and damages, which
is in line with the BSI recommendation is used. Table 4.3 and Table 4.4 contain
the specifications for extent of damage and frequency of occurence.
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Table 4.2: Additional Threats to the Kubernetes System
Identified in SYS.1.6

Vulnerabilities in images

Insecure administrative access
Orchestration with insecure tools
Container breakout
Data loss due to lack of persistence
Loss of confidentiality of login information
Unauthorized modification of configuration data

Not identified in SYS.1.6

Bad planning of etcd

Compromising the nodes
Unauthorized access to the etcd

Table 4.3: Extent of Damage
Negligible

The availability of one or more nodes is impaired for a few minutes. The integrity
or confidentiality of data that has normal protection needs is compromised.

Considerable

The availability of one or more nodes can only be restored by importing a backup.
The integrity or confidentiality of data that has a high need for protection is
impaired.

Existence-threatening

The availability of all nodes in the Kubernetes cluster is affected. The integrity
or confidentiality of data that has a very high protection need is impaired.

Table 4.4: Frequency of Occurrence
Rarely

The risk can be attributed to incorrect behavior, such as configuration errors or
to a software error and not to an attack.

Medium

An exploit is known, but an automated attack is not possible.

Frequently

An exploit is known that can be used to perform an automated attack on a large
number of vulnerable containers.

Tables 4.5 to 4.7 contain the risk assessment. Each table lists the object
from the information system to which the threat relates, the threat itself, the
impaired basic values, frequency of occurrence, extent of damage, risk and an
intuitive description.

As mentioned in chapter 3, running a DBMS in a container virtualization
scenario is challenging from a security perspective. This is because containers
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Table 4.5: Risk: Bad Planning of the etcd

Kubernetes System
(Confidentiality: high, Integrity: high, Availability: high)
Threat: Bad Plan-
ning of etcd

Impaired Core Values: Availability

Frequency of Oc-
currence without
additional safeguards:
medium

Extent of Damage
without additional
Safeguards: consider-
able

Risk without ad-
ditional safeguards:
high

Description: A bad planning of the key-value-store, which serves as
persistent storage for all data of all clusters (etcd) can be caused by
inattentive or untrained personnel. Because the etcd is the central backup
storage for the entire Kubernetes cluster, bad planning means that there
is no backup available in case of data loss due to e.g. Power outages.
Rating: A bad planning of the etcd could occur that entire memory for
configuration data of the Kubernetes cluster is not available. In case of a
system failure, access to the backup memory would not be possible. The
result would be a permanent loss of the data. Such a loss of all data would
have catastrophic consequences for business continuity. Accordingly, this
risk is to be classified as high.

Table 4.6: Risk: Compromising the Nodes
Kubernetes System
(Confidentiality: high, Integrity: high, Availability: high)
Threat: Compromis-
ing the Nodes

Impaired Core Values: Confidentiality, In-
tegrity, Availability

Frequency of Occur-
rence without addi-
tional safeguards: fre-
quently

Extent of Damage
without additional safe-
guards: considerable

Risk without ad-
ditional safeguards:
high

Description: An attacker who gains access to one or more worker nodes
could view the data processed by the containers, manipulate them or shut
down entire containers.
Rating: A compromise of the worker nodes would affect all three core
values. If an attacker compromises the worker node that includes a cus-
tomer database, the attacker would have access to all customer data and
he would also be able to change or even delete it. Such an attack would
be existence-threatening.

use the same system resources of the operating system and in many scenarios
the executed code is obtained from an external repository. This code could al-
ready be compromised or modified at runtime. In this way, important DBMS
resources could be manipulated.
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Table 4.7: Risk: Unauthorized Access to the etcd
Kubernetes System
(Confidentiality: high, Integrity: high, Availability: high)
Threat: Unautho-
rized Access to the
etcd

Impaired Core Values: Confidentiality, In-
tegrity, Availability

Frequency of Occur-
rence without addi-
tional safeguards: fre-
quently

Extent of Damage
without additional safe-
guards: considerable

Risk without ad-
ditional safeguards:
high

Description: Unauthorized access to the etcd can cause considerable
damage to all three core values. The master node represents an attractive
target for attackers, because the etcd is located in it. The etcd represents
the backup storage for the entire Kubernetes cluster. Therefore, the secu-
rity of the etcd is decisive for the confidentiality, integrity or availability
of all objects in the Kubernetes cluster.
Rating: Unauthorized access to the etcd would enable the attacker to
view, manipulate or delete all data in the Kubernetes cluster. Such an
attack would be existence-threatening.

As soon as container orchestration is performed, the aforementioned chal-
lenges become even greater. For example, the master node is an attractive
target for attackers. This is because the master node is the central control el-
ement of the Kubernetes cluster, which is used, for example, to start or stop
containers, or even to reconfigure them. Module SYS.1.6 provides some impor-
tant safeguards to protect such systems. However, this chapter identified three
additional vulnerabilities for kubernetes that are not currently addressed in the
module. If the vulnerabilities ”Compromising the nodes” and ”Unauthorized
access to the etcd” become known, even automated attacks are conceivable. In
addition, the risks described are not included in the NIST guideline ”Applica-
tion Container Security Guide”, on which the BSI module is based. This means
that the findings from IT-Grundschutz can be transferred directly to the Cyber
Security Framework [111].

4.4 Discussion Chapter 4

Application scenarios The results of this chapter are based on a typical
Kubernetes scenario. This scenario consists of a DBMS, a web shop with an
Internet payment system and customer data. Due to the maximum principle, the
highest protection need of the data for confidentiality, integrity and availability
inherits to the applications and from there to the entire system. Therefore, the
protection need of the entire system is ”high.” In addition, according to the
BSI, the protection need for customer data is always ”high” regardless of the
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system. However, there are also scenarios in which a more detailed risk analysis
is necessary because the occurrence of damage would be catastrophic [44]. An
example of such an application scenario could be a hospital controlling medical
equipment via a container solution.

Countermeasures In this chapter, the new IT Grundschutz module SYS.1.6
was applied to a typical Kubernetes scenario to find out whether it is suitable
for securing a DBMS in an orchestrated container environment. The case study
ended with risk identification, followed by the risk assessment. However, the IT-
Gundschutz methodology does not end there. To fully execute the methodology,
the next step is to identify risk treatment options for the additional threats. This
step is not part of the research in this chapter, as more detailed information
about the Kubernetes installation is required. Furthermore, the selection of
risk treatment options is scenario specific and not part of the module.

Add-Ons There are numerous add-ons for Kubernetes, such as ”Web UI” or
”Cluster Logging” [153]. The default Kubernetes was used for the investigation
in this chapter. This included the default DNS add-on, which runs a DNS server
in Kubernetes that provides DNS records for Kubernetes services. Since many
other add-ons are commonly used, it is very important to extend this investi-
gation to these add-ons. In addition, add-ons can be obtained from unknown
sources. This increases the risk of using compromised add-ons.

Timeliness of the Results In the current version of the module SYS.1.6
(February 2022) it is still explicitly stated that this module cannot be used for
orchestrated container virtualization. Furthermore, there is still no community,
or final draft module for orchestration available on the website of the BSI. That
means, the threats identified in this chapter have still not been addressed. For
this reasons, the findings are still up to date.
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Chapter 5

INFINITE: The
3-Dimensional Internet Of
Things Maturity Model

In addition to container virtualization, IoT is also seeing growing interest in
enterprises. Often, both Cloud applications are used together. For example,
containers can be used to develop and distribute software updates for IoT de-
vices [23]. Therefore, not only a secure use of container virtualization must be
ensured, but also a secure use of IoT devices. This starts with the purchase
decision of a device. If a device is purchased that does not meet certain secu-
rity requirements, a secure operation is difficult to ensure. For this reason, it
is necessary that enterprises are able to evaluate the security of an IoT device
before the purchase.

Maturity models are a prominent way to evaluate the security of IT processes
or IT systems [94, 21]. Typically, maturity models evaluate two dimensions: (a)
whether a certain security practice is considered and (b) which maturity level
a security practice has achieved. Currently, there is no maturity model that
allows to evaluate the security of IoT devices, and does so over the entire period
of use. To do this, a maturity model must be expanded to include the device’s
life-cycle as a third dimension. For this purpose, this chapter introduces the
3-dimensional INternet oF thINgs MaturITy modEl (INFINITE). INFINITE
is a tool that helps management evaluate the security of IoT devices before the
purchase. In particular, different IoT devices can be compared with each other
according to three objective dimensions. The x-dimension represents ”IoT Secu-
rity Practices” that are used to secure IoT devices. The y-dimension represents
”IoT Maturity Level” that every security practice can achieve. Finally, the z-
dimension represents the ”IoT Life-Cycle” which considers whether a security
practice is available over the life-cycle.
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In order to define INFINITE, this chapter compares commonly used matu-
rity models for IT security and systematically analyzes the rules according to
which maturity levels are defined. Based on these rules, the maturity levels
for INFINITE are defined. Also, the different phases of the life-cycle of IoT
devices are analyzed by a literature review to be able to define the life-cycle
phases for INFINITE. Finally, well-known safeguards for IoT devices from the
IT-Grundschutz Compendium Module ”SYS.4.4 General IoT Devices” [49] are
derived for the security practices for INFINITE. The evaluation of INFINITE
is carried out by a case study. In particular, this means, the security of a total
of 60 IoT devices is evaluated with INFINITE. In order to identify conceivable
applications for INFINITE, five research questions are also defined.

The results show that INFINITE can be used to evaluate the security of IoT
devices with the same and different application scenarios. Changes in security
practices over the life-cycle can also be identified based on the assumptions
made. Without the cooperation of manufacturers, it is difficult for management
to obtain all the information needed and with a clear security policy, INFINITE
can identify IoT devices that meet the security policy.

5.1 Literature Basics of INFINITE

This section establishes the basis for defining the three dimensions of INFINITE.
For this purpose, well-known approaches for defining maturity levels, as well as
life-cycle approaches and known security practices for IoT devices are examined.

5.1.1 Basic Rules for the Definition of Maturity Levels

To reliably prevent threats, security practices must be implemented as ade-
quately as possible. Therefore, enterprises are interested in evaluating the per-
formance of their implemented security practices. Maturity models are often
used for this purpose, as they provide information on how well a security prac-
tice is being implemented. Using this information, management can determine
if a security practice needs improvement or if the implementation is already
optimized. Various maturity models are published by multiple authorities for
many different use cases.

For example, Pamela Curtis developed the cyber security capability model [27]
to protect critical infrastructure from cyber threats. The International Business
Machine (IBM) security framework [77] provides a security gap analysis between
business and technology. The Computer Emergency Response Team (CERT)
developed the resilience management model [21] to improve the resilience of
business processes. The ISO developed the information security management
system [79], that improves the security of information systems through security
standards. Finally, the NIST developed the Security Metrics Guide for Infor-
mation Technology Systems [150]. For each of the mentioned maturity models,
the authors define their own maturity levels, as illustrated in Table 5.1. Each
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column represents an official authority and its defined maturity levels from the
lowest to the highest.

Table 5.1: Security Maturity Models
CERT Curtis IBM ISO NIST

Incomplete Not Performed Initial Performed Evolving
Performed Initiated Basic Managed Def. and Doc.
Managed Performed Capable Established Well Establ.
Defined Managed Efficiency Predictable Self-Regen.

- - Optimizing Optimized -

The number of maturity levels and the designation vary from model to model,
but it can be seen that there are basic rules for the definition of maturity levels
that all authorities apply.

• The maturity levels always build on each other. This means, there is a
clear gradation from the lowest to the highest maturity level.

• The lowest maturity level indicates that a security practice is not imple-
mented at all or is currently under development.

• The highest represents an advanced implementation of a security practice
that cannot be improved anymore, according to all knowledge available.

• In order to reach a certain maturity level, all levels below it must be
fulfilled in the first place.

These rules are applied, when defining the maturity levels for INFINITE.

5.1.2 IoT Life-Cycle Approaches

In IoT, conventional ”non-smart” devices such as watches or heaters are en-
hanced with additional functions by adding sensors and communication inter-
faces to make them ”smart”. Without these additional functions, a traditional
device only has a hardware life-cycle that ends once the device is physically bro-
ken. As IoT devices provide additional functionality, they also have a software
life-cycle that must be considered from a security perspective. The software
life-cycle ends when the service period ends or the manufacturer stops provid-
ing security updates [17]. For security reasons, the IoT device must be taken
out of service, even if it is physically as good as new.

As with maturity models, there are many IoT life-cycle approaches, and
they differ in the number and designation of defined life-cycle phases. For
example, Rahman defined five different phases [129]. Soós defined 8 [145],
Yousefnezhad [162] and Selimis [137] only three. However, they all have a similar
content, that can be summarized as follows:
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• Planning and Construction: An IoT device life-cycle begins with the plan-
ning and construction. In this phase, the software is developed and hard-
ware is produced.

• Installation and Commissioning: The IoT device is physically connected
to the power outlet and the software is connected to the network.

• Operation of Service: During this phase, the IoT device is used as in-
tended. Some authors also add security updates to this phase.

• Decommission: This is the end of the life-cycle follows and the retirement.

These life-cycle phases form the basis, for the maturity levels of INFINITE.

5.1.3 Well-Known IoT Security Practices

When it comes to IoT security, there are already numerous official guidelines,
published by official authorities, to ensure auditability of enterprises that are
using IoT devices.

• The BSI defined a total of 24 requirements for IoT devices in the IT-
Grundschutz Compendium Module ”SYS.4.4 General IoT Devices” [49].

• This NIST published a total of four draft documents concerning IoT core
baseline and non-technical supporting capability for manufacturers and
federal government in December 2020 [107].

• The ISO published the ”ISO/IEC 27400 - Cybersecurity - IoT security
and privacy - Guidelines” as a draft in 2021 [81]. It includes guidelines on
risks, principles and controls for security and privacy of IoT.

There are also numerous unofficial publications for IoT security practices.
For example, Microsoft [101] and Kaspersky [8] published best practices for IoT
security on their websites. The existing approaches also marginally consider
hardware security. Some IoT devices are exposed to dust or moisture due to
their operating environment. Therefore, IoT devices must also be protected
from water and dust ingress [95].

The mentioned security practices in all these approaches are very similar. For
this reason, they are used as a basis for defining INFINITE’s security practices.

5.2 Defining the Dimensions of INFINITE

This section defines the three dimensions ”IoT maturity level”, ”IoT life-cycle”
and ”IoT security practices” based on the literature basics from Section 5.1.
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5.2.1 Dimension: IoT Maturity Level

For defining INFINITE’s maturity levels, the rules stated in Section 5.1 are
used. Furthermore, it must be considered that a certain security practice can
be implemented by different approaches. For example, IoT devices can realize
encrypted communication by implementing Rivest Cipher 4 (RC4) or Advanced
Encryption Standard (AES). In both cases, the security practice is fulfilled.
However, RC4 is now considered insecure and should no longer be used. AES
encryption, on the other hand, is still considered secure. This means, the IoT
device which uses RC4 should reach a lower maturity level than the IoT device
that uses AES. INFINITE’s maturity levels must consider this issue.

Therefore, this dimension leans on the well-described state of technology [82].
The lowest state of technology is the ”generally accepted rules of technology”.
In this state, the implementation of a security practice is widespread, has a low
degree of innovation, and its application must be part of the general training of
any IoT device developer. In contrast, a security practice is ”state of the art”
if it is the best solution for a security goal currently available on the market.
There is also the state ”existing scientific knowledge and research”. This state
takes into account current research approaches and entirely new security prac-
tices that have been implemented in prototype form (if at all). Since INFINITE
only considers IoT devices that are beyond prototype status, this state of tech-
nology may not be considered. In the best case, a manufacturer of an IoT device
implements a state of the art security practice and has the implementation or
implementation process certified by an official auditor.

In the next step, the basic rules for defining maturity levels from Section 5.1.1
are applied to define the IoT maturity levels for INFINITE. The worst possi-
ble performance occurs when the manufacturer does not perform the security
practice at all. This condition represents the lowest maturity level. The second
maturity level is achieved when a particular security practice is not performed,
but at least some other kind of measures are provided by the manufacturer.
The third maturity level is reached when the manufacturer performs the secu-
rity practice at least according to the generally accepted rules of technology.
The fourth maturity level is reached when the manufacturer implements the
security practice according to the state of the art. The best case occurs when
a manufacturer is performing a state of the art security practice that has been
certified by an auditor. In this case, the fifth and highest maturity level, which
represents the best possible performance, is achieved.

Based on these specifications, the following maturity levels for INFINITE
are defined as shown in Table 5.2.

5.2.2 Dimension: IoT Life-Cycle

The literature basics are showing that the life-cycle approaches consider the
planning and construction of IoT devices. The aim of INFINITE is to assist
the management in security evaluation of IoT devices from purchase-time to the
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Table 5.2: INFINITE Maturity Levels
Maturity Level Definition
Not Performed Represents the lowest maturity level. The manufac-

turer does not perform the security practice at all
or does not give any information.

Initial The manufacturer does still not perform the security
practice but alternatively offers initial measures.

Performed The manufacturer does perform the security prac-
tice corresponding to generally accepted rules of
technology.

Improved The manufacturer improved the performance of the
security practice corresponding to state of the art.

Optimized Represents the highest maturity level. The man-
ufacturer does perform the security practice corre-
sponding to state of the art and optimized it in form
of a certification by an auditor.

decommission. Due to this fact, it is not necessary for INFINITE to consider
the planning or design of an IoT device, because these phases take place before
purchase. This dimension focus on risks that arises after the purchase. In
particular, this means, the first risk from a customer’s perspective is, that the
IoT device was already insecure or tampered with at the time of purchase. After
this, risks may also occur at any time during installation and operation of the
IoT device. The last risk might arise from a discarded but still functional IoT
device that can contain sensitive data. It must be possible to replace outdated
security practices. In addition, it must be ensured that it is not possible for
an attacker to get access or gain unencrypted data after switching on the IoT
device. Based on these specifications, four life-cycle phases for INFINITE are
defined from the procurement to the decommission, as illustrated in Table 5.3.

5.2.3 Dimension: IoT Security Practices

Section 5.1 presented several official guidelines and best practices for IoT secu-
rity. They consider not just the security of IoT devices, but also methods for a
secure use, such as network access restriction. Since the goal of INFINITE is to
evaluate the security of IoT devices, this dimension considers security practices
that affect the IoT device itself. Security practices that do not relate to the
security of the IoT devices themselves are not considered by INFINITE.

The security practices for IoT devices mentioned in the official guidelines are
very similar. Due to this fact, the selection of security practices for INFINITE
focus on the module SYS.4.4 General IoT Devices of the IT-Grundschutz Com-
pendium. It contains 24 product-neutral requirements for IoT devices [49]. In
the next step, security practices are selected that affect the IoT device itself.

51



Table 5.3: INFINITE Life-Cycle Phases
Life-Cycle Phase Definition
Procurement Represents the first phase of the life-cycle. It de-

scribes the period between the purchase and the
handover of the IoT device to the company.

Commission Describes the physical connection to the power out-
let and the connection to the enterprise network.

Operation Starts after a successful commissioning and lasts
over the entire period of use.

Decommission Represents the final phase. It starts as soon as the
IoT device has been disconnected permanently from
the power outlet and the network.

One security practice that directly affects the IoT device is authentication.
This includes any method that helps establish trust between IoT devices or
between IoT devices and the server or user. Another security practice is the
use of secure protocols. This includes encrypted communications to ensure
confidential data exchange between IoT devices. This also means encrypted data
storage. It is assumed that every IoT device stores at least WLAN credentials,
which must be encrypted. On the other hand, Cloud storage is excluded, since
the data is not stored on the IoT device in this case. A third security practice
is security updates. There are different types, such as functional updates that
implement new software features to increase the user experience. On the other
hand, there are security updates, that improve the software security of the
device. In case a new feature maintains or improves the security, this feature is
also considered as a security update. All other updates that do not address the
security are not considered by INFINITE. Because IoT devices can be exposed
to the elements, also water and dust protection is considered. However, there
are also extreme events like natural hazards, fire, attacks or vandalism. These
kinds of threats are not considered, because IoT devices can hardly be protected
and most of them will be destroyed.

All other requirements, mentioned in the module SYS.4.4 do not affect the
IoT device itself, and are therefore not considered. Table 5.4 summarizes all
security practices considered by INFINITE.
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Table 5.4: INFINITE Security Practices
Security Practices Definition

Authentication Any method that helps to establish trust between IoT
devices or between IoT devices and the server or user.

Encrypted Commu-
nication

Any method that ensures confidential data exchange.

Encrypted Data
Storage

Any method that ensures confidential data storage on
the IoT device.

Security Updates Provided by the manufacturer and maintain or improve
the security of an IoT device.

Water and Dust Pro-
tection

Any method that prevents physical damage from water
and dust ingress.

5.3 Evaluation

5.3.1 Conception

This section carries out the evaluation of INFINITE by using a case study
approach. In particular, INFINITE is used to evaluate the security properties
of three different IoT device classes. For each class, a total of 20 IoT devices
is evaluated. Furthermore, five research questions are defined and answered to
find out which applications are conceivable for INFINITE.

Research Questions In order to maximize the benefit to an enterprise, IN-
FINITE must be able to evaluate the security of as many different IoT devices
as possible. These devices can have both the same or different application sce-
narios. This raises the question, whether INFINITE is able to meaningfully
differentiate between IoT devices with the same/different use cases. The de-
cision whether to purchase an IoT device is based on the enterprise’s security
policy. Therefore, it is important to find out if INFINITE can identify IoT
devices that comply with a specific security policy. Furthermore, relevant infor-
mation must be obtained for the evaluation of security practices. It is therefore
of great importance to answer the question, whether users of INFINITE can
independently obtain all the information required for the evaluation. Another
important question arises from the fact that INFINITE considers the life-cycle
of IoT devices for evaluation. If the availability of a security practice changes
during the life-cycle, it is important to find out whether INFINITE can detect
this change. Finally, it is also interesting for the management to identify differ-
ent implementations of security practices of IoT devices over the life-cycle. In
the following, the five research questions (R1) to (R5) are summarized:

• R1: Is it possible to use INFINITE to evaluate the security of IoT devices
with same/different use cases?
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• R2: Can all information needed by INFINITE be obtained without con-
tacting the manufacturer?

• R3: Can INFINITE identify changes in a maturity level of a security
practice over the life-cycle?

• R4: Can INFINITE be used to identify IoT devices that comply with an
organization’s security policy?

• R5: Can INFINITE’s evaluation results be used to reveal different imple-
mentations of security practices over the life-cycle?

IoT Device Selection A total of 60 IoT devices from three different device
classes are selected for evaluation. Each device class contains 20 IoT devices. In
order to select 20 different IoT devices for each device class, the device classes
must be widely used. For example, IoT smoke detectors, IoT security cameras
and IoT temperature sensors are widely used. The selection of the 20 devices
for the three classes is based on two criteria. First, only IoT devices that can
be controlled with a smartphone via WLAN connection are considered. Second,
the manufacturer must advertise it on its own website, in order to obtain the
security information directly from the manufacturer.

Procedure In the next step, the procedure to obtain all information required
by INFINITE is purposed:

1. Search the manufacturer’s website, where the IoT device is offered, to
obtain all security information. This can be product descriptions, a fre-
quently asked question (FAQ) sections, downloadable documents like data
sheets with technical specifications or user manuals.

2. In case, the first step did not provide all required information, search the
websites of vendors that also sell the IoT device. Usually, vendors provide
information about the IoT device for sale.

3. If there is still information required, search the web for third-party infor-
mation. If available, technical reviews or security reports provide detailed,
in-depth information.

4. Is still not all required information obtained, it must be assumed that the
security practice has not been implemented.

5.3.2 Evaluation Framework and Assumptions

In order to make INFINITE’s evaluation results comparable, it is necessary to
define a consistent evaluation basis for all IoT devices. For this purpose, this
section defines an evaluation framework. In this framework, it is determined
which conditions an IoT device has to meet for each security practice, in order to
achieve a certain maturity level. Table 5.5 illustrates the evaluation framework
for each security practice and maturity level, considered by INFINITE.
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Table 5.5: Evaluation Framework

Security Practice: Authentication
Maturity Level:

Not Performed: The security practice is not available or there is no information.
Initial: The security practice is still not available, but the manufacturer offers
alternative measures. Performed: Secure Sockets Layer (SSL) is considered as
performed because it is a commonly used authentication protocol, but the successor
protocol Transport Layer Security (TLS) is already available. Improved: TLS is
considered as improved because it is the latest authentication protocol and com-
monly used. Extensible Authentication Protocol (EAP) is used in Wi-Fi Protected
Access (WPA)2. WPA3 was already released as the successor to WPA2, but not all
devices can implement the WPA3 standard. Thus, EAP is state of the art. Also,
AES in counter with cipher block chaining message authentication code (CCM) en-
sures data authentication. It is considered as improved, because there is currently
no successor algorithm, and it is commonly used. Optimized: The use of improved
security practices is certified by an official auditor.

Security Practice: Encrypted Communication and Encrypted Data Storage
Maturity Level:

Not Performed: The security practice is not available or there is no informa-
tion. Initial: The security practice is still not available, but the manufacturer
offers alternative measures like access restrictions to protect the data. Performed:
Data Encryption Standard (DES) or blowfish encryption is considered as performed
because it is still in use, but triple DES or AES with 128 bit are more secure. Im-
proved: Symmetric AES encryption with at least 128 bit, triple DES and asym-
metric Rivest–Shamir–Adleman (RSA) encryption is improved because there is cur-
rently no successor algorithm, and it is commonly used. Optimized: The use of
improved security practices is certified by an official auditor.

Security Practice: Security Updates
Maturity Level:

Not Performed: The security practice is not available or there is no information.
Initial: The manufacturer offers alternative measures like customer support. Per-
formed: Security updates has to be installed manually by the user. Improved:
Automatic security updates make it possible to distribute new firmware quickly
without the user having to search for it. Optimized: Authentication is optimized
if automatic security updates are certified by an official auditor.

Security Practice: Water and Dust Protection
Maturity Level:

Not Performed: The security practice is not available or there is no information.
Initial: The manufacturer offers the purchase of additional hardware that protects
the IoT device. Performed: The manufacturer states that the hardware is pro-
tected from dust and water ingress. Improved: The manufacturer provides more
detailed information about the degree of protection. Optimized: Protection from
water and dust ingress is certified by an official auditor like IP Rating.
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Furthermore, some assumptions for the evaluation are made, illustrated in
Table 5.6. With these assumptions, the evaluation framework is specified by
defining rules that are not covered by the evaluation framework.

Table 5.6: Assumptions
Adress Assumption

Security Practices In case there is no information about a certain secu-
rity practice, the security practice is considered as not
performed for security reasons. Furthermore, a security
practice is considered as performed in case there is in-
formation available that the security practice is imple-
mented but no detailed information whether the security
practice is certified or state of the art.

Security Updates Regular security updates are important for the device se-
curity. If the last security update was more than one year
ago, the security practice is considered as not performed.

Availability If an IoT device is using authentication protocols like
TLS or encryption algorithms like AES, these protocols
and algorithms are assumed as available for the entire
life-cycle. The same holds any security practices that
protect the IoT device from water and dust ingress.

5.3.3 Case Study

This section provides the application of the defined procedure for an IoT security
camera as an example.

4 MP Vandal WDR Fixed Dome Network Camera The manufacturer
states on the website that the 4 MP Vandal WDR Fixed Dome Network Cam-
era [70] uses TLS certificates for authentication. It is assumed that TLS will be
used over the entire life-cycle. Since TLS is the successor to SSL and currently
state of the art, authentication is considered as improved for every life-cycle
phase. The manufacturer also states on the website that the 4 MP Vandal WDR
Fixed Dome Network Camera uses encrypted communication via Hypertext
Transfer Protocol Secure (HTTPS). Because HTTPS is used with TLS, the
security practice encrypted communication is considered as improved for every
life-cycle phase. The manufacturer also provides a specification section for the
4 MP Vandal WDR Fixed Dome Network Camera on the website. This section
states, that for example, passwords are protected. In this case, at least the
WLAN credentials are encrypted. The manufacturer also offers a manual guide
for the 4 MP Vandal WDR Fixed Dome Network Camera on the website. In
this guide, the option to use an encrypted memory card is described. The data
on the memory card remains encrypted after the user chose this option. That
means, it is generally possible to store encrypted data over the entire life-cycle.
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However, it stays unclear how the data will be encrypted. It is conceivable that
a state of the art encryption algorithm like AES is used, but it is not guaran-
teed. Due to this fact, the security practice encrypted data storage is considered
as performed for every life-cycle phase. In the manual guide, it is also recom-
mended to install the latest firmware update. The latest firmware is available
on the website. The description about firmware updates in the user manual
states that updates has to be installed manually. Thus, it must be assumed
that automatic updates are not available. Automatic security updates would
be state of the art. Manually installed security updates require a regular search
for new security updates by the user. This is not state of the art. Furthermore,
it is unclear if security updates are available after reaching the decommission
phase. Thus, the security practice security updates is considered as performed
for every life-cycle phase except the decommission phase. The manufacturer also
provides information about the physical protection of the 4 MP Vandal WDR
Fixed Dome Network Camera. It is protected against water and dust ingress,
corresponding to IP67 [36]. Since IP67 refers to a certified level of protection
and does not degrade over time, the security practice water and dust protection
for every life-cycle phase considered as optimized.

Figure 5.1 illustrates the evaluation results of the 4 MP Vandal WDR Fixed
Dome Network Camera.
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Figure 5.1: Result: 4 MP Vandal WDR Fixed Dome Network Camera

This procedure is applied to all other 59 IoT devices. The documentation of
the results is illustrated in Appendix 9.
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5.3.4 Data Analysis

Research Question (R1) The first step of the data analysis is to answer
the first research question (R1). This question is twofold. To find out, wether
INFINITE can be used to evaluate the security of IoT devices with different
application scenarios, it is useful to analyze how often each maturity level was
achieved within the device classes. Figure 5.2 illustrates these facts. The x-axis
represents the maturity levels from not performed (0) to optimized (4). The
y-axis represents the amount of devices.

Figure 5.2: Comparison of the Device Classes

It can be clearly seen that the achieved maturity levels vary within the device
classes. For example maturity level (0) was achieved by each device class with
different frequency. The class smoke detector has achieved maturity level (0)
a total of 203 times. In comparison, maturity level (0) was only achieved 169
times by the temperature sensor class and 81 times by the security cameras
class. Maturity Level (1) on the other hand was achieved 10 times by the
security camera class, 8 times by the temperature sensor class and none by the
smoke detector class. Differences between the device classes can also be seen in
all other maturity levels.

Another way illustrate differences between device classes shown in Figure 5.3.
It illustrates the average achieved maturity levels for each class. The y-axis
represents the security practices as the x-axis represents the maturity levels
from not performed (0) to optimized (4). For example, the security camera
class achieved an average maturity level of (3,55) for the security practice water
and dust protection. This is by far the best result in compare to the other
two classes. For the security practice encrypted data storage, all classes have
achieved the worst results. However, the security cameras class is still the best
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with an average maturity level of (1,05). The other two classes achieved an
average maturity level of (0.4).

For the security practices authentication and encrypted Communication,
the temperature sensor class has achieved the best results. For both security
practices an average maturity level of (2,7) was achieved. The security camera
class has achieved an average maturity level of (2,15) for the security practice
authentication. For the security practice security updates the security camera
class has achieved the worst result with an average maturity level of (1,75).
The temperature sensor class is slightly better with an average maturity level
of (1,9). The best result for was achieved by the smoke detector class with an
average maturity level of (2,06).

Figure 5.3: Average Maturity Levels For Each Device Class

These results show that INFINITE is capable of evaluating the security of
IoT devices with different application scenarios. This is due to the fact that all
IoT devices have the same security requirements despite the different applica-
tion scenarios. First, all devices send private information over the internet. This
means, security protocols are required to protect this communication. Second,
all IoT devices are operated with software. If vulnerabilities in the software be-
come known, it must be possible to update the software on each device. Third,
the protection against water and dust also applies to all devices. The sensitive
sensors of all IoT devices can be damaged by the ingress of dust or water. Thus,
the hardware of must be protected against these threats.
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If INFINITE can also be used to evaluate the security of IoT devices with
same application scenarios is the second part of (R1). To answer this ques-
tion, Figure 5.3 can be used again. The different gray colored areas represent
the standard deviation for the security practices of each IoT device class. The
standard deviations of the security camera class across all security practices is
between 0,800 and 1,268. For example, the average maturity level of 3,55 for the
security practice water and dust protection of all IoT security cameras varies in
average about 0,921. That indicates differences between the security cameras
for this certain security practice. However, same holds for the other security
practices too. Each security practice has a standard deviation around one. For
the temperature sensors, the standard deviation is between 1,208 and 1,820 and
for the smoke detectors between 1,208, and 1,631. Thus, it is also possible for
INFINITE to make a meaningful distinction for security properties between the
IoT devices within the same class.

Research Question (R2) The second research question (R2) is answered
by analyzing the information availability for each device and security practice.
Figure 5.4 illustrates the results of this analysis. The y-axis represents security
practices, as the x-axis represents information availability from 0% to 100%.

Figure 5.4: Information Availability
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Without contacting the manufacturers, the security cameras provide most
information about the implementation of security practices. In particular, in-
formation about water and dust protection is available for each security camera.
Still, 90% of the manufacturers provide information about encrypted communi-
cation and authentication of the security cameras. Information about security
updates is available for 73,8% and only 45% of the manufacturers provide in-
formation about encrypted data storage. For the other two device classes, less
information is available bout the security practices applied. However, this shows
that it is not possible to obtain all the information required by INFINITE with-
out contacting the manufacturer. The main reason for this is that it is unusual
for manufacturers to provide information about security practices that are not
implemented by their products.

So far, it is noticeable that the graphs of Figure 5.3 and Figure 5.4 are
very similar. This raises the question if the information availability is related
to the maturity level. At first glance, this assumption seems plausible, since
manufacturers prefer to provide information about what their products can do
rather than focusing customers on what they cannot do. This means, the higher
the maturity level, the more information should be available about a security
practice. However, there are some examples that contradict this assumption:

1. The smoke detectors and the temperature sensors achieved different ma-
turity levels for the security practice water and dust protection, but a
similar information availability of 35.4%.

2. For security updates, the smoke detecors achieved the lowest information
availability with 71.3%. At the same time, they achieved the highest
average maturity level of (2.06).

This means, even if the assumption seams plausible in the first place, it can
be proven that the information availability is not related to the maturity level.

Research Question (R3) To answer the third research question (R3), the
assumptions from Table 5.6 are required to ensure a fair evaluation. First,
security practices such as authentication encryption or physical protection do
not change throughout the life-cycle. This leads to a constant maturity level for
all security practices except security updates. Figure 5.5 illustrates the average
maturity levels for security updates for all device classes and every life-cycle
phase. The y-axis represents the maturity levels from not performed (0) to
optimized (4), while the x-axis represents the life-cycle phases procurement (1),
commission (2), operation (3) and decommission (4).

Security updates are available on a constant maturity level for all classes
during the life-cycle phases 1, 2 and 3. After reaching the decommission phase,
the average maturity level of all classes is decreasing rapidly. The reason for
this is that no manufacturer has provided information about whether the IoT
device will still receive security updates after reaching the decommission phase.

61



Figure 5.5: Average Maturity Levels For Security Updates

As already mentioned, this is mainly because manufacturers usually do not pro-
vide information about functions that are not (any longer) available. Only some
temperature sensors and smoke detectors offer lifetime customer support. Since
this is a lifetime security feature, it is considered an initial measure for security
updates. For this reason, the temperature sensor and smoke detector classes
achieved an average maturity level of (0.1) for the decommission phase. For
security cameras, no manufacturer provided information about initial measures.
This results in an average maturity level of (0).

Research Question (R4) The fourth research question (R4) can be an-
swered by defining a simple security policy that states that only IoT devices that
provide state of the art security practices can be used on enterprise premises.
Applying this policy to INFINITE means that an IoT device must achieve ma-
turity level (3) or higher for each security practice throughout its life-cycle. Fig-
ure 5.6 illustrates the policy fulfillment for each security practice of the device
classes. The y-axis represents the security practices, while the x-axis represents
the degree of policy fulfillment from 0% to 100%.

The best result was achieved by the security cameras. 80% achieved maturity
level (3) or higher for water and dust protection. On the other hand, 30% of
the temperature sensors and only 20% of the smoke detectors achieved maturity
level (3) or higher for this security practice. The security cameras also achieved
the best result for security updates. 63,7%, achieved at least maturity level (3).
52% of the temperature sensors and only 30% of the smoke detectors still met
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Figure 5.6: Policy Fulfillment

the specified policy. The worst results were achieved for encrypted data storage
by all three device classes, but the security camera are still the best with 20%.
The temperature sensors, as well as the smoke detectors, only reached 10%.

Furthermore, 75% of the security cameras and temperature sensors meet
the security policy for encrypted communication. With only 70%, the smoke
detectors achieve the worst result for this security practice. For authentication,
70% of the temperature sensors met the security policy. This is 5% more than
the smoke detectors and 30% more than the security cameras.

Research Question (R5) A clustering algorithm was used to answer the
final research question (R5). In particular, it is interesting whether INFINITE’s
evaluation results reveal different implementations of security practices over the
life-cycle. For this purpose, four clusters (C0...C3) are determined with the
elbow method. The k-means clustering algorithm implemented in Weka was
used, because this algorithm strives to identify groups with a small in-group
variance. K-means needs the number of clusters to be identified. Thus, the
elbow method was used. In particular, it was tested at which number of clusters
the sum of the squared errors in the cluster assignment shows a ”knee”. As
Figure 5.7 shows, there is a well-identifiable cut-off point at four clusters in the
decrease of the error measure.
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Figure 5.7: Elbow Method

Since there is a sort order between the maturity level from (0) to (4), the
maturity levels are considered as numeric data. Table 5.7 shows the respective
cluster assignment for four clusters C0· · ·C3.

• C0 represents the largest cluster, with a total of 23 IoT devices from all
classes. Besides one security camera, all devices in this class are smoke de-
tectors or temperature sensors. This cluster includes devices, that mostly
implemented the security practices authentication, encrypted communica-
tion and security updates on a maturity level performed or improved. The
security practices water and dust protection and encrypted data storage
are not implemented at all. Due to these facts, IoT devices in C0 might be
suitable for indoor environments without further security requirements.

• C1 represents the second-largest cluster, with a total of 16 IoT devices,
and approximately half of them are security cameras. In contrast to C0,
the IoT devices in this cluster have also implemented the security prac-
tice water and dust protection on maturity level improved or optimized.
Therefore, devices of C1 are more suitable for an outdoor usage. However,
due to the fact that the security practice encrypted data storage is also
not implemented or initial, the IoT devices should only be used in case
there are no further security requirements.

• C2 represents the second smalles cluster, with a total of 12 IoT devices.
The security practice encrypted data storage is added on maturity level
improved. Two thirds of the IoT devices of this cluster are IoT security
cameras. The IoT devices of cluster C2 have the highest security require-
ments compared to all other clusters. That means, these IoT devices can
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be used if certain security requirements have to be met for use.

• C3 represents the smalles cluster, with a total of 9 IoT devices. These
devices rely on security updates level performed and weak water and dust
protection initial and below. The majority of the devices in C3 are smoke
detectors and temperature sensors. Table 5.7 illustrates the four clusters
and the number of IoT devices per cluster.

As already observed, next to none of the devices in all clusters considers
that sensitive data might be stored on a device after decommission, e.g., WLAN
credentials, usernames, passwords or Closed-Circuit Television (CCTV) footage.
To protect these data, security updates are still required after reaching the
decommission phase.

Table 5.7: Cluster Assignment

Cluster Full Data C0 C1 C2 C3

Number of data sets 60 23 16 12 9

Security Practice / Phase

Authentication Procurement 2,4 2,7 2,8 2,9 0,0

Authentication Installation 2,4 2,7 2,8 2,9 0,0

Authentication Operation 2,4 2,7 2,8 2,9 0,0

Authentication Decommission 2,4 2,7 2,8 2,9 0,0

Encrypted Comm. Procurement 2,6 3,0 3,1 3,1 0,0

Encrypted Comm. Installation 2,6 3,0 3,1 3,1 0,0

Encrypted Comm. Operation 2,6 3,0 3,1 3,1 0,0

Encrypted Comm. Decommission 2,6 3,0 3,1 3,1 0,0

Enc. Data Storage Procurement 0,6 0,0 0,1 3,0 0,0

Enc. Data Storage Installation 0,6 0,0 0,1 3,0 0,0

Enc. Data Storage Operation 0,6 0,0 0,1 3,0 0,0

Enc. Data Storage Decommission 0,6 0,0 0,1 3,0 0,0

Security Updates Procurement 2,5 2,6 2,5 2,8 2,1

Security Updates Installation 2,5 2,6 2,5 2,8 2,1

Security Updates Operation 2,5 2,6 2,5 2,8 2,1

Security Updates Decommission 0,1 0,0 0,0 0,1 0,2

Water and Dust P. Procurement 1,9 0,0 3,8 3,8 0,9

Water and Dust P. Installation 1,9 0,0 3,8 3,8 0,9

Water and Dust P. Operation 1,9 0,0 3,8 3,8 0,9

Water and Dust P. Decommission 1,9 0,0 3,8 3,8 0,9

Security Camera 20 1 9 8 2

Smoke Detector 20 11 3 2 4

Temperature Sensor 20 11 4 2 3
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5.4 Discussion Chapter 5

Information Gap It is an important information for the management, how
long a certain security practice is available for a device. However, without the
manufacturer’s cooperation, this information is hard to obtain. This is because
IoT devices are rarely specified throughout their life-cycle. Instead, data sheets
and websites usually refer to the time of purchase. In addition, manufacturers
want to maximize their profits. This means that it would not be a good strategy
for the manufacturer to offer devices where they focus on security features that
the device does not have. Therefore, manufacturers usually do not disclose if a
device does not use encrypted communication or authentication, for example.
This creates an information gap that can be addressed in several ways. First,
the manufacturer could be contacted to ask for missing security information. If
the manufacturer does not respond to this request with the desired information,
this would be very dishonest and the purchase should not be completed. A
second option would be to do a web search for independent security reports or
other third party information. A third option would be to order custom IoT
devices where guaranteed security practices are part of a contract.

This means that while it may be difficult to obtain all the necessary infor-
mation, it is possible to use INFINITE to derive such a specification based on
the enterprise’s security policies.

Policy Fulfillment In some cases, the manufacturer could provide informa-
tion about the absence of a certain security practice. In this case, the manage-
ment is aware of the fact, that the security practice is not implemented, the
security policy is not met and the device should not be purchased. However, as
already mentioned, it is also possible, the manufacturer does not provide this
information. In this case, it is still not guaranteed that the security policy is
not met. The manufacturers should be contacted. If it is confirmed that the
security practice is available for a certain degree, the use of the IoT device can
be allowed. However, every enterprise defines its individual security policy. So
that INFINITE can be used for identifying IoT devices that comply with other
organization’s security policy, it must be defined in a way that it can be assigned
to a certain maturity level.

Adding Security Practices A more complex security policy might require
a more detailed security evaluation. In this case, INFINITE can be extended to
include additional security practices. The more security practices are added, the
more specialized and accurate the INFINITE evaluation is. On the other hand,
as the number of security practices considered increases, the number of different
devices to be evaluated decreases, as only a few devices meet this large number
of security requirements. This shows that adding as many security practices as
possible to INFINITE is not the best strategy when it is not necessary. It is
always a trade-off between a precise evaluation for a few different devices with
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many security practices and a general evaluation for many different devices with
fewer security practices.

IoT Device Properties Before using INFINITE, it is necessary to identify
the needed security properties of the IoT devices. For example, if one IoT
device only has an IP54 rating and another one provided the more secure IP68
rating, INFINITE evaluate both equally. This is because both, IP54 and IP68
are certified and state of the art security practices. However, if an IoT device
is needed that could be submerged underwater, an IP54 rating would not be
sufficient although both devices were rated equally. For this purpose, INFINITE
can be used to check, whether a security practice is performed and state of the
art, but not to identify which state of the art security practices is more secure.
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Chapter 6

A Basic IoT Hardware
Security Framework

In the previous Chapter 5, INFINITE was introduced as a security approach
that helps enterprises to identify IoT devices on the market that meet specific
security requirements. This means, INFINITE is a framework that is applied
before the purchase. After the purchase, the device is exposed to various threats
during operation [165, 72]. As already mentioned in Section 1, there are numer-
ous official standards, such as from BSI, ISO, or ENISA, that ensure a secure
operation but there is no uniform process for securing the hardware. However,
this should be a central part of securing IoT devices, as it is the basis of all
devices [141]. Therefore, this chapter introduces a basic IoT hardware security
framework that can be implemented into existing security concepts. To achieve
this goal, three official IoT security standards are compared to identify impor-
tant hardware threats. After that, a risk identification for four different IoT
devices is carried out to find out if the mentioned hardware threats really apply
to different application scenarios. Based on the results, the basic IoT hard-
ware security framework is derived. The research has shown that the hardware
threats mentioned in the official IoT security standards are from great impor-
tance. Because they apply to a wide range of different application scenarios,
they are implemented in the basic IoT hardware security framework.

6.1 Hardware Security Standards for IoT

This section introduces three well-known IoT security standards and compares
which hardware threats are mentioned. In this way, particularly important
threats are identified. The security of IoT devices should start with the security
of the hardware because it is the basis of any device [141]. There are already nu-
merous publications, describing hardware threats and suitable security practices
for IoT devices [141, 103, 5, 29, 95]. Also official security standards have been
developed and published to ensure a secure usage of IoT devices and all their
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data, as well as the entire system on which they are operated. Each standard
considers hardware security differently.

BSI Elementary Threats for IoT Devices Within the BSI Standard 200-
3 [45], a total of 47 elementary threats are described. They contain general
risks that affect different parts of an IT system. Furthermore, these threats are
product and technology-neutral and also independent of the application scenario
of the IT system. Since not every element of the information domain is affected
by all elementary threats, each module of the IT-Grundschutz Compendium [49]
contains a list of all elementary threats, that are relevant for the certain element
of the information domain. For example, Table 6.1 illustrates the appendix of
the module ”SYS.4.4 General IoT Devices”. It contains 20 of the 47 elementary
threats. This means, IoT devices are affected by 20 elementary threats.

Table 6.1: IoT Elementary Threats
BSI Elementary Threats For IoT Devices
G 0.2 Bad Environmental Conditions
G 0.4 Pollution, Dust, Corrosion
G 0.8 Disruption of Power Supply
G 0.9 Failure or Disruption of Communication...
G 0.14 Interception of Information / Espionage
G 0.16 Theft of Devices, Storage Media and...
G 0.18 Poor Planning or Lack of Adaptation
G 0.19 Disclosure of Sensitive Information
G 0.20 Information or Products from an...
G 0.21 Manipulation with Hardware
G 0.23 Access to IT Systems
G 0.24 Destruction of Devices or Storage Media
G 0.25 Failure of Devices or Systems
G 0.26 Malfunction of Devices or Systems
G 0.28 Software Vulnerabilities or Errors
G 0.29 Violation of Laws or Regulations
G 0.30 Unauthorised Use or Administration of...
G 0.38 Misuse of Personal Information
G 0.39 Malware
G 0.40 Denial of Service

This list of threats is completely unsorted and it considers different security
aspects for IoT devices, such as software, hardware or secure planning and usage.
Thus, the user has to identify all threats that potentially address the hardware
of an IoT device in a first step.
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NIST Drafts for IoT Security The BSI is not the only security authority
that considers IoT security. In 2020, the NIST published several drafts for
IoT security [115, 114, 116, 112, 118]. These drafts cover a wide area of IoT
security. For example, they consider important aspects about the acquisition
and implementation of IoT devices in enterprises. They also provide a guideline
for a secure planning and use of IoT devices. Also data security for the IoT
device and the entire network plays an important role within these drafts. Unlike
the BSI, Table 6.2 illustrates, that the NIST does not use elementary threats.
However, similar hardware threats are mentioned.

Table 6.2: NIST IoT Hardware Threats
NIST Hardware Threats For IoT Devices
Physical Damage
Unauthorized Access
Hardware Manipulation

According to the NIST, physical damage includes malicious acts like vandal-
ism on the one hand, but also force majeure events like high or low temperatures
and humidity on the other hand [115]. High temperatures also include damage
caused by a fire. This specification can be mapped to the elementary threats of
the BSI. Force majeure events are similar to G 0.2 Bad Environmental Condi-
tions and vandalism can be mapped to G 0.24 Destruction of Devices or Storage
Media. Unauthorized Access considers the restriction of network and local inter-
faces [114]. This means, to prevent unauthorized access to an IoT device or the
entire network, the IoT device must be able to deactivate open communication
interfaces like USB ports for example. This specification can be mapped to the
elementary threat G 0.23. Hardware manipulation is addressed by mentioning
the use of unique physical identifiers [114]. Even there is no precise definition of
what is meant by unique physical identifier, the central aim of these approaches
is to force a unique behavior of the device. In this way, any kind of physical
manipulation would lead to a change of this unique behavior. With a strict
monitoring policy, manipulations can be detected immediately. This is similar
to the BSI elementary threat G 0.21 Manipulation of Hardware. The hardware
threats are mentioned in different sections of the drafts but currently, a separate
section or a standard process for hardware security does not exist.

ENISA Baseline Security Recommendations for IoT The ENISA [41]
is another important security authority that published a standard for IoT secu-
rity. This stantard is called the Baseline Security Recommendations for IoT. It
is addressing IoT security challenges and provides general security recommen-
dations when using IoT devices. In compare to the BSI and the NIST, this
standard also includes its own hardware security section. Table 6.3 illustrates
the different hardware threats.
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Table 6.3: ENISA IoT Hardware Threats
ENISA Hardware Threats For IoT Devices
Elemental Threats
Environmental Threats
Physical Damage
Hardware Manipulation
Power Loss
Data Interception

As already seen with the NIST threats, the ENISA hardware threats can
also be mapped with the BSI elementary threats. First of all, ENISA defines
that physical damage is only caused by vandalism. This can be mapped with G
0.24 Destruction of Devices or Storage Media. Damage through water or fire is
considered as an elemental threat, but does not include damage due to high or
low temperatures. Temperature damage is covered by environmental threats.
This is similar to G 0.2 Bad Environmental Conditions. Furthermore, ENISA
classifies interception of data not only as a physical threat. There are different
types of data interception like the interception of data in transmission or at rest.
This is similar to G 0.14 Interception of Information / Espionage. ENISA also
includes interception of electromagnetic radiation emitted by hardware. The
use of hardware that provides security features, such as special security chips
to detect physical tampering, is also recommended. Disruption of the power
supply is another mentioned hardware threat.
ENISA has introduced a dedicated section for hardware security. However, there
is still no standard procedure for hardware security.

It can be clearly seen that the mentioned hardware threats are very similar in
the three security standards. Sometimes the threats are categorized differently.
For example, the NIST considers fire as physical damage. For ENISA, on the
other hand, it is an elementary threat. However, all three standards consider fire.
Furthermore, the ENISA does also consider hardware threats for IoT devices
that are not considered by the BSI. For example, the interception of data in
transmission/at rest or power loss are no IoT hardware threats according to the
BSI. However, these threats are nevertheless listed as the elementary threats G
0.8 Disruption of Power Supply and G 0.12 Electromagnetic Interference.

Since the hardware threats are so similar in the mentioned standards, the
47 BSI elementary threats are used as a basis for the risk identification. As
mentioned earlier in this section, the elementary threats are also product- and
technology-neutral and compatible with other international catalogs and stan-
dards. This makes them perfect candidates for the risk identification.

71



6.2 Risk Identification

The risk identification is a fundamental step for further risk management activ-
ities. Official security agencies such as NIST [109] defines a risk management
process that starts with a risk identification. ENISA begins the risk analysis
process by looking at security incidents that have come to light in recent years.
A threat taxonomy is also illustrated [41]. The BSI defines risk identification as
the first step of a risk analysis, as already shown in Section 3.1.2. The aim is
to identify additional threats in a brainstorming session with different experts.
However, identifying additional threats is not the focus of this section. The
aim is to identify hardware threats for IoT devices based on the already known
elementary threats from the BSI. Therefore, the risk identification applied in
this section is not based on brainstorming, but the steps are briefly explained.

The first step involves selecting the four IoT devices. In addition, all hard-
ware components are listed. This is an important step because the hardware
components will be needed later to determine which hardware threat affects
which IoT device. The second step is to analyze the 47 elementary threats. The
goal is to select those threats that potentially affect the hardware of an IoT
device. This step is necessary, as the elementary threats cover different security
aspects and do not only affect the hardware. The next step is to systematically
analyze for each IoT device which hardware components are affected by the
potential hardware threats. Finally, the results are analyzed and generalized.

6.2.1 IoT Device Selection

Four IoT devices that are commonly used are selected for the risk identification.
An IoT Security Camera [131], an IoT Smoke Detector [160], an IoT Soil Tem-
perature Sensor [142] and an IoT Power Outlet [6]. The application scenarios of
the selected IoT devices should be as diverse as possible to be able to determine
if the selected IoT hardware threats from the BSI really apply to a wide range of
different application scenarios. Table 6.4 summarizes the hardware components
of each IoT device.

6.2.2 Potential IoT Hardware Threats

The elementary threats defined by the BSI include numerous potential threats
to an entire enterprise, also including hardware threats. However, not all of
them are considered in this dissertation, as some represent extreme scenarios
against which there is hardly any possibility of protection. Table 6.5 summarizes
the hardware threats considered.

In general, natural events that do not automatically assume catastrophic
proportions are taken into account. This includes damage caused by G 0.1 fire,
which can be caused by a short circuit, for example. It also includes damage
caused by high or low temperatures, because most IoT devices have an operat-
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Table 6.4: IoT Devices and Hardware Components
Security Camera Smoke Detector

Cables, Camera, Case,
Infrared LED’s, Micro SD

socket, Microphone,
Motherboard, Processor,

Sensors

Battery, Case, LED,
Motherboard, Processor,
Reset Button, Sensors,

Speaker

Soil Temp. Sensor Power Outlet

Antenna, Battery, Case,
Motherboard, processor,

Sensors

Case, Motherboard,
Processor, Sensors,
Socket Connector

ing temperature range. This threat is considered in G 0.2 Poor environmental
conditions. G 0.3 Water is also considered, as water damage can be caused by
simple rain. Excessive pollution is another threat. If the hardware of the IoT
device is not completely sealed, dust and soil can enter and damage hardware
components. This threat is considered in G 0.4 Pollution, dust, corrosion.

Sudden power outages can be triggered at any time by severe weather and
storms. This can lead to business interruptions or damage to the IoT devices.
Therefore, G 0.8 Disruption of Power Supply is also considered.

Furthermore, the BSI points out that all electronic devices are exposed to
electromagnetic radiation. Especially wireless communication like WI-FI can be
affected. Since IoT devices are electronic devices for wireless communication,
”G 0.12 Electromagnetic interference” is considered.

Attackers often use electromagnetic radiation to intercept data. The BSI
considers this threat to be the elementary threat G 0.13 Interception of radi-
ation. However, IoT devices are not associated with this threat. ENISA, on
the other hand, points out that all threats that intentionally or unintentionally
expose data must be taken into account. Due to this fact, G 0.13 Interception
of radiation is also considered.

G 0.21 Hardware tampering is any intentional change to the original hard-
ware that results in an unnoticed change in behavior. Since the production of
an IoT device cannot be monitored, it is always uncertain what a manufacturer
does before delivering the device to the customer. Therefore, hardware tamper-
ing cannot be ruled out and G 0.21 is also considered.
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With G 0.23 Unauthorized Entry, the BSI considers physical access via unpro-
tected communication interfaces like USB ports [5]. Because many IoT devices
have such open communication interfaces, G 0.23 is also considered.

In the case of deliberate damage to IoT devices, the BSI distinguishes be-
tween G 0.41 Sabotage and G 0.24 Destruction. For both elementary threats,
the focus is on damaging IT systems. Destruction means the intentional attack
on the device by impact. Sabotage represents manipulation of the environment.
The goal of this manipulation is also to damage the IT system. For example, it
is conceivable to close the ventilation slots of a server. The heat that builds up
as a result ultimately leads to damage to the server. Since both threats pursue
the same goal, they are combined and considered in G 0.24 Destruction.

Table 6.5: Potential IoT Hardware Threats
Potential IoT Hardware Threat
G 0.1 Fire
G 0.2 Bad Environmental Conditions
G 0.3 Water
G 0.4 Soiling, Dust, Corrosion
G 0.8 Disruption of Power Supply
G 0.12 Electromagnetic Interference
G 0.13 Interception of Radiation
G 0.21 Manipulation of Hardware
G 0.23 Unauthorized Entry
G 0.24 Destruction

The BSI also considers other elementary threats that potentially affect the
hardware of an IoT device. For example, G 0.5 Natural Catastrophes, G 0.6
Catastrophes in the Environment and G 0.34 Attack. These threats are not
considered. They do affect the entire hardware but in most cases, there is no
possibility to protect an IoT device against such incidents. This could also
be considered as G 0.14 espionage, but this security practice also includes non
hardware aspects like the interception of data traffic. Due to this fact, G 0.14
espionage is not considered. G 0.16 Theft of Devices is also not considered,
because the hardware is not necessarily affected by a theft.

6.2.3 Analysis

In this step, for each potential hardware threat, it is systematically analyzed
whether it affects a specific hardware component. Furthermore, for each of the
four devices, it is checked whether it has the affected hardware component.
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G 0.1 Fire It is not possible to assign a fire to a specific hardware compo-
nent. Furthermore, a fire could result in damage to all hardware components of
an IoT device. Therefore, all four devices are considered to be affected.

G 02.Bad Environmental Conditions All four devices have a clearly
defined minimum and maximum operating temperature. If these limits are
exceeded or undershot, this can lead to damage to the entire hardware. For
example, the manufacturer of the security camera states that it can be operated
between -10 and +55 degrees. The operating temperature range of the smoke
detector and the power outlet is between 0 and 40 degrees. The soil temperature
sensor has the widest operating temperature range of -40 to 80 degrees. The
manufacturers state that the devices can be damaged or even destroyed outside
the specified operating temperature. Therefore, all four devices are considered
affected by G 0.2 Bad Environmental Conditions.

G 03. Water Intrusion of water would not affect non-electric hardware
components. For example, all four devices have a plastic case. This case can be
wet, but it would not be damaged by water intrusion. The damage would only
be caused to electronic components. Since all four devices have electronic com-
ponents such as sensors or processors, all devices are considered to be affected.

G 0.4 Soiling, Dust, Corrosion This threat is similar to G 0.3, because
it only affects electronic components. Hardware components like the plastic
case or buttons remain untouched. For example, components like the sensors
of all four devices could be disturbed by too much dirt or the processor could
overheat. Rust on the electronic components can also occur if moisture has
penetrated the device. Since all four devices have electronic components, all
four devices are considered affected.

G 0.8 Disruption of Power Supply Only the security camera and the
power outlet have a power connection. This means that these devices have no
batteries and are thus dependent on external power sources. In case of an inter-
ruption in the power supply, both devices will no longer be supplied with power
and be switched off immediately. Due to this fact, both devices are considered
to be affected. The smoke detector and the temperature sensor on the other
side are battery powered. This means, these devices do not rely on external
power sources for power supply. Therefore, they are not affected by this threat.

G 0.12 Electromagnetic Interference As mentioned earlier in this chap-
ter, all electronic devices can be disturbed by electromagnetic interferences. In
particular, this means, every electronic hardware component is affected. Since
each of the four devices has electronic components, all four devices are consid-
ered to be affected.
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G 0.13 Interception of Radiation Regardless of the manufacturer or the
purpose, all electronic components of a device emit radiation. This means that
every electronic hardware component of each of the four IoT devices is affected.

G 0.21 Manipulation of Hardware Manipulation of hardware is also
one of the threats, that cannot be assigned to a specific hardware component.
For example, non-electronic components like the plastic case of all four devices
could be manipulated in such a way that water can intrude and damage the
device. On the other hand, electronic components like sensors could also be
manipulated so that they transmit incorrect data. Due to this fact, all hard-
ware components of each device are considered to be affected.

G 0.23 Unauthorized Entry The only device that has an open commu-
nication interface is the security camera. An attacker could gain unauthorized
access to the security camera via the SD card socket. In this way, the attacker
might be able to intercept network traffic or manipulate the entire network.
Due to this fact, the security camera is considered to be affected. The other
three devices do not have open communication interfaces. Therefore, they are
not considered to be affected.

G 0.24 Destruction It is always possible for an attacker to intentionally
destroy an IoT device. The damage cannot be assigned to a specific hardware
component. In this way, all hardware components of each of the four devices
could be affected.

Figure 6.1 summarizes the results of the analysis. It is important to notice,
that each of the four devices is affected by at least one threat. Since the security
camera is the only device that has an open communication interface, it is also the
only device affected by G 0.23. Two devices are affected by G 0.8. The security
camera and the power outlet. This is because both devices are connected to the
building’s electricity. All other threats are affecting each of the four devices.
These results confirm that the threats mentioned in the official IoT security
standards apply to different application scenarios. In the next step, the results
are generalized to be able to use them as a basis for the basic hardware security
framework.

Generalization An interesting fact is that a hardware threat can only affect
an IoT device if it has the affected hardware component. Once a device does
not have the affected hardware component, the device is not affected by the
threat. Threat G 0.23 illustrates this statement. Only IoT devices that have
an open communication interface such as USB ports are affected by this threat.
Figure 6.2 summarizes which hardware components are affected by which po-
tential IoT hardware threat.
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Figure 6.1: IoT Device Threats

It can be seen that G 0.1, G 0.2, G 0.21 and G 0.24 are affecting every
hardware component. In particular, this means that as soon as a device exists,
all components are affected by these threats. Threats like G 0.3, G 0.4, G 0.12
and G 0.13 are generally affecting all electronic components. Because every IoT
device does have electronic components, all IoT devices are affected. G 0.8 is af-
fecting all devices with power connections to the building’s electricity. This also
means that battery operated devices are generally not affected by this threat.
Finally, G 0.23 is affecting all IoT devices with open communication interfaces.
As soon as an IoT device does not have open communication interfaces, G 0.23
is not affecting such devices.

6.3 Framework Definition

Numerous threats to the hardware of IoT devices are cited in the literature. Of-
ficial authorities such as BSI, NIST or ENISA address similar hardware threats.
This suggests that these named hardware threats are of great importance. With
the risk identification, the importance could be confirmed. This means, these
threats must either be considered for all IoT devices or at least for a large num-
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Figure 6.2: Affected Hardware Components

ber of different application scenarios. Therefore, the next step is to define a basic
IoT hardware security framework for the mentioned hardware threats. A total
of four hardware threats (G 0.1, G 0.2, G 0.21 and G 0.24) apply to all hardware
components of each of the four IoT devices. Because they are also mentioned
in the official IoT security standards, they should be considered when securing
each IoT device. The same holds for the four hardware threats (G 0.3, G 0.4, G
0.12 and G 0.13). They affect all electronic hardware components of each of the
four IoT devices. Since every IoT device is built with electronic components,
they should also definitely be considered for each IoT device. Finally, there are
also two hardware threats that only occur, in case the IoT device has a certain
hardware component. G 0.8 is only affecting devices with a power connection.
G 0.23 requires open communication interfaces like USB ports or SD card slots.
In the framework, it is checked, if the IoT device have these components. If
the device not have the hardware components, G 0.8 and G 0.23 not have to be
considered. This process is illustrated by the following pseudocode.
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for EACH IoT-Device x do
SECURE G 0.1, G 0.2, G 0.3
G 0.4, G 0.12, G 0.13, G 0.21, G 0.24 ON x
if x has power connection then

SECURE G 0.8 ON x
end if
if x has open communication interface then

SECURE G 0.23 ON x
end if

end for

x is representing a certain IoT device which goes through the framework.
SECURE indicates a function. If SECURE is ON, the hardware threat is af-
fecting the IoT device and security practices has to be considered for a certain
hardware threat like G 0.8 for example. Otherwise, the hardware threat is not
affecting the device and it does not have to be considered.

6.4 Discussion Chapter 6

The comprehensive threat review of this chapter reveals the similarity of the
mentioned hardware threats in official security standards of the BSI, NIST and
ENISA. With a risk identification, the importance of the mentioned hardware
threats could be confirmed. The most of these threats apply to wide range of
different application scenarios of IoT devices. Since there is currently no uniform
process available, that includes the mentioned hardware threats to protect IoT
devices, it is meaningful to define a basic IoT hardware security framework.
This framework serves as a basic security tool for IoT hardware. This means,
further security safeguards are necessary to completely protect IoT devices.
In particular, additional threats must be identified for each IoT device. The
introduced framework can be included into other security activities or standards,
like the BSI standard 200-3 [45]. This standard defines several steps for a
risk analysis to identify additional threats and appropriate security practices
according to specific application scenarios and security requirements. The basic
IoT hardware security framework could be implemented before the risk analysis.
In this way it can be embedded into existing security concepts.
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Chapter 7

FANE: A Firewall
Appliance for Smart Homes

The security approaches presented so far in this dissertation are expanding
official security frameworks to include necessary threats and complementary
safeguards to enhance the security of cloud applications in enterprises. To im-
plement these frameworks, security experts are required. However, such ap-
proaches cannot be used in the private sector because private users cannot be
assumed to have expert knowledge. As mentioned in Section 1, the IoT is a
cloud application that is also very popular in the private sector. To ensure a
secure use of IoT devices in a private network, this chapter takes a different ap-
proach to a security concept. In particular, this chapter contains a prototypical
approach to integrate a firewall into a smart home installation that can detect
and deter attacks. This is challenging, since the firewall must be compliant
with the typical modes of use of a smart home, and a consumer can also not be
expected to evaluate firewall rules or identify false alarms. On the other hand,
the use of IoT devices differs from general-purpose devices such as smartphones
and desktop computers. This might allow for pre-configuration to some extent.
In particular, the following contributions are made:

1. The life-cycle of a classical firewall is systematically compared with the
life-cycle of IoT devices in a smart home installation.

2. A Firewall AppliaNcE (FANE) on a Wi-Fi bridge in smart home installa-
tions is purposed.

3. A proof-of-concept implementation of FANE based on a Raspberry Pi is
described and evaluated with three different IoT devices.

The result of the implementation is showing that it is possible to develop
a generic IT security concept for IoT devices in a smart home installation by
making few realistic assumptions. For example, the IoT network segment is only
used by single-purpose IoT devices, which do not fundamentally change their
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communication profiles. This security concept is implemented in FANE. The
evaluation indicates that FANE can secure the IoT network segment without
requiring the user to possess security expertise.

7.1 Smart Home Security and Firewall Basics

This section provides a brief introduction to the security challenges for the smart
home and related work on firewalls. In particular, the current state of the art of
firewalls and the life-cycle of a traditional firewall are described. Furthermore,
well-known approaches to generate firewall rules automatically are introduced.

7.1.1 Security Challenges for Smart Homes

With the IoT, traditional physical devices are equipped with information tech-
nology in order to provide new functions and connect them to other devices
directly or via the Internet [53]. It also includes a wide range of appliances,
from connected cars over smart buildings to connected machinery in an Indus-
try 4.0 environment. The concept of a smart home narrows this spectrum to
devices that allow users to control, monitor or access domestic objects from ev-
erywhere [84]. To evaluate the security properties of smart home installations, it
is important to consider the basic security challenges that arise when installing
IoT devices. One study lists six major security issues [133]:

Identity and Authentication: IoT networks can consist of thousand of
devices. To ensure trustable services between those devices, it is important to
establish reliable techniques for identification and authentication.

Access Control: To create new services it is necessary to aggregate data
from different providers. This is challenging, because in typical IoT scenarios
each provider has its own access control policy.

Protocol and Network Security: If IoT devices communicate with each
other in a distributed network architecture, also distributed schemes for key
management are required.

Privacy: In a typical smart home scenario, the users share sensitive in-
formation like health data with their devices to receive meaningful responses.
Therefore, privacy is very important from a user’s perspective.

Trust and Governance: In IoT architectures there are two dimensions of
trust. The first dimension is between users and their IoT devices. The other
dimension is between the IoT devices. Device A needs to trust the accuracy and
integrity of the data produced by device B. Data governance goes in the same
direction, in a sense of data and access governance.

Fault Tolerance: It is required to implement fault tolerance mechanisms
in order to react to faulty or tampered devices.

The importance of the challenges is also mentioned in other studies [73, 4, 89].
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Due to countless data scandals [155, 75], privacy is the most important aspect
of security from a user’s perspective. Data management is designed to ensure
that IoT devices generate data, but can only forward it to external entities that
are needed for the service. In addition, access to the required data must be
restricted by access control policies. This presents a particular challenge as IoT
devices interact with multiple devices that can mutually authenticate each other
to create cross-system and cross-device services. Each device must be uniquely
identifiable by its own access control policy.

In 2010 Rolf H. Weber published a paper where a needed legal framework is
marked out [158]. It focuses on privacy and data protection and the principle
that privacy and security should not be seen as opposites, rather than principles
affecting each other. However, key aspects are measures ensuring architecture’s
resilience to attacks, data authentication, access control, and client privacy,
which are known, and common challenges already covered within this section.
A legal framework is not relevant in this chapter, but it has to be considered
regarding related work.

All in all, there have been extensive recent studies on IoT security and
promising approaches to new IoT-specific challenges, but traditional challenges
such as software security remain and need to be considered. The prototype
implemented in this chapter aims to propose a proof-of-concept to address chal-
lenges in protocol and network security and access control by regulating network
traffic with traditional solutions.

7.1.2 Firewalls State of the Art

For a brief overview of firewall systems, some information is required from the
literature about IP-based communication or the structure of IP packets.

Several important Internet protocols are used to ensure stable and secure
communication, but no protocol is as important as the Internet protocol itself,
as well as other protocols that complete the entire communication chain. Knowl-
edge of network protocols is required to understand communication and thus
regulate communication through firewall systems. In addition, the structure
of data packets varies depending on the protocol used. However, regardless of
the protocols, all packets have a header that consists of source and destination
address, as well as used protocols and other protocol-specific information [16].

Understanding and classifying network protocols also requires knowledge of
the OSI layer model [3]. This model is fundamental for illustrating the protocols
relevant to this chapter and how they function within communications between
devices. Three layers of the OSI layer model are relevant to this chapter.

The first relevant layer is layer two. It is also called data link layer, on
which network elements provide links between two directly connected nodes.
Errors that may arise on the physical layer are detected, but most importantly,
protocols are defined to establish and terminate connections. The family of
standards regarding this layer and the physical layer is known as Ethernet.
The Data Link Layer is divided into sublayers Medium Access Control (MAC),
which is responsible for controlling access and permission to transmit data in a
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network, and Logical Link Control (LLC), which is responsible for encapsulation
of network layer protocols.

The second layer needed for the prototype firewall is the network layer. This
layer provides functional and procedural options to transfer data. Consequently,
routing of data packets takes place on this layer by using among other functions
mainly IP addresses. Static packet filtering, as a basic function of firewalls, only
checks the header of an IP packet operating at layer three and accepts or drops
that particular packet according to the filtering policy. However, stateful firewall
systems that know the established connections and the associated packets are
state-of-the-art. Stateful firewalls are made possible by the development of
dynamic packet inspection, which goes beyond the third layer. Stateful firewall
systems operate on layer four called transport layer which keeps track of the
state of network connections (e.g. established or closed) and also used ports or
protocols like the TCP, UDP, or the Internet Control Message Protocol (ICMP).

Developing the thought of dynamic packet inspection even further, deep
packet inspection was developed to create application-aware firewall systems
also called ”next generation firewalls”. These firewalls are able to inspect pack-
ets deeply and to regulate even application based services up to layer seven.
The time to examine packets of those depths is resource and time-consuming,
but with further developments and faster chips more compute performance is
available, making these innovative features possible.

In general, all firewall systems work the same way at their core. They are
software components that regulate network access and traffic via a set of rules.
Packets, connections or applications are either accepted or rejected depending
on the policy in charge. A rule set is, in most cases, a list of policies. For each
packet, connection, or application, the firewall goes through all the rules in the
rule set, line by line, from top to bottom. If a policy matches an attribute of
the examined packet, a specific action is taken.

There are also two different categories of firewall systems for two different
target groups. Personal firewalls are more common firewall systems for con-
sumers or users of client based desktop systems. These firewall systems are
usually implemented within operating systems of every computer. Other fire-
wall systems are separate network firewalls, usually operated within data centers
or in enterprise provider networks. These systems are usually built in its own
hardware with the sole purpose of regulating network traffic. These enterprise
level firewall systems are placed at the entry of a network as a central network
element regulating traffic. In addition to regulating data traffic through poli-
cies, modern firewall systems offer other protection mechanisms. To counter
attacks and intrusions more proactively, an Intrusion Prevention System (IPS)
and Intrusion Detection System (IDS) are created [139]. Both systems provide
network security, but are different in the way they work and work independently.
IPS’s work in form of a passive instance scanning traffic and reports potential
threads to network administrators. On the other hand, IDS’s are placed in the
communication path between source and destination of the connection, actively
analyzing traffic. IDS’s are also able to take automated decisions like dropping
packets or blocking whole connections. Chapter 8 deals with IDS.
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Finally, in literature also different firewall generations are distinguished [120].
1st generation firewalls are known as packet filters, which operates on the trans-
port layer. The filtering is based on source and destination IP addresses, ports
and protocols. 2nd generation firewalls are also operating on the transport layer,
and they are known as stateful packet inspection. State tables are used to keep
track of the network traffic, and filtering is based on state and context of pack-
ets. 3rd generation firewalls are operating on the application level and require
different proxies for each service. The proxy acts as a middleman between source
and destination to reestablish a new session. Current firewall technologies are
called next generation firewalls. They are looking deep into packets and com-
bine traditional firewall technologies with network filtering capabilities on the
application level [149]. However, all these generations have in common that an
IT securit expert is required to define rules or check them for correctness, which
motivates the new approach.

7.1.3 Firewall Life-Cycle

Official authorities such as the BSI [44], ISO [30] or Axelos [121] define various
security standards. In these standards, traditional firewalls are defined as part
of the IT security process [98]. It starts with the definition of a security policy,
which establishes general security goals and practices. Based on this policy, all
assets to be protected and a risk classification can be defined. The next step is
to define and implement safeguards to prevent security risks. If a particular risk
cannot be completely prevented, it should be reduced to a reasonable level. Af-
ter successful implementation of the safeguards, performance monitoring begins.
Based on this information, corrective actions are planned and implemented [51].
With regards to implementing a firewall for the smart home, it is important to
mention that security experts are needed to execute the IT security process.

Figure 7.1 illustrates the traditional firewall life-cycle. The different phases
and steps prove the adherence to the IT security process.

It begins with the information security management phase. In this phase,
management defines a security policy that includes a general and enterprise-
wide security strategy and forms the basis for all subsequent security activities.
In the configuration management phase, IT security experts select all firewall
components and design the architecture of the firewall system as a first step.
Then, the firewall system is configured and adapted to the system architecture.
A preliminary set of firewall rules is also defined to determine allowed and denied
network packets. After this step, the IT security operations phase begins. This
phase includes a Plan-Do-Check-Act cycle in which firewall rules are planned,
implemented, reviewed, and improved until all required rules meet security pol-
icy requirements. In addition, it is possible to adjust the firewall if new rules
are required because new devices are added to the system architecture or new
threats have become known, for example.

Like the IT security process, the IT security operations phase is implemented
as a cyclical process. However, the previous steps of the traditional firewall
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Figure 7.1: Traditional Firewall Life-Cycle

lifecycle may also change. For example, the policy may be changed due to the
implementation of new business processes. This could also require a change in
design and implementation decisions.
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7.1.4 Firewall Rules

Defining firewall rules is a very time-consuming step in the traditional firewall
lifecycle. Therefore, it can be useful to automate this step, but this is not trivial.
Data mining or machine learning techniques offer ways to (semi-)automate this
step by using a training set of network packets to learn normal traffic. However,
this option must assume that no malicious packets are transmitted while the
training set is being recorded. Corresponding approaches [83, 125, 19] have been
proposed for intrusion detection systems, but could also be adapted to firewalls.
By using k-means, C4.5 decision tree algorithms, Naive Bayes classifiers, neural
networks, or support vector machines, it is possible to derive common features
of allowed network connections. Subsequently, these features can be used as a
basis for defining firewall rules. Other ways to generate firewall rules include
mining the firewall log [58] or deriving firewall rules from a formal specification
of security requirements using argumentation logic [12].

However, all these approaches still require an IT security expert to review
the generated rules, in order to confirm their quality and policy fulfillment.

7.2 Problem Statement

This section explores the differences between traditional firewalls and firewalls
required for IoT devices in a smart home and derives requirements for a smart
home firewall. Furthermore this section provides a problem definition.

7.2.1 Traditional Firewalls and Firewalls for Smart Homes

To find out, in which ways traditional firewall use cases differ from smart home
use cases, the modes of use, network architecture, application scenario, user
roles and information technology used are considered.

Modes of Use A firewall serves as a link between network segments with
different security requirements and regulates the network traffic between them
by allowing or rejecting certain network packets [25]. An example of networks
with different security requirements is an internal network and the open Inter-
net. The firewall is placed between these networks and matches all incoming
and outgoing packets against the defined rule set. The rule set is generated
by an IT security expert with domain knowledge, based on the use cases of
both networks. For example, an email server on the internal network used for
customer communications should only be accessible for email communications
on port 25 from the Internet. If the use case of the internal e-mail server or
the segment boundaries are changed, the security expert must also adjust the
firewall rules. However, this is only a simple use case, as firewalls are usually
tailored to complex multipurpose scenarios where hosts run numerous different
applications that change over time.
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Smart home use cases, on the other hand, differ fundamentally [90]. This
starts with the device itself. A typical IoT device is simply a physical object,
such as a toothbrush, that has been enhanced with sensors, software, and com-
munication interfaces to add new functionality, such as notifying the user when a
tooth has not been brushed [154]. As a result, IoT devices are typically designed
for a single purpose that does not change over time, and greatly simplifying the
application scenario compared to traditional devices such as laptops or PCs. If
the device is not needed any more, it will be disposed.

Network Architecture The network architecture of an enterprise usually
consists of several network segments separated by several firewalls. A commonly
used architecture is the implementation of a perimeter network [25] between the
internal and the external network. This perimeter network contains assets, such
as a web server, that must be accessible from the external network. This type
of architecture requires two firewalls (and two rule sets) to protect the perime-
ter network against the external network and the internal network against the
perimeter network and the external network. However, the network architec-
ture is enterprise-specific, and the more network segments with different security
requirements are needed, the more firewalls and rule sets are also required.

In a smart home environment, there are usually three different network seg-
ments with different security requirements:

• (a) Untrusted Internet with unknown devices.

• (b) Home network with trusted devices, such as laptops.

• (c) IoT network segment that contains all IoT devices.

Because an IoT device is a fixed bundle of hardware and software, there
is typically little or no way to configure the security of the IoT device, for
example, by disabling unused network protocols or removing unused software
features. Because of this lack of security configuration options, it makes sense
to separate the IoT network from the home network. [60]. Furthermore, laptops
or PCs in the home network are used for sensible tasks such as online banking
or online shopping. All devices in the IoT network segment can be expected
to require an Internet connection, to provide a service, to obtain updates and
upgrades, to allow a remote control via smartphone app, etc.

Application Scenario As already mentioned in Section 7.1, firewalls follow
the IT security process. The firewall rules, as well as the firewall hardware
and software, must be constantly monitored, evaluated and adapted to changes
in the IT infrastructure by an IT security expert. On the other hand, IoT
devices in a smart home installation are generally using sensors to observe its
environment, in order to learn appropriate actions with a minimum of user
interaction and without requiring the user to scrutinize the operations of the
IoT device on a regular basis. For example, the nest thermostat learns the
user’s temperature preferences and controls the heating system, when nobody
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is at home. Furthermore, the duration of use of IoT devices starts with the
deployment and ends with its disposal, just like non-smart devices [146]. This
means, it does not follow a periodic life-cycle where it is constantly monitored
and improved. For example, a smart light switch never changes its function,
and it cannot be adapted to different needs.

User Roles The implementation and operation of a traditional firewall re-
quires three different roles, as illustrated in Table 7.1:

Table 7.1: User Roles in a Traditional Firewall
Role Task
Information Se-
curity Manager

Defines the general security policy as a basis for
all other security activities by considering the
assets and strategic (business) objectives that
are relevant for a certain part or the entire IT
infrastructure.

Configuration
Manager

Designs a firewall system, based on the security
policy, selects appropriate firewall components,
and implements an initial installation and con-
figuration.

IT Security Op-
erator

Constantly monitors and improves the firewall
system, by considering the firewall rule sets and
the firewall hard- and software.

In contrast, an IoT device for a smart home usually is pre-configured by the
manufacturer. The user can deploy and configure the IoT device with minimal
efforts, does not need to monitor it later on and does not need expert knowledge.

Information Technology IoT devices are using the same known network
protocols as traditional devices, such as PCs or laptops. They use Linux-based
operating systems, cloud resources and open source programming libraries. For
network security, IoT devices are using encryption approaches, such as AES,
certificates and signatures that have been in use for years. This means, from a
technical perspective, firewalls can also be used to control the network traffic of
IoT devices.

7.2.2 Problem Definition

FANE’s approach is to set up a central instance to secure IoT devices. A cloud-
based solution would have the advantage that the user does not have access to
the security component. This prevents security risks, caused by the user, such
as misconfiguration. On the other hand, a permanent connection to the cloud
is required. FANE does not require such a connection. It is designed to protect
IoT devices that customers use in their private networks. The disadvantage of
FANE is that users always have access to the central security instance. In order
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to exclude mistakes by the user, it is therefore assumed that the user does not
try to set up the security instance.

Customers are usually not trained network or system administrators, so in
most cases they are not able to configure complex firewall systems according
to their needs. Therefore, FANE should take action on its own and regulate
traffic as it sees it. To achieve this, an approach is implemented and validated.
Under this approach, FANE learns the required connections and regulates the
communication behavior of IoT devices. Customers are not involved in this
process and FANE is expected to make its decisions in a passive learning phase
or based on a baseline.

The time frame for establishing the baseline should be short so that devices
connecting to the IoT firewall prototype are regulated as quickly as possible.
On the other hand, the time frame must be long enough to capture all relevant
connections. If connections are not captured in the baseline, the IoT firewall
prototype will deny IoT devices from establishing connections required for their
services. Pre-tests are conducted to determine the time required for the three
devices to be tested. After a certain time frame, all monitored connections are
enforced in the firewall and further traffic is regulated. This provides more se-
curity to users. IoT devices cannot be contacted by unknown entities and, in
turn, are unable to contact unknown entities on the Internet. Even if attackers
hijack IoT devices, the firewall regulates the possible targets and limits the at-
tack surface to irrelevant entities.

It is possible that the device is not free of malicious content at the beginning
of the process. If the device is compromised from day one, the IoT firewall
prototype would allow malicious connections that are not in the interest of the
users. Therefore, it is assumed that the prototype is initially free of malware.
Another issue is that changes in communications over a long period of time can
cause problems. When back-end servers of IoT devices change their addresses
or architecture, problems can arise, because new addresses might be not allowed
by the IoT firewall prototype in case they were not previously monitored.

To achieve a positive effect with a wide range of devices, the three selected
IoT devices are common but very different in terms of their purpose. FANE op-
erates IP-based, and only single-purpose IoT devices are eligible. Multipurpose
IoT devices are more akin to a traditional computer or mobile device, where it
is not possible to estimate potential communication behavior, especially connec-
tion patterns. Moreover, there are too many non-IP-based solutions to consider
them all. In addition, most of the IoT devices in users’ private network are
IP-based, as opposed to industry-controlled devices. To reduce the complexity
for proof of concept, only version four (IPv4) IP connections are considered and
only TCP-based packets are captured by the monitoring instance that defines
the communication base of the devices.
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Finally, FANE should be as cost-effective as possible, which should not be
a problem. The components needed are widely available and the hardware re-
quirements for a proof-of-concept are resource-efficient. As for the software,
no licenses are required because the software packages and tools used are open
source and often developed by the community.

From a technical perspective, it is possible to configurate a firewall, that con-
trols the network traffic in a smart home environment. However, this approach
conflicts with the general understanding of how IoT devices should function in
a smart home environment. Therefore, a smart home firewall must differ from
traditional firewalls in the following characteristics:

P1 The firewall must be usable without expert knowledge.

P2 The firewall must fit to the durations of use of smart home components.

P3 The firewall must operate in a way that is typical for IoT devices in a
smart home environment.

P1 implies two aspects of expert knowledge. First, no network security ex-
pertise is required to configure and install a firewall in a smart home. Second,
the user cannot be expected to distinguish between false and real alarms or to
evaluate the need for a specific firewall rule.

P2 implies that a smart home firewall must monitor IoT devices that are
purchased only once for a single purpose and do not change their basic charac-
teristics throughout their life-cycle, and it must function in the same way.

P3 implies that a smart home firewall must operate without constant user
supervision. This means, the firewall must monitor network traffic, derive sen-
sible firewall rules, and respond appropriately to forbidden network packets.

Cloud-based firewall approaches [86, 105] also fulfill the defined character-
istics. However, these approaches are not considered in this chapter because a
permanent Internet connection is required since the firewall is operated by an
external provider. In addition, cloud-based firewalls require sensitive security
information to be transmitted over the Internet. In such a scenario, both the
firewall and the provider would be an attractive target for attackers.

7.3 FANE: A Firewall Appliance

This section introduces, FANE, a concept for a Firewall AppliaNcE that is
compatible with the smart home paradigm.
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7.3.1 Network Architecture

As mentioned in Section 7.1, a firewall separates network segments with different
security properties. In addition, most IoT devices do not provide options for
security configurations, such as disabling unused features. This feature makes
IoT devices less trusted, and therefore they should be placed in a separate
network segment to isolate them from all other devices.

To achieve this setup, FANE represents a Wi-Fi bridge that connects the IoT
network segment to the Internet and contains a firewall, as shown in Figure 7.2.
The IoT network segment only contains IoT devices, and the Wi-Fi bridge is the
only connection between the IoT network segment and other network segments
and the Internet. This allows the security concept to be defined in advance.
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Figure 7.2: Network Architecture

In this configuration, the IoT device is connected to its own wireless network
provided by the IoT Firewall prototype via the wlan0 interface. On the other
hand, the IoT firewall is connected to a wireless router via the eth0 Ethernet
interface. In this configuration, the wireless router typically has its own wireless
network, represented as a client network, to which a smartphone application is
connected. The third interface of the wireless router connects the user to the
Internet, where the cloud server of the IoT device is usually located.

7.3.2 Security Concept

Section 7.2 has highlighted the complexity of a traditional firewall approach,
which involves segmenting the network, monitoring all data packets transmitted
between network segments, and adapting the firewall to software or hardware
changes within the network segment. With the network architecture, shown
in Figure 7.2, the complexity is reduced. Only three types of communication
activities need to be considered, as illustrated in Figure 7.2:
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Table 7.2: Types of Communication
Communication Example
IoT Device to External
Server Communication

A smart security camera wants to send
pictures to the user’s smartphone, which
is mediated over a cloud service.

IoT Device to Device Com-
munication in Another Net-
work Segment

A configuration app on a laptop sends
setting information to the smart secu-
rity camera.

IoT Device to IoT De-
vice Communication in the
Same Network Segment

The smart security camera turns on the
smart light by a direct request.

Since FANE acts as a Wi-Fi bridge to the Internet, the direct communica-
tion between IoT devices in the same network does not need to be monitored,
because in this scenario, a Wi-Fi bridge is not required. Furthermore, the secu-
rity properties of the communication endpoints can be set at FANE production
time for several reasons:

First, the open Internet is insecure by default. Second, IoT devices are less
secure. Third, devices in other network segments of the smart home are trusted.
This allows the security concept of FANE to be preconfigured in advance, i.e.,
no user with network security expertise is needed (Property P1):

1. No device on the Internet is allowed to open a network connection to the
IoT network segment.

2. An IoT device is allowed to open a connection to the Internet, if this is
part of its normal operation.

3. An IoT device is allowed to open a connection to devices in other (trusted)
network segments of the smart home, if this is part of its normal operation.

4. A device from a trusted segment is allowed to open connections to the IoT
network segment.

5. IoT devices are allowed to open connections to other devices in the IoT
network segment.

7.3.3 Smart Home Firewall Operations

FANE has to meet conflicting requirements: It must meet the expectations
provided by smart home components (P2). In particular, this means that FANE
must operate without constant supervision (P3). At the same time, as a security
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component it must not neglect the IT security process, including a Plan-Do-
Check-Act cycle to refine firewall rules. However, this must be possible without
requiring the user to possess expert knowledge (P1).

These conflicts are circumvented as shown in Figure 7.3: It will be dis-
tinguished between pre-configuration management and smart home operations.
Because FANE is restricted to the network architecture described in Section 7.3.1,
the policy definition, the firewall design and a baseline configuration of firewall
rules can be done at pre-configuration time. Thus, the initial parts of the IT
security process can be shifted into the responsibility of the smart home firewall
manufacturer who possess IT security expertise. Furthermore, it is proposed to
automate the configuration and the plan-do-check-act cycle in a way that it’s
phases can be started without expert knowledge at operation time. Finally, a
process step is defined that informs the user if an IT security expert is needed.

7.3.4 User Interaction

In the next step, the required user interactions are defined, in a way that no
interaction requires expert knowledge, according to property P1.

By monitoring the network packets of connected IoT devices, FANE learns
new firewall rules. This procedure is initiated automatically, when FANE is
first connected to the smart home, or manually by the user when new IoT
devices are added. It is also possible that an IoT device is suddenly using a
function that was not learned by FANE during the monitoring phase or the
device has installed a new firmware and new network connection are blocked.
In this case, the user can initiate a re-evaluation of the rule set. This means,
FANE performs a learning phase only on particular devices, with the option to
discard previously learned rules. However, it is not possible to discard the rules
of the security concept from Section 7.3.2.

During operation, FANE generates an textbfalarm when a large number
of network packets are blocked per time interval. In this case, something has
happened that cannot be handled automatically by FANE. This could be a
denial of service attack from the Internet, and it requires immediate user action.
Since it is assumed that the user is not an IT security expert, he or she should
contact the customer service or a security expert for further investigation.

7.4 Proof-of-Concept Implementation

This section describes the software and hardware components of the FANE
prototype, as well as how FANE learns firewall rules. Furthermore, the way
FANE interacts with the user is also introduced.

7.4.1 The FANE Prototype

Hardware Many hardware configurations are conceivable for implementing
FANE. For example, it would be possible to install a virtual machine on any
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computer or laptop and connect a Wi-Fi USB stick. However, such a setup seems
improvised and is also time-consuming, since the virtual machine must first be
installed. Therefore, a more concrete setup is chosen for FANE, which also aims
to automate the installation process. In particular, the small microcomputer
Raspberry Pi is used. It is connected to the Wi-Fi router. After booting up
the system, the device is ready for use. The decision to use a Raspberry Pi
is quite simple. It offers all the relevant functions and interfaces, and most
of the commonly needed software packages are implemented on any suitable
operating system. The most important features of the Raspberry Pi used are
briefly presented in the following.

• Model: Third Generation Model B Raspberry Pi.

• CPU: Quad-Core CPU with 1.2 GHz per core and 24 GFLOPs.

• Memory: 1 GB of RAM.

• Interfaces: Wi-Fi and Ethernet support.

It is a very popular small single-board computer designed specifically for
developers and small applications. Unfortunately, the built-in Wi-Fi chip is
designed to connect to wireless networks instead of providing its own wireless
network. To provide a stable Wi-Fi network for IoT devices, a small external
USB Wi-Fi module is used. This variant is better than the on-board variant,
but not optimal for the use case of a smart home environment. The power
supply is provided via a micro-USB cable. An HDMI display and keyboard are
used for an initial configuration. After Secure Shell (SSH) is configured to start
at boot, these devices are no longer needed, as the IoT Firewall can be managed
via SSH after the initial configuration.

Figure 7.4 provides an overview of the hardware components and network-
relevant software packages required for FANE.
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IPtables Hostapd
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Ethernet 
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Ubuntu Mate OS
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Figure 7.4: FANE Prototype
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Software The installation of the operating system is the first step to imple-
ment the software. After that a network adjustment is necessary to ensure the
correct function of FANE.

Only a few operating systems are possible for the Raspberry Pi used. One
of these operating systems is Ubuntu (Linux). It is used in combination with a
Mate desktop environment because it is small and handy. The small size is a
very important feature because the Raspberry Pi uses an SD memory card as a
hard drive, which limits the storage space to 32 GB. To ensure the functionality
of FANE, as much storage space as possible should be available. Ubuntu Mate
comes with a GUI, which is not necessary for the prototype implementation. Af-
ter the initial installation of the operating system, all packages and components
were updated to ensure the functionality of FANE. The installation is done via
an image file of the operating system. After downloading from the developer’s
website, the image is written to an SD card. In addition to a minimal operating
system installation, the following software packages and services are required:

• awk (script language to edit text files)

• cron (timed execution of processes)

• dnsmasq (Dynamic Host Configuration Protocol (DHCP) client and Domain
Name System (DNS) cache)

• hostapd (Wi-Fi access point)

• inotify-tools (monitor changes in files)

• iptables (network address translation and firewall)

• tcpdump (record network packets)

The eth0 Ethernet interface is configured as a DHCP client. In this way,
the Raspberry Pi is able to connected to any Internet router without further
configuration. The wlan0 interface is configured with a static IP address and
subnet mask, and also configured as a Wi-Fi access point by using hostapd.
FANE serves as a bridge between eth0 (Internet) and wlan0 (Wi-Fi segment
for IoT devices). Therefore, iptables and sysctl to activate IP forwarding are
used, including Network Address Translation (NAT) and masquerading. With
dnsmasq, a DHCP service was realized.

Configuration IP addresses leased by DHCP server Dnsmasq for the WLAN0
interface can be any private networks. This is due to the IP forwarding. To
ensure the Raspberry Pi gets an IP address by the wireless router, it is necessary
to configure the Ethernet interface as DHCP. This is done within the interfaces
file /etc/networks/interfaces. It contains configuration for both relevant inter-
faces eth0 and wlan0. First interface eth0 is configured to act as a DHCP client.
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With this configuration, every home router in which the prototype is plugged
in, will give the prototype an IP address and Internet connectivity. The next
step is to configure wlan0 interface static, including an IP address and submask
fitting to the DHCP configuration within Dnsmasq.

The application of IPtables is made possible by the fact that the interfaces
between the two networks are defined by eth0 and wlan0. In this scenario, the
Raspberry Pi serves as a router between the two networks. On one side is the
network of the user’s wireless routers connected to the internet, and on the other
side is the IoT network provided by the wlan0 interface of the Raspberry Pi.
At this point, routing between these two networks needs to be implemented.
Therefore, NAT and masquerading options are used for the basic IP forwarding
configuration. The same has to be done in the interface configuration.

This configuration is enforced at each system boot by the IPtables and sysctl
functions of the operating system. Note that all default IPtable configurations
must also be removed through the interface configuration. Each time the in-
terface changes state to ”up”, configurations are forced, including flushing all
IPtables configurations. This happens at least every time the system boots the
operating system. By using the masquerading command, the router uses its
IP address for packets with a source address within the IoT network. This is
important to note because network traffic regulation will be based on the IP
addresses of the IoT devices.

7.4.2 Process Implementation

So far, all required tools and software packets are set. The next step initiates a
trigger to start the procedure that regulates IoT devices after they are connected
to the FANE network. Linux provides several options for monitoring files and
automating actions taken when files change. One possibility is offered by the
open source tool notifywait, which is included in the package inotify-tools. This
tool is easy to implement, runs on every Unix-based system, and is therefore
used for FANE with a Raspberry Pi optimized operating system. Furthermore,
it is possible to write own procedures, using more essential on-board software
like watch. On the other hand, notifywait provides this service by default.

To start the Inotify procedure on system boot, the operating system’s task
planer cron is used. This is done by editing Cron entries for root using crontab.
First crontab is cleared and then the notifywait command is inserted using ”sudo
crontab -e” including the prefix @reboot. After that, the environment is set.

The next step is to introduce the function of the trigger. If a new IoT device
connects to the FANE network, an entry is made in the dhcp.leases file within
/var/lib/misc. Watchdog tool Inotify monitors this File and starts the main
script on every change every time a device connects to the network. Further-
more, the script only extracts the last IP address added to the File which would
be the last IoT device connected to FANE. The implementation of the prototype
is a five step process:
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• Step 1: The IoT device connects to the IoT network.

• Step 2: Dnsmasq creates a new entry in dhcp.leases file.

• Step 3: The script starts monitoring the connections.

• Step 4: The connections are processed into rulesets.

• Step 5: The firewall is configurated and active.

After the firewall is activated, a TCP dump is used to monitor network traf-
fic. The TCP dump is essential to the process, as it provides the necessary means
to create the baseline. TCP Dump is a software that is used to monitor and
evaluate network traffic in general. The TCP dump displays many irrelevant
columns depending on the options and flags used with the tcpdump command.
Irrelevant rows are filtered out with a combination of Linux-specific commands
that use sed and awk, tools for manipulating text data streams. Awk, in par-
ticular, is a scripting language for editing and evaluating text files. The only
columns relevant to the firewall prototype are source and destination addresses
and ports used for connections. To filter out redundant connections, sort is
used with the -u flag to weed out non-unique lines within lists. The resulting
file consists only of the relevant columns, which are processed in the second part
of the process implementation.

7.4.3 Learning Firewall Rules

The FANE prototype uses a straightforward approach to learn firewall rules. For
more sophisticated approaches, see Section 7.1. The learning stage contains the
monitoring phase and a rule generation phase. For the evaluation, it is assumed
that no IoT device has been manipulated or attacked before the monitoring
phase ends. In particular, this means all monitored traffic during this phase is
considered as normal traffic.

The monitoring phase starts for a certain time when FANE is connected to
the power socket and the Internet for the first time or when the user wants
FANE to learn new rules. During this phase, FANE logs the network packets
from IoT devices that connect to the access point for the first time. This phase
is implemented as follows:

First, at boot time, a cron task with the time prefix @reboot starts a script
that determines if the set of firewall rules is the one that has been pre-configured
from the security concept in Section 7.3.2. Alternatively, the monitoring phase
can also be started manually by a user command. After that, FANE starts the
monitoring tool inotify, in order to determine if the dhcp.leases file changes,
what indicates the new devices are using the access point. In this case, inotify
executes a script that obtains the IP address of the device from dhcp.leases. At
the same time, FANE uses tcpdump to create a log file containing all network
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packets sent or received during the monitoring phase. After that, FANE stops
tcpdump and enters the rule generation phase.

In this phase, FANE parses the log file from tcpdump into firewall rules
according to the IP addresses of the IoT devices that have used the access point
in the monitoring phase. In particular, FANE uses a sed command to filter the
log for incoming and outgoing IP addresses and ports. This set of addresses and
ports is reduced to unique entries in a second step. The odd lines in Figure 7.5
show, how the set of addresses and ports looks like after FANE has removed
surplus information and duplicates from the log file. In a third step, a shell
scripts parses the remaining addresses and ports into firewall rules that allow
such packets for the iptables chain ”FORWARD”. The odd lines in Figure 7.5
illustrate this step. The iptables policy ”DROP” was used. This means, FANE
drops all packets that are not allowed by the rules generated.

1 15:23:18 IP 10.200.65.101.1080 > 35.158.162.95.80:

2 iptables -A FORWARD -s 10.200.65.101 -sport 1024:65535 -d

35.158.162.95 -dport 80 -p tcp -j ACCEPT

3 15:23:22 IP 10.200.65.101.8553 > 35.157.158.75.1883:

4 iptables -A FORWARD -s 10.200.65.101 -sport 1024:65535 -d

35.157.158.75 -dport 1024:65535 -p tcp -j ACCEPT

5 15:24:36 IP 10.200.65.101.8653 > 35.156.40.103.1883:

6 iptables -A FORWARD -s 10.200.65.101 -sport 1024:65535 -d

35.156.40.103 -dport 1024:65535 -p tcp -j ACCEPT

7 15:25:07 IP 10.200.65.101.8554 > 35.157.255.122.80:

8 iptables -A FORWARD -s 10.200.65.101 -sport 1024:65535 -d

35.157.255.122 -dport 80 -p tcp -j ACCEPT

Figure 7.5: Firewall Rules Learned From an Adjusted Packet Log

This procedure can also be expanded to include more sophisticated firewall
rules, such as stateful inspection. After this phase has been completed, FANE
installs the generated rules and is ready for operation. The user can also restart
the learning phase, in case an IoT device is not working properly, a new IoT
device is added to the IoT network segment or an existing device is used in a way
it has never been used before. In this case, the user has the option to discard
rules from preceding learning procedures, and to re-start the monitoring- and
rule-generation phase.

7.5 Experimental Evaluation

After the new firewall rules are implemented, it is the main goal of FANE that
IoT devices work without a loss of functionality. For this purpose, three IoT
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devices are selected to validate operation of the IoT firewall as a gateway to the
internet but connected within a segregated network. The first device is a relay,
able to provide every electric device into a Wi-Fi switchable device through
wiring it manually, which requires some electrical know-how. The second IoT
device is a switchable power outlet controlled over Wi-Fi where users can plug
in almost every electrical device with a common power plug. The third device
is a security camera, which allows the user to stream live feeds over Wi-Fi on
the phone or other mobile devices as well as via web front-end.

7.5.1 Setup

Figure 7.6 represents the experimental setup. FANE is directly connected to the
Internet router. The integrated access point spans a Wi-Fi network segment for
IoT devices. The internet router creates a separated Wi-Fi home network that
connects a smartphone to the internet. Different cloud services connect the
smartphone to the IoT devices. A cloud service might use a load balancer, i.e.,
the IP addresses the IoT devices connect to might change from time to time.

For the evaluation, the following three commonly used devices, are tested:

1. An electrical IoT relay
2. An IoT power outlet
3. An IoT security camera

The IoT devices do not communicate directly with each other, but with the
user’s smartphone and the Internet. Thus, for the evaluation, it is not needed
to preconfigure rule five from the security concept in Section 7.3.2. Each device
for FANE’s IoT network segment was configured. A monitoring phase of 40
minutes was used, and each device was operated periodically during this phase.
In the following, each IoT device is introduced in a brief description, the exact
usage is explained and the results through the use of FANE are described.

7.5.2 IoT Relay

Description: The first use case is the ”10A Wi-Fi smart switch”, sold for less
than 9 EUR, manufactured by Sonoff [144]. The IoT relay can be turned on or
off via smartphone app, which allows to integrate non-smart electrical devices
into a straightforward smart home installation.

Usage: To send commands from the app to the relay, an Internet connection
is required. In particular, this means, it is not possible to directly connect the
smartphone app to the IoT device. For the installation, the user has to connect
the device to the access point, provided by FANE, and the user has to install the
smartphone app. In the 40 minutes monitoring phase, the relay was switched
on and off frequently via smartphone app for 10 minutes. After that, there was
a 20-minute wait. Finally, the relay was operated for further 10 minutes.
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Result: After completing the monitoring phase, FANE has written 1.800 lines
in the packet log. All packets followed the TCP protocol and were sent/received
to/from one singular IP address located at a dedicated server leased from Ama-
zon. Thus, the rule generation phase has generated only one rule for in- and
outgoing packets.The IoT relay was working properly after FANE has activated
the firewall rule set generated. Figure 7.7 shows an example from the traffic log
FANE has recorded from the IoT relay.
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1 13:41:31.551813 IP 10.200.65.109.55147 >

52.71.154.91.443: Flags [F.], ...

2 13:41:31.551870 IP 10.200.65.109.55145 >

52.71.154.91.443: Flags [F.], ...

3 13:41:31.551914 IP 10.200.65.109.55161 >

52.71.154.91.443: Flags [.], ...

4 13:41:31.668878 IP 52.71.154.91.443 >

10.200.65.109.55161: Flags [.], ...

5 13:41:31.669239 IP 52.71.154.91.443 >

10.200.65.109.55161: Flags [P.], ...

Figure 7.7: IoT Relay - Fragment of the Packet Log

7.5.3 IoT Power Outlet

Description: The second use case is an IoT power outlet ”Smart Wi-Fi Socket
Model SWA1”, sold for 18 EUR, produced by Shenzhen Lingan Intelligent Tech-
nology [97]. Similarly to the IoT relay, the IoT power outlet can be turned on
or off via smartphone app. In addition, it can be controlled with Amazon Alexa
or Google Home, which allows to integrate non-smart electrical devices into an
elaborate smart home concept without requiring a technician. Any command
to the IoT power outlet is handled by a cloud service over the Internet.

Usage: During the monitoring phase, the IoT power outlet was used via
smartphone in the same way as the relay for 40 minutes. At the end of the mon-
itoring phase, FANE has collected a packet log of approximately 2.600 lines, all
of them TCP packets. The rule generation phase has generated rules that allow
five different IP addresses, all of them in the address range of the Amazon AWS
cloud. The IoT power outlet was fully functional after FANE started filtering
the network connections.

Result: Only one of the five addresses in the firewall rule set was used to
operate the device via the smartphone app. The reason could be that some
network connections are only used for customer behavior analysis or similar
purposes. This means, blocking the other four addresses would not affect the
functionality of the device.
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7.5.4 IoT Security Camera

Description: The ”720P HD IP Wireless security camera”, sold for 37 EUR
and manufactured by XinweiYa [161] is the most complex device. On the one
hand, the camera sends a live video stream to the user’s smartphone. On the
other hand, it is possible to restart or rotate the security camera via smartphone
app. As soon as the security camera is connected to power socket, it can be
configured with a smartphone app to use FANE’s access point.

Usage: During the 40-minute monitoring period, the IoT security camera was
rebooted, a 10-minute live video stream was sent to the smartphone, waited 20
minutes, and rebooted for another 10-minute live stream. After 40 minutes,
FANE has collected 8 MB packet log of approx. 27.000 lines, most of them
UDP packets. The rule generation phase produces a rule set of 20 rules for this
device. They allow services like Network Time Protocol (NTP) or DNS as well
as cloud services hosted on Amazon AWS, Microsoft cloud and Alibaba cloud.

Result: The IoT security camera was not working properly, after FANE started
to filter network packets due to a specific load balancer. The generated fire-
wall rule set allowed communication to the IP addresses of the load balancer.
However, the load balancer frequently referred the IoT security camera to IP
addresses that were unknown to FANE. However, it would be possible to adapt
the learning approach to cope with such a load balancer. For example, FANE
could detect and accept IP address ranges that include addresses that are al-
ready allowed by the rule set.

After analysing the packet log, it can also be seen that the IoT security
camera tries to reach the smartphone app directly via multicast. This means
that the device can provide its basic functions even without an Internet connec-
tion. From this feature, it can be inferred that it would be possible for FANE
to distinguish between communication required for normal operation of an IoT
device and communication required for advertising purposes or usage analysis,
which can be blocked without undesirable side effects.

Finally, the IoT security camera was found to generate an order of magnitude
higher network load than the other IoT devices tested. While this slowed down
the rule generation phase, it did not overwhelm the IP forwarding capacity of
the Raspberry Pi during normal operation.

7.6 Discussion Chapter 7

Assumptions FANE operates without requiring the user to possess expert
knowledge, by making three assumptions: First, the network segment created
by FANE’s access point contains IoT devices only. This allows to specify a
security policy in advance, before FANE is delivered to the user. Second, the
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IoT devices operate as single-purpose appliances that do not fundamentally
change their communication profiles. Due to this assumption, FANE can learn
a firewall rule set that remains stable over a long period of time, which makes
it compatible with the smart home concept. Third, it is assumed that the IoT
devices are working properly during the monitoring phase. This allows FANE
to learn firewall rules unattended.

Generalization As there is no communication standard for IoT devices, it
is problematic to generalize the findings to all IoT devices used in the smart
home. However, using a cloud service seems to be typical for many use cases.
Only network packets can pass FANE that are allowed by a specific rule. Thus,
FANE increases the security of the smart home installation.

Cloud-Based Approaches There are approaches [86, 105] that externalizes
the firewall to a trusted third party on the Internet. A cloud-based solution
would have the advantage that the user does not have access to the security
component. This prevents security issues caused by the user. However, a per-
manent connection to the cloud is needed. In addition, a cloud-based firewall
would transfer security-relevant information into the cloud. Thus, both the In-
ternet connection of the firewall and the trusted third party would be a valuable
target for an attacker. The approach presented in this chapter does not require
such a connection. The firewall prototype should protect IoT devices customers
use in their home networks. The disadvantage of the approach is that users
certainly has access to the central security instance. Therefore it is assumed
that the user does not try to setup the security instance.
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Chapter 8

Intrusion Detection
Systems in Smart Homes

In addition to firewalls, IDS’s are also a well established approach to ward off
attacks against networks [54, 37]. More precisely, IDS are used to extend tradi-
tional firewalls. While firewalls are used to filter network traffic to prevent un-
wanted connections, an IDS monitors network traffic, detects attempts to break
into a network segment, and allows the user to take appropriate countermea-
sures. From a technical perspective, existing IDS consider network protocols,
services, operating systems, software libraries, etc. that are also used by smart
home devices. However, due to some non-technical aspects it is challenging to
apply an IDS to smart homes. First of all, like with firewalls, it is not feasible
for a private user without security expertise to configure an IDS. It is neither
feasible for this user to distinguish between a false alarm and an attack, and to
identify appropriate countermeasures. Furthermore, it must be explainable to
the private user in which way an IDS secures a smart home installation, which
devices are secured, and who is responsible to what extent if an attack goes
unnoticed. It is also problematic to integrate an IDS into a smart home as a
security appliance, which is constantly configured, monitored and maintained
by an external security expert.

This chapter systematically explores how network segmentation, system ar-
chitecture, security process and specification of product features for an IDS
must be adapted in order to secure a smart home network. For this purpose,
this chapter answers the following two research questions:

1. How can an IDS be integrated into a smart home operated by private
users without IT security expertise?

2. Which IDS approaches can be adapted for that purpose?
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Using an experiment, this chapter demonstrates that both IDSs that de-
tect anomalies and IDSs that detect signatures are applicable, with the latter
producing fewer false alarms.

8.1 Intrusion Detection System Basics

This section provides a brief introduction in IDSs. Furthermore, the IT security
process and typical network attacks are introduced.

IDS Types The task of an IDS is to detect attacks on a network or specific
devices within the network. This makes it a central component of network
security. There are two different types of IDS. Host-based IDS are installed on
a specific device and are used to monitor its traffic. In this way, it is possible
to detect attacks on this specific device. To use this type of IDS, it must be
possible to install software on the device. If this is not possible, network-based
IDS offer a different approach. They are implemented as standalone systems
and monitor not only the traffic of a specific device, but the entire network. To
do this, a network device in each segment, such as a router, bridge or firewall,
must send a copy of all data packets to the IDS as a first step. Then, the IDS
analyzes these data packets and generates alerts if an attack is detected. The
advantage is that a network-based IDS serves as the central security component
of the entire network and does not need to be installed on each device.

IDS Components An IDS consists of various components, which are briefly
introduced in the following.

One very important component is the Knowledge Base. It serves as a data
collection that contains all information about benign and malicious network
traffic. This information is important to distinguish an attack from normal net-
work traffic. A Configuration Component contains all the information about the
current state of the IDS. An Information Source, such as a monitored device,
sends its data packets to a Sensor. The Detector-ID Engine compares the data
from the sensor with information from the knowledge base to identify attacks.
A Response Component generates an alarm when an attack is detected. This
alarm initiates an automatic or human action [93].

There are two approaches to implementing the Detector-ID engine. The first
approach is an IDS for signature detection. In this approach, a security expert
pre-configures a set of patterns and rules (the signature) for the network traffic or
the signatures can also be downloaded from a trusted external repository. This
signature is used by the detector-ID engine to compare incoming network traffic
against the defined patterns and rules. The second approach is called anomaly-
detecting IDS. In this approach, the IDS learns the normal traffic itself using
machine learning and artificial intelligence techniques [55]. A voting algorithm
decides whether a new data packet fits into the normal traffic or deviates from
it enough to trigger an alarm.
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An IDS includes a basic pre-configuration that considers the characteristics
of the implemented components. However, this pre-configuration only reduces
the time of the configuration process for the security expert and demonstrates
the use of configuration parameters. It is important to integrate an IDS into the
IT security process, which is executed by security experts [30, 121, 44], because
the IDS itself does not provide reasonable network security.

Network Attacks Network attacks can usually occur from the outside via
the Internet or from the inside. The starting point is often a Scanning Attack,
such as a port scan or a network scan [100]. These scan attacks do not cause
any damage, but aim to gain information about potential vulnerabilities that
can be exploited in further steps. Another type of attacks are Denial of Ser-
vice Attacks. This type of attacks forces a loss of availability of IT systems.
For this purpose, the attacker floods a network or device with data packets.
In this way, so many computing resources are taken up that the attacked de-
vice or network can no longer perform the actual service [22]. There are also
service-specific attacks, such as the Telnet Attack, that target vulnerable ser-
vices [71]. For example, many smart home devices provide unencrypted access
with a hardcoded administrator password. This vulnerability can be exploited
with a Telnet attack.

IT Security Process The IT security process is implemented as a four-phase
process known as the Plan-Do-Check-Act cycle [39]. Various people are involved
in this process, and each person requires expertise in IT security. The exact pro-
cess is briefly presented in the following.

The Plan phase represents the starting point of the IT security process,
where management establishes a general IT security policy and the necessary
controls and procedures. These controls and procedures are implemented in the
Do phase and evaluated in the Check phase. Another aspect of this phase is the
identification of security incidents. Finally, the Act phase represents continuous
improvement of the implemented safeguards based on the identified security
incidents. If these improvements involve major changes in the security concept,
it may be necessary to start again with the planning phase and go through the
entire process again to improve the security policy [43]. The four phases of the
IT security process are very generic and can be used to build up security systems
like an IDS. Therefore, the phases of the IT security process are adapted to the
needs of an IDS, as follows:

• Plan: The IDS is pre-configured to distinguish attacks from normal traffic.

• Do: This information is implemented in an IDS instance.

• Check: The IDS detects attacks.

• Act: The performance of the IDS is reviewed to adapt the Knowledge
Base for attacks that went unnoticed.
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8.2 Problem Statement

The aim of this chapter is to use an IDS to increase the security of a smart
home network in the possession of a private user. Since an IDS is usually pre-
configured, and the users of a smart home are usually not security experts, two
roles are distinguished.

A security expert is a person who has security expertise. In IDS, the
security expert is responsible for policy definition, pre-configuration, operation
and monitoring. In case of an alarm, it is also the security expert who must
determine the cause and take appropriate protective actiona. A private user
does not have security expertise. He or she is only capable of reading instructions
without technical vocabulary. In addition, a private user can only respond to
an alarm, but cannot distinguish between real and false alarms.

From a technical perspective, it is easy to configure an IDS and integrate
it into a smart home [85]. This is because IoT devices use well-known proto-
cols, libraries, and technologies, just like ordinary devices such as laptops or
PCs [134]. The problem is that an IDS is designed to fit into enterprise security
management processes that require security expertise. This means that there
are generally no foundational explanations for the use of the IDS. Typically, a
security expert integrates the IDS into a security concept developed by other
security experts and the organization’s management. In order to be able to in-
tegrate an IDS into a smart home scenario, the following are three requirements
that arise from the security challenges for smart home devices:

Expertise: There is no technical knowledge or security expertise required
for the smart home user [4]. This requirement is valid for any smart home device
tailored for private users.

Separation: The use case of smart home devices differs from traditional,
non-smart predecessor devices. Such predecessors have built expectations and
experiences regarding modes use and handling [60, 4].

Understandability: The smart home device must be as user-friendly and
understandable as possible to allow the user to interact [164, 14]. This is not
a trivial requirement, because a private user is not able to read instructions
including technical vocabulary. Due to this fact, the technical details of the
functions of a smart home device must be accessible in an intuitive way.

8.3 An IDS Approach for Smart Homes

This section provides a systematic approach to integrating an IDS into a smart
home scenario. In this way, the four levels Network Segmentation, System Ar-
chitecture, IT Security Process and Contract Liabilities are introduced. These
levels base on suggestions to secure smart home networks [37, 4], from well-
known IT security concepts [39, 30, 44, 121], and from challenges discussed in
the IDS context [85, 135, 93].
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8.3.1 Level Network Segmentation

This stage is about separating the smart home devices from all other devices
such as laptops or tablets in the user’s smart home network. This way, the IDS
only needs to monitor smart home devices. Compared to enterprise networks, a
smart home network is very simple. An enterprise network consists of multiple
segments for different security requirements of elements such as IT systems,
applications or data. The network segments are interconnected via network
appliances such as routers or firewalls. If a network-based IDS is used, the
network appliances send copies of all traffic to the IDS. Otherwise, as mentioned
in section 8.1, the IDS is installed directly on each device. However, as shown
in Figure 8.1, a typical smart home network is much simpler.

Internet 
(Untrusted)

Internet Router 
Smartphone

Eth0 WLAN0 PC

Laptop

Home Network

Attacker

Smart Home 
Devices 

Figure 8.1: Typical Smart Home Network

The arrows illustrate data transmissions, while the rounded rectangles rep-
resent network segments. Using the Separation requirement, all IoT devices
to be monitored by the IDS are placed in a separate network segment. As Fig-
ure 8.2 illustrates, all other devices such as tablets or PCs are not allowed in
this network segment and are not monitored by the IDS.

All smart home devices in the smart home network are operated for a sin-
gle purpose. This means, they provide a very specific service to the user. For
example, a temperature sensor in a refrigerator sends an alarm to the user’s
smartphone when the temperature is outside the specified range. This makes
communication very limited and much easier to monitor. Due to this fact, all
IoT devices in the smart home network have similar security requirements, and
it makes sense to operate them in a separate network. Another advantage of
this approach is that in case of an attack on the smart home network, tablets
and PCs will not be affected.
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Figure 8.2: Experimental Smart Home Network

The Expertise requirement states that host-based IDS cannot be used. On
the one hand, this is because it does not make sense to install a host-based IDS
on every single device in a smart home network. On the other hand, this requires
technically demanding installation and configuration. This is not manageable
for a private user without security expertise. In addition, many IoT devices do
not provide the possibility to install an IDS. In Figure 8.1, it can be seen that
the router controls the network boundaries and handles data transfer between
smart home devices. This makes the router the best place for an IDS in a smart
home installation. Figure 8.2 illustrates this approach. By applying Under-
standability, the isolated network for smart-home devices allows the private
user to identify all devices monitored by the IDS and locate security alarms.
Since all devices in the smart home network have similar security properties,
the IDS can be pre-configured by a security expert for a smart home scenario.
This means, the private user does not have to configure the IDS him or herself.

8.3.2 Level System Architecture

This level considers the typical system architecture of an IDS as shown in Fig-
ure 8.3. Components are shown as gray rectangles, black arrows represent infor-
mation flows, and ovals represent roles. The dashed lines indicate responsibili-
ties. The security expert is assigned to all components that require monitoring
that cannot be managed without security expertise. This is especially problem-
atic for the response component, as it sends alerts that can only be properly
analyzed if the user knows the configured signatures. Figure 8.4 illustrates a
solution approach by introducing a new component and changing the responsi-
bilities and information flows.
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Figure 8.3: Traditional IDS

At this level, a distinction is made between a pre-configuration stage and
an operational stage in order to meet the Separation requirement by clearly
distinguishing between different tasks. The pre-configuration stage includes the
knowledge base, which is managed by the manufacturer. In particular, this
means that the manufacturer’s security expert defines the overall IT security
policy and signatures for the knowledge base. The operational stage includes
all components under the responsibility of the private user. Including auto-
mated actions of these components, satisfies the Expertise requirement for
this approach. This means, no security expertise is required for private users.

However, it is not possible to fully automate the response component be-
cause the response to an alarm depends on the smart home devices installed,
the type of alarm, and the IDS preconfiguration, which violates Understand-
ability. To meet this requirement, a reporting component is introduced. This
component automatically generates a report for each alarm based on the system
state received from the configuration component and the alarms received from
the response component. The reporting component can be used to invoke a
security expert from the manufacturer by sending the report to the manufac-
turer. The security expert is responsible for analyzing the alarm and preparing
an appropriate response. The report is sent to the manufacturer only if the
user requests it. This is important because smart homes usually contain private
information about the user’s life. Therefore, it is not desirable that a security
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Figure 8.4: Smart Home IDS

expert is permanently monitoring the smart home network.

8.3.3 Level IT Security Process

The aim of the level IT security process is to ensures an appropriate response
to IDS alarms. Furthermore, the IDS is adapted to changing properties of the
network if necessary. Corporate networks are subject to constant adaptation
due to new demands. For example, attackers can develop new attacks or new
devices with specific security requirements might be added to the network.

An IDS must constantly be monitored and improved in order to increase
the network securit. To this end, an IDS is part of the enterprise’s IT security
process, as shown in Figure 8.5. In the figure, rectangles illustrate process steps
and black arrows represent the information flow. Ovals indicate roles and dashed
lines responsibilities.

As already mentioned earlier in this section, the introduced approach in-
cludes that only smart home devices are part of the smart home network moni-
tored by the IDS. Such smart home devices rarely change its functionality. The
security requirements of the smart home network stem from the smart home
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concept and do not change over time. Thus, the IT security process can be
adapted for smart homes. Separation requires a separation of the IT security
process into different phases. A total of four phases pre-configuration, installa-
tion, detection and countermeasures are distinguished, as shown in Figure 8.6.

The pre-configuration phase is related to the pre-configuration stage from
Section 8.3.2. Regarding Expertise, it cannot be assumed that a private user
is able to configure an IDS. Therefore, it is the responsibility of the security
expert to configure the IDS in a way that it fits the security properties of a
smart home network.

All other phases are taking place at the operational stage, i.e., make use
of IDS components that have been automated. The private user must connect
the IDS to the Internet router and the smart home devices to the IDS in the
installtion phase. After that, the IDS starts monitoring the smart home network.
In the detection phase, the IDS monitors the smart home network. Based on
the pre-configured of the knowledge base, it automatically identifies potential
attacks and raises the alarms if necessary. In the countermeasures phase, the
IDS provides the private user with simple solution suggests like re-starting or
disconnecting the smart home device in case of detected attacks. However,
it could happen that no simple and understandable countermeasures can be
proposed by the IDS. In this case, Understandability means that the private
user must invoke an external security expert by using the reporting component
to send all information necessary to the security expert. In the next step, the
security expert devises reasonable measures and update the knowledge base.

ImplementationSecurity Expert

Plan

Act

Check

Do

Evaluation

Policy Definition

Constant Review and Monitoring

Figure 8.5: IT Security Process
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Figure 8.6: Adapted IT Security Process

8.3.4 Level Contract Liabilities

This level considers in which product features a smart home IDS manufacturer
can assure to a private user. A conventional IDS is delivered as a ”construction
kit”. This means that the IDS must be configured by a security expert as a
first step to protect the network. It may happen that a configured IDS does
not detect an attack. In this case, the security expert can be held responsible
because he or she configured the IDS based on the security requirements of the
corporate network. However, this approach is not appropriate for home users.

Separation requires that a smart home IDS be able to define its own ser-
vice. This can be done by the manufacturer during the pre-configuration phase.
This requirement includes all devices in the smart home network that are to be
monitored by the IDS. Expertise requires specifying the capabilities of the IDS
without referring to specific transmission protocols or attack names. However,
there are many smart home devices that are built with a similar architecture
and use similar communication protocols [163]. Therefore, it might be possible
to provide a certain level of protection for certain product groups or manu-
facturers. From the Understandability requirement, it is necessary that the
manufacturer provides the user with the information that an IDS does not pro-
vide complete protection against every possible attack. This is very important,
because otherwise the manufacturer could be held responsible in the event of
an attack that leads to financial damage, for example.
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8.4 Signature- or Anomaly-Based Detection

The purpose of this section is to confirm that the current IDS can be used as
described in Section 8.3. It also shows whether signature-based or anomaly-
based IDS are more appropriate.

8.4.1 Experimental Setup

Figure 8.2 illustrates the defined system architecture used for the experiments.
The IDS is installed on a Raspberry Pi 3B that operates as a Wi-Fi Bridge
between the smart home network (WLAN1) and the Internet router (eth1).
The Raspberry Pi 3B is able to evaluate network packets in real-time. Two
different IDS are tested:

IDS Selection Suricata is a widely used signature-based IDS, that imple-
ments state-of-the-art detection algorithms and makes use of multicore pro-
cessors [143]. Suricata comes with approx. 27.000 pre-configured signatures.
Furthermore, signature updates can be downloaded from a repository.

Kitsune is an anomaly-detecting IDS. It implements a number of neuronal
networks to detect attacks [104]. Kitsune is equipped with neural networks and
a voting mechanism that are pre-trained and pre-configured for services and
network protocols also used by smart home devices. In particular, this means,
based on each data packet, Kitsune constructs a feature vector and transmitt it
as input to various neural networks. After that, the output is then forwarded
to a voting algorithm.

Both IDS approaches perform the functions required in section 8.3:
Both approaches are implemented as network-based IDS. They can be in-

stalled on a bridge between Internet and smart home network. Both are using
a modular architecture, which allows to implement the components shown in
Figure 8.4. Finally, Suricata and Kitsune can be pre-configured and updated
remotely by a security expert.

IoT Device Selection The smart home network contains four devices:

• The Amazon Dash-Button connects to the smart home network when the
button is pressed. Then it fetches the current time from an NTP server
over the Internet, opens a HTTPS connection to the Amazon Cloud and
places an order for a specific product. After that, it disconnects from the
network until the button is pressed again.

• The Amazon Echo Dot (2nd generation) is a voice assistant smart speaker.
As soon as the Amazon Echo Dot recognizes a pre-defined wake-up word,
configured by the user, it sends voice samples to the Amazon cloud for
natural language processing. Based on the voice command, a response is
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Table 8.1: Stage 1: Normal Use
Device Intervall Duration Interactions
Amazon
Dash

10 min-
utes

1 sec. 6

Amazon
Echo

10 min-
utes

5 minutes 6

IP-Camera 10 min-
utes

2 minutes 5

Temperature
Sensor

10 sec-
onds

- 60

sent to the Echo Dot. There are many supported activities like playing
music for example.

• The Temperature Sensor communicates via Message Queuing Teleme-
try Transport (MQTT) protocol [159] with a server that logs tempera-
ture readings. To this end, the device resolves an IP address for a pre-
configured domain from an DNS, and connects to this IP at port 1883.

• The IP-Camera is always connected to a server with the IP address
35.177.224.169. This server is used to establish connections between a
client and the IP-Camera. Thus, the private user can connect to the
device from different networks.

8.4.2 Experimental Procedure

Three stages are defined for the experiment, which are run through one after the
other. In each stage the Raspberry Pi records all data packets with tcpdump.

During the first stage, the smart home devices are operated for 60 minutes.
Table 8.1 illustrates the time intervals and the exact time how long each device
is used. For example, it can be seen, that the dash button was pressed every
10 minutes for one second. The temperature sensor sends the temperature
automatically every 10 seconds. As a result of this stage, 112.602 packets are
recorded and all of them refer to normal use.

During the second stage, the smart home network is exposed to a portscan
attack from the external internet by using Network Mapper (nmap). A portscan
might have a benign reason. For example, a network operator might want to
confirm that all network services are well. However, a portscan can also be
the first step of an attack, that does not cause any damage, but spies device
and network characteristics, including services and the applications or software
libraries listening to open ports. The portscan starts after 48 minutes of normal
activites and the aim is to identify open ports of certain network appliances. A
total of 237.609 packets are recorded, and 131.137 of them belong to the attack.

During the third stage, the smart home network is exposed to a telnet attack
from the external internet by using Teletype Network (Telnet). Normally, telnet
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is a plain-text protocol, that is used to access devices that offer unencrypted
services. However, this protocol is often abused by attackers. For example, the
Mirai Botnet used telnet to infect smart home devices with a hard-coded admin
password. To mimic a successful telnet attack, the firmware of the temperature
sensor is extended with a simple telnet server. Again, the attack starts after 48
minutes. 114.501 packets are recorded, 1.107 of them belong to the attack.

After all four stages are complete, Suricata and Kitsune process the records.
In particular, this means both IDS analyze the same data.

8.4.3 Experimental Results

This section evaluates the results of the experiment. It is considered, whether
the IDS approaches are (a) sufficiently accurate to increase the security of a
smart home installation and (b) applicable for a private user.

The detection results are mapped to a confusion matrix to regard (a) as
shown in Table 8.2. The columns are representing the number of packets the
IDS has classified as malicious or benign. The rows are illustrating, which
packets were indeed malicious or benign. This means, an ideal IDS would only
contain numbers > 0 in the upper left and lower right fields in the matrix.

Table 8.2: Confusion Matrix in General
Suricata Kitsune
Malicious Benign Malicious Benign

Reality Malicious
Benign

Normal Operations As illustrated in Table 8.3, Suricata identified all pack-
ets correctly as benign. Kitsune on the other hand, has classified 43 packets as
malicious. These packets are misclassified, because only benign operations were
performed. This misclassification leads to false alarms.

Table 8.3: Normal Operation
Suricata Kitsune
Malicious Benign Malicious Benign

Reality Malicious 0 0 0 0
Benign 0 112.602 43 112.559

Portscan Attack Table 8.4 contains the classification of the packets from
the portscan. Suricata has classified 48 packets from the portscan as malicious
and 131.089 as benign. Obviously, Suricata does not consider a portscan as an
attack. Because a portscan is not necessarily an attack, either 48 or 131.089
packets were misclassified. Kitsune on the other hand has classified 129.987
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packets from the portscan as malicious. This is because sending packets to all
ports on all smart home devices is not a normal communication of a device.
Therefore, Kitsune classifies this behavior as an anomaly and raises an alarm.

Table 8.4: Portscan
Suricata Kitsune
Malicious Benign Malicious Benign

Reality Malicious 48 131.089 129.987 1.150
Benign 0 106.472 178 106.294

Telnet Attack Since no device should allow unencrypted login over the Inter-
net, telnet access is considered an attack. As table 8.5 shows, Suricata correctly
identified all benign and malicious packets. Surprisingly, Kitsune was not able
to identify malicious packets. This could be due to the fact that the unencrypted
low data rate TCP packets sent by the temperature sensor are similar to the
Telnet packets used in the attack. In addition, Kitsune identified 2,848 be-
nign packets as malicious. This suggests that the switching of the radio station
played by the Echo Dot confused Kitsune and caused an anomaly in the data
transmissions. However, this classification must be considered a false alarm.

Table 8.5: Telnet Attack
Suricata Kitsune
Malicious Benign Malicious Benign

Reality Malicious 1.117 0 0 1.117
Benign 0 113.384 2.848 110.536

8.5 Discussion Chapter 8

Usability The IDS must be easy to use for every private user over its entire
life-cycle. This is, because it cannot be assumed that a private user has security
expertise. It starts with the installation of the IDS, which should be as simple as
possible. In the best case, the user only needs to plug the IDS into the socket. In
the next step, the IDS should start the installation automatically and initiate a
learning phase in which the required rules or patterns are learned automatically,
as described in this chapter. During operation, it should not be necessary for
the private user to monitor the IDS. Notification in case of an attack should also
be as simple as possible. It could be implemented, for example, by a flashing red
light. In this case, the user should simply have to press a button to re-initiate
the learning phase or inform the manufacturer to get help from an expert.

Other Challenges This chapter introduced an approach to integrate an IDS
into a smart home scenario. However, this might result in new challenges. One
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challenge is the lack of security knowledge of private users. This could lead to
potentially dangerous situations. For example, the IDS could be turned off by
mistake or automatic firmware updates could be deactivated. In this case, the
knowledge base cannot be updated to include new attacks. Another potential
issue is the check phase of the IT security process, which was automated in this
chapter. If mistakes in the pre-configuration result in successful attacks, such
attacks might not be apparent during the check phase. Thus, the IDS will not
be updated for this kind of attack.

Unknown Attacks The experiment indicated that signature-based IDS are
more suitable to detect attacks than anomaly-based approaches. However, the
signature repository provided signatures for well-researched attacks from the
past. This means, it cannot be ruled out that new kinds of attacks might
pose a challenge for signature-detecting approaches until the knowledge base
is updated. It is also conceivable that the monitored network contains niche
IoT products that are not covered by the set of signatures. This is particularly
problematic, because a private user cannot be expected to successfully configure
the IDS and define signatures.

False Positives During the experiment, the anomaly detection IDS generated
many false alarms. This is because the Amazon Echo Dot changes its communi-
cation behavior when the private user switches from reading the weather report
to playing music, for example. Consequently, the more functions an IoT device
offers, the more unpredictable data traffic and the more frequent false alarms.

The Learning Phase The learning phase of an anomaly-detecting IDS in
a smart home might be manipulated. For example, it could be possible that
the smart home network has already been attacked when the IDS is put into
operation. This means, the IDS could learn data traffic between the smart home
network and the attacker and consider it normal. In this case, anomaly-detecting
IDS are not able to increase the network security. It can be concluded that
signature-based IDS are better-suited to secure smart homes at the moment.
However, the pre-configuration needs special attention.

Involving Experts This chapter is about simple network attacks, such as a
portscan or a telnet attack. Even though IDS are able to detect more complex
attacks, it might be difficult to propose solutions understandable for the private
user, even for the simple attacks. In case of an unsuccessful attack, generic
solutions such as ”Please check with the manufacturer how to proceed in case
of a security incident” cannot be applied. For this reason, it is assumed that
for complex attack attempts, involving an expert via the reporting component
becomes even more important.
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Chapter 9

Conclusion

Cloud Computing has simplified our lives in many ways. From applications
such as container virtualization or the IoT, to the development of new working
models such as the home office, Cloud Computing has a major impact on our
everyday communications. Services such as storage solutions, software applica-
tions or even IT infrastructure are made available online. These services bring
many advantages in the private sector as well as the enterprise sector but Cloud
Computing also presents new challenges to IT security. In this dissertation,
three particularly important applications of Cloud Computing (container virtu-
alization, IoT technology and the work model home office) were examined for
current IT security challenges.

Container virtualization is revolutionizing enterprise software development,
for example. Containers provide so called microservices over the internet that
can be operated in an isoltated environment. Software developers are use con-
tainers as test environments for new software without disrupting operations.
This is due to the fact that container virtualization enables the separation of
the actual application from the IT infrastructure. Since containers contain sen-
sitive internal data, enterprises must revise their IT security concept for the use
of container virtualization. This is a major challenge, as there is currently little
experience with securing (orchestrated) container virtualizations.

The home office allows employees to do some of their work from home, as
the data or software they need for their work can be made available online.

IoT technology equips conventional devices with sensors and connects them
to the Internet. This makes it possible to analyze process data in real time and
react quickly and flexibly to undesirable changes. This in turn saves enterprises
a lot of time and money and makes processes more transparent. In the private
sector, IoT devices are used to make daily life more convenient. Voice assistants
can be used to switch devices such as lamps or speakers on and off, and smart-
phones can be used to control home appliances such as heating or refrigerators
from anywhere in the world. The benefits are versatile and the number of IoT
devices in enterprises and private households has increased massively for years.
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Official authorities, such as the German Federal Office for Information Se-
curity (BSI), are constantly publishing new or revised standards so that the
securing of cloud applications in enterprises can be standardized and certified.
However, many of the standards are still under development. As a result, it
is unclear whether a sufficient level of protection can already be achieved with
the application of the standards. In the private sector on the other hand, a
certification is not required. Due to this fact, the application of standards is not
expedient. Furthermore expert knowledge is required to apply security stan-
dards and private users are usually no security experts. Preconfigured security
systems such as personal firewalls are used to monitor data traffic and alert as
soon as suspicious activity is detected. Compared to traditional devices such
as laptops or tablets, security mechanisms are often not found in smart devices
such as smart light bulbs or smoke detectors. This makes it difficult to deploy
traditional firewalls in private networks with smart devices.

Due to the aforementioned challenges for enterprises and the private sector,
two aims were defined for this dissertation:

1. The expansion of existing security concepts published by official author-
ities such as the BSI, to include required elements for securing the three
cloud applications in enterprises.

2. The development of a prototypical firewall and IDS for smart home net-
works that can be operated by private users without security expertise.

Two different methodologies were used in this dissertation to achieve the
objectives. For the enterprise sector, typical scenarios for cloud applications
were defined. These scenarios were ssecured by using official frameworks, such
as the BSI’s IT-Grundschutz. The results were analyzed to identify missing
security elements required to secure cloud applications. Finally, the frameworks
werw extended to include the missing security elements. For the private sector,
a constructivist methodology was used. This means, an iterative process was
used to create documents that define clear instructions for prototypes. These
documents form the basis for the operation of the prototypes. The evaluation
was carried out in the form of case studies. In particular this means, the pro-
totypes are operated in a typical use case for protecting a private smart home
network. The behavior of the prototypes was analyzed and documented in detail
to evaluate the functionality and derive findings.

Results Container Virtualization In this dissertation it could be shown
that the new module SYS.1.6 in combination with the module SYS.1.5 is a
valuable tool for creating security concepts for Docker and kubernetes. However,
in the purposed scenario for the Docker system, it has become apparent that
two additional threats exist for Docker that have not yet been considered in
the new module SYS.1.6. For the kubernetes scenario, three additional threats
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were identified that are not considered in SYS.1.6. Furthermore, it was shown
that the results are not limited to Docker or kubernetes scenarios but apply
to container technologies in general. Therefore, an expansion of the module
SYS.1.6 to include the additional threats and safeguards should be considered.

Results Work Model Home Office After the investigated, which require-
ments must be implemented in a minimal home-office scenario with customer
data in order to obtain the BSI protection level ”Basic”, a role ”home office
user” was defined, to find out which of those requirements can be implemented
by the user. The results are showing that the number of requirements that need
a security expert from the company is manageable for a minimal home office
scenario. This is a first step towards creating an IT-Grundschutz profile for a
home office, to simplify security management for employees in a home office,
while ensuring a certified security policy at the same time.

Results IoT Technology For the enterprise sector, the 3-dimensional INter-
net oF thINgs MaturITy modEl INFINITE was developed. The aim is to help
management procure IoT devices that meet specific security requirements. To
apply INFINITE, a procedure was determined to obtain all information needed.
The evaluation was carried out by conducting a case study and answering five
research questions. The results are showing that INFINITE can be used to
evaluate the security of IoT devices with the same and different application
scenarios. Changes in security practices can also be identified based on the as-
sumptions made. Without the cooperation of manufacturers, it is difficult for
management to obtain all the information needed. With a clear security policy,
INFINITE can identify IoT devices that meet the security policy. Finally, four
different clusters were identified that combine IoT devices with different security
properties. After the procurement of IoT devices, there are also many threats
associated with their use. Many official authorities have published frameworks,
to ensure a secure use but there is currently no uniform framework to secure the
hardware of IoT devices. Therefore, the aim was to develop a basic IoT hard-
ware security framework that can be implemented into existing security con-
cepts. For this purpose, three official IoT security standards, publishes by the
BSI, NIST and ENISA were compared with their mentioned hardware threats.
These threats seem to be from great importance for IoT security in general.
A risk identification for four different IoT devices was carried out to find out,
whether these threats really apply to different application scenarios. The impor-
tance of these threats could be confirmed. In the next step, these threats were
used to develop the basic IoT hardware security framework. This framework
consists of a total of 10 hardware threats that are affecting different application
scenarios for IoT devices. It can be used as a basic hardware protection for IoT
devices. Furthermore, it can be included into existing security concepts.

For the private sector, a concept for a firewall application and an intrusion
detection system (IDS) for smart home networks could be realized, based on re-
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alistic assumptions about network segmentation and the communication profile
of IoT devices. This made it possible to preconfigure the firewall application and
the IDS with a generic security concept. In addition, the firewall application
can automatically learn firewall rules by observing the network traffic of IoT
devices. Experiments with a prototype implementation have provided evidence
that the firewall application can secure common IoT devices without requiring
expert knowledge from users. Only one of the tested devices failed to communi-
cate as desired. However, this problem was solved by extending already learned
IP addresses to IP address spaces. The IDS concept was evaluated in a series
of experiments on four different smart home devices. The results show that
currently signature-based IDS are suitable to secure a smart home. In contrast,
anomaly-based IDSs are less suitable because the anomaly detection algorithms
tend to classify changing user behavior as an attack.

By achieving the aims of this dissertation, a solid foundation for the secure
operation of the considered cloud applications is ensured. This means that
further security concepts can be developed on this basis.
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Appendix

Table 1: IoT Security Cameras Documentation

Security Practices

ID

P
ro

to
co

l

E
n

cr
y
p

ti
o
n

U
p

d
a
te

s

p
ro

te
ct

io
n

Notes

Vandal WDR SSL RSA manual IP67 no updates in decommission
Eufycam 2C SSL AES128 automatic IP67 no updates in decommission

but lifetime support
Tapo C310 V1 TLS AES128 automatic IP66 no updates in decommission
Google Nest SSL AES128 automatic IP65 no updates in decommission
5MP PTZ SSL RSA automatic weatherproofno updates in decommission
Laxihub O1 EAP AES128 automatic IP65 no updates in decommission
Arlo Ultra TLS AES128 automatic waterproofno updates in decommission
IPC-
HDBW5831E

TLS RSA automatic IP67 no updates in decommission

D-Link H.265 SSL RSA automatic IP66 no updates in decommission
Axis P1447 TLS RSA manual IP66 no updates in decommission
WV-X8570N SSL RSA manual IP66 no updates in decommission
Cam IR - - manual IP65 no updates in decommission

but lifetime support
IP Tube TLS RSA manual IP67 no updates in decommission
LUPUS-LE281 SSL RSA manual IP66 no updates in decommission
H.264 960P - - - waterproof -
IP9165-HP SSL RSA manual - no updates in decommission,

waterproof case can be pur-
chased

DS-
2CD2025FWD

SSL RSA manual IP67 no updates in decommission

IPC-B650H-Z SSL RSA manual IP67 no updates in decommission
Cisco Video SSL RSA manual IP66 no updates in decommission
Smart Outdoor
Cam

- - manual certified
protec-
tion

uses end-to-end encryption but
no protocols are mentioned
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Table 2: IoT Temperature Sensors Documentation

Security Practices

ID

P
ro

to
co

l

E
n
cr

y
p
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n

U
p

d
a
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p
ro
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ct

io
n

Notes

Aqara Temp.
Sensor

AES in
CCM

AES128 manual IP20 no updates in decommission

SONOFF
SNZB-02

AES in
CCM

AES128 automatic - no updates in decommission

ELV HmIP-
WTH-2

Home-
maticIP

Home-
maticIP

automatic IP20 no updates in decom.,
Homematic IP is certified

RSH Temp.
Sensor

AES in
CCM

AES128 automatic - no updates in decommission

Nous E6 AES in
CCM

AES128 support - not a lifetime support

Temp.
Reader

AES in
CCM

AES128 support - lifetime support not sure,
prot. are certified

Long Range
Sensor

TLS AES128 manual certified
prot.

no updates in decommission

Shelly H&T TLS AES128 automatic - no updates in decommission

Zemismart
Sensor

AES in
CCM

AES128 automatic - no updates in decommission

Tesla Sensor AES in
CCM

AES128 automatic - no updates in decommission

Wireless Sen-
sor

- - automatic IP68 end-to-end encr. but no pro-
tocols are mentioned

Govee Hy-
grometer

- - automatic - No updates in decom. but
lifetime support

Frient Sensor AES in
CCM

AES128 automatic IP20 no updates in decom., pro-
tocols are certified

Bosch Ther-
mostat

TLS AES128 automatic IP20 no updates in decom., pro-
tocols are certified

Temperature
Logger

- - - - -

Climate Sen-
sor

AES in
CCM

AES128 automatic - no updates in decommission

Smart Home
400

AES in
CCM

AES128 automatic - no updates in decommission

Proteus AM-
BIO

- - manual different
condi-
tions

no updates in decommission

Multi.Sensor AES in
CCM

AES128 automatic - no updates in decommission

Bresser Hy-
grometer

EAP AES128 automatic - no updates in decommission
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Table 3: IoT Smoke Detectors Documentation

Security Practices

ID

P
ro

to
co

l

E
n
cr

y
p
ti

o
n

U
p

d
a
te

s

p
ro

te
ct

io
n

Notes

Gigaset AES in
CCM

AES128 automatic - no updates in decommission

Banggood - - automatic - no updates in decommission

LH-601WF AES in
CCM

AES128 automatic - no updates in decommission

PA-443W - - automatic - no updates in decommission

HS1SA AES in
CCM

AES128 - - protocols are certified

Wi-Fi Smoke
Detector

- - automatic - no updates in decommission

Frient Smoke
Alarm

AES in
CCM

AES128 automatic IP20 no updates in decom. proto-
cols are certified

ABUS Detec-
tor

- AES128 automatic - no updates in decommission

HmIP-SWSD Home-
maticIP

Home-
maticIP

automatic IP20 no updates in decom. proto-
cols are certified

Bosch Smoke
Alarm

TLS AES128 automatic IP20 no updates in decom. proto-
cols are certified

Anka Smoke
Alarm

AES in
CCM

AES128 automatic - no updates in decommission

SH8-
99101UK

- - automatic IP20 no updates in decom., com-
munication is trusted and
encrypted, no prot. men-
tioned

R7049 AES in
CCM

AES128 automatic - no updates in decommission

Photoel. De-
tector

- AES128 manual - no updates in decommission

DWL-
2600AP

EAP AES128 manual - no updates in decom., cer-
tified use of EAP (IEEE
802.1X)

Nedis Detec-
tor

- - automatic - no updates in decommission

Zemismart
Sensor

AES in
CCM

AES128 automatic dustproof no updates in decommission

Fibaro Sensor - AES128 automatic - no updates in decommission

ELRO Con-
nects

EAP AES128 automatic - no updates in decommission

PSG01 - AES128 automatic - no updates in decommission
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Hiermit erkläre ich, die vorliegende Dissertation selbstständig und ohne un-
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