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Referat (abstract):

Negative energy densities are an abundant and necessary feature of quantum field
theory (QFT) and may lead to surprising measurable effects. Some of these stand
in contrast to classical physics, so that the accumulation of negative energy, also
in quantum field theory, must be subject to some constraints. One class of such
constraints is commonly referred to as quantum energy inequalities (QEI). These
are lower bounds on the averaged stress-energy tensor which have been established
quite generically in quantum field theory, however, mostly excluding models with
self-interaction.

A rich but mathematically tractable class of interacting models are those subject
to integrability. In this thesis, we give an overview of the construction of integrable
models via the inverse scattering approach, extending previous results on the char-
acterization of local observables to models with more than one particle species and
inner degrees of freedom.

We apply these results to the stress-energy tensor, leading to a characterization
of the stress-energy tensor at one-particle level. In models with simple interaction,
where the S-matrix is independent of the particles” momenta, this suffices to con-
struct the full stress-energy tensor and provide a state-independent QEI. In models
with generic interaction, we obtain QEIs at the one-particle level and find that they
substantially constrain the choice of reasonable stress-energy tensors, in some cases

fixing it uniquely.
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Chapter 1

Introduction

The realm of quantum physics has many peculiar features which tend to challenge
our intuition trained by the everyday experience of classical mechanics. One such
feature, though not limited to quantum physics per sé, is the appearance of negative
energies: While the positivity of the total energy in a system, also in quantum
physics, is a hallmark of stability, locally, energy may be negative. Heuristically,
we may think of this as a consequence of Heisenberg’s uncertainty principle, where
a narrow localization in space and time has to allow for a wide uncertainty in
momentum and energy so that positivity may be violated statistically. In this regard,
it may not even be surprising that negative energy densities are an abundant and
even necessary feature of quantum field theory [EGJ65] and that the energy density
at a point can become arbitrarily negative; see, e.g., [Few00, Sec. 2].

The presence of negative energies indicates that the system is in a state which
has locally lower energy than the global ground state of the system, usually the
vacuum, and is thus sometimes termed a "sub-vacuum' effect. This may lead to
bizarre effects: Understanding energy as measuring the tendency to "act' in some
way, negative energy indicates rather the tendency to "be acted upon' in some
way. For instance, a source of negative energy radiation may gain energy instead
of losing it, and a chunk of negative energy may slow down an oscillation rather
than stimulating it or cool a thermodynamical system rather than heating it. In
more generality, one may say that negative energies may cause an effect which is the
reverse of our classical intuition. For the detection of such atypical processes, and
thus negative energy, many proposals exist involving effects such as reduced atomic
decay rates [FR11] or increases in the speed of light pulses in nonlinear materials
[DLE19]. These proposals are about to get within experimental reach but have not
yet been measured. We refer to Section 5 of [Forl0] and references therein for a
brief discussion of the detection of "sub-vacuum" effects.

As has been stressed, such effects stand in contrast to classical physics, so that—
since classical physics emerges from quantum physics—the extent of negative ener-
gies has to be limited for physically reasonable models of quantum physics. Such
limits are also needed because an infinite energy sink, for instance implemented by
unconstrained accumulation of negative energy, clearly renders a system unstable.

Of interest are here not only the constraints on magnitude (how much negative en-
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ergy can be gathered?) but, given energy’s tendency to balance out over time, also
on duration (how long can negative energy be sustained?). Since the total energy,
i.e., the energy density averaged over the whole space, has to be positive, there has
to be also a constraint on the scaling in space.

Mathematically, all these questions can be summarized into whether and in what
form local averages of the energy density are bounded from below. We refer to such
a bound as quantum energy inequality (QEI) which may take the following form:
For the energy density 7% at a spacetime point z averaged over a positive test

function ¢? the inequality

(o, [ dzg(@PT@)e) = eyl (L.1)

holds for a suitably large set of state vectors ¢ with a constant ¢, > 0 which does
not depend on . If such a bound holds, the previous questions can be answered
by choosing specific profiles for the averaging function g. Here we give an example
and otherwise refer to the review [Few12, Sec. 1.3]: Choosing g to be supported in
a compact region and normalized, the Lh.s. of (1.1) gives a decent measure for the
actual energy in that region whereas ¢, measures the maximum amount of negative
energy that could be "gathered' in that region (and in that class of states). Varying
the scale of that region in time and space allows for assessing the duration with
which the negative energy density can be sustained and the scaling (in space) with
which positivity is restored.

It may also happen that the limit where g becomes constant in time restores
positivity, which is referred to as averaged weak energy condition (AWEC). Looking
at components of T in a null direction instead, one obtains the weaker averaged
null energy condition (ANEC) which is expected to hold quite generically [I[<520,
Sec. 4.3] although mathematically precise evidence is mostly limited to 14+1d Min-
kowski space [Ver00; FHO5]. Connections to quantum information and entropy were
discussed more recently in form of the quantum null energy condition (QNEC) which
is expected to be a consequence of ANEC [Bou+16; CE20].

In the following, we will focus on a few more aspects of QEIs relevant to this
thesis and refer the interested reader to the reviews [Few06; Rom06; Ver08; Forl0;
Few12; KS20] and references therein. Starting with the original work by Lawrence
Ford in the late 70s [For78], which shows how a certain QEI is necessary to prevent
a violation of the second law of thermodynamics, QEIs have a rich history. In the
meantime, they have been established quite generically in linear QFTs, including
QFTs on curved spacetimes as well as in 141d conformal QFTSs; see, in particular,
the reviews [Ver08, Sec. 3|, [Fewl12, Sec. 1.4], and [I{520, Sec. 3]. Also, they have
gained significant importance in semiclassical gravity, where the expectation value of

TH appears on the right-hand side of the Einstein equations. In this context, QEIs
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can yield constraints on exotic spacetime geometries such as wormholes and warp
drives and lead to generalized singularity theorems extended from classical results
in general relativity; see, in particular, the reviews [Rom06] and [I[<520, Sec. 5].

From this perspective, the field of QEIs appears to be already close to complete.
There is, however, still an important gap to be filled: It is not yet known how much
the presence of self-interaction (i.e., having a nontrivial scattering matrix between
particles) affects the results mentioned before. While free field QEIs should apply
when sampling times' are larger than the interaction time scale [Rom06], it would
be useful to analyse this more carefully and there are situations where this fails and
interaction plays a significant role. For instance, consider the Casimir effect, where
two conducting plates are brought very close together, resulting in an attractive
force between the plates. The effect can be explained by the presence of a negative
energy density in the confined region due to the boundary conditions posed by the
conducting plates. Provided the setup can be sustained for arbitrarily high energies
or infinitely long, this would also violate typical QEIs.A natural interpretation for
the first would be that the failure of the QEI is because of unrealistic boundary
conditions and that the positive energy contributions required to sustain the Casimir
setup must be included [OG03; GOO04]. The second point, however, implies that the
AWEC fails (but note the ANEC). For QEIs it indicates that QEIs in the presence
of self-interaction have to be weaker than QEIs in linear QFTs or that they have to
be interpreted in a relative sense, i.e., as difference inequalities in comparison with
another state (here the Casimir ground state).

Some generic lower bounds of the energy density including interacting models,
but weaker than (1.1), can be obtained from operator product expansions [BF09]
or recently using Tomita-Takesaki modular theory [MPV22]. Concrete results in
models with self-interaction are rare, though.

The situation is better when specializing to the class of 1+1d integrable models.
In these models, the scattering operator or S-matrix is constrained to be particle
number conserving and factorizing but nonetheless allows for a large class of interac-
tions; see, e.g., [KW78; Z779; AARO1]. Factorizing here means that the scattering
process decomposes into a chain of elementary scattering processes corresponding to
the interaction of two particles. A reversal of the perspective then leads to a generic
construction procedure for such models: As a starting point, fix the "supposed-to-
be" particle spectrum and elementary processes. Then, under the given constraints
for the scattering, this completely fixes the S-matrix and is sufficient information
to define the integrable model. This is known as the inverse scattering approach

and has been shown to yield agreement with perturbatively defined QFTs in many

T.e., the time scale of the support of the averaging function.
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cases; see the last cited references again.

A QEI in this context was first established in the Ising model [BCF13]. Also,
a QEI at one-particle level (i.e., where (1.1) holds for one-particle states ¢) has
been obtained for the class of models with one scalar particle type and no bound
states [BC16]. The class of integrable models is much richer, though — they can also
describe several particle species with a more complicated scattering matrix between
them or particles with inner degrees of freedom; further, these particles may form
bound states®. Aside from a recent result where a QEI is proven for the sine-Gordon
model [FC22] such models have not been treated yet.

The construction of local observables in integrable models, for instance of the
stress-energy tensor, typically follows the so-called form factor program; see, e.g.,
[Smi92; BEKOS]. The first step of this program is the inverse scattering approach as
described above. The second step is a list of equations, the form factor equations,
expected to be equivalent to locality of the observable in question. This equivalence
is also called local commutativity theorem and was treated in the physics literature
by [K589; Smi92; Las94; Que99] along with investigations in specific models, e.g.,
[KW78; BKO02; BFKO06]. Later, rigorous proofs were given which establish equiva-
lence for models with one scalar particle type or more general models but less strict
so-called wedge-localization of the observable, in both cases excluding bound states
[LecO7; BC15; ALL7]. The derived equations pertain to truncated momentum space
correlation functions of the observable and are termed form factors. The last step
of this program, the definition of the (Wightman) n-point functions, involves an
infinite Fourier-type series. While its convergence can be argued at the heuristic
level, it is a long-standing problem to mathematically show this; a proof for the
easiest non-trivial model, the sinh-Gordon model, was only given recently [[Koz21;
Ko0z22]. An alternative approach was developed using operator-algebraic methods.
A rigorous construction was given, first for models with only one scalar particle type
[Lec07], and later extended to models including several particle species and particles
with inner degrees of freedom [LL514; AL17] so that these models are amenable to a

mathematical analysis.

2Bound states are understood as poles of the scattering matrix within the so-called physical
strip. See [Bab+99, Sec. 2.2] for further details.

10
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Structure of the thesis

The primary focus of this thesis is exploring QEIs in the presence of self-interaction,
focussing on the class of integrable models in quantum field theory. The main results
extend QEIs obtained in [BCF13; BCI6] to a generic class of models, including
several particle species, inner degrees of freedom, and bound states. As a secondary
point we extend results on constructive aspects of such models.

To begin with, in Chapter 2, we will review the construction of integrable models
in 141d via the inverse scattering method, including results on asymptotic complete-
ness of these models, and establish the mathematical framework for the following
parts. We will also point out the connection of this framework to algebraic quan-
tum field theory. In Chapter 3 we introduce the concept of form factor equations
which characterize the momentum space correlations of local operators in models
with factorizing scattering. We extend here preceding mathematical results on the
local commutativity theorem for one- and two-particle form factors to a setup with
several particle species and inner degrees of freedom (Thm. 3.2.1, Prop. 3.2.2).

Further, in Chapter 4, we will explain the decomposition of form factors into
an observable-specific and a model-dependent part involving the so-called "minimal
solution". We supplement the decomposition by establishing existence of minimal
solutions for a large class of models and reviewing a recipe to obtain them in practice.
Of crucial importance for later, we derive the asymptotic growth of the minimal
solution depending directly on the properties of the scattering function (Prop. 4.2.6).

We proceed in Chapter 5 with the analysis and description of the particu-
lar local operator-the stress-energy tensor T (also called energy-momentum ten-
sor)—including its 00-component, the energy density T%. For QEIs it central to
know what form these operators take (confer Eq. (1.1)). The classical Lagrangian
is often used as heuristic guidance; however, if one takes an inverse scattering ap-
proach to integrable models, starting by prescribing the scattering function, then a
classical Lagrangian may not even be available in all cases. Instead, we will restrict
the possible form of the energy density starting from generic physical assumptions
(such as the continuity equation, but initially disregarding QEIs). The abstract
assumptions will be transferred to the one-particle level, which will be our main
focus later, and will be shown to fix 7" up to a polynomial factor (Thm. 5.3.1,
Prop. 5.3.4).

We then ask whether QEIs can hold given such a stress-energy tensor. In the
following two chapters, we present the two main results:

In Chapter 6, for a class of models with rapidity-independent scattering function,
with a canonical choice of energy density, we establish a QEI in states of arbitrary

particle number (Theorem 6.3.3).

11
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In Chapter 7, for generic scattering functions, we give necessary and sufficient
criteria for QEIs to hold at one-particle level (Thm. 7.1.1); it turns out that the
existence of QEIs critically depends on the large-rapidity behaviour of the two-
particle form factor F» of the energy density. We conclude this chapter by connecting
F5 more directly to the properties of the model at hand, thereby obtaining a recipe
for QEIs at one-particle level to hold in generic models.

In Chapter 8, we apply our results to several concrete examples, namely, to the
Bullough-Dodd model (Sec. 8.2) which has bound states, to the Federbush model
(Sec. 8.3) as an interacting model with rapidity-independent scattering function,
and to the O(n) nonlinear sigma model (Sec. 8.4) which features several particle
species. In particular, we investigate how QEIs further restrict the choice of the
stress-energy tensor in these models, sometimes fixing it uniquely.

Lastly, in Chapter 9, we will discuss the results obtained in this thesis, men-
tion unfinished work obtained during the PhD project, and suggest future research

directions.

12



Chapter 2

Constructive aspects of integrable quantum

field theories

The aim of this chapter is to give a general and rigorous description of an integrable
QFT model focussing on constructive aspects. This will be the foundation of the
following chapters. The method of construction is the inverse scattering method,
which starts by specifying the model in terms of its scattering data. The scattering
data consists of the model’s particle spectrum and interactions which can be rep-
resented, respectively, by the one-particle little space and the two-to-two-particle
scattering function (as will be introduced later). That this scattering function fully
captures the dynamics of the model is a special feature of integrable QFT models
in 1+1d, where the S-matrix factorizes and is fully determined by its two-to-two-
particle component.

The structure of this chapter will be the following: We start with specifying
the particle content of the model—the particle spectrum—allowing immediately
for the construction of the one-particle state space of the model (first quantization)
(Sec. 2.2). The next step is to specify the particle’s interactions via their two-to-two-
particle scattering function (Sec. 2.3) which is the central input for the construction
of the full state space (second quantization) (Sec. 2.4).

Important properties like asymptotic completeness (Sec. 2.5) and the form factor
series (Chapter 3) follow. We will also briefly connect the construction given here
to the framework of algebraic quantum field theory (Sec. 2.6). Further background
material like details on Poincaré group representations in 1+1d, discrete symmetries,
and bound states and proofs of some statements from the main text are deferred to

Appendix A.

2.1 General notation

We will work on 1+1d Minkowski space (M, ¢g) and choose the Minkowski metric to
be g = diag(+1, —1) by convention. The Minkowski inner product will be denoted
by p.x = guptz”. A single parameter, called rapidity, conveniently parametrizes
the mass shell on M. In this parameterization, the momentum at rapidity 6 is given
by p°(6;m) := mch@ and p'(0;m) := msh, where m > 0 denotes the mass. We

will use #,n, A to denote real and { to denote complex rapidities. Introducing the

13



Chapter 2. Constructive aspects of integrable quantum field theories

open and closed strips, S(a,b) := R 4+ i(a,b) and S[a,b] := R + i[a, b], respectively,
the region S[0, ] will be of particular significance and is referred to as the physical
strip.

As test function spaces, we denote with D({2) the space of smooth compactly
supported functions on (2 and with S({2) the space of smooth rapidly decaying
(or Schwartz’)functions on (2. If necessary, we supplement a specification of the
space of values in typical fashion. Concerning the Fourier transform, we adopt the

convention that for a function f € S(R) its Fourier transform is given by

J(k) = [ do f(z)e (2.1)

extended by continuity to functions f € L'(R) or f € L*(R). For functions f € S(M)
we adopt the convention

fw) = [ f(x)en (2.2)
with analogous extensions to larger function spaces.

In the following, let I be a finite-dimensional complex Hilbert space with inner
product (-,-), linear in the second position. We denote its extension to K®? as
(,-)ce2 and the induced norm as |[|-||xez2; i.e., for v;,w; € K,i = 1,2, we have
(V1 ® Vo, w1 ® wa)xez = (v1,w;)(ve, ws). For computations, it will be convenient
to choose an orthonormal basis {e,},a € {1,...,dxc}, where dx € N denotes the
dimension of K. In this basis, we denote v € K®™ and w € B(K®™, K®™) in vector

and tensor notation, using multi-indices a € {1, ..., dc}™, B € {1, ..., dxc }", by

v* 1= (€q,v), wWj = (ea,weg). (2.3)
For adjoints (we will use * to denote them), we have (w*)5 = w§.

Operators on K or K®? will be denoted by uppercase Latin letters. This also
applies to vectors in K®?, which are identified with operators on K as follows: For
an antilinear involution J € B(K) (to be fixed later), the map A — A defined by

Yu,v € K: (u, Av) := (u® Ju, A)ges (2.4)

yields a vector space isomorphism between K®? and B(K). Some of its properties
are collected in the appendix (Lemma A.6.1). Sometimes we use the special element
Iy € K2 defined by Iy = 1x. For an arbitrary orthonormal basis {es }o of K it is
explicitly given by

Igo =) e, ®@ Je,. (2.5)

We also introduce the flip operator F € B(K®?) given by F(u®v) = v®u (u,v € K).
I is invariant under the action of F and of U®? for any U € B(K) with U unitary
or anti-unitary and [U, J] = 0; also, we have |[/g2||x = v/dx (Lemma A.6.2).

14



Chapter 2. Constructive aspects of integrable quantum field theories

2.2 Particle spectrum and one-particle space

The particle spectrum consists of a finite index set labeling particle types J, a collec-
tion {(my, si, q;) }iey of characteristic quantities for each particle type: the particle’s
mass m;, spin s;, and charge ¢; under the group of global symmetries G.

These quantities classify the particles’ transformation behaviour under the sym-
metries of the model. Mass m and spin s label the positive-energy unitary represen-
tations Uy, 4 of the proper orthochronous Poincaré group which are constructed in
analogy to the Wigner classification of relativistic particles in 1+3d and defined ex-
plicitly later on. As opposed to the 14-3d case, these representations are reducible
unless s = 0 which is explained in more detail in Appendix A.1. The charge ¢
labels inequivalent unitary irreducible representations V; of G on a Hilbert space
K,. We suppose further that there is an involution acting on J as i ~— i such that
m; = m;, s; = s; and q; = @;, where ¢ labels the (complex) conjugate' representation
Vz = V, with respect to ¢ acting on the (complex) conjugate space K; = K,. The
linear mapping between K, and K; defines the charge conjugation map C' satisfying
C=C"1=0C"

In the presence of bound states we will supplement the particle spectrum by a
set of fusion rules § C {ij — k : 14,5,k € T} which collects feasible fusion processes
of the model. Here ij — k means that particle type ¢ and j fuse to bound state type
k. A model without bound states corresponds to § = (). A more detailed definition
of this additional structure and its interpretation will be deferred to Appendix A.5.

We restrict here to finitely many massive particles, m > 0, with half-integer
spin, s € %NO. Note that in general, m and s can be nonnegative real numbers,
where continuous spin is a special feature of 14+1d. Also, we will restrict to G being
a compact Lie group—a standard assumption in QFT.

A central ingredient to our framework will be:

Definition 2.2.1. A (one-particle) little space (K, V, J, M) (with global symmetry
group G) is given by a finite dimensional Hilbert space K, a unitary representation
V of a compact Lie group G on K, an antiunitary involution J on IC, and a linear
operator M on K with strictly positive spectrum. We further assume that V (g),

J, and M commute pairwise.

The construction of the little space corresponding to a given particle spectrum
is straightforward: Let .J; denote the antilinear conjugation on K, resulting from a

combination of charge and complex conjugation. Let further M; = m;1x, for each

!The conjugate representation is also known as the contragradient or dual representation. By
unitarity of V,, we have V= 1" = V.
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1 € J. Then the corresponding little space is
(ICvV:Jv M) - @iETf(’quan‘]qui)v (2'6)

where @ refers to the direct sum of the tuple’s constituents, namely, Hilbert spaces
as well as representations and operators acting upon them. From now on we will
proceed with an abstract little space.

The little space represents the discrete remnant of the one-particle state space,
the full one-particle (state) space is recovered by boosts. So given some little space
(K, V,J, M), we define the one-particle space H1 := L*(R,K) = L*(R)® K, on which

we consider the (anti-)unitary operators

(Ur(x, A)p)(6) = eP@Mwp(0 — ), (2, A) € PL, (2.7)
(UL(5)p)(0) := J(0), (2.8)
(Vi(9)p)(0) := V(g)e(0), g€, (2.9)

for any ¢ € H;.

This defines a unitary strongly continuous representation of the proper Poincaré
group P, and of G, where the antiunitary U(j) is the CPT operator, represent-
ing spacetime reflection: Note here that by antilinearity and by [M,J] = 0 one
has Uy (z, \)U1(j) = Ur(j)Ur(—=z, ). The (one-particle) generators of the group of
translations and of the group of boosts are given by p(-; M) and —id%,
We will denote the dimension of IC by dx. Further, we will denote the spectrum

respectively.”

of the mass operator M as 9 C (0, 00) and its spectral projections as E,,,m € 9.
Remark 2.2.2. (Convention for charge conjugation) For a given basis {e,} of K we

may introduce the charge conjugated basis é5 := Je,. For convenience, we will

use the charge conjugated basis instead of the original one whenever barred indices

appear, i.e., for v € K, v® denotes (€5, v) instead of (ez,v). In this context, we

extend e, — € by linearity to a unitary matrix which we denote with C' € B(K)

and refer to as charge conjugation matriz. With our convention for the barred

indices, we have that C% = §7.

2.3 The scattering function

Scattering in integrable models is tightly constrained by the existence of an infinite
set of conservation laws and therefore obeys a number of simplifying properties:
Each scattering process is particleenumber conserving and factorizes into two-to-

two-particle scattering processes. Moreover, the set of incoming momenta coincides

2In both cases these are unbounded operators which are essentially self-adjoint on the domain
of smooth compactly supported functions.

16



Chapter 2. Constructive aspects of integrable quantum field theories

with the set of outgoing momenta. Due to these constraints, scattering in integrable
models is fully determined in terms of its two-to-two-particle scattering function.
The latter will be the central ingredient for the construction of a model and this
section is devoted to describe it axiomatically; specifying also some important special
cases.

Physical considerations require the scattering function to satisfy properties like
unitarity, crossing symmetry, and the Yang-Baxter equation; the general axiomatic
theory is well-known and given in [[ag93]. For integrable models these properties
pass down to the two-particle scattering function and standard textbook accounts
are found in [Musl0, Chap. 17], [Dor98, Chap. 3], and [AAROL, Chap. 8|. Basis-
independent formulations are found for instance in [Bis12] and [AL17, Defn. 2.1].

In contrast to higher dimensional theories, a two-particle scattering process in
1+1d is fully parametrized by a single parameter. Standard choices for incom-
ing/outgoing particles with momenta p; and py (resp., rapidities #; and ) are the
Mandelstam variable s = (p; + ps)? or the absolute value of the rapidity difference

0 = |0; — 63]. Their relation is given by the formula
s = (p1+p2)* = m} +mj + 2mymy ch 6 (2.10)

and we choose # as our preferred parameter. For further details on the translation
between the two descriptions see, e.g., [Lec06, Sec. 3.1].

As the central object to define the interaction of the model we introduce the
S-function (also referred to as the auxillary scattering function [Bab-+99, Eq. (2.7)]).
It is closely related to the two-particle scattering function of the model, differing
from it only in the presence of fermions or anyons by a “statistics factor” as will be
seen in Section 2.5. Anyons are particles with exotic statistics which appear only in
the context of 141 and 14+2d QFT.

Definition 2.3.1. Let (KC,V,J, M) be a one-particle little space. A meromorphic
function S : C — B(K®?) with no poles on the real line is called S-function iff for
all ¢, (" € C the following holds:

(S1) Unitarity:  S({)* = S(¢)~".
(S2) Hermitian analyticity:  S(¢)~' = S(—().
(S3) CPT-invariance:  J®?FS(Q)FJ®? = S(¢)*.

(S4) Yang-Baxter equation: For 1 = 1,
(SO SC+))S[C)@1) =1 S5()(S(C+) @)1 S(Q).
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(S5) Crossing symmetry:
(u1 ® Ua, S(’Lﬂ' — C) V1 ® U2>K®2 — (JUl ® Uy, S(C) Vo & JUQ);C®2, Ui, V; € K.

(S6) Translational invariance:
(B @ En)S(C) =S (Ew ®Ey), m,m M.

(S7) G invariance:
Vgeg: [S(0).V(9)™] =0
Properties (S1) and (S2) recombine to S(¢)S(—¢) = 1xe» and S(¢) = S(—¢)*. In
a basis, these two as well as (S3) and (S5), respectively, amount to the following
conditions:
Spe(O)Saa(=C) = 8285, Sag(¢) = 557 (=),
Sap(C) = S55(0), Saplim — ¢) = S5(0).
See Lemma A.3.2 in the appendix for a proof of this statement. Note also that

(2.11)

there are different conventions concerning the placement of the tensor indices on S.
For instance, compared to the convention adopted here, which agrees with [Bab+99;
AL17], one has that [Smi92] twists the lower indices, i.e. Sgg = (Ssmigz)gi.

There are a number of important subclasses of S-functions which we will treat:

Definition 2.3.2. An S-function S is called
o reqular iff K(S) :=sup{x > 0: S [gwnx) s analytic and bounded.} >0

o diagonal iff there exists an orthonormal basis {e,} of K and C-valued coeffi-
cients s,3(C) such that S(¢) for all ¢ € C is of the form*

S(¢) —Zﬂsaﬁ(C”eB@@a)(ea@eﬂ- (2.12)

e scalar iff dig =1
o constant iff S(¢) is independent of ¢

o k-invariant’ with k € {c,p,t,cp,ct,pt,cpt} iff S(¢) = Si(¢) for all ¢ € C,
where
(Se)as =525 (Sp)ds = Sgar (S0 = S35 (2.13)

and the others by concatenation, e.g., Se, = (S¢),-

“We use here standard braket notation where |v) denotes a vector in K and (v| a linear
functional on K such that (v|w) = (v, w).

Tn written text we use upper case K=C,P,T,... instead of k.

Let us briefly comment on these subclasses: The regular class excludes certain
more exotic particle spectra and interactions: First, the analyticity in a finite strip

rules out infinitely many poles approaching the real line. Note here that poles within
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S(—m,0) or S(0, ), respectively, correspond to resonances (unstable particles with
a finite lifetime) or bound states [Wei95]. Second, this also excludes® the presence of
infintely many "masses' leading to a divergence of the thermodynamical partition
function [Lecld, Sec. 3.3]. Lastly, the boundedness in a finite strip’ implies the
absence of exotic factors in the scattering functions like ¢ s €?@s1¢ @ > 0, which have
an essential singularity at infinity. The diagonal class corresponds to models where
the particle spectrum is non-degenerate, i.e., where each particle is distinguished
by its mass and its charge under G; as a consequence, the scattering function is
completely diagonal and S takes the form (2.12) [Mus10, Sec. 17.4]. The scalar class
allows for one scalar particle type only. In this case, G can be taken to be either
trival or equal to Z; and S is automatically diagonal. The constant subclass refers
to very simple types of interactions independent of the rapidity of the scattering
particles. It is still larger than the class of free models and contains for instance
the Federbush model which will be treated in Section 8.3. Finally, the discrete
symmetries C-, P-, T-, etc., are present in many models, not only integrable ones.
For details we refer to Section A.2.

For these subclasses the axioms from Definition 2.3.1 take an easier form

Proposition 2.3.3. (a) The class of diagonal scattering functions consists of
meromorphic functions of the form (2.12) (for some choice of an ONB of K)

with no poles on the real line, where the coefficients sap(C) satisfy

5ap(—C) = 55a(¢) ™ = 58a(C),  5a5(C) = 555(C) = spalim — ), (2.14)

and (V(g)®2)3‘;575(§) = $a8(C) for g € G. In this case Sop = Saﬁg and all
other components of S vanish. Diagonal S-functions are automatically PT-

and C-invariant.

(b) The class of scalar scattering functions consists of meromorphic functions

¢ — s(¢) € C with no poles on the real line and
s(=¢) = s(¢) " = 5(¢) = s(¢ +im). (2.15)

(c) The class of constant scattering functions consists of unitary self-adjoint ma-
trices S € B(K®?) which commute with V(g)®* and J**F and satisfy (5/),
(S5), and (S6).

3Note that this is also excluded by assuming finite-dimensionality of the little space.
4See, e.g., [[Kar+77], where boundedness in a strip is taken as a technical assumption in case
of the Thirring model and [Mit77] for a brief discussion of its validity.
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Proof. (a): Given (2.12), we find

S0 = (64 ® €5, S(C)ea @ e5) o2
= ZSPU(C)(G’Y®657€U®€p)(6p®eo’7€a®6ﬂ) (2.16)
P,

= Saﬁ(g)éiég‘

The only non-vanishing components of S are therefore given by S°% og = Sap and
it is easy to adapt (2.11) and (S7) to this special case yielding (2.14). The Yang-
Baxter equation (S4) and translational invariance (S6) are automatically satisfied
for diagonal scattering functions. Concerning the Yang-Baxter equation one has for
("= ¢+ ¢ that

(S(C) ® 1) (1 @ S(CN(S(C) ® L) 152 = 85v()Sar(C")5as((')
= 5a8(¢")5ay(¢")55,(C)
= (Le ® S¢S @ 1) (Le @ S(O))15; (2.17)

and all other components vanish. It remains to prove PT- and C-invariance. By
definition, PT-invariance amounts to Sag = S which is trivial if y = g and § = «.
C-invariance follows by CPT-invariance.

(b): For dx =1, S has a single component and is automatically diagonal. Thus
(2.14) reduces to (2.15) and (S7) becomes trivial.

(¢): For constant S = S(¢) = S(0), it holds that S = S* = S~! due to conditions
(S1) and (S2) reduce to . J*?FSFJ®? = S is equivalent to [S, J®?F| = 0. O

It will be relevant for later (Secs. 4.1,7.3) that generic S-functions can be decom-
posed into eigenvalues. For real arguments, S(6) € B(K®?) is unitary and hence

diagonalizable; this extends to complex arguments by analyticity:

Proposition 2.3.4. Let S be an S-function and D(S) its domain of analyticity.
Then there exists k € N and a discrete set A(S) C D(S) such that the number of
distinct eigenvalues of S(C) is k for all ¢ € D(S) \ A(S) and strictly less than k
for all ¢ € A(S). Further, for any simply connected domain Dy C D(S) \ A(S)
there exist analytic functions s; : Dy — C, and analytic projection-valued functions
P;: Dy — B(K®?),i=1,...,k such that for all ( € Dy

S(0) = 3 s(OPQ) (218)
and:

(a) $1(C), ..., sk(C) coincide with the eigenvalues of S(¢) and Py((), ..., P,(¢) co-

incide with the projectors onto the respective eigenspaces.
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In particular, P;(C)P;(C) = 0;;FP,(C) fori,j =1,...,k.
(b) If —C € Dy one has s;(—C) = s;(¢)™ and Pi(—¢) = Pi(¢).
(c) If ¢ € Dy one has s;(C) = 5;(¢)~" and Py(¢) = P,(¢)*.

(d) Each P; satisfies CPT-invariance, P;i(¢) = J®?FP;(¢)*FJ%?% translational
invariance, (En, @ E.)Pi(() = P(()(Ew ® Ey) for all mym’ € M, and
G-invariance, [P;(¢),V(9)*? = 0,9 € G.

The decomposition is unique up to relabeling.

Proof. For the eigenvalue decomposition of a matrix-valued analytic function, see
[Par78, Theorem 4.8] or [Kat95, Chapter 2]. Restricting S to its domain of ana-
lyticity D(S) we can apply the theorem from the first-named reference: For some
k € N there exists a discrete set A(S) C D(S) such that the number of discrete
eigenvalues of S(¢) is k for all { € D(S) \ A(S) and strictly less than k for all
¢ € A(S). Further, for any simply connected domain Dy C D(S) \ A(S) we obtain
analytic functions s; : Dy — C and P, N; : Dy — B(K®?) for i = 1,..., k such that

for each ¢ € Dy
k

S(¢) = Z(&‘(C)R‘(C) + Ni(Q))

i=1
is the unique Jordan decomposition of S(¢) with distinct eigenvalues s;((), eigenpro-
jectors P;(¢) and eigennilpotents N;(¢), i = 1,..., k. Let us enlarge D, to Dy within
D(S)\ A(S) such that Dy MR C R is open and non-empty and such that D is still
simply connected; this is always possible since C\ D(S) and A(S) are discrete, i.e.,
countable and without finite accumulation points. Since S(6) for 6 € R is unitary
and therefore semisimple we find that N; | Dy MR = 0. Since N; is analytic, this
implies NV; = 0. From the properties of the Jordan decomposition we further infer
that P;(¢)P;(¢) = 6;;P(C), 1,5 = 1,..., k. This concludes the proof of property (a).
The properties (b)—(d) are implied by the corresponding properties of S, namely
(S1)-(S3), (S6), (S7), in a straightforward manner:

Inverting the eigendecomposition of S (using orthonormality of the projectors by
Item (a)) one obtains S(¢)™' = F | s;(¢)"*Pi(¢). By (S2) one has S(—¢) = S(¢)*
which for —( € Dy (using again orthonormality of the projectors) yields s;(—() =
5;(Q)7" and P;(—¢) = P,(¢), proving Item (b). Item (c) follows analogously using
S(O)* = S(¢)~! by (S1) and (S2). Item (d) is inferred by the properties (S3), (S6),
and (S7) also analogously but even simpler since the properties modify just the

projectors F;. ]

Note that the s; (within any domain D, from above) satisfy all the properties

of a scalar S-function except for crossing symmetry (S5). Specifically, these are the
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properties (S1) and (S2), since (S3), (S4), (S6), and (S7) are trivially satisfied in
the scalar setting.

Remark 2.3.5. In typical examples, the decomposition in (2.18) can be extended
to all of C if one allows for meromorphic s; and FP;. This applies in particular to
models with constant eigenprojectors which includes all models with constant or

diagonal S-functions, the other examples treated in Chapter 8, and other typical

models such as the sine-Gordon or Gross-Neveu model.

2.4 Full state space

From the preceding data—one-particle little space (K, V, J, M) and S-function S—the
full interacting state space can be constructed. The construction is a generalization
of the second quantization of a one-particle state space for a free field theory. In this
generalization, the symmetrized (or anti-symmetrized) Fock space and the creators
and annihilators are replaced by S-symmetric variants. Note here that the presence
of a Fock-like structure for the interacting state space goes in line with the desired
property that the interaction processes conserve the number of particles. Histori-
cally, the S-symmetric creators and annihilators were found first in [Z2779; Fad80]
and named ZF operators thereafter. The full construction of S-symmetrized second
quantization was then given in [LNV95]. We give a brief overview of the construction

following also [[.S14; Lec15]. We start by introducing the interacting state space.

Interacting state space Given a one particle space (Hi,U;,V;) with Hy =
L*(R,K) (Sec. 2.2), let H := @ ;HF™ denote the unsymmetrized Fock space over
H,. For each n € N a function ¥,, € HY" is referred to as S-symmetric iff it satisfies
for all @ € R and k € {1,..,n — 1},

S(9k+1 — ek)k,k+1lpn<01, ceey 0k+17 Gk, ceey Hn) - M—In(el, ceey Gk, 9k+17 ceey Qn) (219)

Here, the subscript k, k+1 indicates that S(#) acts on the tensor components k and
k + 1. Then the S-symmetrized Fock space [1.N95; 1.514] is given by

Hs = D Hon, Hsn=1{¥ € H" ¥ is S-symmetric} (2.20)

with Hs1 = Hy and Hgo = C. Hg,, is naturally a closed subspace of HP™ and
Hs of 7:[, so let Pg,, : HY" — Hs, and Py : H — Hg denote the corresponding
orthogonal projections. For a state ¥ € Hg the component in Hg, will be denoted
by ¥, and referred to as an n-particle state. The particle number operator N is

given by (N¥),, := n¥,, accordingly. The Fock vacuum is given by {2 € Hg with
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(£2),, = dpo for n € Ng. Of technical importance is the subspace of finite particle
states

HE = {!I/ € Hg : ¥, =0 for large enough n} = UneNg Hsn (2.21)

which defines a closed dense subspace of Hg.
Operators acting on H;, in particular the symmetry representations, extend to
Hs by an S-symmetrized variant of standard second quantization. We quote [Lec15]

with slight adaptations and minor additions:

Proposition 2.4.1. Take arbitrary (z,\) € P_TH g€ G, veHts, and let < denote

the reversion® of the tensor components of HY". Then

Us(x,\) = Ps @2 U (x, \)*" Pg, (2.22)
Vs(g) = Ps ©rioVi(9)®" Ps, (2.23)
(UG))0 = Ui(5)" Y, (2.24)

defines a strongly continuous, unitary, positive-enerqy representation of Py X G
on Hg with a (unique) invariant vector 2. Some particular consequences are that
U(j)Us(z,\) = Us(—z,\)U(j), that U(j) = U(j)~', and that Vs(g) commutes
with Us(z, \) and U(j).

“I.e., we reverse the order of arguments and the order of the -tensor components.

The generators of translations and boosts—we will refer to them as the total energy-

momentum operator P* and the boost generator K—are given by S-twisted second

quantization of p(-; M) and —i%, accordingly. For instance, P* acts simply as
(P*9),(0) = P*(0)¥,(0), P*0)= Zp(ﬁj, M;), (2.25)

j=1
for ¥ € Hg and where M; is the (one-particle) mass operator M acting on the j-th
tensor component of ®". This concludes the construction of the interacting state

space.

ZF operators The S-twisted creators zfg and annihilators zg (or ZF operators)
operate on the interacting state space we have just constructed. We will often use
zﬁs to represent both, zg and zg, and define them as operator-valued distributions

¢ — 25(¢) with domain H; = L2(R, K) via

(Z5(P)W)n = VR Ps(o @ W 1), 2s5(9) == (2L(9)", ¢ € Hi. (2.26)
In particular, z5(p)2 = ¢ and zg(¢)2 = 0.
Also, products of zg and zfq can be linearly extended in tensor powers of H, i.e.,
for m,n € Ng, i € {1,..,m},j € {1,..,n}, and ¢;, x; € H1, we have

im _n

221 @ e ® P Xa @ o @ Xn) = 25(01) -2 (0m)zs(X1) 25 (xn). (227)
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Let us summarize a few properties of zg and z;, quoting again [Lec15] with slight

adaptations:

Proposition 2.4.2. Let p,x € Hi and ¥ € HE be arbitrary.
(a) 24(p) is in general unbounded, but well-defined on H, and zg(p)
(b) For (z,)\) € PL and g € G, we have

Us(, \)25(0)Us(w, A) 7' = 25(Ur (, A) ),
Vs(9)25(9)Vs(9) ™" = 25(Vi(g)w), (2.28)
U(j)25()U (j)25(#)$2 = =} '

(c) Relative to the particle number operator N, one has bounds

les(@)ZIl < [l VNI, 252 < lellIVN =12 (2.29)

(d) zs, zfg form a representation of the ZF algebra with S-function S':
They satisfy

b (1= S )(p®@x)) =0,
zs2s((1 = Ur(j)®2S UL (7)**) (¢ @ X)) = 0, (2.30)
2

25250 @ x) — 2hzs(1®@ Ui(5) ST (Ui () @ X)) = (9. x) 1,

where S™ := S(ir+-) and S f((1, ) == S(&—C) f(G, G) for a K22 -valued

function in two arguments.

~——  —

In a basis, the ZF algebra relations (2.30) become

()25 5(n) — SI5(0 — )2k (n) 2L 5(0) = 0
25.0(0)25,5(n) — S5 (0 — 1)zs4(n)2s,5(0) = 0 (2.31)
z5,0(0) 25 5(n) — S53 (0 — 0)zL ., (n)25,5(0) = 6ap6(0 — n)

This is shown in Appendix A.3.

Remark 2.4.3. (Free creation- and annihilation operators) For Szg = £6%0} or

equivalently S = £F, these relations reduce to the canonical commutation, resp.,

anticommutation relations. In this case, the ZF operators zﬁ&a are just the ordi-

nary creators and annihilators aﬁm of a free model with dx real bosons (+) or

fermions (-). The construction of the state space reduces to the standard one, a

fully symmetrized /antisymmetrized Fock space Hy := Hg—1r over H.
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The ZF operators fulfill a similar role as the free annihilators and creators: They
solve the ’one-particle problem’ and generate the space of states and operators. The
first property means that for each state ¢ € H; there exists an operator A such that
p = Af2; for example A = zg(ap) The second property means that expressions of
the form A;...A,2 with A; = zL(¢,), ¢; € S(R,K), and n € N form a total subset’
of Hg. This follows from the identity

Ps(p1® ... ® pn) = Z25(¢1)--25(pn) 2 (2:32)

which is straightforward to check from the definition of 2§ in (2.26); confer the proof
in Appendix A.6. Due to these two properties, Z‘E will play an important role in the

construction and analysis of local operators (Chap. 3).

Particle statistics We also introduce a statistics matriz o € B(K®?) with azg =
aagég(% in order to treat particles satisfying different asymptotic exchange relations
or "statistics". In our setup, which includes bosons and fermions, we have coefficients
0o € {1} which satisfy 0,3 = —1 if both, a and 3, correspond to fermionic states
and 0,3 = +1 in all other cases, i.e., where at least « or 3 corresponds to a bosonic
state. This implies also that o, = aa_ﬁl = Oap and 0,5 = 055 = 0,5 which makes o
a constant diagonal S-function®. As a result, we may apply the above construction
and obtain the standard Fock space H, over H; with a Bose/Fermi-grading which
is symmetrized /antisymmetrized depending on o. The corresponding creators and
annihilators will be denoted by a?m. Note here that for arbitrary statistics matrix

o and S-function S also ¢ — ¢S(() defines a valid S-function.

S-symmetry For explicit computations, we will need more specific information on
S-symmetry and the related projection Pg which was introduced rather abstractly.

To begin with, we quote a result from the literature:

Proposition 2.4.4 ([LM95; LS14; ALLT]). Let the elementary transpositions be
denoted by mp, € &, k=1,...,n — 1, where 7y is the permutation that exchanges k
and k + 1. Then the map m, — DJF,

(D) (0) = S(Ok+1 — Ok) k161, ooy Ok, Oky ooy On), (2.33)

generates a unitary representation of the permutation group &,, on ’H?". Moreover,

5A subset of a linear space is termed total if its linear span is dense in the ambient space.

6As a special feature of 1+1d (roughly speaking due to the lack of rotations) anyons can
appear. Those are particles with exotic "statistics"; in this setup their statistics (matrix) can be
an arbitrary constant S-function rather than just having o,5 € {£1} (see, e.g., [Smid0]). However,
they will not be considered in this thesis.
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denoting this representation by &,, > 7 — D;, one has

Z D, (2.34)

TEGn

Remark 2.4.5. Note that Pg commutes with U(j), Us(z, A), and Vs(g). To show
this, by construction of Pg, it suffices to show that S, := DJ' commutes with the
respective operators at the two-particle level. Commutativity with these operators
at the two-particle level is implemented by CPT-invariance (S3), translational in-
variance (5S6), and G-invariance (S7), respectively (Lemma A.G.4, appendix). In
case that S is addtionally k-invariant for k € {c,p,t, cp, ct, pt} one also has that
Ps commutes with U(k).

For later, it will be useful to give D] an explicit form:

Corollary 2.4.6. For each n € N, 8 € R, and 7 € &,, there exists a unitary
operator ST(0) on K" such that

(D5)(0) = S7(0)(07), 07 := (6-q1), ... 0r (), ¥ € H™, (2.35)
and
(a) S'(0) = 14, where id denotes the trivial permutation,
(b) S™P(0) = S7(0)S°(07), for arbitrary p € &,

(c) (57(8))" =57 (9).

Proof. The existence of S7(8) is by construction of D]; decompose 7 into elementary
transpositions, apply the representation property D]'°™ = D'D]?, 7,5 € G,,, and
use that by definition of D] (2.33), S™(0) = S(0k+1 — Ok)kx+1. Property (a) is
immediate using D4 = 1H$§n. Using again the representation property for 74 = 7
and 1, = p, (b) follows: For arbitrary ¢ € H{"

5™ (0)6(67°7) = DPu(6)

= Dy Dri(0)
= S7(0)DLy(07) (2.36)
= 57(6)5°(67)y((67)”)
= 57(6)5°(67)y(67).
Property (c) is a consequence of (a) and (b) taking p = 771. O

Necessary and sufficient for the previous two results is that the properties (S1), (52),
and (S4) hold.
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Corollary 2.4.7. Let 1 < i < j < n, n € N. Let further m;; € G,, denote the
shift permutation i — j, i.e., m (i) = j and 7 j(k) =k —1 fori < k < j and
mij(k) =k for k> j and k < i. Then
j—1
S™(8) =[] S(0; — O)ipesr = S(0; = 0j-1)-15---S (0 — i1 )i 1,425 (05 — 0)i1.
. (2.37)

Note that the ordering in (2.37) is relevant, however, other orderings are possible
due to the Yang-Baxter relation (S4).

Proof. For n =2, m 5 = m is the elementary transposition and by definition (2.33),
S™(0) = S(0y — 01)12. Proceeding by induction we assume the validity of (2.37)
for n and prove it for n+ 1: Here the cases |[i —j| <n—1for 1 <i<j<n+1are
already covered, since 7, ; can be treated as an element of &,, which is a subgroup
of &,,41. Thus, it remains to show the hypothesis for my ,,41.

First, note that m ,41 = mopnq1 © M2 and m o = m. Then, using Corol-
lary 2.4.6(b) twice, we find for @ € R"™! that

STLntL(Q) = ST2nt1 () ST(GT2n 1), (2.38)

By induction hypothesis,

n+1

ST t1(0) = [ S(Ons1 — O)jors (2.39)
k=2
and by Definition (2.33)
Sﬂ-l (07‘-2’"-"1) - S(eﬂ—zwrl(g) - 01)172 == S(0n+1 - 01)172. (240)
As a result this yields
n+1
ST (8) = (H S(Ons1 — 9ks)k,k+1> S(Ons1 — 1)1
k=2
- (2.41)
=TI SOns1 — Ok ps1-
k=1
O

Improper rapidity eigenstates The class of improper rapidity eigenstates gen-
erates Hg and provides a convenient "basis" for explicit computations. The improper

rapidity eigenstates are defined as follows.

Ha = Lt 01)... f 9n _Q,
0a) s 1\/7?2570“( 1)-+Z5, (0n) neN,B R, ac{l, .. dc)" (2.42)
Oals = = (2] z5 (On)-z50 (61),
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is to be read as a formal notation for vector-valued distributions: Having ¢; €

Hi, 7 =1,...,n, those are given by

PL® ... ® Py fg(w) 25pa)2 = [dO [8a)5 5 (61)...05m (6n)

. (2.43)
<Q|z5(90n) 2zs(p1) = [dO <ea|s P1.01(01) P, (On)

These states satisfy the following properties:

Proposition 2.4.8. For arbitrary 8,m € R™ the expressions defined in (2.42)
satisfy

(a) S-symmetry: For any 7 € &,, we have
10a)s = 105) (ST(0) 72, (Bals = (57(6))5 (65 - (2.44)
(b) orthonormality (up to ordering):

(Balns)s = o1 > STO)3007—m) =~ > (57(m) )30 ) (2.45)

! TEG), " TEG,

and orthogonality for an unequal number of arguments.

(¢) completeness: On the unsymmetrized Fock space H one has

Ps = /d")\ Aa)s Aalg = S0l / d"A Aa)s Aalg, (2.46)
neN

nEN A > > A

where the last equality is for some fixed T € G,,.

(d) Poincaré-covariance:
Us(a,\) [0a) g = eP*@ (0 + A1)a)g, (a,\) € PL, (2.47)
where pa(0) = Y0 p(0i;my,;) and 1 = (1,...,1) € R". In particular,
P*0a) g = p6(0) 0a) - (2.48)
(e) CPT-covariance: For ) € Hg,,
UG 16a)s = J2 155)° = 05 (2.49)
where the "cc" superscript denotes the antilinear distribution

Vs [d010a)50°(0). e HF".

The proof is given in Appendix A.4.
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2.5 Asymptotic completeness; closing the circle

It is time to motivate the construction given so far and to check its consistency.
The starting points of the construction were a particle spectrum and a two-particle
interaction (the S-function) expected to describe an integrable model with a factor-
izing S-matrix. Now, given the constructed state space, it is possible to derive a
scattering theory from it which should show the anticipated features connected to
integrability and the input data. Concretely, we expect that the resulting scattering
theory is asymptotically complete (all states of the model are describable as scatter-
ing states) and the resulting collision operator—the S-matrix—is particle-number
conserving and factorizes into a product of two-particle scattering processes with a
scattering function closely related to the S-function. This was proven rigorously be-
fore in specific sub cases: the scalar bosonic case [Lec06; Lec07], the tensor bosonic
case [LLS14], and the scalar fermionic case [BC21]. Therefore, here, we skip the rig-
orous derivation of the scattering states and instead start with the explicit form for
the Moeller operators directly and show that they indeed give rise to an S-matrix
which has the properties mentioned before. Also, we will take the opportunity to
choose a slightly different presentation than in the references above, working with
improper rapidity eigenstates (as introduced in (2.42)) in close connection to the
physics literature of the form factor community.

Given a physical Hilbert space Hpnys together with a unitary representation of
the Poincaré group, a scattering theory consists of the identification of states in the
physical Hilbert space with asymptotic states, i.e., incoming and outgoing particle
configurations. The underlying idea is that the asymptotic states are separated by
large distances and thus—for sufficiently fast decaying interactions—can be treated
as isolated from each other, which makes the particle picture well-defined. The
identifications correspond to two isometric embeddings Wiy out @ Hinjout — Hphys
referred to as Moeller operators. If the model is entirely captured by its scattering
theory, we suppose that all these spaces are isomorphic: Hin = Hpnys = Houe Which

is also known as asymptotic completeness.

Definition 2.5.1. The map S : Hin — Hous given by S = wr Wi, is called

out

S-matriz.”

“Note that there are many different conventions for the choice of mapping directions of the
Moeller operators as well as the definition of the S-matrix. E.g, the combination W, W2 . might

out
be referred to as S-matrix, too; in this case acting on the interacting state space Hpnys-

In our setup, we have Hi, = Houwt = Ho and Hpnys = Hg, where o and S are the
statistics matrix and the S-function from the preceding section. It is convenient that
H, and Hg are subspaces of the unsymmetrized Fock space H. Let vi € D(R,K)
for ¢ = 1,...,n and introduce the partial ordering ¢; > ¢; & supp y; > supp ;.
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The Moeller operators are then defined via

WinPo (01 @ .. @ 0n) i=Ps(p1 @ .. @ 0n), P15 o = P,

(2.50)
Wout Po (01 @ .. @ 0p) = Ps(p1 ® .. ),  ®1 < oo < .

and extended to H, by linearity. Equivalently, on improper rapidity eigenstates,
VVin/out ‘0a>g = |0a>57 for 8 = ein/out (251)

where "in" and "out" denote the permutations of 8 which put it in descending, resp.,
ascending order, i.e., Oiy1) > ... > Oy and Ogy) < ... < Gourn). Note that
implicitly, "in" and "out" depend on 6.

Leaving away the rigorous verification by Haag-Ruelle scattering theory (see
references given above), this definition for the Moeller operators is in accordance
with intuition on scattering theory: Particles 1,...,n threaded along a line (space
is R in 1+1d) from left to right with in-(out-)ordered rapidities will isolate from
each other upon evolution to the past (future) without any collision; allowing for
identification of interacting and free states asymptotically.

The Moeller operators have the following properties:

Lemma 2.5.2. Wi, /ou @ Ho — Hgs defined by (2.50) are Hilbert-space isomor-

phisms, which intertwine with the representation of the Poincaré group, i.e.,

I/Vin/out[]a'(aa )\) = US(aa )\)VVin/out? I/Vin/outlja(j) = US(j)Wout/in- (252)

Proof. Use "ex" to either mean "in" or "out". First, we will show that W, is a sur-
jective and norm-preserving linear map, thus a Hilbert-space isomorphism [Con07,
Prop. 1.5.2]: Equation (2.50) or, equivalently, (2.51) defines Wy on a total subset of
H, and maps onto a total subset of Hg (Prop. A.6.3). As a consequence, its exten-
sion by continuity and linearity is defined on all of H, and maps onto Hg. Moreover,

Wex is norm-preserving: By Proposition 2.4.8(b) for 8 = 8°* and n = n**,

(Oal, WeWexng), = (Balns) s = 6(6 —n)dg = (Balng), - (2.53)

Second, we will prove Poincaré- and CPT-invariance as given in (2.52) by proving it
on a total subset of H,: Proposition 2.4.8(d) implies that for 8 = 8°* we have that

WUy (a,0) |04), = PO, (8 + \1)a),
= P09 1 \1),) g = Us(a,\) [0a) g = Us(a, \)Wex [0a), . (2.54)

ex

Item (e) of the same proposition implies that for 8 = 6 and n = 1™, where

in := out and out := in,

US(j)Wex |0a>g = US(]) |9a>s = |<§%>S = Wﬁ|§%>a = WﬁUo(j) |0a>g' (255)
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This concludes proving that the definition of the Moeller operators is compat-
ible with asymptotic completeness. It remains to show that the S-matrix has the
expected features. In this regard we establish that the S-matrix is indeed factorizing
and particle number conserving and connect its elementary factors, the two-to-two-
particle scattering function, to the S-function.

Proposition 2.5.3 (S-matrix). The S-matriz S is given by

1

(S¥),(0) = S™(0)¥,(8), S™(0) =05 (O™, ¥eH,, (2.56)

where v € &, is the inversion permutation given by (k) = n+ 1 —k for k =
1,...,n. In the case that the S-function S commutes with the statistics matrix o,

i.e., [S(C),0] =0 for all ¢ € C, one has
S™(0) = ¢S (8°") = (55)"(8°™). (2.57)

Ezplicitly, denoting 0;; := 0; — 0;, we have that
n t—1
= [T I1 S6ij)nsjimsi-i+1, (2.58)

i=2j=1

where the product order goes as

(S(Qn(n—l))I,QS(en(n—2))2,3~ -S<9nl)n—1,n)
X (SOn-1)n-2)23--SOn-1y1)n-11) -+ (S (032021015 (051)n-1.0) S(B21)n1 -

1

Proof. First, let us note that ¢ = in o out™ = out o in~! and that according to

Proposition 2.4.8(a) (84|g = S™(0)5 (05 ; and, analogously, (04, = (0%)5 (05" U
For simplicity, let us suppress the tensor indices for the next computation, i.e.,
8]y = S°(0) (6|4 and so on. Taking also into account the definitions of S
(Defn. 2.5.1) and Wy (Eq. (2.50)), for ¥ € Hg and 8 € R” we have:

(S¥)a(8) = (6], S1¥) = (8], W Win |¥)
= o (07, W Win [¥)

— O_Out <00ut|s M/in |Lp>

— UoutSL Oout <(00ut) |SVV1n |w>

_ O_OthSL eout <0Loout’5 I/Vm |gp> (259)
— OoutSL Oout <01n|s VVm ‘g,)
<9““|U V)

— UoutSL eout O,m <9| |W>
= JoutSL Oout 0_111 Wn(0)7 pI‘OVng (256)

o

(6°")
(6°")
(6°")
_ o g
(6°")
(6°")
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Assuming commutativity of S and o, all the factors of the latter in (2.56) can be

moved to the left. Equation (2.57) follows upon

out _in~1! outoin—1! L
oo =g =gt

where we use Corollary 2.4.6(b) and ¢ = out o in™*.

Lastly, we will prove (2.58) by induction in n. For n = 2, + = m so that
SH(0) = S™(8) = S(f2 — 01) by definition (Eq. (2.33)). Assuming (2.58) to be valid
for n, we will show its validity for n + 1: First, note that ¢,41 = 71 541 0 (idy ® ¢,,),
where 7; ; denotes the shift permutation, which was defined in Corollary 2.4.7. Thus
for (6,\) € R, using repeatedly Corollary 2.4.6(b),

Sint1(@, \) = STErH (G, ) S (9, \)Tnt), (2.60)
By Corollary 2.4.7,
STLnEL (G )\) ﬁ )jit1 (2.61)
=1
and for the other factor ]
Si®m((g, N)rtt) = SNEn () ) = 1 ® S(0) = ﬁ ﬁ 1k @ SOij)ntj—iintj—i+1,
o (2.62)

where the last equality is by induction assumption. As a result, using 1x ® S(6);; =
S(0)i41,j41 and defining n = (6, \),

n i—1
LTL
Sent1(9, 2) HS A= 0,);501 TTTT SO nsrsjimiriina
J=1 1=2j=1
n+1l i—1 n i1
= H H S 77n+1 77j nt1+j—in+1+j—i+1 H H S n2]>n+1+j il
i=n+1j=1 Pl st
n+1i—1
- H H S(nij)n+1+jf’i,n+l+j7i+1,
=2 j=1
(2.63)
which concludes the proof. -

The expressions for the S-matrix are in agreement with [Kar79b, (A.1)]; the
expressions in the reference are for #; > ... > 6,,, where in = id and out = ¢ so that
(2.56) and the first equality in (2.57) agree with each other (without an assumption
on commutativity of S and o). Also, it becomes apparent that the S-matrix is indeed
of factorizing form and is given as a product of two-particle scattering functions of
all the participating one-particle states. More precisely, the elementary building

block is the two-particle scattering function which evaluates to’

ajas aras Oaja Sa2a1(‘91 - 92)7 01 > 0,
5(2)(91,92)5162 = 5(2)(91 - 82)5152 - { 0141042 (2152 0 0 0
G (02 — O1)og,5, 01 < 0.

"Note that on the r.h.s. of (2.64) we do not sum over indices.

(2.64)
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We see, that in the bosonic case, where o = 1, scattering function and S-function
(as introduced in Defn. 2.3.1) are the same. In the presence of fermionic states, the
scattering function and the S-function differ precisely by the statistics matrix which
describes the exchange statistics of the asymptotic particles. This perspective can
be expected to hold also for more general, so-called anyonic statistics, where the
corresponding ¢ can be any constant S-function (see, e.g., [Smif0]). The analysis
from above would hold for any such o, however, the definition of the Moeller opera-
tors (Eq. (2.50)) would have to be argued by an anyonic version of the Haag-Ruelle
scattering scheme (or similar). As anyons are beyond the scope of this document,

this will not be discussed in further detail.

2.6 Connection to algebraic quantum field theory

Algebraic quantum field theory, also known as local quantum physics (for a standard
text book account we refer to [Haa92]), considers algebras of local observables A(O)
associated with spacetime regions O as the fundamental physical description of
a model. A motivation is given by the fact that a model may be described by
different sets of fields which, however, all lead to the same S matrix (Borchers
classes [Bor60]) so that a distinction of models based on which fields appear in their
description may be misleading. In other words, similar to the choice of a coordinate
system for a differential manifold, the choice of fields for describing the model is
rather conventional than foundational. From this viewpoint, quantum fields and
states are secondary objects obtained from the primary objects (the local algebras)
by representation on a concrete Hilbert space. The principle of locality refers to
commutativity of algebra elements which are causally separated from each other,

i.e., for any finite region O with causal complement O in M we require
A(O") C A(O), (2.65)

where the prime on the algebra denotes its commutant®. This property lies at
the heart of the formalism and implements Einstein causality which states that
there should be no “action at a distance” meaning that upon causal separation the
operators should be statistically independent.

Supplemented with additional conditions like Poincaré covariance, the frame-
work of algebraic quantum field theory provides one of the standard axiomatic de-
scriptions of quantum field theory, the Haag-Kastler axioms, as, e.g., formulated in
[Haa92, Sec. III.1]. In the following, we will sketch the connection between alge-

braic quantum field theory and the framework developed in the preceding sections,

8The algebra of bounded operators which commute with the algebra in question.
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concluding with the realization of the Haag-Kastler axioms for a large subclass of
integrable models.

As a preliminary, we introduce wedges and double cones as subregions of Min-
kowski space. A right (left) wedge with tip at z € M is given by W, (W.), where
W, = 2+ Wg, Wg := {z € M : |2° < z'}, and where O denotes the causal
complement of O within M. A double cone between the points x,y € M is given by
Opy =W N W; These regions are illustrated in Figure 2.1.

Figure 2.1: Illustration in 14+1d Minkowski space of wedge regions W, and W, with
the double cone region O, , = W, N W, given as the intersection of their causal
complements.

Mathematically, a convenient minimalistic set of data to construct an algebraic

quantum field theory (in 1+1d) is given by a Borchers triple.

Definition 2.6.1. Given a separable Hilbert space H, a Borchers triple (M, U, 2)
consists of a von Neumann algebra M C B(H), a unitary representation U of the
translation group (M,+) on #, and a vector {2 € H such that

1. U is strongly continuous, of positive energy®, and has {2 as its unique (up to

a phase) invariant vector,
2. M, :=U(x)MU(x)* C M for all z € Wy (right wedge),

3. {2 is cyclic and separating for M.

Let P*, = 0,1 denote the self-adjoint generators of U, then for U to have positive energy
means P2 > 0, P° > 0 on the common invariant domain of P*; cf. Section A.1.

Given such a triple (M, U, {2), a net indexed by double cones O,, = W, N W, is
given by
A(O.y) = M. O M, (2.66)

Note that this can easily be generalized to arbitrary open regions O by approxima-

tion with double cones. The thus defined net A is local and P, -covariant (under a
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certain extension of U) [Bor92, Sec. III]. In case that (M, {2) satisfies the so-called
modular nuclearity condition, the intersection defined in (2.66) is also large enough
such that (2 is cyclic and separating for A(O,,) (Reeh-Schlieder property) [BL04].
These properties taken together, imply then that the net A implements an algebraic
quantum field theory in terms of the Haag-Kastler axioms.

In order to connect this to our context, we will give the construction of the
Borchers triple which turns out to satisfy modular nuclearity and therefore gives
rise to an algebraic quantum field theory in the sense illustrated before. To begin

with, consider H = Hg as constructed in Section 2.4 and introduce the field

Ds(f) = 25(f7) +2zs(Ui(j) ), f€SMK), (2.67)

where f*(6) := f(4p(f; M)) for § € R with f denoting the Fourier transform of f;

confer (2.2). Moreover, we introduce the "reflected" field

s(f) = U()Ps(Uh()NHUG), [ eSMK). (2.68)

Then (2 is a cyclic vector with respect to the polynomial field algebra generated
by either field &g or @ and both @¢(f) and P(f) define essentially self-adjoint
unbounded operators on H% which are covariant under P} and G with respect to
Us and Vg, respectively. However, unless S = F, these operators are not strictly

local, as for f,g € S(M, K) with spacelike separated supports,

[Ps(f), Ps()¥ = [Ps(f), Ps(g)l¥ =0, ¥ € Hyg (2.69)

holds iff S = F [LS14, Prop. 3.1]. Nonetheless the fields have a remnant localization
property, they are relatively wedge-local, i.e., for f € SOW.,K) and g € SW,,K)
such that x is to the left of y, i.e., z —y € W, it holds that

[Ps(f). Ps(g)]¥ =0, Ve Hy (2.70)

This localization property indicates the interpretation of @g(f) generating opera-
tions localized in a (shifted and smeared) left wedge and @(g), analogously, in a
right wedge. An algebra of bounded operators M is obtained by considering all
bounded functions of the field @5 and is generated by its exponentials. In the end,
the Borchers triple (M, U, §2) is given by

M = {exp(i®s(f)N), f = U1(j)f € SWr, K)}', U :=Us(-,0), £2:= s,
(2.71)

where @g(f)< denotes the closure of ®5(f). As a consequence,

M’ = {exp(i®s(f)"), f = Ui(j)f € SWr,K)}". (2.72)
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Modular nuclearity is satisfied at least for the free model S(¢) = F [BDL90] and for
regular S-functions with no poles in the physical strip which have S(0) = —F and
satisfy an intertwining property [AL17]. As a consequence, the net A constructed
as above indeed defines an algebraic quantum field theory model.

At the end, let us note that modular nuclearity also has various other conse-
quences, for example, that A is weakly additive and that it satisfies Haag duality

for wedge and double cone regions O [Lec07],
A(O") = A(OY, (2.73)

a stronger version of (2.65). Also, modular nuclearity implies the compactness of G
so that for non-compact symmetry groups other methods would be needed.

In the presence of fermions and global gauge symmetries one may define a larger
net of algebras, the field net, and consider the algebra of local observables as a sub-
net. The field net can be constructed in the same way as described before for the net
of local observables but will be non-local in general. For fermions the Borchers triple
receives an additional grading which distinguishes bosons and fermions. The result-
ing field net is only twisted-local (implementing that fermionic fields anticommute)
and the algebra of local observables is obtained as the "bosonic" subalgebra (see,
e.g., [BWT76]). In the presence of a global gauge symmetry the field net is non-local
but the algebra of local observables is obtained as the gauge invariant subalgebra.
For fermions, it is also proven, that the field net satisfies similar properties as stated

above for the net of local algebras [BC21].
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Locality and the form factor series

In the last chapter, we presented the construction of integrable models via the
inverse scattering method. We concluded with a Haag-Kastler net describing local
observables as operators that are simultaneously localized in a left- and a right-
wedge (Sec. 2.6). We found that, while the condition of modular nuclearity is, in
principle, sufficient to guarantee that the net constructed in such a way is "large"
enough, in practice, it would be helpful to have more explicit information on the net
of local observables. In particular, in view of obtaining quantum energy inequalities,
we will need to study the smeared stress-energy tensor and need to identify it within
the abstract algebra we have obtained.

The most common approach to treat local observables in our framework (1+1d
integrable models) is the so-called form factor program [Smi92; BFK08] which we
briefly reviewed in the introduction (Chap. 1). In its usual formulation, it involves
the construction of Wightman n-point functions by an infinite series. The summa-
tion runs over a certain family of truncated momentum space correlation functions,
the so-called form factors. The convergence of this series is expected to be generically
very fast, as indicated by numerical analysis [CM93; DM95; DCO8]' and heuristic
arguments (cf. the discussion in [Smi92, Chap. 10]). However, mathematical results
were not obtained until recently in the examples of the Ising model [BC19] and
the sinh-Gordon model [Koz21; Koz22]. This shall be fine for us here for two rea-
sons: The abstract existence of (sufficiently many) local observables was presented
in the previous chapter (Sec. 2.6). Moreover, we will focus on expectation values in
finite-particle states where convergence issues are absent.

In integrable models, one expects a one-to-one correspondence between a local
operator and its form factors subject to a number of conditions which go under
the name "form factor equations'. The equivalence between locality and the form
factor equations, known as the local commutativity theorem and first established in
[KS8I][Smif2; Sec. 2], is rigorously proven in the scalar case (dx = 1) for models
with bosons [BC15] and fermions [BC21]. In more generality—including models with

several particle species and inner degrees of freedom (dx > 1), with semilocal”® oper-

LConfer also [EK05, Sec. 2.5] for a brief overview and additional references.

2We mean here allowing a constant phase factor to appear in the exchange relation under
spacelike separation. This is for instance necessary to treat anyons but may also appear for other
fields, like solitonic fields. E.g., [BFK06; Del09], treat this case.
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ators and with bound states, i.e., poles of the S-function in the physical strip—this
is expected to hold [[KW78; Smi92; BFIK08] but not under complete mathematical
control. In the case dx > 1 and excluding bound states, there is only a derivation
of the form factors for wedge-local observables with appropriate weaker conditions
and without reconstruction of the observable from the form factors [AL.17]. Models
with bound states have been treated in [(Que99; BK02; BEK06; CT15; CT17], and
we refer to the discussion in Appendix A.5 for more details.

In this chapter, we will first introduce the form factors and their relation with lo-
cality, providing the form factor equations in generality but without proof (Sec. 3.1).
After that, we restrict to the relevant case for the following chapters—the one- and
two-particle form factors. Under this restriction, we will provide a proof of the local
commutativity theorem (Sec. 3.2) and show the form factor’s transformation proper-
ties under the symmetries of the model and conjugation (Sec. 3.3). The proof of the
local commutativity theorem excludes bound states. However, it treats otherwise
generic models with a regular scattering function, generalizing previous results as
mentioned above. In the transformation properties we include explicit expressions
for invariant observables and derivatives of observables at the level of form factors
(Sec. 3.3.1). A brief literature survey for different conventions on the form factors

is deferred to Appendix B.

3.1 Locality and the form factor series

In this section, we outline the correspondence between local operators and their
form factors in the full generality of our framework. This outline will have a some-
what prototypical character, skipping some mathematical details since parts of the
presentation are, in this generality, not covered by mathematical proofs. However,
in the next section, we will back it up by providing a partial proof restricting to
one- and two-particle form factors. The general situation (excluding bound states)
should follow using our methods which originate from [BC15; AL17]. Note also that
the presented form factor equations align with the physics literature; for instance
[BFIK08, Sec. 3.

To begin with, recall the state space Hg, the ZF operators zg, their tensor powers
21" 2%, and the rapidity eigenstates |6,) ¢ introduced in Section 2.4.

Then, generically, any operator A on Hg can be expanded in powers of zg and
zg and we expect a series of the form

A= 4 A=Y k‘(nl_k), B ), (3.1)

for a suitable family of distributions f,,, and which holds at least in expectation

values for a suitable class of states. The family of distributions is in a one-to-one-
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correspondence with A and is given by the truncated® momentum space correlation
functions of A. More specifically, the f,, ,, have distributional kernels (f.n)as(0;1)

which arise by extending
Vmin! Coar (Buwls Alllg), 6 #m;, 1<i<m,1<j<n, (3.2)

to coinciding rapidities 0; = n; in a certain "truncated" way. For details we refer to
[BC15, Sec. 3.2|[AL17, Chap. 4]. We shall note here that there are various conven-
tions for the form factors in the literature. We here closely follow the conventions in
[BC15] extending it to dx > 1. Other conventions differ from this one by a change
of the order of rapidities or the constant coefficients in front of the expression in
(3.2). For a more detailed comparison with other conventions, see Appendix B.
Now, given that A is to some degree localizable, the f,,,, will satisfy correspond-
ing analyticity properties. In particular, for A localized in some finite open region
for each n € Ny we expect all {frn—k k=0, to be distributional boundary values

of a single meromorphic function F, : C* — K®":

with ¢0 indicating the distributional limit from within a certain region. The F),
depend linearly on A and the family {F}, },en, is in one-to-one correspondence with
A.

The F,, are known as the form factors of A which satisfy a number of well-known
properties, the form factor equations which we will state at the end of this section.
In line with the literature, we will call F}, the n-particle form factor; though note
that expectation values in n-particle states generically have contributions from all
zero- to 2n-particle form factors.

Combining (3.1) and (3.3), we see that the symbols A, (for local A) depend
on F, only; we may write A,[F,] to clarify the dependence. The resulting series
summing the F), is termed the form factor series. As discussed above, this series is
expected to converge fast in many cases, but a proof in any generality is absent.

In the remainder of this section, we provide precise notions of regular high-energy
behaviour and locality as well as a definite version of the form factor equations.
For these we expect the local commutativity theorem to hold, i.e., a one-to-one
correspondence between local A with regular high-energy behaviour and a family
of functions {F),}nen, satisfying the form factor equations. Overall, this will set
the stage for the proof in the next section and provide the means to discuss the

stress-energy tensor at the level of form factors in the following chapters.

3This is sometimes also referred to as "connected" or "contracted".
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Energy-bounded quadratic forms The convergence issues for the form factor
series may be ignored by treating (3.1) in the sense of a quadratic form on a "nice'
domain Dg, i.e., the equality holds evaluated in expectation values (¥,-¥) where
¥ € Dg, and where Dy is contained in the finite particle states so that the infinite

sum over n € Ny collapses to a finite one. Introducing, the energy norms
12 =1+ P2, keZ, @eHs, (3.4)

a possible choice for Dg, which we use in the following, is the space of energy

bounded finite particle states
Dg:=HLENHP, HY ={WecHg: VECZ: |V < oo} (3.5)

In the series (3.1) for suitably chosen F,, we can regard each A,[F, ] separately, as an
operator on Dg. For example, for n = 1 if F} and Fi(- + im) are square-integrable,
one has Fy, JFy(- 4+ im) € M, so that zL(Fy) and zg(JFi(- + 7)), and thus also
A;, define unbounded operators on Dg (Prop. 2.4.2). It is also expected (while not
a priori clear) that (3.1) defines a local operator for suitable F,,. While slightly
improper, this motivates to choose operator notation for A:

Remark 3.1.1 (Notation for quadratic forms). For a quadratic form A = A[] on

some domain D and ¢, y € D we denote

(¢, Ax) == Alp,x] == 1(Alp + x| — Alp — x] +iAlp —ix] —iAlp +ix]). (3.6)

For the operator-form-factor correspondence to hold, we will need some regu-
larity assumption on the operator. A typical assumption is a restriction on the

high-energy behaviour of A:

Definition 3.1.2. A quadratic form A : Dg x Dg — C is referred to as (polyno-
mially) energy-bounded iff there exists a k € Z such that

[Alls == |(1 4+ P°) ™A1 + P°) | < oo. (3.7)
Q will denote the class of polynomially energy-bounded quadratic forms.

Such energy bounds are expected to hold for Wightman-type quantum fields and
were studied in detail in [FH81] and [BW92, Chaps. 12-14]. The assumption of
polynomial energy bounds is in particular mild enough to include the total energy-
momentum operator P* (for k = %) and, desirably, the smeared stress-energy tensor
T (f); confer Remark 5.1. The operator-form-factor correspondence can also be
formulated for operators with almost exponential growth in the energy which was
done in [BC15].
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Locality We shall define precisely what we mean by A being local. Following the
notion of locality presented in Section 2.6 for an arbitrary open region O C M, we
consider A € Q as localized (in O) relative to the observables iff A is affiliated with
A(O) meaning that all bounded functions® of A are elements of A(Q). Note here
that for bounded A, "affiliated with" reduces to "element of". As we have learned in
Section 2.6, the wedge-local algebras are generated by the fields ¢ and @ and the
local algebras by intersections of these wedge-algebras. So, as we will argue below
(Rem. 3.1.4), locality relative to the observables implies a weaker notion of locality
involving commutativity with the fields @5 and @. This notion of locality will be

sufficient for our purposes and can be given as follows:

Definition 3.1.3. Let xz,y € M be arbitrary. A € Q is referred to as wedge-local

in W, iff VfeSW.LK): [A ds(f)
W, iff VfeSW,,K): [A&s(f)

0 (3.8)
0. (3.9)

A is referred to as local in a double cone O, , iff A is wedge-local in W, and W;
For an arbitrary open finite region O C M we refer to A as local in O iff A is local

in some double cone contained in O.

A few comments on this notion of locality are in order. First, note that for
f € S(M,K), the ZF operators zh(f*) and zg(Jf~) leave Dg invariant, so that
products of A with the ZF operators from the left or right and thus the commutators

n (3.8) and (3.9) are well-defined. Second, note that for A to be local in W,
is equivalent to U(j)A*U(j) being wedge-local in W_, which is compatible with
U(j) implementing the spacetime reflection. Note also that this notion of locality
is compatible with the representation of the translation group: For y € M take
Us(y) := Us(y,0) and A(y) := Us(y)AUs(y)~*. Then we have that A is wedge-local
in W, iff A(y) is wedge-local in W,,. This is because for f € S(W., K) one has

[A(y), Ds(f)] = [Us(y)AUs(y) ", Ds(f)]
= Us(y)[A, Us(y)~ 1¢S(f)Us( NUs(y)~™" (3.10)
= Us(y)[A, @s(f-)Us(y)

where f_, defined as f_,(x) := f(z — y) has now support in W,

Tty
A is wedge-local in W, iff A(y) is wedge-local in W, .

Analogously,

We conclude this part by arguing briefly how locality relative to the observables
implies Definition 3.1.3:

4For self-adjoint A the spectral theorem allows to define bounded functions of A. In case that
A is not selfadjoint we may use the polar decomposition of its closure and demand that the unitary
factor and bounded functions of the positive factor are elements of A(QO).
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Remark 3.1.4. To begin with, we abbreviate "relative to the observables' to "r.t.o0."
and introduce that two operators A, B € Q commute strongly iff all their bounded
functions commute and weakly on Dap C Hg iff [A, B|Dap = 0 (here Dyp is
usually taken to be a common dense invariant domain).

Now, because of Haag-duality we have that A(O) = A(O’) for O being a wedge
or double cone region; confer (2.73). Therefore, a bounded function of A is in A(O)
precisely if it commutes with elements localized in the causal complement. As a
consequence, A is localized in a wedge W, r.t.o. iff its bounded functions commute
with the elements of A(W!.) = M’, which is generated by the bounded functions of
Ds(f), f € SWy, K); confer (2.72). Thus we infer that A is localized in W, r.t.o.
iff A commutes strongly with @5(f). Analogously, A is localized in a wedge W,
r.t.o. iff A commutes strongly with @(f) and A is localized in a double cone region
r.t.o. iff A commutes strongly with both; confer also (2.71) and (2.66) and note
here that the causal complement of a double cone O, is given by O}, , = W, UW,;
confer Figure 2.1.

As, of course, strong commutativity implies weak commutativity on any do-
main, locality relative to the observables implies the notion formulated in Defin-
tion 3.1.3. While the converse statement is generally not true (for dxc = 1 a possible

converse is given in [Cadl3, Prop.4.4(ii)]), we should note that if A is bounded,

the distinction becomes irrelevant, and the statements are entirely equivalent.

The form factor equations Finally, we define the form factor equations in detail.
In models which have bound states or fermions, we have to introduce a few more
objects, though: In the presence of bound states, the form factors have additional
poles. In order to describe them we use concepts defined in Appendix A.5; for the
definition of the fusion rules F = {ij — k}, the fusion angles ), and the bound
state intertwiners I}’ : K — K®2 we refer to that section. Without bound states,
one has F = () so that (F1b) (below) is absent. The form factor equations also
depend on the statistics of the particles. So in case that there are fermions in the
model we introduce 014 € B(K®") (for any n) which multiplies with —1 if A and the
first tensor component are fermionic and with 1 otherwise. For ¢ € C" let us denote
Cin = (¢j, .-, Cn)- Recall also the charge conjugation matrix C' € B(K) (Sec. 2.2)
and introduce C' € K®2 which yields C' applying ~ as introduced in (2.4).
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The form factor equations then amount to:

Definition 3.1.5. A family {F, },en, of distributions F,, € D’(C", ") satisfies
the form factor equations corresponding to A € Q iff, for all n,

(F1) (analytic structure) F,, is meromorphic on all of C".

On7T,:={¢€eC":Im(,+2r >Im¢; > ... > Im(,}, F, has poles whenever

(Fla) (kinematic poles) (o — 3 = im. These poles have the residue

Gles FalC) = ~9m (1 — ot [T(FS(G — Cp))2,p) (C @ Foa(Can))-

p=3

(F1b) (bound state poles) (o — ¢ = i@@j) for all ij — k € § with fusion angle
0< 9@]-) < m. These poles have the residue

Fo(¢) = —=(I'" @ 1,,_9)Fr1(¢1 — 0%, C30).
42:5357):0@]') (C) \/ﬁ< P 2) 1<C1 Wij G )

and no more poles than required by consistency with (F2) and (F3).
(F2) (S-symmetry) F(¢) = ST(C)Fn(C7), 7 € .
(F3) (S-periodicity) F,,(Ci + 27i, $on) = (014F)™ " F.(Cans C1)-

(F4) (bounds) There exist constants a,b,r > 0 such that for all { € 7, with
|Re(¢; — ¢;)| > rforall 1 <i< j<mnitholds that

1F0(Q)len < aexp (b3 [Reg).
j=1
As stated before, these equations are expected (and in a some models proven)
to be equivalent to A € Q being local (in the sense of Defn. 3.1.3). In case that
A satisfies additional properties like hermiticity or Poincaré covariance, we can also
derive related conditions on its form factors. In the following sections, we will prove

such properties of the form factors in detail and restricting to the case n < 2 which

will be the relevant one for our later analysis.

43



Chapter 3. Locality and the form factor series

3.2 Local commutativity theorem for one- and two-particle
form factors

Let us consider an operator A € Q, which is localized in a wedge or a double
cone (Defn. 3.1.3). This section aims to construct the n-particle form factors of A
in the sense of proving that local operators yield form factors satisfying the form
factor equations (Defn. 3.1.5). For simplicity, we will restrict our presentation to
the case n < 2 as we will only need this case later on. However, the presented
methods should generalize to n € N in a possibly complicated but nonetheless
straightforward manner. We will obtain form factor equations in agreement with
those in Definition 3.1.5 (for n < 2, § = @) and prove that A can be reconstructed
at one-particle level by the series given in (3.1). The ideas for the proof are based on
preceding results: We will closely follow [Cadl3; BC15], where the n-particle form
factors were constructed for all n € Ny restricting to a scalar S-function without
bound state poles (dx = 1, F = (). It is also stated there how A is reconstructed from
the form factors at finite particle level. A generalization to dx > 1 was presented
in [AL17], however, studying only wedge-local A (also excluding bound state poles)
and without reconstruction of A.

The main results of this section are:

Theorem 3.2.1. (Two-particle form factor equations) Assume a model with a
reqular S-function S which has no poles in the physical strip. Then if A € Q with
(02,AQ) = 0 is localized in a double cone there exists a function Fy : C* — K2
which satisfies the form factor equations at two-particle level without bound states
(Defn. 3.1.5, n=2,§ =0). In particular,

(F2.1) (analytic structure) Fy is meromorphic on all of C* and analytic on the tube
| Im (3 — Go| < 27+ K for any k < K(S5),

(F2.2) (S-symmetry) Fa(¢) = S(Co — () Fa(C),
(F2.3) (S-periodicity) F5(C1, (o +i2m) = 01aFF5((, G1),

(F2.4) (bounds) there is a constant ¢ > 0 such that for large enough k € Z one has
for all ¢ € R? +inZ? that ||F>(C)||xe2 < c(|ch (1| + | ch G|®) || Allx;

and Fy is such that for arbitrary o, x € Hq

(o AX) = [ d0dn (9(0) @ Tx(), a0 + i) s, (3.11)
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and for arbitrary ¥ € Hga

(V. AQ) = [ 6 (6(0), Fa(@))xer, (2,A40) = [ dB (J*(6), Fo(8 + im))con.
(3.12)

Proposition 3.2.2. (One-particle form factor equations) If A € Q is localized in a
double cone, then there exists a function Fy : C — IC which satisfies the form factor
equations at one-particle level (Defn. 3.1.5, n = 1). In particular, Fy is an analytic
function which is periodic under shifts of 2mwi and satisfies | Fi(- +i\)||2 < oo for
all X € mZ. Moreover, Fy is such that for arbitrary ¢ € H;

(0. AQ) = [ d0(p(0), Fu(6)), (2, A¢) = [ dO(Tp(0). (0 +im)).  (3.13)

Note here that the assumption ({2, Af2) = 0 in Theorem 3.2.1 is for simplicity. It
holds, in particular, for A = T"(f) with f being an arbitrary test function; confer
Remark 5.1. Note also that the conditions provided here specify a larger analyticity
region than the generic form factor equations presented in the preceding section.
This is a consequence of the lack of kinematic poles for n = 1, 2.

The remainder of this section will be devoted to proving these results. The proof
strategy also applies to higher particle numbers. It can be given as follows: First, we
will introduce distributions f,, , which map m- and n-particle states to expectation
values of A in these states. The properties of the f,,,, follow straightforwardly from
those of the ZF operators zg and of A. These distributions can be represented as
boundary values of analytic functions, say F},,. For A localized in a wedge, one
finds that these analytic functions can be matched at each level of m + n so that
we may write F),,,, instead; later this will denote the m + n-particle form factor. It
already satisfies S-symmetry and analyticity for imaginary parts in a certain simplex
region. Now, if A is localized in a double cone it is localized in a left and a right
wedge, or equivalently, A and U(j)A*U(j) are localized in a right wedge (confer
discussion below Defn. 3.1.3). Therefore one obtains two families of distributions
fi and flUGAUD] which both give rise to analytic functions in the simplex region
mentioned above, say F,, ., and El +n- 1t turns out that at the boundaries of the
simplex region F,,., and F) ., can be matched (using CPT-invariance (S3)). It
is then expected that a consistent meromorphic continuation to all of C™*™ arises
which satisfies the properties in Definition 3.1.5.

To start with, we will introduce distributions f,, , : " xHF" — C for m, n, m+
n € {0,1,2}. To keep the notation light, we will mostly denote the ZF operators as

2* omitting the subscript S. For m = n = 0 we have a constant, which we assume

45



Chapter 3. Locality and the form factor series

to be vanishing in the following
f070 = <Q,AQ> =0. (314)
For m +n = 1 we extend the expressions

fl,O(SD) = <“Qa 2((70)A.Q> ) fO,l(SO) = <“Q7 AZT(SO>Q> ) Y E D(Ra IC)’ (315)
by linearity and continuity to H;. For m +n =2 and ¢, x € D(R,K) we define

faolp @ x) := (12, 2(x)2(p) AL2) |
Fralpix) = (12, 2(0) A2 (X)) , (3.16)
foalp ® x) 1= (2, A" ()2 (9)2) ,
and extend fo0, fi,1, and foo by linearity and continuity to HP?. Note here that

the assumption foo = 0 is irrelevant for all f,,, except for f;; which would have

— (@, x) foo"'. We may sometimes write f%‘}l

an additional term to indicate the

dependence on A.

Lemma 3.2.3. For m,n,m+n € {0,1,2} and p € HY™, x € HS™ we have:

(a) Let 2¥™ denote the m-th tensor power of z* as introduced in (2.27) and let
© denote ¢ with reversed tensor components in HE™, i.e., ¢ with reversed

K-components and order of arguments. Then,
Fmn(pix) = (92, 27(8)Az"(X)02) . (3.17)
(b) Having U = Ug(z, \) for any (x,)\) € PL one has
Pl i) = FEn (O™ (U7 *m).

(c)
FWDAVDN () = A (UL(5)) 2" x; (U1(5) 2™ ).

(d) Specializing to m =2,n =0 orm =0,n =2 we have

Fmn(@3X) = fmn(Seo; Ur(5)#2 S Ui (5)%%x),

where S—p(0) := S(0 — 01)p(02,061).

Proof. (a) is clear by definition. For (b) let k& € Ny and consider U as given above.
Then using Proposition 2.4.2(b) for ¢4, ..., o € D(R, K) we find

Uz (0 @ ... ® o) U™ = Uz (1)UL U2 (0) U
= 2(Uypr)...24 (Urop) (3.18)
= U (1@ ... @ 1))
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Since U2 = (2, confer Proposition 2.4.1, we have that

FUAUT (pr x) =

(2, 2"(@YUAU (X))

<UQ z (&)UAU—lzT”(Y)Um

— (R, U@ AU (N)UR) (3.19)
<Qz (U hem @) A (U )= X)2)

= IO (U7 ).

Concerning Item (c) we recall the properties of U(j): Due to Proposition 2.4.1

we have that U(j) =

U(j)t = U(j)~! is antilinear and U(j)p = Uy ()™ ». In

particular, it follows that U(j)f2 = 2. Also, by CPT-invariance (S3), one has that
U(j) Ps =PsU(j) (Rem. 2.4.5). Therefore,

Vil UG)™(B)2 = U(j) Ps ¢

=PsU()e
= PsU( ')®m /7
— V! 'z (UL (5)2™ )02,

(3.20)

Applying these properties, we find

1A

(¢;

X) =

2,2"(9) A" (X))
= (A" ()02, 27 (%))
= (U@ AU ()%™ ()12, 2™M(X)$2)
= (U(5)=" ()2, UG AU(G)U(5)=" ()62) (3.21)
Z“”( 1)), UG AUG)" (UL ()" $)2)
( 1(7)* YU AU ()= (U(7)
f OO () " UL (G) ™).

/\/\/\/\/\/\

U
U

Item (d) follows from the ZF algebra relations; confer (2.30). We start with the
case m = 2,n = 0: As a prerequisite, note that using unitarity (S1), hermitian
analyticity (52), and CPT invariance (S3)

S0y — 61) P (6,6,)

(g — 01)Fp (61, 62)

(0, — 05)*Fe(61,605)
J22G(0, — 05)J%2p(0;, 05)
(U1()*2 S Ui(5)%*¢)(B)
()28 U1(5)%%¢ (0).

S ©(9)

(3.22)

|
TICQCQ

I
T

A

Il
=
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Therefore, by the ZF algebra relation on z and (3.22),

f20(p) = (2, 22(P) AR2)
= (02,22 (U,(j)®°U1(j)®* ) AR2)
= (02, 22(U,(j)®25_ U, ()2 ©)AR) (3.23)
m %?EM@

\'/ T

The case m = 0,n = 2 follows by the ZF algebra relation on z: Using again (3.22)

we find

foa(x) = (2, Az2(X)0)

(

= (2, A=(S_ X)) (3.24)
(U
)

<9 AZP(UL() P2 ST (5)x )02)

Fo2(U1(5)** S UL (7))
O

The next step is to construct the form factors F; and F, for wedge-localized A. As

part of the argument, we will repeatedly use the following lemma:

Lemma 3.2.4. Assume a model with a reqular S-function that has no poles in the
physical strip. Let A € Q be wedge-local in the right wedge Wg, and fix arbitrary
W5 € Dg. Define functionals K, K': D(R,K) — C by

K(p) = (01, [2(0), A[o),  K'(p) 1= (¥, [A, 21 (0)]0) (3.25)

Then, there exists an analytic function K - S(—7,0) — K with continuous L*-

boundary values such that

— [a0(e(60), K(9), K'(¢) = [do(Ip(0), K6 ~im).  (3.26)
Moreover, for arbitrary k € N there exists ¢ > 0 such that for any 0 < A < 7:

1K+ N[l < el a0l @allxl|Allx- (3.27)

Proof. The proof is easily adapted from [ALL17, Lemma 4.1]; note the change of sign
in KT and that instead of a bounded operator, we consider a quadratic form (or

unbounded operator) which requires a modification in the resulting norms. O

Remark 3.2.5. For ¥y, ¥, being zero-particle states, Lemma 3.2.4 holds for arbitrary

S-function (bound state poles and regularity are irrelevant in this case).

As the one-particle case (Prop. 3.2.2) is much simpler to prove, we will start
with that:
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Corollary 3.2.6. For A € Q localized in a right wedge, there is an analytic func-
tion Fy : S(—m,0) — K with continuous L*-boundary values such that for p € H,

Frolp /d@ LE(O),  forlp /de (Jo(0), (0 —ir)).  (3.28)

Proof. For concreteness, take A to be localized in W,,, x € M. Then by Lemma 3.2.3

form=1,n=0o0or m=0,n=1 we have

FA () = fACIN(U (—2)p), (3.29)

where A(—x) := Ug(—x)AUs(—x)~!. Since A is localized in the wedge W, we have
that A(—z) is localized in the (untranslated) right wedge Wx (Sec. 3.1, paragraph
on locality). Because z()f2 = 0 it follows that

1[1,?)] (QO) = <‘Q7 Z(@)AQ> - <“Q’ [Z(Qp)a A]Q> ) (330)
() = (2, A2 (9)2) = (2, A, 21 ()] 2) (3.31)

so that Lemma 3.2.4 (using Rem. 3.2.5) is applicable to the functionals K = fl[f)(f
and KT = féﬁ(_x)} with ¥ = ¥, = (2. As a result, one obtains

) = [dote0). K0), 5T ) = [a0010(0), K0~ im). (3.32
Using (3.29) it follows that
() = [aoUi(~a)e ) = [ a8 (60). O R (6) (3.33)
and, analogously, using also Uy (j)Uy(—z) = Uy (z)U,(5),

[A] /d@ Jo(0),e PO (9 — ir) /d9 Jo(0), PO (9 — ).
(3.34)
Recall here that (U;(j)¢)(0) = Jp(0) according to (2.8).
To summarize, we have that Fy(¢) := ¢/P©Q*K(¢) has the required properties.
Note here that the translational factor for ¢ € R 4 ¢7Z is unitary and thus norm-

preserving so that for any A € {—m,0} and some k € Ny one has
IE G+ 0o < IEC+iMe < el 21540 Al = cxll Al < oo. (3.35)
[

For now, localization of A was used only for a right wedge, say W,. However, in
case that A is localized in a double cone, say O,,, it is also localized in the left
wedge W, or, equivalently, U(j)A*U(j) is localized in the right wedge W,. So, for
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n = 1, applying Corollary 3.2.6 also to U(j)A*U(j) we obtain an analytic function
Fl :S(—n,0) = K with continuous L?-boundary values such that

U4 / do(p 0)),  foa () = / d0(Jo(0), (6 — in)).
(3.36)

This allows us to conclude the proof of the one-particle case:

Proof of Proposition 3.2.2. To begin with, define
PUQ) = Fi(Q), ¢eS(=m0),  RYQ) = F(—in), ¢eS(Om), (337)

and
(¢ +i2rz) == FIYQ), ¢ e S(—m,0)US(0, ). (3.38)

This defines Fl[A} on C up to the boundaries R 4 i7Z. However, the boundary
limits all correspond to boundary limits of F} and FIT on R or R + ¢ which exist
in terms of a L2-function due to Corollary 3.2.6. Thus F; will extend to all of C
provided that the boundary limits do not depend on the direction of approach. Let
10 denote a right-sided limit in R. Then the independent consistency conditions are
FA0 +i0) = FIY0 — i0) and FA0 + in — i0) = FY0 + in + i0), 6 € R, and
amount to

Fi(0) = Fl(0 —in), F(0—ir)=Fj(0), 6ecR. (3.39)

In view of (3.28) and (3.36), this is equivalent to: For all ¢ € H;

1) = [ ao(e0), Fi(9))

- / d0(J20(8), Fl (6 — ir)) (3.40)
- / dO(J (UL (]))(8), Fl (6 — ir))
= i "I W ()e)

and, analogously,
162 () = AW (). (3.41)

which were proven in Item (c¢) of Lemma 3.2.3.
As a result, Fl[A} extends to an analytic function on all of C which is 2m¢-periodic.
The required bounds transfer from F; and FT directly to F[ ] O]

As our next step, we treat the two-particle case, i.e., we prove Theorem 3.2.1.
Similar to before, we will define FQ[A} on various regions and show that these def-

initions consistently extend to the full complex plane by matching values at the
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A2 A2 A2
G, ]
T
A g 3 A A
| 1 |I_ 1 ‘ 1
—G_ — Go - Gy
71— To v
@ )\2 >\2 )\2
—X—, X X
X A1 % A A
— X X
— Gy — 03 — G4
1> I3 14

Figure 3.1: This is a schematic depiction of the analytic continuation process used
in the proof of Theorem 3.2.1. The thin grey grid has a lattice spacing of © and
corresponds to the lattice L, as defined in the text. For ¢ = — +,0,1,2,3,4 the
regions Z; and §; are depicted by magenta contours and blue lines, respectively.
The black crosses mark the nodes B; N G,_; where the consistency conditions on the

extension FQ[A] are imposed (for the crosses in Figure b take G_; := G_).

boundaries of the respective domains. Since this case is geometrically more in-
volved, we have a schematic depiction of these regions and the continuation process
in Figure 3.2. The regions are defined in the following way:

For a subregion R of R?, let R and R denote the regions obtained by pointwise
application of the transformations mapping A = (A1, o) to A := (A — 27, \;) and
X:= (A2, A1), respectively. Then define

I, ={X:0< A\ <\ <7},
T ={A:—m <) <)\ <0}

To=7.UT.,

T, =T, +2nZ, (3.42)
T, =T, UIH,

Iy = T,U To,

I4 = Ig —|— 271'(]., —1)2

Important for the analysis will be the part of the boundary of these regions
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which lies on the lattice Ly := R x 7ZUrwZ X R:
G =0L;NLy, G =G \nZ% B;:=G,NnZ? i=+,-,01,234 (3.43)

so that G; denotes the closure of G; and is obtained by adding the nodes: G, =
G;UB;. The nodes will play a distinguished role as the points where the consistency
conditions on the extensions defining FQ[A] will be imposed. Lastly, for any region
R C R? we introduce the tube region 7(R) := R*+¢R C C?. Explicitly, we have for
instance G_ = {—7} x [—7,0]U[—m, 0] x {0} so that T(G_) = (R—im) x S[—m, 0] U
S[—m,0] x Rand B_ = {(—n,—n), (—,0),(0,0)}.

For the following, we will use repeatedly a result for Cauchy-Riemann(CR) dis-
tributions on tubes [BC15, Sec. 3.1]: A CR distribution on T (G), where G is any of
Gi,1=—,4,0,1,2,3,4, is a function analytic on the edges of G and a distribution
in the remaining (real) variable. Further, one requires that all the boundary val-
ues on the (corresponding) nodes B exist as distributional boundary values and are

independent of the directions of approach within G. Then, we will use repeatedly:

Lemma 3.2.7 (Part of Lemma 3.1 in [BCI15]). Let G be a connected graph, and
F a CR distribution on T(G). Then, I extends to an analytic function on the

interior of the convex hull of G.

Note here that Z; is always contained the interior of the convex hull of G; but that
the latter becomes much larger for increasing 4, eventually covering all of C? for
1=4.

We are now ready, to tackle the two-particle case. Similar to the one-particle
case, we connect the distributions f20, f1,1, and foo via an analytic function F5 by

applying Lemma 3.2.4:

Lemma 3.2.8. For A € Q localized in a right wedge, there is an analytic function
Fy: T(Z_) — K®2 with continuous boundary values at T(G_) such that for o, x €
Hy

faslp©) = [ (00) @ X(n). Fa(6,m) e d, (3.44)
fiilxie) = /(JSO(Q) ® x(n), F2(0 — im, 1)) ce dOdn, (3.45)
fozlp®x) = /(Jcp(Q) ® Jx(n), Fo(0 —im,n — im))ce: dfdn. (3.46)

Further, there is a constant ¢ > 0 such that for large enough k € Ny one has

IF2(Q) I < e([ch G| + [ch Gal) | Alle, ¢ € T(B-). (3.47)

Proof. For simplicity, we prove the statement first for the untranslated wedge Wg

and comment at the end how to prove the statement for translated wedges:
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Due to z(x)f2 = 0 we find
Faolp ® x) = (2, 2(x)2(p)AR) = (' ()2, [2(v), A]2) , (3.48)
Fualx @) = (2,2(x) A" (0)2) = ('(x) 2, [A, 2 (9)]2) - (3.49)

Thus for x € D(R,K) choosing ¥, = z7(x)2 = x and ¥, = 2 the functionals
0> fao(p®x), resp., ¢ — f11(¢; ), have the form K| resp., KT, of Lemma 3.2.4.
Applying the lemma we obtain an analytic function A’ v - S(=m,0) = K such that

faolp®X) = [ d8(p(0), Ko(6)),  fral9) = [ d0(I(0), (6 — im).  (3.50)

Then we apply Riesz’ representation theorem (note here that for arbitrary —m <
A < 0 one has || Ky (- +i\)|l2 < cl|Allxllx]l2x and that K, is antilinear in x). Thus
there exists a function K : S(—m,0) x R — K®?2 such that

faol ©X) = [ dbn(o(0) © x(), R (0,m))ices, (3:51)
fialx ) = [ dodn(Je(60) & x(n), K(0 = im,m))ces, (3.52)

which is analytic in the first variable and which satisfies for all —7 < A < 0 that
1(6.m) = K (8 +iA,n) (1 + P°(m) ™" [l2 < x| Al (3.53)

Equation (3.51) yields (3.44) and (3.52) yields (3.45) for Fy(¢,n) == K(¢,n), ¢ €
S(—m,0),n €R.

The analytic continuation in 7 is obtained analogously: Due to z(¢)f2 = 0,

frilx ) = (2, 2(x) A1 (0)12) = (22, [2(x), AlzT () 12) (3.54)
foa(p @ x) = (12, AzT(x)2"(0)2) = (2, [A, 21 (x)] 2" () 92) . (3.55)

Then for ¢ € D(R,K) choosing ¥; = 2 and ¥, = z7(p)2 = ¢ the functionals
X — f11(x;9), resp., X + foa( @ x), have the form K, resp., KT, of Lemma 3.2.4.
Application of the lemma yields an analytic function K L : S(—m,0) — K such that

fuabae) = [dntem), Rim), foale @) = [ dn(Ix(n), Kin ~im). (3.56)

Analogous to before, Riesz’ representation theorem applied to f(@ (with linearity in
) yields a K1 : R x S(—m,0) — K®? such that

fali¢) = [ dbdn(Tp(8) @ x(n). K16, m)ices. (3.57)
foalp @) = [ dbdn(Jo(0) ® Tx(n). K1 (0.n = im))on,  (358)

which is analytic in the second variable and which satisfies for all —7 < A\ < 0 that
1(6,m) = KT (0, + M) (1 + PY(0) "l < exll Al (3.59)
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Now, we can define Fy(0 — im,¢) := K7(6,¢), ¢ € S(—,0) so that F, extends
continuously to 7(G_) iff the boundary values of Fy at T ({(—m,0)}) agree. This

means that
K(0 —im,n) = Fy(0 —im +i0,1) = Fy(0 — im,n —i0) = KT(6, 1) (3.60)

holds (where i0 denotes the right-sided distributional limit within R) and is a con-
sequence of (3.52) and (3.57).

The bounds for 5 on G; can be transferred from the bounds on K and KT (Egs.
(3.53) and (3.59)): First note that

1+ P°@)|x <1+mychf < (1+my)chd, m, :=maxM, (3.61)

and therefore there must be a constant ¢, > 0 such that for all —7 < A < 0 and
0,neR

1 (0 + i\ )l < ex((1+my) ch0) [ Allw < ci(ch6)*[|Allx, (3.62)
IET(0,m + il < ex((1+my) ch @) | Al < i (ch0)*[|Allx. (3.63)

concluding with the estimate in (3.47). Lemma 3.2.7 then yields that F5 extends to
an analytic function on 7(Z_) since Z_ is the interior of the convex hull of G_.

It remains to comment on the case, where A is localized in a translated wedge
W,, z € M. In this case, F}(¢) = ¢P©= AT (¢) follows analogously to the
proof of Corollary 3.2.6 using also Lemma 3.2.3(b). The additional factor is analytic
and does not modify the bounds in (3.62) and (3.63) because for ¢ € T(B_) one

has [e’7(©)*| = 1 so that one may draw the same conclusion as before. ]

For A being localized in a double cone, the procedure to prove Theorem 3.2.1 is
analogous to the case n = 1 but more difficult, involving additional extension steps.
The regions involved in the consecutive extension steps are illustrated in Figure 3.2.

Now we are ready to prove the main result:

Proof of Thm. 3.2.1. As A and U(j)A*U(j) are localized in a right wedge, we find,
applying Lemma 3.2.4, analytic functions Fy, Fi : T(Z_) — K®? with continuous
boundary values at 7(G_) such that F satisfies (3.44)-(3.46) and Fj the analogous
equations, namely, that for all ¢, x € H;

BTN @) = [ (p0) @ x(n), FL(0.m) ., dBdn, (3.64)
GO () = / (J(8) @ x(n), F§(0 — im,m)) ., dbdn, (3.65)

OO G @) = [ (Je0) @ Ix), FIO — im0 — im)) ., Aoy, (3.66)
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Step 0 Then we can define F;™ on T (Zy) (Fig. 3.2 a—b) in the following way:
@%o:dyo,ceTaq, B¢ = Fl(¢—im), CET(Zy) (367)

which extends continuously to 7 (Gp) since F; and FJ have continuous boundary val-
ues on 7(G_). For it to extend to T (Gy) with Gy = G, UG_ the limits have to agree
at the intersecting boundary 7 ({(0,0)}) independent of the direction of approach.
In view of Lemma 3.2.7 it is actually sufficient to check directional independence

for approach from within G, and G_. This amounts to
F0 —i0,n) = Fy(0 — i0,n) = FJ (0 — im,n + i0 — ir) = F (0, +i0), (3.68)

for all ;7 € R and where 0 denotes the right-sided distributional boundary limit

on R. Due to the bounds on F, and FQT these limits exist, and we may simply check

Fy(0) = Fj(0 —im), 6 eR> (3.69)
This relation is equivalent to
500 ®X) = for, NI ® Uil)x), wix €My (3.70)
as by (3.44) and (3.66)
Me®x) = /d (61) ® x(02), F2(0)) o2

(¢
/d@E (01) @ X(62), FY (0 — im)) ., (3.71)

_/d9 p(01) ® J? (92)7F2T(0_i77))1c®2
= f52 N UL () @ Un (5)).-

This last identity was already proven in Item (c) of Lemma 3.2.3 so that we can
conclude with FQ[A] being defined on T (Zy) with continuous boundary values on
T(Go) and bounds of the form (F2.4) for ¢ on that boundary.

The remainder of the proof will consist of a number of similar steps progressively
extending FQ[A] to larger and larger regions eventually covering all of C2. Let us label
each step by ¢ = 1,2,3,4. Then as an input in each of these steps we start with F[A}
being well-defined on 7 (Z;_;) having continuous boundary values. Next, we define
F2[A on T (Z;) and check consistency at the points 7 (5;) meaning that, using again
Lemma 3.2.7, the limit values at these points are independent from the direction
of approach within G;. As a result, we have that F\" is well-defined on T(Z,)
having continuous boundary values such that the input to start with in the next
step is given. Finally, note that often the value of FZ[A] at a point in 7 (B;) and the
values in the point’s neighbourhood within G; are determined by a corresponding
neighbourhood within G; 1 (or at least partially within). As a consequence, it will
be actually sufficient to check a much smaller set of consistency conditions. In the
following, we will therefore only state the extension definitions, the required new

consistency conditions, and their proof.
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Step 1 We extend FI"! to T(Z,) (Fig. 3.2 b—c) by
¢ +i2nz) = YO, ¢ eT(@). (3.72)
It is sufficent to check consistency at 7 ({(—m, —m)}) which amounts to
F}(0) = F5(0 —ir). (3.73)
This is equivalent to
AP N0 @ x) = 653 (U1 (5)e @ Ui (5)X) (3.74)

as can be seen by replacing A <> U(j)A*U(j) and Fy <+ FJ in (3.71). This relation,

as the one in Step 0, was shown in Lemma 3.2.3(c).

Step 2 We extend FI* to T(Z,) (Fig. 3.2 ¢c— d) by
FY (G —i2m, &) =FEY(C), ¢ eT(T) (3.75)
It is sufficient to check consistency at T ({(—m,0)}) which amounts to
Fy(6, — im,05) = FEI (0, — im, 0;). (3.76)

This is equivalent to fl[ﬁ}(x; ) = fl[ﬁ(j)A*U(j)](Ul(j)X; Ui(j)p) for all p,x € H; as
by (3.45) and (3.65)

Hl0Ge) = /d9d?7 (Jo(8) @ x(n), Fa(0 — im, 1)) e

(3.77)
X(0) @ Jo(n), FJ(0 —im.m)) _,

= [ dbdn (W10 @ (UiG)) ), (6 — i)
= TN G)G T G)e).

K®2

Also this relation was proven in Item (c¢) of Lemma 3.2.3.

Step 3 To continue F* to T(Z;) (Figure 3.2 d— e) we define
B0 =5(G - )R, CeTT) (3.78)

Note here that this extension is analytic, even at the boundaries: By assumption
S has no poles within the physical strip S(0, 7) and by regularity of S (Defn. 2.3.2)
even not in the slightly larger strip S(—x, 7 + &) for any 0 < x < k(S). Then for
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¢ € T(Z) one has 0 < Im(¢; — ) < 7 such that S({; — (3) is analytic in that
region.

It is sufficient to check consistency at T ({(0,0), (—m, —7)}) which amounts to
Fy(0) = S(02 — 01)F2(8), Fa(0 —im) = S(02 — 01) Fa(8 —im), (3.79)
and analogous relations for Fi. Equation (3.79) is equivalent to

fo0(e®x) = foo(Sc(e®@x)) and  foa2(e ® x) = fo2(Ur(5)®*SUi(5)** (¢ ® X))
(3.80)

due to
Faolp ©) = [ d6(2(61) © X(02), Fal6) e

— [ 46(¢(0) ® x(02). 50 — 01) Fo(8) o2

= [ 46.(5(0: = 0)!((602) @ x(62)). Fa(8)) e

= [ d6(S(6: = 6:)'(p(02) © x(62)), Fa(0))e: (381
= [ d8(S(6: — 01)((82) © X(01), F3(6) o2

= [d8((Sc- (9 ©))(8), F(8))xe:

and
foalp @ x) = [ dB (Jo(0h) @ Tx(02). Fo(0 — i)
— /dO (Jo(8)) ® Tx(6s), S(6s — 61)Fo(§ —i)) s
— [ 46.(5(62 — 01)(Jp(82) © Jx(01)), P — i) o
— / d0 (JE2T28 (0, — 0,) % (0(6) ® x(61)), Fa(0 — im))xen
= [ a8 (IR UG)ESU1(5) P p @ X))(6), Fal — i) ez
= Lo(U1(5)**SU1(5) (e @ X)).

(3.82)

Also, we can replace Fy with FQT, however, without obtaining new relations. The

equations in (3.80) were proven in Item (d) of Lemma 3.2.3.

Step 4 We obtain Z, from Z3 by applying arbitrary shifts 27Z(1, —1)" (Figure 3.2
e—f). Thus for all n € N and ¢ € T(Z;3) let us define

FY(¢ + i2mn(0,1)) = ﬁ(FS(Q — G —i2m(n — 1)) E¥(0), (3.83)
A — 2en(0,1)) = [[(5(G ~ G - 2m(n — )FIFS(Q), (3.84)
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where the order of the product goes as [[j_; ¢; := ¢1 - ... - ¢,. This extends F2[A}
to T(Z4) and automatically implements consistency at the boundaries as it implies

(straightforwardly by induction on n) that
F(¢ +i2m(0,1) = FS(G = @) F(Q), ¢ € T(Ga). (3.85)

Note however, that the extension (3.83) in general hits poles of S whenever
—7m < Im(¢; — ¢2) < 0 and analogously for (3.84) whenever 0 < Im({; — () < 7.
Note here that S({ +27n) for arbitrary n € Z has a similar pole structure as S(¢):
By hermitian analyticity (S2) and crossing symmetry (S5) we have that

S(¢ +imn) = (S(¢ +im(n + 1)), (3.86)

where (u; ® ug, O%v; ® vg)xez = (Jv; ® u, O vy ® Jug)xez. Thus, S(¢ + i27wn) is
singular when S(() is, only that the residues might have a different tensor structure.
As a result, for ¢ € T(Z,) analyticity holds whenever Im(, + 2mn > Im¢; >
Im (o —7m+27mn or Im (; +27mn > Im (5 > Im (; — 7+ 27n or slightly enlarged regions
by regularity.

Step 5 Finally, to use Lemma 3.2.7 again, we need to restrict FQ[A] to the connected
component of the analyticity region established in Step 4. This evaluates to ¢ €
T (G4) with

|Im ¢ — Q| <27+ kK (3.87)
for any k < k(S) with x(.S) being the maximal extension of the regular strip; confer
Definition 2.3.2. Applying the lemma we obtain FQ[A] for any ¢ € C? satisfying
(3.87). We may then use (3.83) and (3.84), now for arbitrary ¢, to define FY on
all of C? as a meromorphic function. This conludes the proof of (F2.1).

Equations (3.75) and (3.78) are compatible with (3.83) and (3.84) and extend
by meromorphy to C? implying Items (F2.2) and (F2.3). Since all the operations
applied to F1'(¢) in the extension steps—confer (3.67), (3.72), (3.75), (3.78), (3.83),
(3.84)—are bounded for ¢ € T(Lz), the bounds for T(B-) (3.47) transfer to that
region implying (F2.4). ]

3.3 Transformation properties of the form factors

In many cases it is interesting to know how transformations of an operator A reflect
on the form factors. E.g., imposing invariance of A under a certain transformation
should yield additional constraints at the level of form factors. In this section we will
briefly argue how the one- and two-particle form factor transform under conjugation

A A*, gauge symmetry A — Vs(g9)AVs(g9)™!, g € G, and discrete transformations
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A~ U(k)AU(k)™!, where k € {c,p,t,...,7 = cpt}. For the sake of completeness
we include also proper orthochronous Poincaré transformations which were partially
treated in the preceding section.

The main result is

Proposition 3.3.1. Let A € Q be localized in a double cone, n € {1,2}, and FA

be the n-particle form factor with respect to A as constructed in Proposition 3.2.2
or Theorem 3.2.1. Then we have for all { € C" that

-
(a) FIAN(¢) = F,J®"FIA(¢ +im), where Fi =1 and Fy = F.
(b) FV[LUS(I,A)AUs(:I:,)\)*l](C) — eiP(C).kaA}(C _ /\1) fOT’ all (l’, )\) e 7)1

(¢) FYWAVBTN(C) = U (k) FY(C) for all k € {c,p, cp} and
F,[LU(’“)AU(’“)_I](C) = U(k) FI(C) for all k € {t,ct,pt,j = cpt}

(d) FVs@AVs@™(¢) =V (g)®"FA(¢) for all g € G.

These transformation properties will be inferred by the transformation properties
of the distributions f,,,, which were introduced in (3.14)-(3.16). These properties
then transfer to Fﬁlin((‘,’) via (3.28) and (3.44)—(3.46), however, with arguments
restricted to the respective boundaries, i.e., { € RUR +im for m +n = 1 and
¢ € T(G_) for m+n = 2. Following the extension procedures employed in the proofs

of Proposition 3.2.2 and Theorem 3.2.1 these properties then extend to similar ones
being valid on all of C™*",

First, we need the transformation behaviour of f, ,:

Lemma 3.3.2. Let A € Q be arbitrary, m,n,m +n € {0,1,2}, and f,., be as
defined in (3.17). Then we have for all ¢ € Hgm, X € Hsn that

(a) FiT (e x) = fum(X:9),

(b) frseNAVsEN T (g x) = FEL (U@, A) ) ®me; (Un(z, ) 7))
for all (z,\) € P,

(c) fiq,U,S’“)AU(’“) Hpix) = fEl U k) o U(k) ™' X) for all k € {c,p, cp} and
FUWAVE M (0 x) = flan(U (k)" U(k)71X) for all k € {t,ct,pt,j = cpt},
where the cases m =2 or n = 2 require that S is k-invariant (Defn. 2.5.2).

(d) flVs@AVs@ (s y) = il (Vi(g) "3 Vi(g)~'x) for all g € G.
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Proof. (a):
02, 27(9)A* 2 (X))
()02, A2 (X) Q)

Fan (93x) = {
=
= (A2 ()02, 2" () 2)
=
=

S0 A ()2, 2) (3.85)

2,2 (x) Az () 12)
[A] (y @)

(b) was already proven in Item (b) of Lemma 3.2.3 and (d) follows in exactly the

same way by replacing U with Vs(g). It remains to show (c): For U(k) linear we
have that
(2,27 (P)U (k) AU (k) ~'2(X) $2)
= (U(k) '™ ()02, AU (k)2 (X)2)
(U (k) )2, AzM(U (k)™ X)) (3.89)
(2,2"(Uk)~ & AU (k)™ X))
= fran(U (K)o U (k) "'x).

N
h

Note here that we used

Vol U (k)2 ()02 = U(k) ™ Ps X=Psn Uk)™ X= vl 2™(U (k)" )12
(3.90)
in the third equality of (3.89); this holds provided that [U(k), Ps,] = 0 which is
valid for k-invariant S due to Remark 2.4.5.
For antilinear U(k) the computation runs analogously only that an additional

complex conjugation has to appear. O

Lemma 3.3.3. Let A € Q be localized in a wedge. Then for m,n,m+n € {0,1,2}
and @ € R™, n € R" we have that

(a) ern( —imw,0) = J*"F L FLF, F,L;in(% —im, M), where Foi = 1 and
Fo=F.

(b) Fr[nUfnm AUs(2,7)~ 1](77 — i, 0) = ei(P(e)—P(n)).xFT[?i}rn(n —im — A1,0 — A1) for
all (xz,\) € PL,

(c) FM O N —im, 0) = (J5"U (k)" @ U (k)m) Fitl)) (1 — i, 6) for all

m+n

k € {c,p,t,cp,ct,pt,cpt}, where the cases m = 2 or n = 2 require that S is
k-invariant (Defn. 2.3.2).

(d) FYs9OA0 ) _im ) = V(g)®m+n F, ( — im,0) for all g € .

60



Chapter 3. Locality and the form factor series

Proof. Equations (3.28), (3.44)—(3.46) which connect f} and Jals

. +n can be sum-

marized as: For all ¢ € Hg,,, x € Hspn,
1. oix) = [ a8 n(7x(m) @ ¢(6), Fill(n — im 0))comn. (3.9

Now it is straightforward to derive Items (a)-(d). We do it exemplarically for Items
(a) and (b): If A is localized in a wedge, so are A* and Ug(z, \)AUg(z,\)~'. In
the following let ¢ € Hgm, x € Hsn be arbitrary. Item (a) of Lemma 3.3.2 yields
fl [A* Sl x) = ,LAYL(Y, ) for all o, x as above which is equivalent to

Fion(0 —im,m) = Jo"F o F P Bl (n — i, 6)
as
1800 = [ doan(I5"x(m) © ¢(8), il (n — im, 0))come
L / d0dn (%" x (1) @ 9(8), S, FAL (8 —im, 7)) smen
- / d0dn (% (8) @ T X (n), Jo"FA (0 — im, n))comsn
- /dedn (J5m B (0)® X (n), FL(0 — im,m))xcemn
= JIh(X.P).

(3.92)
Concerning (b) we have due to Lemma 3.3.2(b) that

fUSENATSEN T (o x) = FEL (O, )77 (Un (2, ) 7)) (3.93)

for all ¢, x as above which is equivalent to

FseNAUSEN T (e ) = PO-PIe R () i~ X1,0 — A1) (3.94)

m-+n
as

x x -1
JlUs e AUs@A T (0: x)

— [ d6an(s="x(m) @ p(m), BTN < i, 6)) o

= / d0dn(J*"x(n) @ (8), (PO (n —im — 1,0 — A1))comtn

= [ aBan(7"x(m) @ @(8), (U1 (~2, )" & Uy (2, )™ FilL ) (m = i, 6) o
= [ aBdn(J" (U, ) ) x(m) @ (U, )P 0(0), il (m — i, 6)) o

= FEL (U (2, )7 me; (Un(, )71,
(3.95)

For Item (d) we also use that [J,V(g)] = 0 (Defn. 2.2.1). O
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Chapter 3. Locality and the form factor series

The relations proven in Lemma 3.3.3 can be extended to S[0, 7| for m+n = 1 and
to T(Z_) for m +n = 2 as presented before in Corollary 3.2.6 and Lemma 3.2.8,
respectively. If A is localized in a double cone we can even extend them to the
whole of C™" as before in (the proofs of) Proposition 3.2.2 and Theorem 3.2.1,
respectively. To follow this whole procedure again would be intricate and little
inspiring. Thus we will here at the cost of leaving a little gap of faith for the reader
not present a full proof but simply state that the relations given in Proposition 3.3.1

agree with those in Lemma 3.3.3 when restricted to RUR+im (m+n =1) or T(G_)
(m+n=2).

3.3.1 Form factors of invariant operators and derivatives

It is our aim now to state very specific conditions on the one- and two-particle form
factor of A implied by its invariance or covariance under some transformation and
also to relate the form factor of the derivative of A. The results will be used in the

following chapter when A is given as the smeared stress-energy tensor.

Proposition 3.3.4. Let A be localized in a double cone and F,, = F,[LA] its n-particle
form factor forn =1,2. Then

(a) If A is hermitian, i.e, A = A*, then
Fy(¢) = JFR(C + im), (3.96)

Fy(C) = JEFE(C i), (3.97)

(b) Let a family of such A be denoted by A*, p = py...ux, k € Ng and transform
as a Lorentz k-tensor, i.e., Us(0, \)APUg(0,\)~t = (A(N)®*A)#, then for all
AeC,

(ANZEF(Q))"
(AN F ()"

FMC =N, (3.98)
FIM¢ = AL). (3.99)

In particular, if k = 0 then Fy is a constant and Fy depends only on the
difference (1 — (5.

(¢) If A is CPT-invariant, i.e., A= U(j)AU(j), then

Fi(¢) = JFi(Q), (3.100)

Fy(¢) = JP°FFy(C). (3.101)
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Chapter 3. Locality and the form factor series

(d) If A is G-invariant, i.e., A = Vs(g)AVs(g)™! for g € G then we have that

Fi(¢) = V(9)F1(Q), (3.102)
F(¢) = V(9)** F(¢). (3.103)

(e) If A is C-,P-, or T-invariant, i.e., A= U(k)AU (k)™ for k = c,p,t then

C:Fi(Q) =CFi(C),  P:Fi(¢) = Fi(—=(), T:Fi(¢) = Fi(=(), (3.104)
C:Fy(€) = C’®2F2(C), P:F5(¢) = FFy(— E)a T:F5(C) = F2(_Z)a (3.105)

where C is the charge conjugation matriz and CF = JF.

Proof. The proof is straightforwardly implied by the relations given in Proposi-
tion 3.3.1. For Item (b) we note that the relation extends to complex A by analyticity
of I and Fj5 in the respective regions and uniqueness of the analytic continuation.
For Item (e) we also employ the implementations of the representations for the dis-
crete symmetries U, (k) which were studied in Section A.2 and set the phase factors

to one. ]

Proposition 3.3.5. Let A be localized in a double cone and FTEA] its n-particle
form factor forn =1,2. If A is weakly differentiable® on Dg x Dg with respect to
Us(z,0) then for all { € C™ we have that

FA(¢) = ~iP(Q)FN(QC), 1n=0,L. (3.106)

2This means that for z € M the limit s — 0 on s~ (Us(sz,0)AUs(sz,0) 1 — A) exists weakly,
i.e., in matrix elements for a class of states.

Proof. Let e,, 1 = 0,1 denote the standard basis of M. Then
F,?”A](C) _ hmF[ (Us(seu,O)AUS(seM,O)*l—A)](C)
= lims™

5—0
s(seu;0)AUs (seu,0)71] 4]
lmn () - FA())

H(EY
= lims ™! (e PO — 1) FLA(¢) (3.107)
(

s—0

= lims™! (e — )F[A}(C)

s—0

= —iROFN(©).
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Chapter 4

Structure of form factors and the minimal

solution

In this chapter we will classify the structure of the two-particle form factors in more
detail (Sec. 4.1). The structure classification consists of the eigendecomposition of
the S-function and for each S-function eigenvalue of a well-known factorization of
the form factors into a polynomial, characterizing the observable, times a model-
dependent factor which is independent of the observable. The model-dependent
factor consists of bound state factors and the so-called minimal solution. The bound
state factors are fixed by the poles of the S-function eigenvalue within the physical
strip.

We supplement the factorization result by establishing existence of the minimal
solution for a large class of S-functions (Sec. 4.2). As a byproduct, but of crucial
importance for later, we obtain an estimate for the asymptotic growth of the minimal
solution. This will play a role in Chapters 7 and 8 to decide the validity of QEIs
in one-particle states in generic models. The results are based on a well-known
integral transform which represents the minimal solution in terms of the so-called
characteristic function. To conclude this chapter, we provide a concrete procedure

to obtain the characteristic function (Sec. 4.3).

4.1 Classification of two-particle form factors

As the starting point of this section, we will introduce the minimal solution more
thoroughly and derive some of its properties including uniqueness for a given S-
function eigenvalue. The minimal solution is a well-known concept in the form
factor program which plays an essential role in the description of the observables of
the model [[KW78]. It is uniquely defined as the "most regular’ solution to Watson’s
equations with respect to a given S-function eigenvalue. Watson’s equations are
the complex-valued two-particle form factor equations of a scalar observable. We
make this more precise below. The mathematical treatment is basically taken from
[BC16] adding slight generalizations to S-functions with bound state poles. For a
less rigorous but informative treatment we refer to [[X\W78].

After that, we prove the decomposition of the form factor into an operator-

dependent and a model-dependent part for S-functions with constant eigenprojec-
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Chapter 4. Structure of form factors and the minimal solution

tors. This factorization is well known: A treatment of the scalar case (no eigen-
decomposition necessary) appears for instance in [[KW78; FMS93; BC16]. More
general cases are often stated without a derivation (e.g., [Del09; BFIK10]) and usu-
ally refer to a diagonal S-function, where the eigendecomposition is given and non-

degenerate due to diagonality; confer Definition 2.3.2.

The minimal solution and its properties To begin with, we intend to ana-
lyze eigenvalues s of some matrix-valued S-function; thus s will denote a C-valued

function from now on. Central to the section is:

Lemma 4.1.1. Let s : C — C be a meromorphic function with no poles on the real

line. Then there exists at most one meromorphic function f : C — C such that

(a) f has no poles and no zeroes in S[0, x|, except for a first-order zero at 0 in
case that s(0) = —1,

(b) Ja,b,r > 0V|Re¢| > r,Im( € [0,7]: |log|f({)]| <a+ b Re(],
(c) flim+C) = f(im — (),

(d) f(C) =s(0)f(=0).

(¢) flim) =1.

If such a function exists, we will refer to it as the minimal solution fsmin With respect

to s. Due to (d), a necessary condition for existence is the relation s(—¢) = s(¢)~!

for all ¢ € C.

Proof of Lemma 4.1.1. Assume that there are two functions f4, fp with the stated
properties. Then the meromorphic function g(¢) := fa(¢)/fs(¢) has neither poles
nor zeroes in S[0, 27| and satisfies g(¢) = g(—() = g({ + 27¢); this implies that ¢ :=
goch™" is well-defined and entire. The asymptotic estimates (b) for |log|f4 /B|| imply
an analogous estimate for |log|g|| = |log|fa| — log|fz|| by the triangle inequality.
Thus ¢ is polynomially bounded at infinity and therefore a polynomial. However,
since ¢ does not have zeroes, it must be a constant with ¢ = ¢(—1) = 1 due to
g(im) = 1. Hence fa = f5. O

Corollary 4.1.2. If in addition s(¢) = s(¢)~', ¢ € C, then it holds that

fmin(() = fmin(_é)' (41)

Proof. Since s(—() = s(() it is clear that ¢ — fuin(—() satisfies the same properties
(a)—(e) as fuin. By uniqueness they have to be equal. m
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Chapter 4. Structure of form factors and the minimal solution

Corollary 4.1.3. Forn € N let sq, ..., s, : C — C be meromorphic functions such
that their minimal solutions f;min exist. Then the minimal solution with respect to

n

¢ sir(C) = 1IT}=1 85(C) exists and is given by

o Frrmm(€) = (—ish $)21 TT fram(C), (4.2)
j=1

where k= |{j =1,...,n:5;(0) = -1}

Proof. One easily checks that (4.2) satisfies conditions (b)—(e) of Lemma 4.1.1 with
respect to sy7. Also, counting the order of zeroes at 0 on the r.h.s. yields k — 2L§J,
which evaluates to 1 for odd & (when s;(0) = —1) and to 0 otherwise (when
s(0) = +1), thus establishing condition (a). O

We now apply these results to classify “non-minimal” solutions, having more

zeroes or poles than allowed by condition (a):

Lemma 4.1.4. Let f : C — C be a meromorphic function which satisfies properties

(c)-(e) of Lemma /.1.1 with respect to some meromorphic function s, and suppose
Ja,b,r > 0V|Re(| > r,Im( € [0,7] :  [f(¢)] < aexpb|Re(]. (4.3)

Assume further that the minimal solution fsmin with respect to s exists. Then there

is a unique rational function q with q(—1) =1 such that

F(€) = q(ch ¢) fsmin(C)- (4.4)

In particular, if f has no poles in S[0, x|, then q is a polynomial.

Proof. Since the pole set of the meromorphic function f has no finite accumulation
points, and its intersection with S0, 27] must be located in a compact set due to
(c) and the estimate (4.3), this intersection must be finite. Now, define { — ¢({) :=
f(€)/ fsmin(¢) which satisfies g(¢) = g(—¢) = g(¢ + 2mi). Then, analogous to the
proof of Lemma 4.1.1, there exists a meromorphic function ¢ = g o ch™' which is
polynomially bounded at infinity and has finitely many poles. Thus it is a rational
function. Lastly, note that ¢(—1) = 1 due to g(im) = 1. O

Decomposition of the two-particle form factor For simplicity we treat a
Lorentz-invariant observable A € Q such that its two-particle form factor FQ[A] can
be identified as FQ[A](Q, (2) = F (¢ — () with some function F' : C — K®? according
to Proposition 3.3.4(b). Moreover, we make two simplifying assumptions: First,
that F' is flip-invariant, i.e., FF({) = F(¢) for all ( € C which is a consequence
of A being parity-invariant and holds due to Proposition 3.3.4(e). Second, that
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Chapter 4. Structure of form factors and the minimal solution

the S-function S has constant eigenprojectors, i.e., where the eigendecomposition
(Prop. 2.3.4) extends to the whole of C with the eigenprojectors P; independent
of the rapidity. To the best of the author’s knowledge this assumption is satisfied
in most physically relevant models but it holds at least for constant and diagonal
S-functions and many other typical examples (Rem. 2.3.5). Note that we include
bound states in our analysis and therefore supplement the form factor equations
at two-particle level proven in Theorem 3.2.1 by the relations for the bound state
residues (F'1b)

_ 1 i Y
42:538”&9@” Fy(Gi, Q) = ka Fi (G —i635) (4.5)
for all 17 — k£ € § with fusion angle 0 < Q@j) < 7 and bound state intertwiner I ,ij
(Appendix A.5). For Lorentz-invariant A with F' as specified above, we thus obtain
res F(¢) =u? 4.6
i FO = (1.6

where u}/ € K is a constant vector given by \/%F,:j F.

In this setup, we are able to decompose F(() into separate eigenspaces P2
and in each of them F' factorizes into a rational function () in ch ¢ times the minimal
solution f; min With respect to the S-function’s eigenvalue s;. Since () is rational, in
a basis, it decomposes into a fraction of two polynomials. The requirements of (4.6)
fix the poles of () and thus the form of the denominator. As a result, the only piece

of F which contains information on A is the polynomial in the numerator.

Proposition 4.1.5 (Decomposition of F'). Assume an S-function S which has
constant eigenprojectors P;i € {1,...,k} and is parity-invariant, i.e., [S,F] = 0.
Let further F : C — K®?% denote a meromorphic function with no poles on the real

line and which satisfies
F(¢) = S(QOF(=¢), F((+ir)=F(=¢+in), F()=FF(=() F(ir)= Igp,

and that there exists a,b,r > 0 such that for all |Re(| > r and Im{ € [0, 7] one
has ||F ()|l < aexp(b|Re(|). Provided that the minimal solutions with respect to

the eigenvalues of S exist, then F is of the form

k

F(¢) =>_ Qi(ch ) fimm(C), (4.7)

i=1

where © — Q;(x) € P,K%? is a rational polynomial function with S5, Q;(—1) =
T2 and FQ;(x) = Q;(x) for all x € C.

Proof. Define F;(¢) := P,F(¢). The components of the F; in some basis satisfy the

properties of a non-minimal solution as treated in Lemma 4.1.4: First, note that
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Chapter 4. Structure of form factors and the minimal solution

F(¢) = PF(O)
= RS(OF(=) s
= 5()PF(=()
= 5(Q)F(=C)

Second, due to ||P;]| < 1, for some a,b,r > 0 we have that
VIRe(| 2 Im¢ € [0, 7] [[F(QI < [[F(Q)]l < aexp(b|Re(]).  (4.9)
Third, using that [P;,F] = 0 due to [S,F] = 0, we have

F(C +im) = BF(C +im)
= BF(—C +im) (4.10)
= Fi(—( +1im).

Choosing an ONB {e,} of K we obtain that F is C-valued and satisfies
the conditions of Lemma 4.1.4 with respect to s; for each «, 3. Thus Fiaﬁ €) =
¢?(ch €) f;.min (¢) With rational polynomial functions ¢

Defining Q;(z) = ¢7(2) eq ® 5 one obtains

k k

> Qi(chC) fimin(C). (4.11)

i=1 i=1

i
o
!
N
>
o
!

For ( = im, F(in) = Igy and f; (i) = 1 imply that S5 Q;(—1) = . Note
that by construction ¢ = ¢’* so that FQ;(x) = Q;(z) for all z € C. O

4.2 Existence of the minimal solutions and asymptotic growth

In this section we establish the existence of a common integral representation of
the minimal solution for a large class of (eigenvalues of) regular S-functions, namely
those satisfying the hypothesis of Theorem 4.2.1 below. As a byproduct, but of cru-
cial importance for later, we obtain an explicit formula for the asymptotic growth
of the minimal solution (Proposition 4.2.6). The integral transform is well-known
and has been employed before in many concrete models, e.g., sinh-Gordon [FMS93],
SU (n)-Gross-Neveu [BEFIK10], and O(n)-nonlinear sigma model [BFI13]. Also the
existence of the integral representations was argued before in [[KW78], but with-
out giving explicit assumptions. General results on the asymptotic growth of the
minimal solution, based on this integral representation, are new to the best of the

authors knowledge.
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For C-valued functions s and f, the integral expressions of interest are formally

given by
flsl(t) = ;073'(9)3(9)—1 cos(r=10t)df), (4.12)

54(C) = exp (—22' 07 F(r)sin &t i’f) , (4.13)

m(C) = exp (2 Z F(t) sin? (”2; Ot tjﬁt) : (4.14)

we will give conditions for their well-definedness below. f[s] will be referred to as
the characteristic function' with respect to s. For a large class of functions s, in
particular having in mind eigenvalues of S-functions, the functions sy and m
will agree with s and f; min respectively.

For the following let us agree to call a function f on R exponentially decaying ift
Ja,b,r > 0V|t| > r:  |f(t)] < aexp(—blt]); (4.15)

analogously for functions on [0, 00). A function f on a strip S(—e, €) will be called
uniformly L' if f(- +i)\) € L'(R) for every A € (—¢,¢), with the L' norm uniformly
bounded in A. A function s : C — C will be called regular iff it is analytic and
bounded in a strip S(—¢, €) for some € > 0. This agrees with the notion of regularity
of a scalar S-function (Defn. 2.3.2).

Now, we are ready to state the main result:

Theorem 4.2.1. Let s : C — C be a meromorphic function with no poles on the real
line, satisfying s(¢)~' = s(—(), and regularity. Suppose that r4(¢) := is'(¢)/s(¢)
is uniformly L' on some strip S(—e,€). Then f[s] € C([0,00),R) is exponentially
decaying. If further f[s] € C?([0,8)) for some § > 0, then the minimal solution
with respect to s exists.

In more detail, under these assumptions sy and my are well-defined, non-
vanishing and analytic on S(—e, €) and S(—¢, 2w + €), respectively. The meromor-
phic continuations of sgq and myg to all of C ewist. In case that s(0) = 1, we
have sgg) = s and My = fsmin. In case that s(0) = —1, we have sy = —s and
Mg = fosmini a7 fomin(C) = (—ish $) f—smin(C).

The examples treated in Chapter 8 fulfill this condition: In particular, for prod-
ucts of S-functions of sinh-Gordon type (Eq. (8.1)), 7, is exponentially decaying (on

I Differing conventions for f[s] are found in the literature. In the form factor programm commu-
nity, one mostly takes 2f[s] as the characteristic function: Compare formulas (4.13)—(4.14) with,
e.g., [FMS93, Eq. (4.10)—(4.11)] or [KW78, Eq. (2.18)—(2.19)], but noting a typo in Eq. (2.19)
there.
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a strip) and f[s] is actually smooth on [0,00) (Eq. (8.3)). For the eigenvalues of
the S-function of the O(n)-NLS model, s € {sq,sy,s_}, we find 7,(0 + i\) < 672,
|0] — o0, uniformly in A € [—¢, €] for some € > 0 and again, that f[s] is smooth on
[0,00) (cf. Section 4.3).

We give the proof of the theorem in several steps. To begin with, we have:

Lemma 4.2.2. Let r, be uniformly L' on a strip S(—e¢,¢). Then f[s] : R — R is

an even, bounded, and continuous function which decays exponentially.

Proof. Since r, restricted to R is L-integrable, its Fourier transform 7, is bounded,

continuous and vanishes towards infinity. As r, is even,
ro(—0) = is'(—0)s(0) = —i(s(0) 1) 5(0) = is'(0)s(0) " = r,(0), (4.16)

also 7 is even and we have

o0

flsl(t) = / ro(0) cos(r0t)dt = L / ro(0)e™ Otdt = L7 (t). (4.17)
0
Let now 0 < X < € be arbitrary. By assumption, 7,(- 4+ i\) is L'-integrable as well;

and by the translation property of the Fourier transform,

Ft) = e M kr (- FiN(0), (4.18)

—_——

where r4(- + @A) (t) vanishes for |t| — oo due to the Riemann-Lebesgue lemma. Thus

s is exponentially decaying towards +o0, and since it is even also towards —oo. [

We continue by establishing some basic properties of sy and m; including exis-

tence:

Lemma 4.2.3. Let f € C([0,00),R) be exponentially decaying. Then the functions
sy and my are well-defined by the integral expressions (4.13) and (4.14). Further
they are non-vanishing and analytic on S(—e¢, €) and S(—e¢, 2w +¢€), respectively, for

some € > 0.

Proof. By assumption there exist positive constants a,r,e > 0 such that |f(¢)| <
aexp(—er~'t) for all ¢ > r. By the triangle inequality, |sin 7 'Ct| = 1lei™ ¢ +
e < exp(r!Im(]|t) for all ¢ > 0. Thus for [Im¢| < € one has that
f(t)t tsin(m~1(t) is exponentially decaying. Also, this function is continuous (in-
cluding at ¢ = 0 because of the first-order zero of the sine function at zero). By
similar arguments, the same holds for its derivative with respect to (. In partic-
ular, t — f(t)t 'sin(r~1¢(t) and its (-derivative are absolutely integrable for all
¢ € S(—e¢,€). As a consequence, sy is well-defined and analytic on S(—e¢, €). Since

sy is given by an exponential, it does not vanish.
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The argument for m; runs analogously. The estimate from above gives
|sin®(27) (i — O)t| < exp(r [ Im(im — ¢)|t)
for all ¢ > 0. Thus
t e f(t)(tsht)  sin?((27)~(im — O)t)

is exponentially decaying for |Im ( —7| < m+e€. It is further continuous (including at
t = 0 because of the second-order zero of the sine-function at zero). Together with
similar properties of the (-derivative, it follows that m; is well-defined, analytic,

and non-vanishing in the region S(—e, 27 + ¢). O

Lemma 4.2.4. Let f € C([0,00),R) be exponentially decaying. Then sp(0) = 1
and my(im) = 1. Moreover, there exists € > 0 such that for all ( € S(—e,€),

s1(0) 7 = 57(=C) (4.19)

and

my(C) = sp(Q)mys(=C), my(im + ) = ms(im — ). (4.20)

Proof. s;(0) =1 and my(im) = 1 is immediate by definition. Next, take ¢ € S(—¢,¢€)

with an € from Lemma 4.2.3. Then
—sin(7¢t) = sin(7 (=)t (4.21)

implies that s;(¢)~! = s;(—¢). Similarly,

.92 Ct .2 _Ct
-— = — 4.22
sin® o— = sin” —> (4.22)

implies that ms(im 4+ () = ms(im — (). Lastly, the relation

sin’ (mz_ﬂot ~ sin? (”T;;Ot = —ish(t) smgf (4.23)

implies that

me(Q) T L r =0t L, (im+ Ot dt
° (4.24)
- 0/ £t sin(rct) & = log 55(0),
which concludes the proof. O
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Corollary 4.2.5. For ¢ € R and ezponentially decaying f,g € C([0,00),R),
(a) scp = (55)%  mep = (my)",

(b) Spig = SfSg, Mypyg = mymy,

(c) sp=ss f=g, my=mys f=g

Proof. (a) and (b) are immediate since log sy and log m are linear in f by definition.
In (c), we only need to show “=", and by the previous parts we may asssume g = 0,
with s = mo = 1. Now if sy = 1, we compute from (4.13) for any A € R,

d

0= Liogs; () = —2id / Flnt) sin()\t)cit — 9 / Flrt)cos(M) dt,  (4.25)

“dr X
hence f = 0 by the inversion formula for the Fourier cosine transform.
If my =1, we use (4.20) to conclude that s; = 1, which implies f = 0 as seen

earlier. O

Proposition 4.2.6 (Asymptotic estimate). Let f € C([0,00),R) be exponentially
decaying and C*([0,0)) for some 6 > 0. Let fo := f(0) and fi := f'(0), where’
refers to the half-sided derivative. Then there exist constants 0 < ¢ < andr >0
such that

m (0] /
V|Re(| > r,1 0,27 : < <c. 4.26

Proof. In the following let z := (ir—() /27 withz := |Re z| > 0and y := |Im z| <
Then

1
3-

o [0 g
Relogmy(() = 20/ —_ Resin®(zt)dt
= O/ tfs(}?t(l — cos 2zt ch 2yt)dt =: 1(z). (4.27)

The aim is to show that |I(z)— forz — fi log | is uniformly bounded in z € S[—%, %],
as this implies the bound (4.26) by monotonicity of the exponential function. To
begin with, note that the integrand of (4.27) for t > 1,y < %, is uniformly bounded
by f(t)(tsht)7'(1 + cht). This is integrable on [1,00) by the exponential decay of
f. The integral over [1,00) is thus bounded uniformly in z by a constant c.

As further preliminaries let us note that

/((t sht)™ —t72)(1 — cos 2wt ch 2yt) f(t)dt| < ¢, (4.28)
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/ (ch(2yt) — 1)¢~2 cos 2t f(t)dt

< o, (4.29)

where ¢q, ¢y are constants independent of x and y. This is implied by mean-value-
estimates using regularity of the functions (¢sh¢)™! —¢=2 and (ch(2yt) — 1)t=2 also
at t = 0, where ¢t and y are evaluated on compact ranges while z appears only in

the argument of the cosine-function. The same reasoning allows us to estimate

< Cs, (430)

/(f(t) — fo — fit)t (1 — cos 2xt)dt

where we apply Taylor’s theorem to f € C%(]0,6)) to argue regularity at ¢t = 0.

In order to apply the estimates, we expand the integrand of I(z) as follows:

ft)

tsht

(1 — cos 2zt ch 2yt)dt

= ((tsht)™ —t72)f(t)(1 — cos2xt ch 2yt) 4+t 2 f()(1 — cos 2t ch 2yt)
= ((tsht)™' =72 f(t)(1 — cos 2xt ch 2yt) — t 2 f(t) cos 2xt(ch 2yt — 1)
+t72f(t)(1 — cos 2xt)
= ((tsht)™" —t2)f(t)(1 — cos 2zt ch 2yt) — t~2f(t) cos 2xt(ch 2yt — 1)
+t72(f(t) — fo— fit)(1 — cos2xt) +t2(fo + fit)(1 — cos2xt). (4.31)

Then applying (4.28)-(4.30) and the triangle inequality yields
|1(z) — J(x)| < co+c1+ co+cs, (4.32)
where

— cos 2xt

v dt = fo(— 1+4cos 2z +2x Si(2x)) + f1 Cin(2z) (4.33)

1
1
J@) = [ (ot fit
0
in terms of the standard sine and cosine integral functions. Since these have the
asymptotics Si(xz) = § + O(x), Cin(z) = logz + O(1) as x — oo [Nis, §6.12(ii)], one

finds constants r, ¢ > 0 such that

Ve>r: |I(z) — forx — filogzx| < ec. (4.34)
m
With the asymptotic estimate for m; we can now prove the main result:

Proof of Theorem J.2.1. First, consider s(0) = 1. By Lemma 4.2.2, f[s] is expo-
nentially decaying and hence by Lemma 4.2.3, sy is well-defined, and analytic
and nonvanishing on a small strip. Combining (4.12) and (4.13) with the inversion
formula for the Fourier cosine transform, we find for \ € R,

‘“;((;; - jA log s(\). (4.35)

d 20 [ At
Y log s415(A) = - 0/ fls](t) cos ;dt =
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Since also s¢4(0) = 1 = 5(0), we conclude that sy = s first on the real line, and
then as meromorphic functions.
Further by Lemma 4.2.4, f := my, is analytic and non-vanishing on the physical

strip S[0, 7|, satisfies f(im) = 1, and for some ¢ > 0,

F(Q) =s(Qf(=C), [flim+() = flim=(), (€S(—€¢); (4.36)

in fact, using these relations we can extend f as a meromorphic function to all of
C. Also, Proposition 4.2.6 yields the asymptotic estimate in Lemma 4.1.1(b). In
summary, Lemma 4.1.1 applies to f, hence f = fs min i the unique minimal solution
with respect to s.

In the case s(0) = —1, one finds sy = sy—s = —s by the above; also, myj =
my[—g) is the minimal solution with respect to —s, and from Corollary 4.1.3, we have
fomin(¢) = —ish $my_g(C). O

4.3 Computing a characteristic function

In this section, we present a method to explicitly compute characteristic functions
(as defined in the preceding section) for a certain class of S-functions. The method
is known but only briefly described in [Kar+77]. We illustrate it here using the
eigenvalues of the S-function of the O(n)-nonlinear sigma model, i.e., s; for i = 4,0
(see Definition 8.4.1 and below). First, we present the general method; second, we
check the examples f[si] against the literature; lastly, we compute f[so].

The method applies to S-function eigenvalues which are given as a product of
Gamma functions; see [Bab+99, Appendix C] for some typical examples. While this
product can be infinite in general, we restrict here to finite products, which suffice

for our purposes. Specifically, let s be of the form

Hz€A+ F(x + %) [oea_ F(x - %)
Moca, D — &) Mpen. Dz + %)

s(0) = , (4.37)

where A > 0 and A are finite subsets of (0,00) such that |A,| = |A_|. It is
straightforward to check that this indeed defines a regular C-valued S-function,
apart from crossing symmetry which can only be satisfied for A, = A_ = 0 or

infinite products.

Lemma 4.3.1. The characteristic function with respect to s as in (4.37) is

ts fls](t) = 1_1€M ( -y ) e Mt (4.38)

TEA_ .Z’EA+
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Proof. Since f[s] is linear in logs, it suffices to consider the case A, = {z4},

A_ = {z_}. Using Malmstén’s formula (see, e.g., [Bat3, Sec. 1.9])

x 1 — e G=Dt\ ot
logF(z):/ z—1—————|—dt, Rez>0, (4.39)
1—et t
0
we find
0 6%7\'1 + ez\ﬂz (eim"'t — efx—t> ) 006_)\33775 _ e—)\l‘+t et
71 / dt = _%/ —dt
og (6 Ami(l —et) m 1 _en  O°
0 0
=:g(t)
(4.40)
By definition in (4.12), f[s] is given as the Fourier cosine transform of s(6) 'L s(6) =

d% log s(#); its inversion formula yields that f[s] = g since g is clearly integrable. [

Example 4.3.2 (Eigenvalues s ). Referring to Definition 8.4.1 and to (8.34), the

eigenvalues sy of the O(n)-nonlinear sigma model can be written as

s1(0) = (b=£ c)(0) = h(0)b(0) (4.41)
with

e+ r(l4+.2

b(0) = s(0)s(im — ), s(0) = (21+V2”1)0 (s j”l), (4.42)
P+ 2) T (35)
0 Fimv v 0 F(1+Z:Fi.Fi.)

hi(e): ::':2 27 =T ~ 2 27 27rz, (443)
0 P I(5F o) (1 + 55

where we used z = I'(z + 1)/I'(z) in order to represent hy in terms of I'. As a

result,
LU BTG G- =y
TG+ g+ )L (5 45— ) (= o

which is of the form (4.37) for A =2, Ay = {3, 5 + %}, and A_ = {1, + %}

2 2
Due to Lemma 4.3.1 we find

1 —2t — (1)t —t —ut 14 el
f}&ﬂﬂzl_g%(e Fe et g >:_‘EIT* (4.45)
f[s ](t) _ 1 (6_2t + e~ At _ ot 6—(1/+2)t> — e — 1 (4 46)
- 1—e2 et+1 " '
This agrees with [BFK13, Eq. (2.11)] and [KW78, Eq. (5.7)]. We read off
fl=si](t) = -1+ 4+ O(), t—0; (4.47)
fls=](t) = =%t + O(*), t— 0. (4.48)
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Example 4.3.3 (Eigenvalue —sg). Referring again to Definition 8.4.1 and to (8.34),

the eigenvalue sy of the O(n)-nonlinear sigma model can be written as

0(6) = hol0)b(0) (4.49)
e Crin(ltn—vr? (b4 L)+ L)
0> +ir(14+v)0 —vr 5+ 55+ 55
h (9) — : — _\2 2mi/ \ 2 271 . (450)
° 05— ir) G-
Using again z = I'(z + 1)/I'(z), we find
o _TO+5+EIrGe G +y-2ra-2)
so(f) = Dtrrvy 91+ 29 0(1+2— 23—y (4.51)
G+ 5+ a) (M4 5) M1+ 5 = 35) (5 — 3

which is of the form (4.37) for A=2, Ay = {3, 1+ %}, and A_ = {1,5 + %}. Due
to Lemma 4.3.1 we find

— 1 -2t —(1+v)t —3t —(2+v)t) _ et +e v
f[_30]<t> - 1 _ -2t (8 +e — € — € ) = W (452)
and conclude
fl=so]) =1—=(1+ %)t +0O), t—0. (4.53)
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Chapter 5

The stress-energy tensor

This chapter analyses what form the stress-energy tensor 7" (also referred to as
energy-momentum tensor) and, in particular, the energy density 7% can take in
our setup. A definite expression for the energy density is central to the QEI results
which we obtain in Chapters 6 and 7. Since our models do not necessarily arise
from a classical Lagrangian, we study the stress-energy tensor using a “bootstrap”
approach: We require a list of physically motivated properties for T and study
which freedom of choice remains. As a first step, we write down generic properties
expected to characterize the stress-energy tensor by first principles (Sec. 5.1). After
that, we restrict our attention to the stress-energy tensor at one-particle level. We
motivate this to be the relevant object for the following chapters and show that the
generic properties of T* imply a similar but simpler set of conditions characterizing
the stress-energy tensor at one-particle level (Sec. 5.2). Note here that the stress-
energy tensor at one-particle level is fully determined by its two-particle form factor
F§"” (cf. Thm. 3.2.1 in the preceding chapter). We will derive the general form
for such F4" and thereby classify stress-energy tensors at one-particle level up to
a polynomial degree of freedom (Sec. 5.3). Similarly, also the stress-energy tensor
evaluated between a zero- and a one-particle state is fully determined by the one-
particle form factor F{" (cf. Prop. 3.2.2 in the preceding chapter). We find that

F{" is completely fixed up to a constant but of inferior importance for QEIs.

5.1 The stress-energy tensor from first principles

This chapter collects and briefly discusses the characteristic features of a generic
stress-energy tensor. Most importantly, the stress-energy tensor should serve as a
local generator of the translations, i.e., provide a conserved current which integrates
to the global generator of the translations—the total energy-momentum operator
P*. The existence of such a local generator is, of course, motivated by close analogy
to Noether’s theorem of classical mechanics [Nocl8], which asserts the existence of
a local current and, upon spacelike integration, a conserved charge for any contin-
uous global symmetry. While the existence of local conserved charges (i.e., charges
associated with finite regions) is established in quantum field theory under quite

generic assumptions [BDL806], the existence of a (point-)local current is not given in
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Chapter 5. The stress-energy tensor

general (see, e.g., [BCM22]). However, our main focus will be the one-particle level,
where the existence of T" can be argued more directly so that we shall not dwell
on these matters here.

Another important fact is that the stress-energy tensor of a model might not be
unique. For instance, in the context of Lagrangian field theories, the stress-energy
tensor appears in different versions. While the classical stress-energy tensor arising
as a consequence of Noether’s theorem is often referred to as canonical stress-energy
tensor or simply as energy-momentum tensor, it is well-known that it may fail to be
a symmetric Lorentz tensor (e.g., for fields with spin) and to be conserved on curved
spacetimes [Wal84, Appendix E.1]. This is problematic in general relativity where
TH* appears on the r.h.s. of Einstein’s equation. The same applies to the expecta-
tion value of the quantized stress-energy tensor in semiclassical gravity which is an
important context for QEIs. The Hilbert or metrical stress-energy tensor provides
a resolution to this problem. It is classically given by variation of (the matter part
of) the action with respect to the spacetime metric (confer Equation (C.4) in the
appendix). In quantum field theory, adding renormalization as usual, an analogous
stress-energy tensor can be given; this at least for scalar bosonic theories includ-
ing perturbative interaction [[TWO05]. While classically, the metrical stress-energy
tensor is essentially unique, the quantized operator may be ambiguous due to renor-
malization. Also, for both classical and quantized models, restricting back to flat
spacetime, different gravitational models may become physically equivalent and the
metrical procedure may yield a family of stress-energy tensors. For instance, the
free scalar field on curved spacetime depends on a parameter, the curvature cou-
pling. Restricting to flat spacetime then yields a one-parameter family of physically
equivalent stress-energy tensors (see Appendix C.1). This freedom of choice is also
present from the Noetherian point of view, where the canonical stress-energy tensor
may be modified by a boundary term which does not spoil the integration to P*.
From this perspective, the stress-energy tensor associated to a model is not neces-
sarily unique even if the model admits a Lagrangian. And we will later see that,
indeed, there is some freedom of choice (Thm. 5.3.1, Prop. 5.3.4 below).

For the specific properties which T+ is supposed to satisfy, we follow [Ver(0;
FV03; MPV22], which all specify a set of axioms for the stress-energy tensor (first
reference) or the energy density (second and third reference) that is argued to
apply in generic situations. We generalize the setup by including global gauge
symmetries and are more specific by treating symmetries under discrete spacetime
transformations. The notable features are: T is given as a Wightman field with
(a certain) regular high energy behaviour (t1) which is local (t2) and hermitian
(t5). Also, T" should behave covariantly under proper Poincaré transformations

as a CPT-invariant symmetric 2-tensor (t6), (t7), (t8). Most importantly 7" pro-

78



Chapter 5. The stress-energy tensor

vides a conserved current generating the translations locally, meaning that T is
divergence-free (t9) and that the total energy-momentum operator P* is obtained
upon integration of T+ along a constant time hyperplane. We formulate this care-
fully and sufficient for our purposes by supposing the identity to hold as a weak
limit in compactly supported finite-particle states (t10). Lastly, we demand that
T is invariant under the action of G (t11) and, optionally, covariant under parity

inversion (t12).

Definition 5.1.1. A stress-energy tensor T*, u,v = 0,1, is a family of distribu-
tions on M, f — T"(f), which map from D(M) to quadratic forms on Dg x Dg
and satisfies for all f € D(M) that

(t1) Regularity: T"(f) € Q is energy-bounded (Defn. 3.1.2) with
1T ()l = 1L+ PO) T () (1 + P 7F < el £l

for some ¢ > 0 and large enough k € Z.

(t2) Locality: T*"(f) is localized in supp f (Def. 3.1.3), i.e., T (f) commutes
weakly with @¢(g) and @5(g) on Dg whenever supp f — supp g C Wk.

(numeration skip)
(t5) Hermiticity: T*(f)* = T (Jf).
(t6) Symmetry: T(f) = T"(f).
(t7) Poincaré covariance: Ug(a, \)T* (f)Us(a, \)™! = A(A)’L,A()\)Z,T“l”l(f(ay,\)),

(\) sh()\) B S
0 Ch(A)) and fian)(y) := f(AN) "y —a)).

(t8) CPT-invariance: U(j)T* (f)U(j)~* = T"(f;), where f;(z) = Jf(—x).

h
where A()\) = (Ch
s

(t9) Continuity equation: 9,7 (f) = 0.

(t10) Density property: For ¢, x € Dgs,, and n € N, we have

T (o, (P = T(f))x) =0, where fu(t,2) = fo(t)hu(o)
such that [ fo(t)dt = 1 and klgn h = 1.
(t11) G invariance: Vs(g)T" (f)Vs(9)™' =T*(f), g€g.

It is called parity-covariant if, in addition,
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(t12) Parity covariance: U(p)T" (f)U(p)™" = (Ip)h(Ip)5T"" (f,), where I, =
diag(1, —1) and f,(z) = f(I,x).

A few comments on the (mathematical) interpretation of these properties are in
order. First, note that in slight abuse of notation we write 7"*(f) as an operator;
confer Remark 3.1.1. For the properties to hold in the sense of a quadratic form
on Dg x Dg then means that they hold when evaluated within expectation values
(&, W) for ¥ € Dg. Locality (t2) is to be interpreted in the sense introduced in the
preceding chapter (Defn. 3.1.3). Tt is implied by locality relative to the observables
(Rem. 3.1.4) which is imposed for instance in the guiding reference [MPV22]. We
will here not assume this stronger notion of locality since it is not necessary for what
follows later. For (t9) the derivative is meant in the sense of distributions which
always exists and is defined as 0,T*(f) := —=T"*(d,f). We conclude this section
by commenting on a number of points: The high-energy behaviour or regularity
of T" (t1), the existence of a point-local field T""(x), details for the motivation
of (t10), the vanishing of the zero-point energy, (£2,7"*(f)f2) = 0, and finally
a setup for proving QEIs. For the discussion, the C*°-domain of P° denoted by
C°°(P%) := Nyen dom((PY)™) will constitute an important class of vectors which is

dense in Hg.

High-energy behaviour of the stress-energy tensor To argue that the poly-
nomial energy bounds (t1) are a reasonable assumption for T#”(f) let us first take
a look at A = P*. Then the energy bound (3.7) holds quite clearly for & > 1 since
(14 PY) 2 PO(1 4+ PO 3| = [ P(1 + P! < 1 and P < PP

Now, in view of the density property (t10) where TH° "integrated over the whole
space' gives PH it appears reasonable that finite integrals T+ (f) are bounded at
least by higher moments of P* [Ver(0]. In fact this is necessary as soon as C°°(P?)
is in the domain of T*"(f) [BW92, Prop. 12.4.10].

Pointlocal stress-energy tensor Due to the polynomial energy bounds (t1),
T (f) has a smooth kernel when interpreted as a quadratic form on the dense
domain C*(P?). This means that for all y, v = 0,1 and ¢, y € C*°(P°) there exists
a smooth function = — (p, T (z)x) such that for all f € D(M):

(. (N = [ do f(@) (o, T ()) (5.1

Moreover, for large enough k € Ng, (1 + P°)"*T"(x)(1 4+ P°)~* defines a bounded
operator on H which is uniformly bounded in x and 7" (z) defines a bounded
operator from H_j to Hy, where H;, j € Z, is obtained by completion of C>(P")
with respect to the modified inner product (g, x); = ((1+ P°) e, (1 4+ P°) 7).
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Thus, a posteriori, (5.1) holds also for more general vectors ¢ € H_, and y €
‘Hy. These properties are a consequence of generic results on polynomially energy
bounded fields and can be drawn from the discussions in [FH81], [BW92, Chaps. 12-
14], and in particular from [BW92, Prop. 14.3.4]. We may then transfer the other
properties of TH(f) (t2)—(t12) to T (x) establishing a point-local stress-energy
tensor. We will do so in more detail for the stress-energy tensor at one-particle level
in Section 5.2.

Another consequence of (t1) is that we may also define T""(f) for arbitrary
f € LY(M). To see this, take (5.1) and observe that for k as above,

(0, T (f)x) = /dx Fl@) {1+ P%)ro, (1+ PO T* T (2) (1 + P)H(1 + PO)*x)
(5.2)
is well defined for arbitrary ¢ € Hg,x € H_r by the uniform boundedness of
(1 4+ PO)=*Tr(2)(1 4+ PY)~*. For f = ¢ with g € S(M) this will be useful in

Section 5.1.

Discussion of (t10) Now, we are ready to discuss (t10). To begin with, note that
Dg,, C C=(P%) so that on these vectors, (t10) is well-defined and we have that,

{p, P'x) = lim (0, T (fr)X) = /d(t, ) fo(t) (o, T, x)x) . (5.3)

Choosing for fy a sequence of functions constituting an approximate identity' for

some tg € R, we may even infer that

(o, P'x) = /drv (, T (to, )X) (5.4)

which is close to what we would classically expect. Note here that existence of the
limit follows by the existence of the point-local stress-energy tensor for the given
class of vectors; for details we refer to the proof of [BW92, Prop. 14.3.4]. The
existence of the integral in (5.4) is intricate to argue, though, and we will refrain
from it here but give a proof for the case n = 1 in the following section.

In order to avoid such problems, one may employ a weaker notion than (t10),
used in particular in [Ver00; MPV22]. This weaker notion of the density property,
avoids a definition of the pointlocal stress-energy tensor and the integral over the
whole space in (5.4) by writing (t10) as a commutator identity with localized algebra
elements so that the spatial integral collapses to a finite integral over the localization
region of the respective algebra element. We will not use this weaker density notion
here, since the validity of (5.4) in compactly supported states with a fixed finite

particle number appears to be reasonable (we validate it later for n = 1 which is

! An approximate identity for ¢ty € R is a sequence of functions (fx)ken, where [ fr(t)dt =1
and such that klim J fe(t)g(t)dt = g(to) for all functions g continuous around ¢.
— 00
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sufficient for our purposes). For the interested reader, we present how (t10) implies

the weaker density property in Appendix C.2.

Vanishing of the zero-point energy The famous vanishing of the zero-point

energy reads

(2, 7" (f)82) =0 (5.5)

for arbitrary f € D(M). It directly follows from the density property (t10) for
@ = x = {2. In this case (5.4) implies that

<Q,POQ>::Oii/dx1<Q;Tmcmfn. (5.6)

However, due to {2 being invariant with respect to U the integrand on the r.h.s.
evaluates to the constant (£2,7%(0)§2) which thus has to vanish for the integral to
be finite. This also applies for the other components of T"": Lorentz covariance
(t6) and symmetry (t7) imply that (£2,7%(0)(2) is a symmetric Lorentz two-tensor
invariant under A(A\)®? for all A € R. The only such tensors are of the form cg"” for
some constant ¢ which has to vanish due to the argument given before.

Note though, that there are indications that in interacting models with non-
perturbative effects the vacuum expectation value may not vanish identically but be
a small non-vanishing constant exponentially suppressed in the coupling constant(s);
see, e.g., [HH14]. On the other hand, in models with finite renormalization (e.g.,
the sine-Gordon model [FC22]) this cannot happen. Moreover, for the purpose of
QEI results the zero-point energy corresponds to a mere shift of the QEI bound, so
that it is easy to adjust for this case (Sec. 7.2). Thus we will assume the vanishing

of the zero-point energy in the following.

The stress-energy tensor for QEIs So far, we have treated A = T"(f) with
f € D(M). For the QEI results following in the next two chapters we have a slightly

different setup, namely we consider
Az/ﬁf@ﬂ%ﬂh (5.7)

with real-valued g € S(R) as our operator (or quadratic form) of interest, where
integration is understood to be weakly on Dg,, X Dg,, for any n € N; existence of
this integral is clarified in Remark 5.1 due to Dg,, C C*(P).

The setup is motivated as follows: First, it turns out later, similar to the free
situation, that smearing in space is not necessary to obtain a QEI so that for sim-
plicity we restrict to time-averaged QEIs. The square form of the (real-valued) test
function takes care of two requirements, namely, that the averaging function needs

to be positive and that the square root of the averaging function is also smooth.
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The latter is a typical requirement to derive QEIs for linear QFTs and we will also
need it for the results presented later on. Whether this requirement is of technical or
physical nature has not been clarified yet [F'V03, Remark (ii) after Thm. 4.1]. Lastly,
it is unnecessarily strict to demand compact support of the averaging function, and

the Schwartz class provides a convenient generalization.

5.2 The stress-energy tensor at one-particle level

In the remainder of this chapter we will deal with the form factors of the smeared
stress-energy tensor A = TH(f) for some fixed u,v € {0,1} and f € D(M). We will
focus mostly on its two-particle form factor and briefly treat the one-particle form

factor but ignore higher particle numbers. The motivation for this is the following:

(a) in some models the stress-energy tensor has only the two-particle coefficient,
i.e., FI4 =0 for n # 2 (see Chapter 6)

(b) one-particle expectation values which will be partly our focus (see Chapter 7)

are determined solely by the coefficients F4) for n < 2

(c) the coefficients with n < 2 are not essential for QEI results since they yield
only bounded contributions to the expectation values of A (Sec. 7.2) and it

can be easily adjusted for them where it is needed.

In this section we will prove that the generic properties of the full stress-energy tensor
(Defn. 5.1.1) imply a simpler set of conditions at the one-particle level (Defn. 5.2.1
below). These conditions will be characterized in terms of FZ[A} or, more precisely, in
terms of the two-particle form factor FQ[TW("E)] of the point-local field T""(z). Since
we have not explicitly developed the form factor equations for point-local operators,

instead we may fix F4"(¢;x) by requiring

B = [ da fla) " (Ga), (5:8)

for all f € D(M), and identify FQ[TW(x)}(C) = F}"(¢; x). Existence of such F&"(+; x) is
guaranteed by Remark 5.1 and details will be given in the proof of Proposition 5.2.2

]

below. Therein, we will also show that, assuming FéA = 0, the expectation value

of the (smeared) stress-energy tensor in one-particle states ¢, x € H; N Dy is then

given by

(o, T (F)X) = [ dbdnda f(@) ((0) & Tx(m), FS" (0, + imiw))goe- (5.9)

We may then characterize a stress-energy tensor at one-particle level as follows:
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Definition 5.2.1. Assume a little space (I, V, J, M), an S-function S, and a subset
P C S(0,7). Then a stress-energy tensor at one-particle level (with poles B)
is formed by functions F4” : C2 x M — K®?, u,v = 0,1, which for arbitrary
¢ = (¢1, () € C?, 2 € M satisfy

(T1) Regularity: — There exist constants a,b,r > 0 and x < k(5) such that for
all |Re((e — (1)] = r and |Im(¢; — ¢2)| < 27 + & it holds that

max [F3 (C1, Gos @) ||ke2 < aexpb(|Re (| +|Re (o).

(T2) Analyticity:  F3"(¢;x) is meromorphic in (3 — (3, where the poles within
S(0,7) are all first-order and P8 denotes the set of poles in that region.

(T3) Ssymmetry:  F*(Gio) = S(G = COFS ().

(T4) S-periodicity:  Fy"(¢;x) = FESY ((o, ¢ + i2m; 7).

(T5) Hermiticity:  F3¥(¢;x) = FJ®2F2’“'(E +im;x).

(T6) Symmetry:  F¥ = F".

(T7) Poincaré covariance: ~ For all A € C and a € M it holds that

AN F(G AN ta) = POE (A, N)ix). AQ) = (:E&; Sﬁﬁii) |

—

(T8) CPT invariance: FL“(¢;x) = FJ®?FYY (¢ —x).

(T9) Continuity equation:  P,(¢)F4"(¢;x) = 0.
(T10) Normalization: — EE2Fy*(0,0 + im;x) = 6% E22 [ for all m € M.
(T11) G invariance:  F§"(¢;x) = V(g)®?Fy (¢ x), g€ G.

It is called parity-covariant if, in addition,
(T12) Parity covariance: F}"(¢;x) = (Ip)ﬁ/(fp)Z,Fflul(—C; Lx), I, = diag(1, —1).

Property (T7) implies that for any f € S(M),

/dﬁf(x)ny(O;x) = f(P(0))F3"(6;0) where f(p) = /dxf(x)eip'x- (5.10)

To motivate the definition of the stress-energy tensor at one-particle level we will
now show that these conditions indeed follow from the definition of the full stress-

energy tensor (Defn. 5.1.1). While the properties of the stress-energy tensor at
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one-particle level are expected to hold also in the presence of bound states we will
exclude bound states in the derivation. This is because we also excluded them in
the treatment of form factors in the preceding chapter.

In situations with bound states, we rely on condition (F1b) (Defn. 3.1.5) which
asserts a first-order pole at (; — (s = 76 in case the model admits a fusion angle
(App. A.5). Note that for our purposes it suffices to state the position of poles via
the pole set P since the order is fixed to be first-order in all cases and the value
of the residue is not fixed aside from symmetry considerations: Condition (F1b)
relates the bound state residue to the one-particle form factor which, however, has

a free constant prefactor; confer [MS94].

Proposition 5.2.2. Assume a model with a reqular S-function S which has no poles
in the physical strip and with a stress-energy tensor T (Defn. 5.1.1) satisfying
(2, T (f)82) =0 for all f € D(M). Then its two-particle form factors F3"(¢; x),
w,v € {0,1}, form a stress-energy tensor at one-particle level without poles in the
sense that expectation values in one-particle states have the form (5.9) and the
conditions specified in Definition 5.2.1 hold for B = ().

Proof. Let f € D(M) be arbitrary. Then by (t1) and (t2) T"(f) € Q is polynomially
energy bounded and localized in a double cone. Also, we have (2, T (f)2) =0
by assumption. Thus we can apply Theorem 3.2.1 and obtain a family of analytic
functions F4”[f] : C* — K®? which satisfies the two-particle form factor equations
without bound states (Defn. 3.1.5, n = 2, § = () and which is such that

(o, T (f)X) = [ dbdn (9(8) @ Ix(n), B [1)0n + im)en (5:11)

for arbitrary ¢, x € Hi.
Next, we establish that there are smooth functions F§"(¢;x), p, v € {0,1} such
that

FYIA() = [ da fla) P (G ). (5.12)
For that, we have due to (F2.4) a constant a > 0 such that for large enough k € Z
and for all ¢ € R? + inZ?,

IFS1F1(O)llics2 < alleh Gl + [ eh G)IT™ (f) . (5.13)

Note here that by a maximum modulus principle (as in [Cadl3, Eq. (C.6)]) these
bounds may be extended to the analyticity region of F”[f], i.e., to |Im({; — ()| <
27 4+ k with k < k(5); confer (F2.1) of Theorem 3.2.1.

Morever, by (t1), we have for some ¢ > 0 and for large enough k (the same as
above) that

1T (F)le < ellflr- (5.14)
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As a result, denoting . = min 901,

1L+ PG M) F @ (1 +p°(Gos M) ) B [f1(C) e
< | ch Qo ™l eh Gl T 2 Y LA1(C) ez
is uniformly bounded in f, so that there exists a function 4" ({; x) such that (5.12)

holds and which satisfies (T1). In more detail, F§"({;z) can be constructed as a

limit value of F4”[f] by choosing a sequence (f,), of test functions constituting an

(5.15)

approximate identity for . The existence of the limit is guaranteed by the uniform
boundedness in f for the energy-damped expression (5.15). Also, the properties
of F5”[f](¢) which are due to (F2.1)-(F2.3) of Theorem 3.2.1 straightforwardly
transfer to F§"({; x) resulting in (T2)—(T4) (for P = 0).

Exemplarically, we show (¢)=-(T3): Starting with

F[11(C) = 5(G — Q)F[f)(C) = 0, (5.16)
due to (5.12) it follows that
[ o 5(@) (B (¢a) = S(G = Q)R (&) = 0 (5.17)

for all f € D(M) which implies (T3).
Most of the properties (t5)—(t12) transfer analogously to (T5)-(T12). In more
detail, since T (f)* =T (Jf) (t5) we have that

JEEFPIA(C) = FYLIF)(C +im)

due to Proposition 3.3.4(a). Restricting to f with f = Jf we can infer (T5). That
TH(f) is symmetric under exchange of ;1 and v (t6) clearly transfers to F4* by (5.11)
and (5.12). Thus (T6) holds. Moreover, (t7), (t8), and (t11) imply (T7), (T8), and
(T11), respectively, by virtue of Proposition 3.3.4(b)—(d). Similarly, (T9) holds by
(t9) and Proposition 3.3.5 and, optionally, (T12) by (t12) and Proposition 3.3.4(e).

It remains to prove that (T10) holds. For this it is convenient to employ the
improper momentum eigenstates (Sec. 2.4) and use the calculus of generalized func-

tions (as, e.g., introduced in [Bog+90, Chap. 2]). First, note that

(6l P1s) = 1 (6;1)5055(6 — 1) 619
On the other hand, by (t10)

(Bl P 1) = [ ds (0| T"(0,5) 1)
= ds <9a’US(S€ 7O>T“0(O)US(S€ 70)71|7] >
/ 1 ' ’ (5.19)

= (0a[T(O0) ) [ ds et O s
= Fyas(0,n + im) 276 (p' (6; ma) — p (1;mg)).
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Here, we used covariance of the eigenstates |6,) under translations (Prop. 2.4.8(d))

and that (0,|A|ng) = Féfjﬁ(@, n+ im) for A with (2, Af2) = 0 which follows from

| 480 2a(6) (6l Alns) X"() = (0. AX) = [(2(6) @ Jx(n). 5 (6,m+im); (5.20)

confer the definition of the rapidity eigenstates in (2.42) or (2.43) and the defining
property (3.11) for the two-particle form factor in Theorem 3.2.1.

Now, for m = m, = mg we have that
p'(6;m) — p'(n;m) = m(sh@ — shn) = 2msh psh Z,
where p = 6”“7’7 and 7 =6 — 1. Thus

o(p*(05m) — p'(n;m)) = (2msh p 5 sh §)~d(7)
= (mshpchZ)~'(r) (5.21)
= (msh p)~16(7).

Combining (5.18), (5.19), and (5.21) yields that
, 1
Ffap(0,0 + im) = —p"(0;ma)p (6 ma)das; (5:22)
or, in more abstract notation, that
1
E2?F4°(0,0 +im) = %pO(Q; m)pH(0; m)ES? 1oy (5.23)
for all m € M (T10). O

To conclude this section, note that although the definition of the stress-energy
tensor at one-particle level is motivated by Proposition 5.2.2, the definition may
be read independently of the existence of a full stress-energy tensor (Defn. 5.1.1).
Instead, finding suitable functions F4"({; x) obeying the properties of a stress-energy
tensor at one-particle level, we may use (5.9) to define T"(f) as a quadratic form
at one-particle level, i.e.; on H; NDg. For such T"” we may infer QEI results at the
one-particle level (see Chapter 7).

More generally, we may also use the series expansion (3.1) to define T"" for
arbitrary particle numbers; i.e., as a quadratic form on Dg. This, however, requires
the whole family { F},},.en, as an input and usually infinitely many elements have to
be non-zero for the form factor series to define a local operator. In special situations,
though, where the S-function is constant, it is sufficent to consider F[4! = 0 for n # 2

resulting in a local operator on Dg (see Chapter 6).
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5.3 Characterization at one-particle level

In the preceding section we provided and motivated a number of conditions which
the stress-energy tensor at one-particle level is ought to satisfy. We are now in a

position to characterize the generic form it may take.

Theorem 5.3.1. F, forms a stress-energy tensor at one-particle level (with poles
B) iff it is of the form
®2

27

FY(G,Ga) = ——L™(P(C)eTO"F (G — (1), ¢ =(¢,G) €CP (5.24)

where

v —p'p + g"p°
LM (p) = p
and F : C — K®? is a meromorphic function which satisfies for all ¢ € C that

(5.25)

(a) 3a,b,r > 0V|Re(| Zr:  [|F(()|lce> < aexp(b|Re(]);
(b) F | S[0,7] has exactly the poles B;
(¢) F(C) =S F(=C);
(d) F(C +in) = FF(—( +im);
(e) F(C+im) = J%F(C +inm);
(f) F=V(9)**F forallg€G;
(9) ES*F(im) = E&*1gy for all m € M.
It iis parity covariant iff, in addition,

(h) F((+im)=F(—=(+1im) or, equivalently, F =FF.

Remark 5.3.2. As can be seen from the proof, it is sufficient to require (T'10) for

1 = 0; the case p =1 is automatic.

Proof of Theorem 5.5.1. Assume F; to satisfy (T1)—(T12). By Poincaré covariance
(T7), it is given by

FoGir) = P07 (— 952 ) ™ py(— 59, 500 (5.26)
Define G*(¢) := F{"(—%,5;0) and observe that the conditions (T1) to (T3), (T8),
and (T11) imply that G is meromorphic with pole set P when restricted to S0, 7]
and that for all u,v =0, 1,

VIRe(| Z r: [G"(Q)llke2 < aexp(b] Re(]),  G*(C) = S(O)G(=(),

, (5.27)
G*(¢ +im) = FJP2 G (= + im), G"(¢) = V(g)**G"(().

88



Chapter 5. The stress-energy tensor

Omit the Minkowski indices for the moment. Then combining (T5) and (T8) we
obtain F5(¢;x) = Fy(¢ + im; —z) and thus G(¢) = G™(¢), where G™(¢) = Fo(—5 +
i, % +im;0). Combining (T4) with the preceding equality, we obtain G(¢ + im) =
FG™(—(+im) = FG(—(+in). Moreover, by (T5), we have G((+im) = FJ®2G(—(+
i) = J®2G(C +im). If we demand (T12), this implies G (¢ + i7) = G(—( + i) and
with the preceding properties also G(¢) = FG({). In summary, each G*({), p,v =
0, 1 satisfies properties (a)—(f), and possibly (h), analogously.

Concerning (g), due to the continuity equation (T9), we have
(M + M) ch(¢)G™(2¢) + (M — My) sh(¢)G™(2¢) = 0. (5.28)
where M := M ® 1x and M, := 1 ® M. Multiplying by the inverses of M; + M,
and ch ¢ (both are invertible, the latter as a meromorphic function) we find

_M1+M2t

GOV(QC-) = ]\41 + M2

h(¢)G™(2¢), v=0,1. (5.29)

Defining tr G := g, G* = G — G, we obtain

1 2 .
G"™(() = S(C)zi—l (38(8) S(f)> tr G(() (5.30)
with
5(C) = G ths = Trae (5.31)

On the other hand, we have

11% 5%
. -1 plpl pOpl 1 82 S
LM (p) = — ( = , s=p"/ph. (5.32)

P2 \pOp! pOp? 2 — 1

so that
GH(¢) = L™ (P(=35,5)) tr G(C). (5.33)

Due to the normalization property (T10) we have
®2 1700 . m? o e
ESCE)(0,0 +im; ) = 5 ch”0E ;" Igs. (5.34)

On the other hand, by Poincaré covariance (T7) we have that

, | o | 0 i
Fy(0,im:0) = A()P2Fy(~'7,7:0), A<g>=<i 0) (5.35)

so that

Fy°(0,4m;0) = (A(F)N) By (=5, 5:0) = —F (=5, 5:0) = =G (im).  (5.36)

2 2720 27 20
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Next, define H* () = EZ*G"(¢) such that equating (5.34) and (5.36) yields
2
HY (ir) = —giEf?fI@Q. (5.37)
T

Now, by definition of s(¢) oc My — My (5.31) and since EZ*(M; — My) = 0, we
have that E%2s(¢) = 0 for arbitrary m € 9. Then, in view of (5.30), we find that
HM™(() = 0 unless pp = v = 1, where we have H(¢) = —tr H,,(¢). Thus we infer
using (5.37) that tr H,,(ir) = ™ E£2I4,. Define now

F(Q) = (M) a0 (5.38)

which implies EX2F(ir) = E®*Ig,. Since M®? commutes with all S(¢), F, J and
V(g), we find that F' satisfies properties (a)—(g), plus (h) in the parity-covariant
case. We have thus shown (5.24) for arguments of the form (—(/2,(/2;z). That
(5.24) holds everywhere now follows from (T7) together with the identity
” p v _ _
L(P(¢) = A (_41-2%42) A (_CHCz)V/ LH (p(_(2241, 422C1))_ (5.39)

! 2

The identity is a consequence of p(6 + \;m) = A(X)p(f;m) and the defining expres-
sion for L (p) (5.25).—The converse direction, to show that (5.24) satisfies (T1) to
(T11) (and (T12) provided that (h)) is straightforward. O

Let us call X € K®? diagonal in mass if
(Em @ Ey)X =0 forallm#m'. (5.40)

Equivalently, X commutes with M; confer (2.4) and Lemma A.6.1. On such X, all
of My, My and (M ® M)'/? act the same and in a slight abuse of notation we will
use M to denote any of these. If F' has this property, i.e., F'(¢) has it for all ¢ € C,

then the above result simplifies:

Corollary 5.3.3. Assume that F is diagonal in mass, or equivalently, that

tr Fo(+; ) is diagonal in mass for some x. Then

B (G, G+ imyw) = /IO GRE (S F (G — G + i) (5.41)
with »
M? [ ch? h(ch
G (@)= A o e} (5.42)
2 \sh{ch¢ sh”(¢
The energy density, in particular, becomes
M? 0 -
F0,n+im;x) = o ch? (?) FPO=P-ep (g 4 i), (5.43)
T
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Proof. On X € K®? which is diagonal in mass we can simplify

P(G1, G +im)X = (p(Gis M) — p(Go; M)) X (5.44)
h¢, — ch
_ oy [T ehG) (5.45)
sh¢; —sh
it sh C142rCQ
= —2ish S-S p( LT N X (5.47)

Then note that L(Ap) = L(p) for any A € C and p € M so that

L(P(Cr, ¢ +im)) X = L(—2ish S52p(SE2HT \[)) X = L(p(SE2HE: V)X,
(5.48)

Thus defining G (() = L£*(p(¢ + %)) yields the proposed form of F (5.41).

free

Equation (5.42) follows by (5.32) and
p(0; M)?* = (p°(6; M))* — (p'(6; M))* = M*(ch? 6 — sh? ) = M>.
[

Let us remark now, that F' as appearing in (5.24) or (5.41) is actually the
two-particle form factor of the trace of the stress-energy tensor g,,7"”. That this
form factor only depends on the difference of the rapidities is a consequence of the
trace being invariant under Lorentz transformations (Prop. 3.3.4(b)). We saw that
the other factors determining F4", the exponential factor and Gf.., are basically
required by covariance under Poincaré transformations and do not carry much model
specific information apart from the dependence on the mass spectrum. On the other
hand, F' depends directly on the interaction and the model’s particle spectrum via
the properties (b)—(h) listed in Theorem 5.3.1. In that regard, it will be important

to have more information on F.
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To that end, recall from Section 4.1 that F—at least for parity-invariant models
(Prop. 4.1.5)—can be decomposed into an observable-specific part ¢ and a model-
dependent part consisting of the minimal solution and, if present, factors represent-

ing the bound state poles:

Proposition 5.3.4. Given a model with a parity-invariant S-function S with eigen-
values s; and constant eigenprojectors P;, i € {1,...,k}, such that the minimal
solutions f; min with respect to s; exist. Then a parity-invariant diagonal-in-mass
stress-energy tensor at one-particle level with poles P (Defn. 5.2.1) is of the form
(5.24) with F given by

Q) = 3 Qe oy fimn©) (5.49)

i—1 ’ dl (Ch g) . .

Here d;, Q); are polynomials: d; is C-valued and normalized as d;(—1) = 1, has only
first-order zeroes, and the zero-set of d; o ch restricted to S(0, ) agrees with B. Q;
takes values in PKC®? and satisfies for all x € C that

1. Qi(x) = V(9)**Qi(x)
2. Qi(x) = J*2Q,(7)

4- Qi(_l) = Pz‘]®2-

In case that B C i(0,7), d; has only real coefficients.

Proof. This is a direct consequence of Theorem 5.3.1 and of Proposition 4.1.5. [

The canonical stress-energy tensor of the free bosonic and fermionic mod-
els It is instructive to specialize the above discussion to free models: For a single
free particle species of mass m, either a spinless boson (S = 1) or a Majorana
fermion (S = —1), we have L =C, Jz =2, M = mlc, G = Z,, and V(£1) = £1c.
The canonical expressions for the stress-energy tensor at one-particle level appear

for instance in [BCF13; BC15] and are given by

]«"zﬁff”reeﬂr(e7 N+ im; x) — Gglée <9+Tn> ei(P(e;m)_p(mm))-x’ (5.50)
FQ‘feree’_ (0,n+ im;z) = ch G_T”ngfree#(ﬁ, n+im;T) (5.51)

for the bosonic (+) and the fermionic (-) case, respectively; these conform to Def-
inition 5.2.1, including parity covariance. Theorem 5.3.1 applies with F({) =
fimin(€) = 1 and F_(¢) = f_mm(¢) = —i Sh%. Proposition 5.3.4 applies with
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k=1, Q, = d; = 1. Moreover, note that FI"" @ =0 for n # 2 for these examples
(special case of Prop. 6.1.2).

One-particle form factor of the stress-energy tensor In some models, the
one-particle form factor of the stress-energy tensor, Fj, is non-zero; in particular
in models with bound states, where Fj is linked to the residues of Fy ((F1b) in
Defn. 3.1.5 or 4.5 in Section 4.1). The general form of F{"({;x) := FI[TW(I)](C) can
be determined analogous to Theorem 5.3.1. In this case the continuity equation,
P.(Q)F!"(¢;x) = 0, implies that FY(0;2) = 0. Poincaré covariance yields that
FIY (¢ ) = ePSGMw A(— O A(=C)Y F(0;0) (Prop. 3.3.4(b)). As a result,

(5.52)

2
(G w) = el ( sh’¢ —shech Q) R,

—sh(¢ch¢  ch®¢

where F; € K is constant. Hermiticity and G-invariance imply F} = JF} = V(g)F;
for all g € G (Prop. 3.3.4(a)+(d)). The analogues of the other conditions in Theo-
rem 5.3.1 are automatically satisfied apart from, optionally, parity covariance which
implies F{* = n,FY*, where 7, is the parity phase. Thus, in this case, F* can only

be non-zero if n, = 1.

Boost generator It is often neglected to check that the stress-energy tensor also
generates the boosts. Here we verify that, at least at the one-particle level, this
is automatic by the conditions we have imposed before: (t1), (t2), (t7), (t10), and
(t9) (or implied conditions at the one-particle level). With a suitable mathematical
interpretation, it should hold that:

K= / (2°T% (2) — 2T (z))dz' = — / sT%(0, 5)ds, (5.53)

where at the r.h.s. we have set o = 0 by invariance under time translations. Recall
that the one-particle generator of boosts is given by K = —z'd% (Sec. 2.2). Thus, in

one-particle states ¢, x € Dg N Hy, the Lh.s. of (5.53) amounts to

(p, Kx) = —i{p,X), (5.54)

where x’ denotes the derivative of y. A cumbersome but straightforward computa-

tion which we defer to Appendix C.3 shows that also

— [ s T00,9)x) ds = =i (p.x): (5.55)

at least for ¢, y from within a single mass sector and under a likely assumption.
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State-independent QEI for constant

scattering functions

In this section, we specialize to scattering functions which are constant, i.e., inde-
pendent of rapidity, and which have a parity-invariant diagonal. This class of models
contains linear QFTs with bosons and fermions (presumably, also with anyons) but
also models with a simple interaction like the Federbush model (Sec. 8.3).

The section will provide a canonical candidate for the stress-energy tensor in
this class of models (Sec. 6.1), a generic estimate for two-particle form factors of a
certain factorizing form (Sec. 6.2), and the derivation of a state-independent QEI
(Sec. 6.3) together with a discussion of the result (Sec. 6.4).

6.1 Candidate for the stress-energy tensor

Let S denote the S-function. In the constant case (S1) and (S2) imply that the
S-function S € B(K®?) is a unitary and self-adjoint matrix, hence has the form
S = P, — P_ in terms of its eigenprojectors P, for eigenvalues £1. An S-function

is referred to as having a parity-invariant diagonal if
V(e C: [S(C),Fllg2 =0. (6.1)

Clearly, parity-invariant S-functions have a parity-invariant diagonal: These satisfy
[S;F] = 0 according to (2.13). Also, all diagonal S-functions (Defn. 2.3.2) have a
parity-invariant diagonal as will be shown in Lemma 6.4.1. Written in a basis, (6.1)

amounts to
> (53 - 855) =o0. (6.2)
Y

The setup yields two important simplifications. First, a good candidate for the

stress-energy tensor at one-particle level can be given very explicitly:

Proposition 6.1.1. Assume a constant S-function S which has a parity-invariant
diagonal. Then
F(¢) = (Py —ish§P.) I (6.3)

satisfies the conditions (a) to (h) from Thm. 5.5.1 with respect to S. Thus F4" as

given in (5.24) is a parity-covariant stress-energy tensor at one-particle level which
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is diagonal in mass (Cor. 5.3.3).

Proof. To begin with, let us note that Flgy = J®%Igy = V(g)%%Igy = Igs for all
g € G and that || Ig2]| = dk, all due to Lemma A.6.2. Now, we show step by step
that properties (a)—(h) hold:

First, using ||Pilsollc < [[Pelll[{s2llc = He2llx = V/dx, we may estimate that

r 1
VIReC|>r: F(Qlk < (1+ [sh §Dy/de < YEE(L+ 2675 4 e T)ealRedl

Thus (a) is satisfied.
Second, F' is clearly analytic; thus (b) is satisfied with 8 = ().
Third, (c) holds since

F(¢) = (Py —ish§P.) I
= (PJFPJr —ish %P,]{) Teo

= (P — P_) (Py +ish §P_) Iy (6.4)
=8 (Py —ish 5 P) Iy
= SF(—().
We used here that, since Py are eigenprojectors, they satisfy P? = P, and P, P_ =
P P =0.
Fourth,

F(¢+im) = (Py + ch§P) Igp = F(—C + im). (6.5)
Now, note that an operator which commutes with S automatically also commutes
with P.. This is due to its representation as Py = (1 &+ S) and will be used
repeatedly in the following. As [S,F|lg2 = 0 holds by assumption one has also
[Py, F]Igo = 0. This implies that
FF(C +im) =F (P +ch §P-) I
= (Py +ch §P_) Flg
= (Py +ch§P_) I
= F(( +im).
We used here that Flgy = Ig2. Equations (6.5) and (6.6) imply (d) and (h).
Fifth, CPT invariance of S (S3) implies [S, J**F] = 0; and together with
(S, F]Ige = 0 it implies [J®2, S]Igy = 0. Thus
JEF(( +im) = J (P + ch §P_) I
= (Py +ch§P) J®Iy,
= (Py +ch§P.) Inp
= F(¢ +im).
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We used here that J is antilinear and that J®?[gy = Igs.
Analogously, one also proves F(¢) = V(g)®?F(¢) for all ¢ € G by using (S7),
[S,V(g)®%] =0, and V(g)®%Igy = Igs. Lastly, using 1 = P, + P_, we have

F(im) = (Py + P_)lg2 = I
implying (g). ]

As a second simplification, for constant diagonal S the form factor equations
for F,, (n > 2) simplify significantly and the candidate from above is sufficient to
define a full stress-energy tensor, i.e., a stress-energy tensor for states with arbitrary

particle number. We support this by proving the following proposition:

Proposition 6.1.2. Assume a model with a constant S-function and no bound
states. Then the family {F, }nen, satisfies the form factor equations corresponding
to A € Q, provided that F,, = 0 for n # 2 and F, is the two-particle form factor
corresponding to A and of the form Fy({) = F({)Ig2 for some complex-valued

function F.

Proof. Recall the residue formula connecting F,, with F,,_ (Fla)

res  Fu(Q) = —55 (1 —07a ﬁ(FS(Cz - Cp))zp) (C @ Fos(Gsn))- (68

Gra=m p=3

Note that in the absence of bound states, this equation provides the only connection
between form factors with different particle numbers and all the other conditions
(F2), (F3), and (F4) are linear in each F),, separately. As a result, setting F,, = 0
for all n # 2 is consistent provided that the r.h.s. of (6.8) vanishes for n = 4.
Specializing to that case and constant S-function, (6.8) becomes
e Fi(€) = —55 (1 = (FS)23(FS)24) (C ® Fa(Gs, Ca)). (6.9)
Note here that the statistics factor o, evaluates to 1 independent of the statistics.
In a basis, according to Lemma 6.5.1 this evaluates to
res  Fi(¢) = — 55 (L= (FSa3)(FS)2.)0 C1 Fy(Ga, Go) o
Ce—Ci=im (6.10)
= — 53 (00 — O ST SI, ) O Fy (G, Ga) ™
NOW, due to FQ(C?,, §4) = F(Cg, C4)I®2 and ([@2)045 = 501,5’ we have that FQ(C,?,, C4)a3a4
is proportional to §%%. Moreover, due to crossing symmetry (S5) we have S5 =

o0y
ng;;; confer (2.11). As a result,

§PL gBsP2 gbay gas.as _ 561 GPsf2 SVOC4 503,04

a1 T ya3 Q204 a1 yas
B1 ¢B3B2 g3
- 50‘1 S’YOCS S,B4O¢2 (6 11)
— §h 553 552
Q17 By "2

_ 5§5a3,a4
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so that the r.h.s. of (6.10) vanishes. Since I, was chosen to be a solution to the

form factor equations at two-particle level, this concludes the proof. n

Recalling the expansion (3.1) of a local operator A, then its lowest-order terms are

Ag[Fy] = Fyl, (6.12)
A [F) = 2L(F) + z5(JFy (- +im)), (6.13)

1 1
Ay[Fy) = §zgzg(FZ) + 2L2((1 @ J)Fy(-, - 4 im)) + §ZSZS(J®2F2(- +im, -+ 4)).
(6.14)

Provided that the equivalence of the form factor equations (Defn. 3.1.5) and locality
of A holds—which is likely but not proven here for states with generic particle
numbers—then in view of our candidate F}" (6.3) fulfilling the assumptions of
Proposition 6.1.2,

T () i= Ay FY¥ ()] (6.15)

defines a local observable (upon smearing with some test function). In this simple
case locality might also be checked by direct computation from (T1)—(T4). More-
over, properties (T5)—(T12) imply that T is hermitian, is a symmetric covari-
ant two-tensor-valued field with respect to Ug(x, \), integrates to the total energy-
momentum operator P* = [dsT"(t,s) (at least weakly on Dg,, n € N), and is
conserved, 9,7"" = 0. Hence T" is a good candidate for the stress-energy tensor
of the interacting model. This expression is in agreement with the expression for
the free canonical stress-energy tensor; cf. (5.50) and (5.51). Also for the Feder-
bush model it agrees with the candidate proposed in [CF01, Sec. 4.2.3]; confer also
Section 8.3.

6.2 A generic estimate

For the T" defined in the preceding section (Eq. (6.15)), we aim to establish a
QEI result. Our main technique is a generic estimate—applicable to arbitrary S-

functions—for two-particle form factors of a specific factorizing form.

Lemma 6.2.1. Let S be a (not necessarily constant) S-function and A € Q. Let
h:S(0,7) — K be analytic with L* boundary values at R and R + iw. For

fi=Ps(h & Jh(-+ im)), (6.16)

we have in the sense of quadratic forms on Dg x Dg,

Aolf] = —Ih(- +im)BL (6.17)
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Proof. Introduce b’ := Jh(- + im) and note that h” = h because of

B'(¢) = JN ( +im) = J*h(( +im + im) = h({).

To have a light notation for computations let us write z# = zg and use J to denote
both, the operator on K and on H; (denoted in the main text by J and Ui (j)). All

of the following computations should be understood in the sense of quadratic forms

on DS X Dg.

Using z(h)* = z7(h), we expand

('(h) + 2(W)) (=" (h) + 2(R'))"
(=1 (h) + 2(1)) (2(h) + =" (1))
T

Ay[h]Ar[h]" =
= 212N (h @ W) 4 22T (W) + 2T2(h®?) 4 zz(R @ h).

Using the ZF algebra relations (2.30), one may replace

Z(heh) =2 E0+ SO (he k) =21 (Ps(h 1)),
zz(W @ h) = 22(3(1 + JE*S_J#*) (W @ h)) = 22(P jergyez(h' @ h)),
22 (W9%) = 212((1 @ J)ST(T @ A™?) + [|W']31,

and obtain

A[h) AR = 221 [Ps(h @ h')] + 2T2[h%% + (1 ® J)ST(J @ 1)h'*?)
+ 22[P jo2g 02 (K @ h)] + ||I||31.

On the other hand, looking at Ay[f] (6.14) with f = Pg(h ® h’) we find

2A[f] = 2N f] + 22N ((L @ ) F (- im)] + 22[ TP (- im, - i)
=212 Ps(h @ W) + 2220 @ J) Ps(h @ W)(-, - + i)
+ 22[J** Ps(h @ W)(- +im, - +im))].

Now, using

2(1® J)Ps(h @ h') (6,00 + iT)
=(1® J)(1+ S)(h & W) (81,0 + i)
=h(6y) @ Jh'(0s +im) + (1 @ J)S(0y — 61 + i) (h(02 + im) @ h'(61))
=h(0)) ® JW (0 +im) + (1 ® J)ST(J @ 1)(Jh(By + iT) @ W' (6,))
=h(6:) ® h(0:) + (1 ® J)ST(J @ 1) (K (62) @ W(6;))
= (h®2 4+ (1® J)ST(J @ )H?) (9),

(6.18)

(6.19)
(6.20)
(6.21)

(6.22)

(6.23)

(6.24)

98



Chapter 6. State-independent QEI for constant scattering functions

and

J?Pg(h @ h')(0 +im)
o1+ S ) (h @ 1)(8 + i)
=J22L(1 4+ S_)(JH ® Jh)(6)
=T (14 S ) (W @ h)(6)
L(1 4 JO2S_T2%) (I @ h)(6)

P jezgse2 (R @ h)(6),

(6.25)

upon (6.23) we find

245[f] = 2P (Ps(h@h')) + 27 2(h®* + (1@ J)ST(J @ D®?) + 22(P jerg oz (W @ ).
(6.26)
Comparing (6.22) and (6.26) we obtain

AR AL ] = 245[Ps(h @ 1) + [[121. (6.27)

Lastly, note that the L.h.s is positive as a quadratic form, implying the result. [

6.3 Derivation of the QEI

Our approach is to decompose FY° into sums and integrals over terms of the fac-
torizing type (6.16) with positive coefficients, then applying the estimate (6.17) to
each of them.

To that end, we will call a vector X € K®? positive if
Vue K : (u® Ju, X) > 0. (6.28)

This is equivalent to X being a sum of mutually orthogonal vectors of the form

e ® Je with positive coefficients:

Lemma 6.3.1. A vector X € K®? is positive iff there exist r € {0, ..., dx}, coeffi-

cients ¢, > 0, and orthonormal vectors e, € K for a =1, ..,r such that

X = Z Caba @ Jeg,. (6.29)
a=1

Proof. Vectors of the form e ® Je with e € K are certainly positive since
(u® Ju,e® Je) = (u,e)(e,u) = |(u,e)* >0
and remain positive when summed with positive coefficients. Conversely, given a

positive X, we note that X € B(K) is a positive matrix, as (u, Xu) = (u ® Ju, X) > 0.
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Its eigendecomposition’ is thus of the form X = Y7 _, caleq)(eq| for some r €
{0, ...,dx}, ¢o > 0, and orthonormal vectors e, € K with a = 1,..,r. Finally, note
that due to

(u, le)(e|v) = (u,e)(e,v) = (u,e)(Jv, Je) = (u® Jv,e ® Je)

for arbitrary w,v € K one has c®Je = le)(e|. As a consequence, X is of the

required form. N

We also recall the notion of a vector diagonal in mass (Eq. (5.40)). Now we

establish our master estimate as follows:

Lemma 6.3.2. Fiz n € {0,1}. Suppose that X € K®? is positive, diagonal in
mass, and satisfies SX = (—1)"X. Let h : S(0,7) — C be analytic with continous
boundary values at R and R+im such that |h(¢)| < aexp(b| Re(]) for some a,b > 0.
Let g € Dr(R). Set

Fy := Symmg (C — h(Cl)m(Ch ¢ —ch Cz)n;JE(Po(C))X) - (6.30)

Then, in the sense of quadratic forms on Dg x Dg,

oo

Ag[Fy) > — / Z (20)" (Iga, M (N4 (v, M) + N_ (1, M)) X ) a2 1, (6.31)

v
T
where the integral is convergent and where

Ne(v,m) = ||h(- + 5Him)g(po(;m) + mw)|l3. (6.32)

Proof. Since X is diagonal in mass, we have X = 3, con E2?X. E®2X shares the
assumed properties with X; it is positive, diagonal in mass, and satisfies SE? =
(—1)"EZ2X as well as [S,F]E22X = (. The latter two properties are inferred from
[F, E2?] = 0 and [S, E$?] = 0 which is due to (S6). As a consequence, we may
assume without loss of generality that X = E$2X.

To begin with, we collect three facts: By positivity of X and Lemma 6.3.1 we

obtain )
X = Z Co o @ Jeu (6.33)

a=1
with » € N, ¢, > 0 and orthonormal vectors e, € K, aa =1, .., 7.
Second, there is the convolution formula? (n € {0,1}, p1,p2 € C),

(p1 — p2)"g*(p1 + p2) = /;Z(QV)HQ(M —v)§(=p2 — V) (6.34)

!Note that all positive semidefinite matrices are diagonalizable.
2For n = 0 this is a standard theorem of Fourier analysis. A proof of this statement for p,p’ € R
and n = 1 is found in [FV02, Lemma 6.1].
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which we will apply for p; = mch (; and py = mch (5.
Third, since g is real-valued, it holds that

9(p) = g(=p). (6.35)
Now, let
o (C) = h(Qgpo(C) — )eas, By olC) = BF,0(C + im) (6.36)
and let f;-, relate to hj, as in (6.16):
= Ps(hy o @ Jhy o (- +im)). (6.37)
Then taking into account the three facts (6.33), (6.34), and (6.35) we compute

h(G)h(Co +im)(ch & — ch &) "g2(Po(¢)) X
=h Cl)h( G +im)m " (mch( —mch(y)"g (m ch(; + mch ()X

T

(b“)z o« h(C)h Cg—{—wr) "(mch(; —mch)"g (mchCl+mchC2)(ea®Jea)

(6"”)2 o [ LY RCIRG + )l ch & — )a(—m e — V) (ea ® Jeo)
) Z / (()§(mch ¢ — v)eq @ Jh(Co + im)G(—mch & — V)ea)

: d =
20 Z / - (%) o (C1) ® Jhy (G + Mr)) .
(6.38)
Next, define f7 :=Y\_, cof, and apply Pg to (6.38). We then find

R0 = Yo [ S0
dv 2v\n £+
= [Er©)

o 6.39
_ / W (10 + (-1 £4,() o

O/ Wy (170 + £7(0).

where the latter equality used (—1)"f* = f,j : see Lemma 6.5.2.
Applying the Lemma 6.2.1 to each f;, in (6.39), and rescaling v — mv, we
obtain that

Alf51=3 caAQ[PS(hifa ® Jh;a(urm > 1 Z caHh (- +4m)||31.  (6.40)

a=1
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That the lemma is applicable can be argued as follows: For fixed v and « hia is
analytic everywhere and L? on R and R + im since ¢ — h({)g(mch( — v) decays
rapidly on R and R + i7 in ch Re . This is due to |h({)| < aexpb|Re(] for some
a,b > 0 and the rapid decay of g.

Now, we modify (6.40) slightly to comply with the form of the final result. Since

lleall = 1 and |g(—p)| (6.35) |g(p)| for real p, we simplify

Ao (- + i) |2 = [|A(- + im)g(=m ch - — mv)]|,

e (6.41)
— |IA(- + im)g(mch -+ mv) s = /N, (v, m)
and, similarly,
1o (- +im)ll2 = A ()g(=mch- —mr)lla = \/N_(v,m). (6.42)
Also, according to Lemma 6.5.3, >0 _; ¢q = (Ig2, X), so that (6.40) yields
As[fans) 2 =5 (T2, X)N (v, m)1. (6.43)
Integrating (6.43) with >, 7’03—7’;(21/)”771 then yields
0
Td
AalBs] = = [ @0 (s, m (N (vym) + N-(v,m) X)L (6.44)

0
A suggestive replacement m — M yields the result (for the case X = E®?X). Note
here that the integration in v can be exchanged with taking the expectation value
(U, As[-|¥). Evidently, this is allowed since for ¥ € Dg the series (3.1) is actually
finite and the integrations involved in taking the expectation value are over compact
regions.

Concerning finiteness of the r.h.s. of (6.44), its integrand is bounded according

to

' (24V7T>n (g2, m (Ni(v,m) + N_(v,m)) X)

m(2v)"
47
<m(21/)”
~ Ar
Now, note that

Zgallco2 | X [l ez (N (v, m) + N_(v,m)) (6.45)

IA

Vi X lez (N4 (v,m) + N_(v,m))

Ny (v,m) + N_(v,m) = /de (1RO + |h(0 + im)[2)|G(m ch § + mw)|%.  (6.46)

By assumption |[h()| < aexp(blf]) < a(ch®)® for some a,b > 0, the same for
|h(6+i7)|, and by Lemma 6.5.4 we know that v"(ch §)*|g(m ch +mv)|? is integrable
in (A,v) over R x [0, 00) for any £ € N. In conclusion, the #- and v-integrals defining
the r.h.s of (6.44) and (6.46) can be exchanged by Fubini-Tonelli’s theorem and are
finite. [l
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Now, we can formulate

Theorem 6.3.3 (QEI for constant S-functions). Consider a constant S-function
S € B(K®?) with parity-invariant diagonal, i.e., [S,F]lge = 0 and denote its eigen-
projectors with respect to its eigenvalues =1 by Py. Suppose that Pilie2 are both
positive. Then for the energy density T (z) defined in (6.15) and any g € Dr(R),

one has in the sense of quadratic forms on Dg X Dg:

T%(¢%) = — (Isa, (W (M) Py + W_(M)P_)Ig) 02 1, (6.47)
where -
We(m) = 22 / ds |§(ms)[Pws(s) < oo (6.48)

and w(s) == svs? — 1+ log(s + Vs2 —1).

The proof of this theorem makes use of a decomposition of the energy density

into a sum of five terms which are suitable to apply the master estimate. This is in
analogy to decompositions of the free field which have been employed in earlier works
[FE98; FMO3; Daw06]. The energy density for the free bosonic field decomposes into
three terms 7% = %( (0°¢)%: +: (01 9)%: + m?: ¢? ) The energy density for the free
fermionic field decomposes into two terms.
Proof. We use Lemma 6.3.2 five times: With hy(¢) = ch(, ha(¢) =sh(, h3(¢) =1
(all with n = 0 and X = Pylgo) and hy(¢) = ch$, hs(¢) = sh$§ (these with
n =1 and X = P_Igy). The chosen functions and vectors are suitable for the
lemma: Clearly, the h;(() satisfy the exponential bounds and analyticity properties.
The vectors Pilgy are positive by assumption and satisfy SPyilgy = £P.Ig by
construction. Diagonality in mass is shown easily using Py = %(1 +5) and property
(S6): For m # m' we have (En, @ Eyy)Pielgy = (Ep ® Ep)3(14+5)Ig0 = 5((E ®
E.) £ S(Ew @ Ey))lg =0.

Summation of the five terms "F," resulting from (6.30) by insertion of n = n;,
X = X;, and h = h;, yields, using

ch((+im) = —ch(, sh({+ir)=—sh(, sh£T =—ich§, chTT = —ish§,
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and ignoring ¢2(P(¢)) for the moment, that

3 7,
(Zhg G)hi (G +Z7T)>P+]®2 + (Zh (G)h;(C +i7T)>(ChC1 —ch (o) P-Igp

j=4
=(1—ch¢ich¢ —sh(shG)Pilgy —i(ch & sh 2 +sh & ch2)(ch( — ch ()P Igy
= (1= ch(G + (o)) Pi Loy — ish <52 (ch ¢ — ch (o) P-Igy
=2 (—sh® 932 P Ty — ish® 952 sh S52 P Iy)
~25h” 94% (P Iy — ish S5 P Ig) .

(6.49)
Recalling that G2, (%”) = M2 Csh?$ and F(C) = (Py —ish§P_)Igs, we find

that (6.49) multiplied by =g (PO(C)) yields

G, (4527) 2(Ro(C))F (G — G1) = g2 (Po(€)) FE(¢;0) = / dt g* (1) F5°(¢; (£, 0))

(6.50)
so that the expression for the time-smeared energy density at one-particle level
(6.15) is obtained.

From Lemma 6.3.2 we thus obtain®

T (g / dt g2(t) As[F (- (£, 0))]
(6.51)

5 oo
>-3 % / S 20)" (Lsz MPNaalv, M)Py Is2) ., 1
0

v ) LN~
— ()" MP|[Ri(- + 5Him) 3 (Po(6) + Mv)[5P,

M o0 o0
_ W/dy / d0[G(Po(6) + M)[* (1 + ch?0 + sh® )P + 2u(ch? L +sh?8)P.)
Y

M? [ o 2 (1.2
- 47T20/dy/ df|g(Py(0) + Mv)| (ch 9P++1/ch9P_).

(6.52)
From here we proceed by changing the order of integration, and then substitute
(0,v) = (s =chf +v,t =s—v) according to

/ 40 x ) = / 2d(3><1/) M

- [ =
Rx[0,00) [0,5—1] y(s —v)? = [1,00)x[1,5] =1

Note here again that V"(ch 0)%|g(mch @ + mv)|? is integrable in (0, v) for any n €

(6.53)

{0,1}, k € N due to Lemma 6.5.4 so that changing the order of integration is allowed
by integrability of the positive integrand and Tonelli’s theorem.

3The change of order of Ay and integration in ¢ is allowed. This is again due to the decompo-
sition of (¥, A3[|¥) for ¥ € Dg into finite sums and integrals over compact regions.
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Proceeding with (6.52) and using known integral expressions

2t2dt

1 V=1
w_(s) = /Q(S;iﬂldt =svs?2—1—log(s+Vs?—1), (6.55)

=svs?—1+1log(s+Vs?—1), (6.54)

wy(s) =

we obtain

f;]ods@(Ms (/dt(\/i 2(8\/__2%13 ))

A [ aslas) (i ()P + w_(5)P) (659

—W,(M)P, +W_(M)P-_.

Note that Wi(m) < oo either as a consequence of Lemma 6.3.2 or by direct
observation: w4 (s) grow at most as s? for s — oo and ?(ms) provides rapid decay

in s. O

6.4 Discussion of the QEI

In this section, we briefly discuss the range of validity of the QEI result (Thm. 6.3.3)
and compare it with known results for non-interacting models. We will show that the
QEI obtained here applies to a wide range of models: In addition to models where
QEI results were obtained before—the free Bose field [FE98], the free Fermi field
[Daw06], the Ising model [BCEF13]—the result is applicable also to combinations of
these models and the fermionic variant of the Ising model (see, e.g., [BC21]). It also
applies to the Federbush model (and generalizations of it as in [Tanl4]): Although
the Federbush model’s S-function is not parity invariant, it has a parity invariant
diagonal and (6.3) yields a valid (parity invariant) candidate for the energy density,
i.e., it satisfies all the properties (a) to (h). This is due to the fact that the candidate
depends only on the parity-invariant part of the S-function. The candidate is in
agreement with [CF01, Sec. 4.2.3]. For further details on the Federbush model see
Section 8.3.

The QEI result is independent of the statistics of the particles; it depends only
on the mass spectrum and the S-function. The aspect of particle statistics comes
into play when computing the scattering function from the S-function (Prop. 2.5.3,
Eq. (2.64)); it also enters the form factor equations for local operators; see, e.g.,

[BC21, Sec. 6]. However, in the equations for F, relevant for our analysis, the
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"statistics factors" occur only in even powers, so that our assumptions on the stress-
energy tensor—specifically, properties (c¢) and (d)—are appropriate in both, models
with bosons and fermions.

Let us clarify first, that the QEI result applies to models with constant diagonal

S-functions:

Lemma 6.4.1. All diagonal S-functions (Defn. 2.5.2) have a parity-invariant di-
agonal, i.e., [S,F]Igs = 0. The assumptions of Theorem 6.3.3 are met whenever

the model has a constant diagonal S-function.

Proof. For a diagonal S-function S (not necessarily constant) to have a parity-
invariant diagonal (Eq. (6.2)) is equivalent to Soa = Sae. This holds by (S3); confer
Proposition 2.3.3(a). Also by that proposition a constant diagonal S-function satis-
fies Saa = Saa = Sag. Thus saa € {£1}. Using Py = (1 £ S), we find

(Pilg)®® = L(620) £ 520)57°
= 5 (0500 + 5,50207)
= 1 (1 £ 50q) 0205

= |{Sag = £1}[6°°.

(6.57)

Thus Pilgs = Y g, .—t1 |€a @ Jeq) which is clearly positive (Lemma 6.3.1). O

Next, let us clarify the relation of the QEI result to previous results for non-
interacting models. Suppose that the S-function is diagonal and that the model has
a single mass sector with M = m1x for some m > 0 (or looking just at states within

this mass sector). Then the lower bound of Theorem 6.3.3 simplifies to
T(¢?) = — 15 [ ds [mg(ms)” (Cywi(s) + Cow (s),  (6.58)
7r
1

where Cy = |[{a : saa = £1}| counts the positive/negative eigenvalues of SF which
lie on the "diagonal'.

In Table 6.4, we survey known and new QEI results for the models mentioned in
the beginning. In more generality, (6.58) will also hold for all combinations of these
models (by simply adding up C) and to variants of the same models with changed
statistics (a switch between bosonic and fermionic statistics exchanges Cy and C_
for all affected degrees of freedom). In that regard, also generalized Federbush-type
models are included in the result. Such a model combines two free models, e.g., a

Dirac fermion and a complex boson, with a Federbush-type interaction (Sec. 8.3).
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Model C, (C_ reference for the QEI result
free scalar boson 1 0 [FE9S]
free Majorana fermion 0 1 "new"
massive Ising 0 1 [BCF13]
free complex boson 2 0 "new"
free Dirac fermion 0 2 [Daw06]
traditional Federbush 0 4 new

Table 6.1: Known QEI results together with new ones. The "new" results have not
been explicitly treated in 141d but are reasonably clear from the existing literature.

107



Chapter 6. State-independent QEI for constant scattering functions

6.5 Supplementary computations

Lemma 6.5.1. Let S € B(K®?) then

n B
(H (FS)L]‘) — §P1 §PsB2 g  GBn—17n—4 GBnn—3

a1 y1a3 T 20" Tn—3Qn—1"~" 0200
Jj=3

«

Proof. Starting with the 1.h.s.; there is no action on the first tensor component, so
that we can split off §7'. Let us also abbreviate 7' = FS so that T, ;g = Siz_,. Then

we compute

n—1 B2Bn
(H TLj) - (T1,2T1,3-~-T1,n—2T1,n—1)§22:i’; (6.59)
J=2 @2...00p
= (T12Th 30 Typa) >0t - T s (6.60)
= (T1aTusTin-s)y 0y Tt T s (6.61)
- . (6.62)
= T T T T ™ (6.63)

implying the to-be-proven expression. Note the shift in the j-index due to the (5&
which was split off. O

Lemma 6.5.2. Under the assumptions of Lemma 6.5.2,

(0" f%, =1,

Proof. For the following computation we define hy, (¢) := h({)g(po({) —v) such that
ht o = hgu(-)eq and hy, ., = hy (- +im)eq. Also, we remark that for two C-valued

functions h;, ¢ = 1, 2, we understand h; ® hy as the map

¢ (h1 ® ho)(C) = hi(Cr)ha(Ca).
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Then
(=D f5,
D)"Y caPs (hf, 0 ® JhT, (- +im)))
a=1

= (=1)"} (hgv ® hg (- + im) + (=1)"hg _, (- + i7) ® hy, ,,)Z (ea ® Jea)

= (=1)"3 (g ® g (1 i) + (1) gy 1 i) ® By ) X
(=1)"hg - ® hg (- +im) + hg (- im) @ hy ) X
hg,—l/(T +im) ® hg,— + (_1>nhg,—v ® hg,—v(T + “T)) X

|
(-
o
Q
N [=
/N
>

oo (AT @ By + (=1)"hy @ hg (- + 7)) €0 ® Jeq

=" ca Py (ha ® Jhi o+ i)

i=1

pum— f+.
(6.64)
We used here that SX = (—1)"X. O

Lemma 6.5.3. For X =3 | coeq ® Je, withr € {1,...,dxc}, we have

an = [®27 )

Proof. Using Igs = Zg’il(eg ® Jeg) for some completion of {e,}, v = 1,..,7 to a full
ONB {es}, 8 = 1,..,dx one obtains

(Z%) an af = anea®Jea,e,3®Jeﬁ) (g2, X).
a=1

a.f
[l

Lemma 6.5.4. For all k € N and g € S(R), (ch0)¥|g(chd + v)|* is absolutely

integrable in (6,v) over R x [0, 00).

Proof. Transforming the integral, using s = chf 4+ v (1 < s <00, 0 <v <s—1)
and t := s — v, yields

/ d(6 x v)(ch 6)*|5(ch 6 + v)?
Rx[0,00)

S

(s —v)¥|g(s) 7 / thdt g ). (6.65)
1

i

S

Then w(s) :=| [ \/7| < sk for s — oo, thus |w(s)]|§(s)|? decays rapidly in s. [

—
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Chapter 7

QEIls at one-particle level for generic

scattering functions

This chapter aims to give necessary and sufficient conditions for QEIs at one-particle
level in general integrable models, including models with several particle species,
inner degrees of freedom, and bound states. The result will apply, in particular, to
models with a regular S-function with (up to) first-order poles in the physical strip.
Also, we will focus mainly on parity-invariant models.

The observable of interest for the (time-averaged) QEIs is the energy density
T%(g%) at a space point x = zy (we will take xo = 0 without loss of generality) and
averaged in time by g%, where g € Sg(R). Chapter 5 shows that expectation values
of the stress-energy tensor T (zx) in one-particle states are entirely determined by
its two-particle form factor F3§"(-; x) or, due to Poincaré covariance, even by the two-
particle form factor of 7'(0) := ¢, 7**(0). We may represent it as a matrix-valued
function F : C — B(K), fixed by the relation

(o, TO)X) = [ dodnoa(®)FO—0)%*(n). 9 x € DRA), (7.1

where the indices may label particle types and inner degrees of freedom.

For our results, we will assume that F4§" is parity-covariant, which implies that
F'is self-adjoint (for real arguments). In this case, we will obtain an almost classi-
fication of whether QEIs hold depending on the asymptotic growth of £: A QEI of

the form
(0, T"(g*)p) > —cqllell3 (7.2)

for all ¢ € D(R,K) and a constant ¢, (not dependent on ¢) holds if the eigenvalues
of F(C), for ¢ in a strip around R and |Re(| — oo, all grow strictly slower than
iexp |Re(|. Tt cannot hold if one of them grows strictly faster. The case where
some of the eigenvalues grow like %exp | Re (| is inconclusive.

The derivation of this result is based on methods which were developed in [BC16]
for the scalar case dic = 1. We extend these methods here to di > 1 and by including
bound states which implies that we analyze a meromorphic matrix-valued function
F instead of an analytic complex-valued one.

For a given model, it is desirable to link E directly with the properties of the
model. We will establish this link, thereby providing a recipe for obtaining QEIs in
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generic models. In Chapter 8, we will illustrate the essential features of this recipe in
concrete examples including linear QFTs, the Bullough-Dodd model, the Federbush
model, and the O(n)-nonlinear sigma model.

The remainder of this chapter is as follows: We will first derive the QEI result
depending on the asymptotic growth of ' (Sec. 7.1), followed by a brief discussion
on how to extend the scope of the result (Sec. 7.2), and conclude with the recipe to
obtain QEIs in generic models (Sec. 7.3). We defer a broader discussion of the QEI
result to the conclusion in Chapter 9 so that we can take into account the findings

in explicit examples.

7.1 Derivation of the QEI at one-particle level

Assume that we have a diagonal-in-mass stress-energy tensor at one-particle level
FJ”. Then the expectation values of the time-averaged energy density T%(g?) are,
combining (5.9) with Corollary 5.3.3, given by
2
(0. 7)) = [ o e (16), 5 2 (po(6: M) ~ o M)~ 8ol
" (7.3)
for ¢ € DgNH1. Note here that we relate F from Chapter 5 with F by the identity

A

(u® Ju, F(¢ 4 im))xez = (u, F(Q)v), wu,ve K. (7.4)

We ask whether the quadratic form defined by (7.3) is bounded below. In fact,

this can be characterized in terms of the asymptotic behaviour of F:

Theorem 7.1.1. Let F§" be a parity-covariant stress-enerqy tensor at one-particle
level which is diagonal in mass and E be given according to (7.4) and Corol-
lary 5.3.3. Then:

(a) Suppose there exists u € K with ||ul|x =1, and ¢ > 1 such that
Ir>0V|0] >r:  |(u, F()u)| > cexp|d]. (7.5)

Then for all g € Sr(R), g # 0 there exists a sequence (p;); in D(R, KC) with
lgjlle =1, such that

(05, T (gP)pj) 722 —c0. (7.6)

' 1
(b) Suppose there exists ¢ < ; such that

e,r > 0V|Re¢| > r,[Im(| <e:  |[F(Q)su) < cexp|Re(].  (7.7)
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Then for all g € Sr(R) there exists ¢, > 0 such that for all ¢ € D(R, K),

(. T"(g")p) = —cqllell3: (7.8)

The rest of this section is devoted to the proof of Theorem 7.1.1, which we

develop separately for the two parts (a) and (b). We first note that £ satisfies:

Lemma 7.1.2. For parity-invariant T®(g2) and under the identity (7.4), F is a

meromorphic function which satisfies

F(¢) = F(=0), 7.9)
F(¢Q) =F(Q), 7.10
£(0) = 15 (7.11)

Note here that these identities are implied by S-periodicity and parity-invariance
for (7.9), by S-periodicity and CPT-invariance for (7.10), and by normalization for
(7.11).

Proof. By Theorem 5.3.1 including parity covariance (respectively parity invariance

of the 00-component), F' satisfies the properties

F(¢ +1m) :F( ¢ +im), (7.12)
F(¢) = FF(Q), (7.13)
F(¢+in) = J®2F(C +im), (7.14)
F(im) = (7.15)

Using the identification (7.4) and the identities from Lemma A.6.1, in particular,
that JE2FF(¢) = F(¢) and Iyy = i, this is equivalent to the identities above. [

Now the strategy for part (a) closely follows [BC16, Proposition 4.2], but with

appropriate generalizations for matrix-valued rather than complex-valued F.

Proof of Theorem 7.1.1(a). Fix a smooth, even, real-valued function x with support
n [—1,1]. Then for p > 0 define x,(6) := p~1/2||x|lz ' x(p~10), so that x, has support

n [—p, p] and is normalized with respect to ||-||2. Define

0i(0) = 5 (Xp, (0 = 5) + 5 X, (0 + 7)) M ",

where s € {£1} and (p;); is a null sequence with 0 < p; < 1; both will be specified

later. The ;, thus defined, have norm of at most m-', where m_ := min 9.
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Defining Fg(0777) = ;]5(170(9; M) — po(n; M))ﬁ’(n — 0), Equation (7.3) yields
<<pjaT00<92)90j>
20 M? -
= /df)dn ch 3"(%(9), %Fg(&n)%(n)>
dbd . . . .
- / 47:] ch’ Hé"(mjw = )X (1= 3) + X, (0 + 5)Xp; (0 + )

+ 5Xp; (0 — j)ij (n+7)+ sij(H +j)ij(77 - J)) (u, Fg(&ﬁ)U)-

(7.16)

Here we used that y,, is real-valued, that s? = 1, and the M? in the kernel was
canceled by the M ! appearing in ¢;.

Now, for each summand we redefine the - and n-variables to make use of the
symmetries of the integral kernel: For x, (0F7)x,,(nFj) we substitute § — £(0+j)
and 7 +— %(n+7) so that we obtain in both cases x,,, (7)x,, (1) since x,,(—=0) = x,,(0)
by assumption on x. Similarly, for the summands x,, (6 F j)x,, (1 £ j) we redefine
0+ £(0+7) and n — F(n+j) so that we obtain again in both cases x,,(6)x,, (7).

As a result, the whole expression becomes

[ dfdn

- ? ij (Q)ij (77)

(et + 22)((u B0+ m -+ ) + (u, Fy(—0 = . =n = )w)

A

+sch? 21 ((u, By (0 + 5, —n — j)u) + (u, Fy(—0 — j.n + j)u))). (7.17)

Finally, since £'() = F(—0) by (7.9) and po(6; M) = py(—6; M), we may summarize
each of the two terms to obtain

1

(5. T(9%)5) = o (. (Hyyi + sHy - Ju) (7.18)

with Hy ;4 := [ d0dn g2(MFk;(0,7))H;+(8,7)x,,(0)x,, (1) and

Hj 1 (60,m) = cb?(j + 551 F(6 — n),
H;(0,n) = ch® 552E(2 + 0 + n),
kj(0,m) = 2sh(j + %£1) sh 1.

Note here that
po(0 £ 55 M) — po(n £ j: M) = M(ch(6 + j) — ch(n + j)) = 2M sh(j + 45%) sh %52,
Next, for large j and for 8,7 € [—pj;, p;], we establish the estimates

(U’v Hj,+(9777)“) < ||Hj,+(07 n)“B(IC) < (% + 20) (1 + i62j62pj) ) (719)
s(u, Hj_(0,m)u) < —ce¥e 2, (7.20)
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|k;(0,m)| < 12¢7p;. (7.21)

Namely for (7.19), due to (7.11) and continuity of £ restricted to R as well as ||-|| 5(x),
we have for § — 0 that HF(@)HB(;Q becomes arbitrarily close to ||F(O)HB(;C) =1
Since 2¢ + 3 > 1 by assumption, we may thus also obtain ||F(0)||B(;C) < 2+ 3
for small enough 6, or equivalently, for large enough j and 6 € [—2p;,2p;]. Also,
ch?z <1+ 1€*" applied to x = p; + j (note that 0%’7 < p;) yields the estimate.

For (7.20) one uses ch®z > 1 along with the estimate —s(u, F'(8)u) > cexp |6
for all |#] > r, with suitable choice of s € {£1}. The latter statement is im-
plied by hypothesis (7.5) and self-adjointness of £'(6) (7.10): The hypothesis yields
|(u, F(0)u)| > cexpf for large enough 6 > 0. As F(6) is self-adjoint, one has that
(u, F'(0)u) is real-valued. Thus, either (u, F'(0)u) or —(u, F'(0)u) satisfies the bound.
A jump between signs is forbidden since F'(6) is continuous.

For (7.21), see [BC16, Eq. (4.17)].

Now choose § > 0 so small that g2(m.p) > %55(0) > 0 for |p| <0, where m, =
max 9. Choosing specifically the sequence p; = %e‘j , we can combine these above

estimates in the integrands of H, ;1 to give, cf. [BC16, Proof of Proposition 4.2],

. . _ 2 i oo
(1, (Hyg + sHyyo)u) < 52 (0)(ce™? = deh) (5l 1) o0 (7.22)

with some ¢ > 0, noting that ,0]-_1/2||ij ||l is independent of j. O

For part (b), we follow [BC16, Theorem 5.1], but again need to take the operator

properties of F into account.

Proof of Theorem 7.1.1(b). For fixed ¢ € D(R,K) and g € Sg(R), we introduce
X, = {0, T%(g*)¢). Our aim is to decompose X, =Y, + (X, — Y,) with Y,, > 0
and | X, — Y,| < ¢,ll¢||3 in order to conclude X, > —c,||¢[|3. Since [M, F(¢)] = 0
from diagonality in mass, we have X, = ,,con X£,,, and can treat each E,,¢,
m € M, separately. Therefore in the following, we assume M = mli without loss
of generality.

We now express X, as in (7.3) and rewrite the integral as

X, =1 [ [ o)~ (200, 0.m0z00). 72
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Defining Hy = A+ B and ¢4(0) = ¢(0) £ p(—0) we obtain further that

(p(0), X(0,n)¢ (77))I;(sai(G),Hi(&n)soi(n))- (7.24)

K(0) = \/|HL(0,0)] € B(K), (7.25)
where for O € B(K), |O| denotes the operator modulus of O and 4/|O] its (positive)

operator square root. Now, analogous to X, introduce Y,, (replacing H4 (0, 7) with
K+(0) K+ (n ))

Let us define

[e.o]

= o / dfdn g°(po(0) — po(n)) (9= (0), Ke(O)Kx(n)ps(n).  (7.26)

\ 3,

Using the convolution formula (6.34) with n = 0, p1 = po(#), p2 = po(n), noting
that for real arguments it also holds for g € Sg(R), one finds that

Eo(0) — o) = [ X 300(0) + )50 T 7) (7.27)

2m
m? dv
_ s [
- ;/% / nx(n,v)
where ¥4 (n,v) = g(po(n) + v)K+(n)p+(n). It remains to show that | X, — Y, | <

¢qllell3 for some ¢, > 0. For this, we show that X, — Y,, is the expectation value

so that

2
>0, (7.28)
K

of a Hilbert-Schmidt integral operator, namely, that its integral kernel Ly (0,n) =
H.(0,n) — K+(0)Ky(n) is square-integrable. In this case the L?-norm yields the

constant c,; confer [HS78, §4]. Therefore, it suffices to show that

=X [ a8 [ dnlg?(wo(8) — po(n)) PIIHL (0, m) — Ko (O)Ks ()l (7.29)

is finite.

To that end, let us introduce p = &% and 7 = 6 — n with |9(p,7)/9(0,n)| = 1
and write L+ as Li(p,7) := Hi(p+ 5,p— 5) £ Ki(p+ 5)K+(p — 5). In these
coordinates, the integration region in (7.29) is given by p > 0, |7] < 2p. Let py > 1
and 6y > 0 be some constants. The region p < py is compact; thus, the integral
over this region is finite. The region p > py, |7| > 1 also gives a finite contribution:

Because of

1po(0) — po(n)] = 2msh % shp > 2m(l —e ) shichp (7.30)

in this region, |g2(po(6) — po(n))|? decays faster than any power of chp, while
| L+ (p, T)||fx) cannot grow faster than a finite power of chp due to our hypoth-
esis (7.7). The remaining region is given by p > py and |7| < 1. By (7.7), there

exists 0 < ¢ < i and r > 0 such that

V|0 > r: ||F(29)HBU<) < cexp2|0| < 4cch? 6. (7.31)
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Moreover, using self-adjointness of ' (see (7.10)), for arbitrary 6 € R,
H.(6,60) = ch?0 F(0) £ F(20) > ch* 0 1 — |F(26)). (7.32)

Then due to
1E(20)] < [|Fllgce)Lx, (7.33)

which holds for any bounded self-adjoint Hilbert-space operator (confer [RSS0,
Thm. VI.6]), and using (7.31), we have that

V0] > r: Hi(6,0) > (1 —4c)ch?0 1. (7.34)

Since ¢ < i, these Hy(0,0) are positive operators with a uniform spectral gap at 0.
As a consequence, together with Hy(6,0), also the maps 0 — K. (6) = /H+(0,0)
are analytic near [r,00); see [Kat95, Ch. VII, §5.3]'. Correspondingly, L (p,7) is
real-analytic in the region where p > % + 7. This contains the region {(p,7) : p >
po, || < 1} if we choose pg > L +r.

Now in this region, it can be shown that there exists a > 0 such that for any

normalized u € IC,

72 sup’(u, %Li(p, f)u)’ < lar’chp. (7.35)

(wttnl < gy

N =

This estimate is based on the fact that Li(p,7) = Li(p,—7), and Li(p,0) =
0 (which also uses positivity of Hy). The first inequality in (7.35) then follows
from Taylor’s theorem; the second is an estimate of the derivative by Cauchy’s
formula, using analyticity of Fin a strip around R, and repeatedly applying the
estimate (7.7), confer [BC16, Proof of Lemma 5.3]. Since (7.7) is an estimate in
operator norm, and the other parts of the argument are u-independent, one finds
H%Li(p, 7)||B(c) < achp with a constant a.

Finiteness of the integral (7.29) now follows from the estimate (7.35) together
with [g2(po(6) — po(n))| < (74 ch* p + 1)~ for some ¢ > 0; confer [BC16, Proof of
Lemma 5.4]. O

!The reference has a more general scope than necessary so that we should briefly comment on
how to apply the referenced remark. The map ¢ — Hy (¢, ¢) = ch® ¢ 1x + F(2() is analytic by
assumption in an open strip around R, say Dy. It satisfies that for all { € Dy, D(H+(¢,¢)) =K is
independent of ¢ and H4 (¢, ¢)u is analytic in ¢ so that it is of type (A) as specified in the reference.
Finally, H1((,¢) has a spectral gap at 0 by inequality (7.34) and for small enough |Im(|. The
remark in the reference then tells us that ¢ — /H1((,¢) = K1({) is analytic in Dy.
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7.2 Extending the scope of the QEI result

Let us comment here briefly on three aspects relevant for the scope of the theorem.
First, we briefly discuss how the QEI result can be applied to models without parity
invariance, i.e., where the stress-energy tensor or the S-function cannot be assumed
to be parity-invariant. Second, we argue how the QEI result is modified when taking
expectation values for superpositions of zero- and one-particle states and, third, in

case that the vanishing of the zero-point energy is not assumed.

QElIs for parity-breaking models In absence of parity covariance of 4", The-
orem 7.1.1 applies at least to the parity-covariant part [ of F3", which is given by
replacing F with Fp := %(1 + F)F and has all features of a parity-covariant stress-
energy tensor at one-particle level except possibly for S-symmetry (T3), which re-
quires the extra assumption [S,F|F = 0. In any case, since S-symmetry is not
used in the proof, Theorem 7.1.1 still applies to Fyp. Now, if (7.5) holds for
F with w satisfying Ju = nu with n € C and |n| = 1, it holds for Fp due to
(u, F(O)u) = (Ju, F(0)Ju) = (u, FF(A)u). As a consequence, no QEI can hold for
F4". On the other hand, if (7.7) is fulfilled for F' (hence for Fp), then a one-particle

QEI for F4" holds at least in parity-invariant one-particle states.

QEIs for zero- and one-particle states While Theorem 7.1.1(b) establishes a
QEI only at one-particle level, the result usually extends to expectation values in
vectors ¥ = c (2 + ¥y, c € C,¥; € H;. Namely,

(0, T(g2)0) = (0, (%)) +2Re [ (04(0), g2(po(0; M) Fy(0))d0,  (7.36)

where F; = }TOO(O)] is the one-particle form factor of the energy density. This F}

may be nonzero. However, it is of the form Fy(¢;0) = Fy(0)sh*¢ (end of Sec. 5.3).
Now, the rapid decay of ;]5 implies that

Fig: (0 g*(po(6; M))Fy(6))
is in L?(R,K) and by the Cauchy-Schwarz inequality we have
| (W1, Frg) | < [[Wn]la][ Frgll2-

As clearly, 2|c|[|¥: |2 < |e* + |15 = [|7]|3 due to (|c| — ||#1]]2)* > 0, it follows that
the additional term in (7.36) is bounded by a finite constant ¢ := ||F} g[|o times

[¥]]?, i.e., the inequality (7.2) holds with constant ¢, replaced by ¢, + .
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QEIs for non-vanishing zero-point energy Accounting for a non-vanishing
zero-point energy consists merely of shifting the stress-energy tensor by a constant
cg0 = (2,T%(g*)02), ie., T®(g?) — T (g*) + ¢40. Due to Poincaré invariance
of 2 we know that ¢, 0 = cp [¢*(t)dt, where co = (2,T7%(0)£2). Again, the
inequality (7.2) holds with constant ¢, replaced by ¢, + cpllg||3. This also holds for
superpositions of zero- and one-particle states, where (7.36) has to be supplemented

by an additional term |c|*c, .

QEIs along a timelike wordline The QEI we have obtained here is averaged
along a timelike trajectory which is constant in space xy = 0. For other timelike
trajectories, we sketch here that the result applies in similar form. For simplic-
ity, we restrict the discussion to a trajectory with constant timelike tangent vector
k* such that k.k = 1. For the QEI results, we then have to replace T%(0,¢) by
k. k,T" (x + tk) for some € M. The  can be ignored due to translational invari-
ance. Since at least at the one-particle level the pr-dependence of T is fully fixed
by Poincaré covariance in terms of the free expression Gf., (Thm. 5.3.1, Cor. 5.3.3),

in the proofs of Thm. 7.1.1, there are two replacements:

GO s ki, G (7.37)

free free

*(po(8) = po(n)) = G (K*(pu(6) — pu()))- (7.38)

Both of these modifications, require only few changes in the proofs. For instance,

the first replacement amounts to a constant modification when p — oo,

Bk, GEL () = G (0) (ko — by th p)”. (7.39)

free free
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7.3 A general recipe to obtain QEls at one-particle level

To be able to use the QEI result established above (Thm. 7.1.1) in a given model,
it is desirable to link the rather abstract F appearing there to the properties of
the model at hand, i.e., to its particle spectrum and interactions, and in particular
to the model’s S-function S. We will briefly outline this recipe here, recalling also
some concepts from the preceding chapters and giving reference to the relevant
mathematical results.

First, recall that F' was given rather abstractly as the two-particle form factor
of the trace of the stress-energy tensor (7.1) and that the QEI result,

(0, T(9%)¢) = —cgllellz (7.40)

for all g € Sr(R), ¢ € D(R,K) and a constant ¢,, depended crucially on the asymp-
totic growth of £ (Thm. 7.1.1). To analyze this, we recall the structure of E.
Based on the eigendecomposition of S and assuming constant eigenprojectors
(Prop. 2.3.4 and below), we can decompose F into eigenspaces with respect to S
(Prop. 5.3.4). Say that S has k distinct eigenvalues s;, then there are polynomials
(); such that
fz Simin(€)
di(ch ()’

where d; is a complex-valued polynomial fixed by the bound state poles of s; and

ZQ ch () (7.41)

fimin is the minimal solution with respect to s;. Recall here that d; is completely
fixed by the position of the poles of s; in the physical strip S(0, 7) and normalization
d;(1) = 1. Recall also that the minimal solution for given s; is unique under mild
growth conditions (Lemma 4.1.1). Thus the model-dependent part, consisting of
the bound state pole factors d; and the minimal solutions f; i, is completely fixed
by the properties of the model and independent from 7. Imposing the expected
properties for the stress-energy tensor (Defn. 5.2.1), the Q); are constrained by CPT-
and G-invariance, and normalization due to the density property, % | Q;(1) = Igs.
However, the degree of the polynomial and some of their coefficients are uncon-
strained by our assumptions?. Thus, the Q; classify the freedom of choice for the
stress-energy tensor (at one-particle level).

Imposing a QEI of the form (7.2) as an additional physical assumption, gives
an upper bound on the asymptotic growth of £ and thus on the degree of the Q;.
In this manner, we can constrain the freedom of choice for the stress-energy tensor
at one-particle level considerably and in some cases fix it uniquely. This will be

done in Chapter 8 for a number of specific models showing the most important

2To be precise, there is one constraint: The polynomial energy bounds on T#" imply that the
Q; cannot grow faster than polynomials asymptotically.
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features of our result. The models include linear QFTs, the Bullough-Dodd model,
the Federbush model, and the O(n)-nonlinear sigma model.

What has been skipped so far is that for the classification result on F, existence of
the minimal solutions f; min has to be assumed, and for the analysis of the asymptotic
growth of F knowing the asymptotic growth of the minimal solutions is crucial.
Existence can be proven for a large class of (eigenvalues of) S-functions by employing

a well-known integral representation (Thm. 4.2.1). For this class, the function

fls] :R—=R, tw— f[s](t) = —%/s’(@)s(@)_lcos(w_lﬁt)dé (7.42)

0
is well-defined and referred to as the characteristic function of s. In the case s(0) =
1, the minimal solution fu;, is then obtained from f = f[s] as the meromorphic

continuation of

ms:R—=C, 6+ my(f) :=exp (20/f(t) sin? (z7r2;9)t tjﬁt) . (7.43)
For s(0) = —1, an additional factor needs to be included.

The asymptotic growth of f.;, is then controlled by the Taylor expansion of the
characteristic function around zero (Proposition 4.2.6): For a continuous function
f :[0,00) — R, which is exponentially decaying at large arguments and second-
order differentiable on some interval [0,0],6 > 0, and where f, := f(0), f1 := f'(0),
the growth of m(¢) is bounded at large |Re (] as in

/ . . [my(Q)] :
<ce<d,r>0:V|Re¢|>r,Im¢€[0,2n]: ¢< Re ([ xp | Ro([l7? </c.

(7.44)

With this said, we have a recipe for a large class of models to determine whether

a one-particle QEI in the sense of Theorem 7.1.1 holds, or no such QEI can hold.
Namely, given a decomposition of the form (7.41) we know that for a QEI to hold
each summand must grow asymptotically strictly less than ; exp | Re (| for |Re (| —
oo and Im ¢ in a small interval around zero. Since |ch (| < exp|Re(], its validity
depends then on the degree of the polynomials ); and d; as well as the coefficient
fo and in special cases on the leading coefficients of @); and d;.

We summarize this recipe and results that are relevant for QEIs from the pre-

ceding chapters in the following theorem:
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Theorem 7.3.1. Assume a model with parity-invariant reqular S-function S which
has an eigendecomposition with constant eigenprojectors P; and whose eigenvalues
si, 1 € {1,....;k} are such that

d
rii= & log s; (7.45)
is uniformly L' in a strip S(—e, €) for some € > 0. Further, we introduce polyno-
mials d;
x —ch(;
di(z) =] ——=2 7.46

where j Tuns over the poles of s; when restricted to the physical strip S(0, ) which

we assume to be finite and of first-order. Under these assumptions,
1. The minimal solutions f; min with respect to s; exist

2. The diagonal-in-mass parity-covariant stress-enerqy tensor at one-particle
level has the form F}¥(0,n +im; x) = ei(P(g)*P("))'“Gf“rze(“T")F(n — ), where

K i mi v
PO = 3 Qe e o)

where the Q; take values in hermitian matrices on K which are invariant

(7.47)

under the adjoint action of J and V(g) for all g € G and are normalized
such that Y% Qi(1) = 1x. (Note here that some Q; might be identically

zero)

3. Let fio and f;1 denote the zero-th and first-order Taylor coefficients at zero of
the characteristic function f; with respect to s; and let p; denote the number
of poles of s; when restricted to the physical strip. Let further deg Q); denote
the polynomial degree of Q;. Then a QEI of the form (7.40)

1
holds if: degQ; < 1— §fi70 +p; forallie{l,.. .k},  (7.48)

1
cannot hold if: deg@; > 1 — §fi’0 +pi for somei e {1,...k}. (7.49)

4. Let cq, denote the B(K)-norm of the leading coefficient of Q; and ¢;, ¢, con-
stants for which (7.44) holds (my = my, ). Then a QFEI of the form (7.40)
also holds if (7.48) applies with "<" and for all i with "=""1in (7.48),

9deg Qi—p;i—2

C; H](l — Cth)'

fia <0 or fii=0Acq < (7.50)
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Such a QFEI cannot hold if (7.49) applies with "=" and

9deg Qi —p;i—2

fian>0 or fii=0Acq, > LA —chg)

(7.51)
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Examples

In this chapter, we will look at concrete examples which illustrate the essential fea-
tures of the abstract results developed in Chapters 6 and 7. This includes a review
of former QEI results (models with one scalar particle type, Sec. 8.1) and an analy-
sis of a model with bound states (Generalized Bullough-Dodd model, Sec. 8.2), an
interacting model with a constant scattering function (Federbush model, Sec. 8.3),
and a model with several particle species (O(n)-nonlinear sigma model, Sec. 8.4).

In summary, we will show that in these examples QEIs at one-particle level
hold. When imposed as an additional physical assumption, it significantly reduces
the freedom of choice in the class of viable stress-energy tensors. In some cases (free
fermion, Ising, O(n)-nonlinear sigma), this uniquely fixes the stress-energy tensor at
one-particle level. In some models with rapidity-independent scattering like the free
fermion and the Ising model this even fixes the full stress-energy tensor for which a
state-independent QFEI in states of arbitrary particle number holds.

To understand the following sections, recall, that a model is fixed by the speci-
fication of its one-particle little space (K, J,V, M) and its S-function S (Chap. 2).
Here K is the little space representing the model’s discrete degrees of freedom, J the
CPT-operator, V' the representation of the global symmetry group G and M is the
mass operator with mass spectrum 2. Recall also, that the general recipe to obtain
QEIs is summarized in Section 7.3. The assumptions for Theorem 7.3.1 are met
in the following way: All models treated below have constant eigenprojectors (the
models with one scalar particle type trivially). All models treated below are regular,
have at most first-order poles in the physical strip and, except for the Federbush
model, are parity-invariant. That the minimal solutions exist! was discussed in Sec-
tion 4.3. In spite of the argued applicability of Theorem 7.3.1, for concreteness, we
will treat each model on its own and give "step-by-step" references to the results

from the main text.

8.1 Models with one scalar particle type without bound states

As a first step, we review in our context the known results for models of one scalar
particle type and without bound states [BC16]. That is, we consider £ = C, J

d

T.e., that for each (relevant) eigenfunction s of S, cT(S(C) is uniformly L' in a strip.
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the complex conjugation, 9 = {m} for the one-particle space, and B = ) for the

stress-energy tensor, with a scattering function of the form

~_sh( —isinmb

SgshG(C) = GIES(C;bk)> 5(C§ b) = M7 (8-1)

,,,,,

b, and by, appear the same number of times. This is the most general regular scalar
scattering function [LecO6, Prop. 3.2.2] and might be referred to as generalized sinh-
Gordon model.

The minimal solution with respect to ¢ +— s(¢;b) is known (see, e.g., [BCI16,
Eq. (2.5)] or [FMS93, Eq. (4.13)]) and in our context given by

Somin(C) = (—ish $)myp Q) (8.2)
with characteristic function

F(t:b) = 4 sh % sh —(I_Qb)t sh% —sht
A sht '

Since f(t;0) = —1+ O(t?) for t — 0, it follows that fj min is uniformly bounded
above and below on S[0, 27] by Proposition 4.2.6. More quantitatively, fj min(¢+im)

(8.3)

converges uniformly to
Fosuin = 0 fumin(0+ i) = exp [(tsht)™ (14 f(1:6))dt < oo (8.4)
’ —+oo
0

for [Re¢|] — oo and |Im(¢| < ¢ for any 0 < § < w. This can be derived
in the following way: Since g(t) := (¢tsht)~'(1 + f(¢;b)) is exponentially decay-
ing and regular (in particular at ¢ = 0), it is integrable and fg5,;, is finite. As

logch§ = 2 [(tsht)~tsin? $tdt for [Im(| < 7 one may write log fymin(¢ + i) =
0

2 Ofo(tsht)*l(l + f(t;b))sin® stdt. In the limit [Re¢| — oo the parts which are
nc?n—constant with respect to ¢ vanish due to the Riemann-Lebesgue lemma for
| Im ¢| < 7; uniformity follows from g() exp(£42<) being uniformly L'-bounded in
| Im (| <6 (see, e.g., proof of Thm. IX.7 in [RS75]).

Next, according to Corollary 4.1.3, the minimal solution with respect to Sgeng is

given by

n

fgshG,min(C) = (1 sh %)—d(e,n) H fbk,min(C) (85)

k=1
with d(+1,n) = 2| 2] and d(—1,n) = 2| %+ |. For the stress-energy tensor at one-
particle level we obtain (using Corollary 4.1.2, Lemma 4.1.4, and Corollary 5.3.3)

that

F3Y (G, G +1m) = Ghe (41;@) Fq(CI — G +im), Fq(o = g(ch C)fgshG,min(g + i)
(8.6)

124



Chapter 8. Examples

with ¢ a polynomial having real-valued coefficients and ¢(—1) = 1.
Let ¢ := 2%em=degd|e TP, fre . where ¢, is the leading coefficient of ¢. By
the preceding remarks we find that for some ¢, ¢’ with 0 < ¢ < ¢ < ¢’ and 9,r > 0:
|y (C + i) "

VIRe(| >r,|Im(| <d: < <. 8.7
[Rel 2 r [m(] oxp((deg g — (e, n)) Red]) (8.7

where ¢ and ¢’ can be chosen arbitrarily close to ¢ for large enough 7.

We can therefore conclude by Theorem 7.1.1 that a QEI of the form (7.8) holds
if degq < %d(e, n) 4+ 1 and cannot hold if degq > %d(e, n) + 1. In case that degq =
1d(e,n) + 1, details of ¢ become relevant. This can only occur if d(e, n) is even, i.e.,
€ = +1. If here c is less (greater) than § then a QEI holds (cannot hold).

8.2 Generalized Bullough-Dodd model

We now consider a class of integrable models which treat a single neutral scalar
particle that is its own bound state. The presence of the bound state requires the
S-function to have a specific “bound state pole” in the physical strip with imaginary
positive residue and to satisfy a bootstrap equation for the self-fusion process. Such
S-functions are classified in [C'T'15, Appendix A]. The Bullough-Dodd model itself
(see [AFZT79; FMS93] and references therein) corresponds to the maximally analytic
element of this class which is given by ¢ — Spp(¢;) = s(¢—2)s(¢;2)s(¢;52)
where b € (0, 1) is a parameter of the model. The full class allows for so-called CDD
factors [CDD56] and an exotic factor of the form ¢+ €8¢ ¢ > 0.

In Lagrangian QFT, from a one-component field ¢ and a Lagrangian

2
Lpp = 30,00"p — (2;(269“” + e~ 29%) (8.8)

one obtains as S-function Sgp(+; b) under the perturbation theoretic correspondence
b = %(1 + g)_l [FMS93]. For more general elements of the described class no
Lagrangian is known [CT15].

In our context, we will consider the generalized variant of the model, but for
simplicity restrict to finitely many CDD factors and do not include the exotic fac-
tor:

Definition 8.2.1. The generalized Bullough-Dodd model is specified by the mass
parameter m > 0 and a finite sequence (by)ref1,..ny C (0,1) +iR,n € N, which
has an odd number of real elements and where the non-real by appear in complex
conjugate pairs. The one-particle little space is given by X =C, G = {e}, V = 1¢,

and M = mlc. J corresponds to complex conjugation. The S-function Sepp is of
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the form

Seen(C) = s(C: —§>kf[ (G B)s(G; ). (3.9)

Clearly, Spp is obtained from Sypp for n =1 and b; = b. Since Sgpp is defined
as a product of a finite number of factors of the form s(-;b), its minimal solution

exists by Corollary 4.1.3 and amounts to

feppmin(€) = (=ish $) ™" foaszmin(C) T fou/zmin(C) fro—be)/3min (€)- (8.10)
pute}

It enters here that S,pp(0) = —1.

The presence of bound states in the model implies the presence of poles in the
form factors of local operators (F1b), in particular also for F" (Eq. (4.5)). For
FI" # 0 we expect a single first-order pole of F§" (¢, ¢;2) at (' — ¢ = i3, In case
that FI* = 0 we expect F5”((,(’;x) to have no poles in S[0, 7).

Lemma 8.2.2 (Stress tensor in the generalized BD model). A tensor-valued func-

tion FL" : C2x M — K®? is a stress-energy tensor at one-particle level with respect
to Sesp and B C {i3} iff it is of the form

F3(8,n+ im) = Giz, (%2) e/ ®Om—rm) e (g ir), (8.11)

free

with

Fy(€) = a(ch ¢)(=2ch ¢ — 1) fepp,min (C), (8.12)

where foBD min 15 the unique minimal solution with respect to Sepp and where q is

a polynomial with real coefficients and q(—1) = 1.

Proof. By Theorem 5.3.1 and Corollary 5.3.3, F4§" is given by (8.11), where ' : C — C
satisfies properties (b)-(g) of Theorem 5.3.1 with respect to Sepp. According to
Lemma 4.1.4, F is of the form (8.12); the factor (—2ch ¢ — 1)~! takes the one pos-
om

sible first-order pole within S[0, 7], namely at i<,

coefficients is a consequence of property (e) and Corollary 4.1.2.

into account. That ¢ has real

Conversely, it is clear that F}", respectively F, as given above has the properties
(b)-(g)- 0

Theorem 8.2.3 (QEI for the generalized BD model). Let the stress-energy tensor
at one-particle level be given by F§" as in (8.11). Then a QEI of the form

Vg € Sr(R) e, > 0¥p € DR, K) 1 (p, T (g*)p) > —cyllll3 (8.13)

holds if degq < n + 2 and cannot hold if degq > n + 2. In the case degq =n + 2,
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introduce
2271 degq‘c |f 2/3,min H fl?:/?),minf(o;—bk)/&min? (814)
=1

where ¢, denotes the leading coefficient of q. If here c is less (greater) than i then
a QEI holds (cannot hold).

Proof. As the minimal solution fegp min is given as a finite product of factors ¢ —
(—ish %) and f, min, the asymptotic growth can be estimated analogously to the
procedure in Section 8.1. Similar to the estimate (8.7), one obtains for some ¢ and

" with 0 < ¢ < ¢ < ¢ and some €,r > 0:

) |Fy(C +im)| "
VIRel| > r, |Im(| <e: ¢ < <c, 8.15
[Re¢] 2 [ Im] exp((deg g — 1 — 1| ReC) (8:.15)

where ¢ and ¢’ can be chosen arbitrarily close to ¢ for large enough 7.

Noting that parity covariance is trivial for ' = C and applying Theorem 7.1.1

yields the conclusions from above depending on deg ¢ and c. O

8.3 Federbush model

The Federbush model is a well-studied integrable QFT model with a constant, but
non-trivial, scattering function; see [Fed61; STW76; Rui8l; Rui82; CFO1] and ref-
erences therein. In Lagrangian QFT, the traditional Federbush model is described

in terms of two Dirac fields ¥;, ¥, by a Lagrangian density”

2
Loy = Z% W (i — mj)W; — Ame, JUTY, T8 = Uy, (8.16)

The Federbush model obeys a global U(1)®? symmetry since Ly, is invariant under

V() — 2™, (2), LD]T(I) — e_QWiHWJT(x), keER, j=12 (8.17)

The stress-energy tensor of the model has been computed before [SH78] and its trace
(Eq. (44) in the reference) is given by

2

which agrees with the (trace of the) stress-energy tensor of two free Dirac fermions.
Note in particular that it is parity-invariant.

In our framework, the model can be described in the following way:

2The fields ¥; take values in c2. €4 denotes the antisymmetric tensor with €y = —€19 = 1.

Other standard notations are z/;j = 1/}}"/0 and ¢ = ~v*0,, with anticommuting matrices 70,9t €
Mat(2 x 2,C), [y*,v"]+ = 2g*".
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Definition 8.3.1. The Federbush model is specified by three parameters, the parti-
cle masses my, my € (0,00) and the coupling parameter A € (0, 00). The symmetry
group is G = U(1)®2. The one-particle little space is given by L = (K,V,J, M)
with L = Ly & Ly and where for j = 1,2 we define K; = C? and

e2min 0 0 -1 10
Vi(k) = ( 0 6_27%) J (_1 0 ) M; = m; (0 1) ( )

as operators on KC; where J; is antilinear and for the choice of basis {e; ™ = (1,0),
eg_) = (0,1)!}. The S-function is denoted by Sgy, € B(K®?). Its only nonvanishing
components, enumerated as «a, f = 1+, 1—, 2+, 2— corresponding to egj/z), are given

by Sap = (SFb)ﬁg with

1 1 Q2N o—2mid
1 1 e2mix 2min
SaB = = p-2mi 2miA 1 1 (8:20)
Q2N gm2mia 1 y

Note that Spp, is a constant diagonal S-function; e.g., sas = 53, = slgi imply
that Sgy, is self-adjoint and unitary. Note also that, s.g = s;5 # Sga, Where &
corresponds to a € {1+,1—,2+,2—} by flipping plus and minus. These relations
correspond to the fact that Sgy, is C-, PT- and CPT- but not P- or T-symmetric.
However, Sg, has a P-invariant diagonal (in the sense of Equation (6.1)) due to

Saa = Saa (or Lemma 6.4.1).

Lemma 8.3.2 (Stress tensor for the Federbush model). A tensor-valued function
F3" : C?2 x M — K%? is a stress-energy-tensor at one-particle level with respect to
Stb, s diagonal in mass (Eq. (5.40)), and has no poles, P = 0, iff it is of the form

F (0.0 +ims ) = G, (%52) 70T (p — 0+ im) - (8.21)
with
=) (—zsh (5)d5(ch () e ™) @ e ( H—ch(%) (chC) ") @as € (- )), (8.22)
7=1
for e§ ) ®s/as e( ) (+) ® e( e e( ) ® e(+ and where each qj/as s a polynomial

with real coeﬁ?czents cmd g;(—1) = 1.

The stress-energy tensor at one-particle level is parity-covariant iff ¢i° = ¢5° = 0.

Proof. By Theorem 5.3.1 and Corollary 5.3.3 we have that (8.21) holds with F
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satisfying properties (b)-(g). U(1)®?-invariance, property (f), is equivalent to
W eCkeR e (&} jhe{l,2}: (1—exmr) () gef F(¢) =0.

As a consequence, (egr) ®e,(:), F(¢)) =0 unless j = k and r = —s. On the remaining

components, S acts like —F, thus

F(¢) = —FF(=¢) = FF(2im — (), which implies (8.23)
2
F(¢) = (=ish($) £ (el @ el +ch(5) £2(C)e”) @) (8.24)
j=1

for some functions f;/ * where we have factored out the necessary zeroes due to the

relations (8.23). Then from the properties of F we find f5/*

;€ — C to be analytic

and to satisfy

B0 = 150 = 5 @ri= 0, filim) =1, (8.25)

and f3°(im) unconstrained. Moreover, fjs/ * are regular in the sense of (4.3) of
Lemma 4.1.4; the lemma implies that f;/as(() = q;/as(ch ¢) with ¢3(—1) = 1. Since
JE2R(C +im) = F(C + i), Jeg-i) = —e?), and by the antilinearity of J, we find

that qj/ P +im) = q;f/ *(C 4 4m) such that q;/ * have real coefficients.
Parity-invariance of F', i.e., FI' = F, is equivalent to ¢§* = —¢;°, thus ¢§* = 0,

because of (1 FF) e§-+) ®s /as eg._) = 0.

We see that the stress-energy tensor does not need to be parity-covariant. Con-

cerning QEIs we state:

Theorem 8.3.3 (QEI for the Federbush model). The parity-covariant part of the

stress-energy tensor at one-particle level, given by Fy in (8.21) with ¢3° = ¢§°* =0,
satisfies a one-particle-QFEI of the form
Vg € Sr(R)3c, > 0¥p € DR,K) 1 (v, TP(9%) ) = —¢,llll3 (8.26)

ey =g =1
The candidate stress-energy tensor given by (6.15) (i.e. for ¢; = ¢ = 1,¢3° =
¢&° = 0) satisfies a QEI of the form

(%) > — (z <y ds|§<mjs>|2w_<s>> 1 (8.27)

with w_(s) = sv/s? — 1 —log(s+vs? — 1) and in the sense of a quadratic form on
DSFb X DSFb‘

129



Chapter 8. Examples

Proof. In case that one ¢; # 1 we have for some ¢,r > 0 that |g;(ch() sh%| >
ce®ReCl/2 for all | Re (| > r. Therefore, no QEI can hold due to Theorem 7.1.1(a) and
§-+) iegf) for some j € {1,2}. For ¢f = ¢5 =1
(and ¢3* = ¢3° = 0), Theorem 7.1.1(b) yields (8.26). In that case F/(¢) = (—ish $)Igs

which coincides with the expression in (6.3) due to Pylgs = 0 and P_Igs = g9

the remarks in Section 7.2 with u = e

(Lemma A.6.2). Since Sgy, is constant and diagonal, by Lemma 6.4.1, Theorem 6.3.3
applies and yields (8.27). O]

We see that for the Federbush model, requiring a one-particle QEI fixes a unique
(parity-covariant part of the) stress-energy tensor at one-particle level that extends
— since Spy, is constant — to a dense domain of the full interacting state space. The
parity-covariant part is in agreement with preceding results for the stress-energy ten-
sor at one-particle level [CF01, Sec. 4.2.3]. This indicates that the parity-violating
part of our expression is indeed not relevant for applications in physics. Our can-
didate for the full stress-energy tensor has the same trace as in [SH78]. That the
respective energy density satisfies a generic QEI is no surprise after all, as the QEI
results are solely characterized in terms of the trace of the stress-energy tensor which

here agrees with that of two free Dirac fermions (as was indicated also by (8.18)).

8.4 O(n)-nonlinear sigma model

The O(n)-nonlinear sigma model is a well-studied integrable QFT model of n scalar
fields ¢;, 7 = 1,...,n, that obey an O(n)-symmetry. For a review see [AAROL,
Secs. 6-7] and references therein. In Lagrangian QFT it can be described by a

combination of a free Lagrangian and a constraint

1
Lnis = %@@t@“@, PP = %, D= (¢1,...,00)", (8.28)

where g € (0,00) is a dimensionless coupling constant. Clearly, Lnis is invariant

for @ transforming under the vector representation of O(n), i.e.,
®(z) = OD(z), O € Matg(n xn), O'=0"" (8.29)

Note that the model — other than one might expect naively from Lyrs — describes
massive particles. This is known as dynamical mass transmutation; the resulting
mass of the O(n)-multiplet can take arbitrary positive values depending on a choice
of a mass scale and corresponding renormalized coupling constant; see, e.g., [AARO],
Sec. 7.2.1] and [JN&g].

In our framework, the model can be described in the following way:
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Definition 8.4.1. The O(n)-nonlinear sigma model is specified by two parameters,
the particle number n € N, n > 3, and the mass m > 0. The one-particle little
space (IC,V, J, M) is given by K = C" with V' the defining or vector representation
of G = O(n), M = mlca, and where J is complex conjugation in the canonical

basis of C". The S-function is given by

Sais(€) = (0(Q)1 + c(QF + d(OK)F, (8.30)

where in the canonical basis of C™
100 = 6205, Fly =000, KJ=06"s aB,70=1,.,n, (8.31)

b(¢) = s(Q)s(im —¢),  c(¢) = —imv¢b((), d(C) = —imv(im — ¢)7'b((), (8.32)

" (5+5) I 5+ )
B (5t an) 5t
V_n327 S(C)_ F(li;_i_%)r(zf”) (833)

Snrs is the unique maximally analytic element of the class of O(n)-invariant S-
functions [Z778]. Maximal analyticity means here that in the physical strip S(0, 7),
the S-function has no poles and the minimal amount of zeroes which are compatible
with the axioms for an S-function, i.e., (S1)—(S7). Its eigenvalue decomposition is

given by

Swis(€) = (54O (1+F = 2K) +5 (O3 (1 —F) + s0(QLK)F,  (8.34)

with eigenvalues s = b+ ¢ and sy = b+ ¢ + nd. The S-function is P-, C-, and
T-symmetric and satisfies Syps(0) = —F.
As a first step, we establish existence of the minimal solution with respect to sq

and an estimate of its asymptotic growth:

Lemma 8.4.2. The minimal solution with respect to sg exists and is given by
fomin(¢) = (—ish %)mfo(f) with characteristic function

et+e vt
)= ———— 8.35
folt) = 15 (5.35)

Moreover, there exist 0 < ¢ < ¢, r > 0 such that
V|Re(| > rIm¢ € [0,2n]: ¢< fomin(0)] < (8.36)

= [Re¢| B exp |Re¢| —

Proof. The characteristic function fy = f[—so] is computed in Section 4.3. Clearly,
it is smooth and exponentially decaying. Applying Lemma 4.1.1 (uniqueness) and

Theorem 4.2.1 (existence) we find that my, is well-defined and that fj min exists and

131



Chapter 8. Examples

agrees with the expression claimed. The estimate of (7.44) together with
fo) =1—-(1+5t+0(%), t—0 (8.37)
and the estimate
V|Re(|>r>0: (1—e*)exp|Re¢| <[|2sh(| < (1+e?)exp|Re(| (8.38)
imply (8.36). O
Lemma 8.4.3 (Stress-energy tensor in NLS model). A tensor-valued function F4" :

C2 x M — K2 forms a parity covariant stress-enerqy tensor at one-particle level

with respect to Snrs with no poles, P = 0, iff it is of the form

FY(0,n+im;x) = Ghe (9%7) ! POm)=pmm)e oy g 4 ), (8.39)

free
with
F(C) = q(ch €) fo,min(¢) L2, (8.40)

where fomin s the unique minimal solution with respect to the S-matriz eigenvalue

So and q is a polynomial with real coefficients with q(—1) = 1.

Proof. By Corollary 5.3.3, F§" has the form (8.39) with F' satisfying properties
(b)-(g) in Theorem 5.3.1. By (f), F/(¢) is an O(n)-invariant 2-tensor for each . The
general form of such a tensor is F({) = A(()Ig2 with A : C — C [ADOS7, Sec. 4,
case (a)].

Consider now property (c¢), F({) = Snrs(¢)F(—(). Taking the scalar product of
both sides with 17y, in (C")®? yields

)‘(C) = %([®27 SNLS<_<>[®2))‘<_C> = 50<_C)>‘(_C) (8-41)

by (8.30) and 1lgy = Flgs = L1Klgo. Here we used that Flgy = J%?Igy = Igo by
Lemma A.6.2.

In summary, Lemma 4.1.4 can be applied to A, which implies that A({) =
q(ch(Q)) fomin(¢) and thus F' has the form (8.40). That ¢ has real coefficients is
a consequence of (e) and Corollary 4.1.2.

Conversely, it is clear that FJ” as in (8.39), respectively F', has the properties
(b)-(g)- O
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Theorem 8.4.4 (QEI for the NLS model). The stress-energy tensor at one-particle
level given by Fy in (8.39) satisfies

Vg € Sr(R)Jcy > 0Vp € DR,K) = (0, T™(9%)¢) = —c4ll0ll3 (8.42)

iff = 1.

Proof. Given F, as in Lemma 8.4.3 and using Igs = 1c (Lemma A.6.2), we have
Hﬁ(C)HB(K) = |g(ch {) fo.min(¢)|- Thus by Lemma 8.4.2 there exist 7 > 0 and 0 < ¢ <
¢ such that

Ve € [Re¢| > ImC € [0,27]: ct(C)exp|Rec| < [E(C) s < CHC)exp | Re(]

(8.43)
with £(¢) = |Re(|~0*+2)|¢(ch ¢)|. Note that for ¢ = 1, ¢(¢) is polynomially decaying,
whereas for non-constant ¢, ¢({) is exponentially growing. Thus if ¢ is constant
(¢ = 1), we have ¢t(¢) < ; for large enough |Re([; and if ¢ is not constant, then
ct(¢) > i for large enough | Re {|. We conclude by Theorem 7.1.1 that a QEI of the
form (8.42) holds iff ¢ = 1. O
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Conclusion, discussion, and outlook

In this thesis, we have established QFEIs in a larger class of 1+1d integrable models
than previously known in the literature. In particular, we proved that QEIs for
generic states hold in a wide class of models with constant scattering functions,
including not only the Ising model, as known earlier, but also the Federbush model.
Moreover, the class includes combinations and bosonic or fermionic variants of these
models. In all of these situations, the form factor F; of the energy density determines
the entire operator.

Furthermore, we have established necessary and sufficient conditions for QEIs
to hold at one-particle level in generic models, which may include bound states or
several particle species. Also in this case, only Fy contributes to expectation values
of the energy density, and a QEI is decided based on the large-rapidity behaviour
of I5. At the foundation of both results was a characterization of the form of the
energy density by first principles. However, we found that those principles constrain
a viable candidate for the energy density (at one-particle level) only up to polynomial
prefactors (in ch (). As seen in the case of the Bullough-Dodd, the Federbush, and
the O(n)-nonlinear sigma model, one-particle QEIs can then fix the energy density
at one-particle level partially or entirely, in analogy to [BC16].

Even more foundational, we also showed that the local commutativity theorem
holds in integrable models with more than one degree of freedom (dx > 1) and
limited to one- and two-particle form factors. This was necessary to characterize
locality of the stress-energy tensor at one-particle level in terms of the form factor
equations.

Our results suggest a number of directions for further investigation, of which we

discuss the most relevant ones:

What is the nature of the freedom in the form of the stress-energy tensor?
The factors Q;(ch ¢) in the energy density were partially left unfixed by our analysis.
The imposed conditions by first principles require only that the (); are invariant
under the group symmetry and that they are normalized. At least in the scalar
case (I = C), this freedom can be understood as a polynomial in the differential

operator [0 = ¢"V0,0, acting on T": Given a stress-energy tensor 7", define
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TH = q(—1— ME/'[Q )T for some polynomial q. Then at one-particle level

FIT @) = g(ch(¢ — @) F (¢,

and, provided that ¢(—1) = 1, FQ[TW("E)] defines another valid candidate for the stress-
energy tensor at one-particle level. However, for generic models, ¢ may depend on
the particle types and cannot be understood in terms of derivatives only.

In the physics literature, given a concrete model, a few standard methods exist to
check the validity of a specific choice of ¢: In case the model admits a Lagrangian,
perturbation theory checks are used, e.g., [BK02; BFK10; BFKI3]. In case the
model can be understood as a perturbation of a conformal field theory, a scaling
degree for the large-rapidity behaviour (conformal dimension) of the stress-energy
tensor can be extracted, which fixes the large-rapidity behaviour of Fy, e.g., [Zam8&0;
DSCY6; CFO1]. The large-rapidity scaling degree is also related to momentum-space
clustering properties, which were studied for some integrable models, e.g., [Smi92;
KM93; Del04; BFK21]. But in the general case, none of these methods may be
available, and other constraints — perhaps from QEIs in states of higher particle

number — might need to take their place.

Which other models can be treated with these methods? We performed
our analysis of one-particle QEIs in a very generic setting; there are nevertheless
some limitations. For one, we employed the extra assumption of parity covariance
of the stress-energy tensor. While parity invariance of the scattering function (and
therefore covariance of the stress-energy-tensor) is satisfied in many models, it is
not fully generic. Nevertheless, a non-parity covariant stress-energy tensor is still
subject to constraints by our results; in particular, the necessary condition we gave
for a one-particle QEI to hold remains unmodified (see remarks in Section 7.2). We
expect a sufficient condition for a one-particle QEI, similar to the one presented
in Theorem 7.1.1(b), to apply also in a parity-breaking situation. Some numerical
tests indicate this; however, an analytic proof remained elusive.

Another point is the decomposition of the two-particle form factor of the (trace of
the) stress-energy tensor F' into polynomials and factors which are fixed by the model
(including the minimal solutions and pole factors). For generic models, multiple
polynomial prefactors can appear (at least one for each eigenvalue of the S-function).
In typical models, these are few to begin with, and symmetries exclude many of those
prefactors (as was presented for the Federbush or the O(n)-nonlinear sigma model).
In other situations, however, there might be too many unfixed factors for the QEI
to meaningfully constrain them.

Lastly, we should remark that also in the presence of higher-order poles in the

scattering function, the poles in the form factors are expected to be of first-order
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[BK02; BFKO06] so that such models should be tractable with our methods. This
includes for instance the Z(n)-Ising, sine-Gordon, or Gross-Neveu model. Also

generic Toda field theories do not seem to pose additional problems.

Do QEIs hold in states with higher particle numbers? Apart from the case
of constant S-functions, we treated one-particle expectation values of the energy
density, where only the one- and two-particle form factors contribute. At n-particle
level, generically the form factors Fs, ..., F5, all enter the expectation values; these
are more challenging to handle since the number of rapidity arguments increases and
since additional “kinematic” poles arise at the boundary of the analyticity region
that were absent in the case n = 1. Proving the local commutativity theorem for
higher-particle form factors appears achievable with the methods employed in this
thesis, though with considerable additional complexity arising due to the increasd
number of variables, the kinematic poles, and the non-commutativity of S-functions.

Concerning QEI results, the case of higher particle numbers, requires new meth-
ods: Due to the appearance of the kinematic poles, the subtracted factorizing kernel
in the proof of the one-particle result is not well-defined. Various other attempts at
finding a decomposition of the energy density at two-particle level into a positive
and a bounded kernel remained unsuccessful. Still, we conducted some promising
numerical tests for specific examples like the sinh-Gordon and O(n)-nonlinear sigma
model. These tests agreed with the analytical results at one-particle level and indi-
cated that the two-particle form factor (constrained by the one-particle QEI) also
decides the QEI at the two-particle level. Since these results are only indications,
and to avoid overloading the scope of the thesis, they are not presented here. Also,
we do not expect to obtain numerical results at much higher particle numbers due
to computational complexity scaling exponentially with n.

Finito.
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Appendix A

Constructive aspects of integrable quantum
field theory

A.1 Representation theory of the Poincaré group in 1+1d

As is well known, particles in relativistic quantum theory correspond to positive-
energy, projective, unitary, irreducible representations of the proper orthochronous
Poincaré group; possibly further extended to the proper or full Poincaré group by
discrete symmetries. In 1+1d the classification of those representations is different
from the ordinary Wigner classification [Wig39; Bar54]: There are no rotations in
1+1d.

As a consequence, spin, to some degree, becomes conventional: The little group',
whose representations in higher dimensions are classified by the spin number, is
trivial. However, in resemblance to field theory models from higher dimensions a
spin number can still be introduced "by hand" with the peculiar feature that it can
take arbitrary nonnegative values.

While in higher dimensions projective representations are obtained as faithful
representations of the universal (double) covering of the Poincaré group, in 1+1d
the covering is trivial as the proper orthochronous Poincaré group is itself simply
connected [Bos96]. Therefore, in the following we will treat the Poincaré group itself
and its faithful representations?. We follow [Bog+90, Secs. 3.1, 7.1, and, 7.2] and
[Haa92, Sec. 1.3] albeit with necessary adaptations to 141d.

The Poincaré group P is a semidirect product of the translation group 7 =
(M, +) and the Lorentz group £ which is defined as the invariance group of the
Minkowski metric g, i.e., it consists of matrices A4 € Mat(2 x 2,R) which satisfy

ATgA = g. The identity component El of L, referred to as proper orthochronous, is

'Minkowski vectors p on the mass shell, i.e., with p?> = m? for some m > 0, have the form
Po = (m,0)! in its center of mass representation (i.e., p = Ap, for some Lorentz matrix A). The
little group is the invariance group corresponding to Lorentz transformations of p, which is clearly
trivial in 1+1d.

2Note that despite triviality of the universal covering there are nonfaithful projective repre-
sentations. These arise as central extensions of the Poincaré algebra but have limited physical
relevance [Bos96] and will not be discussed in the thesis.
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selected by det A =1 (proper) and Agg > 1 (orthochronous). We may parametrize

£l = {A()\) - (ii i};i) oY= R} ~ (R, +). (A.1)

The parameter \ is referred to as rapidity.
The proper orthochronous Poincaré group 731 is then given as a semidirect prod-

uct 7 % 51 with group operation
(2, A) - (g, ) = (@ + ANy, A+ p), z,yeM A\ pueLll. (A.2)
For the full Poincaré group we introduce the group of reflections

I: {1C27[p7[t7jpt} (A3)

+1 0 -1 0 -1 0
] — , ] — , I = I ] = , A4

and define it as a semidirect product 73’1 x I with group operation

with

(2, M) - (y, i, J) = (x4+ AN Ty, NI, 1), (@, N), (y, ) € L1, 1, T € T, (A.5)

where || denotes the determinant of I.

The Lie algebra of the (proper orthochronous) Poincaré group is generated by
real linear combinations of the operators ¢ P* and 1K which satisfy the commutation
relations

[P*. PY| =0, [P*K]=ie P’ [K,K|=0, (A.6)

where € is the Levi-Civita symbol. The operators P* and K (and their concrete
realizations in a representation) are referred to as total energy-momentum operator
and boost generator, respectively. In a unitary irreducible representation the Casimir
operators P? and (for P? > 0) ¢ = sgn(P°) become multiples of the identity whose
values determine the representation. The physical representations are selected by

the requirement of positive energy, i.e., P° > 0. The three available choices are
(a) P? =m? e = +1 for some m > 0,
(b) P2 =0,P* #0,e = +1,
(c) P°=P'=0.

In higher dimensions there is another Casimir operator (formed by the square of

the so-called Pauli-Lubanski vector) which distinguishes the different spin numbers
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but it vanishes in 1+1d. We will restrict our presentation to representations of the
type (a).

The unitary irreducible representations of 731 of type (a) are all equivalent to
(Upmy, L*(R)) for some m > 0, where

(U (2, M) (6) = €520 = X), ¢ € L*(R). (A.T)

Here P* is given as the multiplication operator with p#(f;m) and K is given as

. . i
differential operator i;.
In resemblance to representations with spin in higher dimensions we introduce

also (Upn,s), @251 L*(R)) for m > 0,s € 3N by
Ui (2. )9)(0.7) = POMeo(6 - N\ o), g€ o PR),  (AS)

where o ranges through {—s, —s+1,...,5s — 1, 5}. Up, 4 defines a unitary represen-
tation of 731 of type (a) which is, however, clearly reducible: The restriction to one
o-component stays invariant under Uy, 4. The resulting one-dimensional irreducible

representations are isomorphic to (A.7). Note also that Up, g = Upp-

A.2 Discrete symmetries

In addition to CPT-invariance—which is expected to hold generically in quantum
field theory and proven in the axiomatic formulation [Wei95, Secs. 3.3, 5.8 and ref-
erences therein]—many models have additional discrete symmetries. In particular,
a model can be invariant under charge conjugation C, space inversion P, time in-
version T or some combinations of these. The three of them combine again to the
usual CPT-invariance. In this section, we will discuss their representation as unitary
or antiunitary operators on the one-particle space and their extensions to the full
interacting state space. We find that these operators are uniquely determined up to
a phase subject to some constraints but mostly conventional and we will motivate a
standard choice for those phases. In addition, we will derive how these operators act
on the scattering (or S-)function and define the subclasses of k-invariant S-functions,
where k corresponds to one of the discrete symmetries mentioned above (we write
the mathematical objects associated to the discrete symmetry in lower case, e.g.,
t for T-inversion). While the results are in principle well-known, most textbook
accounts (e.g., [Car71; Wei95]) focus on the 14+-3d case whose adaptation has to be
taken with some care: In 1+1d, the spin-statistics theorem is violated so that spin
and statistics are not related. In this regard, a simplification occurs: Without loss
of generality, we may restrict to discussing spinless Poincaré group representations.

To begin with, let U;(k) denote the operator on the one-particle space H; =
L?(R,K) which represents the discrete transformations k € {c,p,t,cp,ct,pt,cpt}
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and is unitary for k = ¢, p, cp, and antiunitary for k& = ¢, ct, pt, cpt®. At the level of
the Poincaré group, the discrete transformations may implement the representation
of the reflection group (A.4). Identifying c=1c2, p= I, = diag(1l, —1), and t =1, =
diag(—1, 1) the Poincaré group laws as specified in (A.5) then imply

Ur(e)Uy(z, A) = Uy(x, \)Ui(c), (A.9)
Ur(p)Ui(z, A) = Ur(Lyz, =A\)Ui(p), (A.10)
Uy ()Uy(z, \) = Uy (L, — A\ Uq (t) (A.11)
For k = ¢pt we obtain, accordingly,
Uy (ept)Uy(z, N) = Uy (—x, \)Uy (ept). (A.12)

If we demand in addition that U;(p) and U;(t) do not modify K—so that these
correspond to "pure' parity and time inversion—their action on one-particle rapidity
eigenstates” follows from (A.9)—(A.11) and for a € {1, ..., dx}, amounts to

Ui(e)1a) = &CR10s) . Ui(p) 0a) = na|=0a),  Ur(t)[6a) = Ca|=0a)*, (A.13)

where &, 14, and (, are phase factors (i.e., c-numbers with |£,] = [1.] = [(a| = 1)
and C' € B(K) is the so-called charge conjugation matrix (Sec. 2.2, i.p., Rem. 2.2.2)

which maps between particles and antiparticles:
Ch=d5=1J., (A.14)

where J denotes the antiunitary involution corresponding to the one-particle little
space K. As a consequence, we have C' = C* = C~1 and |05) = |05) C¥.

As will be motivated below, the phase factors have to satisfy n2 = +1 and
£2¢%? = +1 with +1 for a bosonic and —1 for a fermionic but are otherwise un-
constrained. As a consequence, quite generically® it will be possible to make the

following standard choice for the phase factors:

Na =MNas Sa =28 Ca=2Ca (A.15)
as well as
e =& =C =1 for bosonic «,
! : ‘ (A.16)
Ne =1, = 1,(, = —i  for fermionic «.

3That the latter have to be represented antiunitarily is a consequence of requiring the repre-
sentation to be of positive energy (cf. Sec. A.1) as argued, e.g., in [Wei95, Sec. 2.6].

4They were introduced in (2.42) and below. The one-particle states do not depend on the
S-function, so we drop the subscript S.

5This is well-known in 14+3d: See, e.g., [Car71, Sec. 6.9] in the self-conjugated case. In 1+1d,
this also appears to be well-known (see [Kar79a]), but the author is unaware of a systematic
reference. Therefore, a short motivation of the statement follows later.
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As a result, the CPT-phase is 1 in both cases.

Let us briefly motivate this standard phase choice: Above we have already
implemented (anti-)unitarity of U;(k) and the group laws between the proper or-
thochronous Poincaré group and the reflection group. It remains to impose the

group laws of the reflection group itself:
E=pP=t=1 cp=pc, ct=te, pt=1tp. (A.17)

However, for the operators, these laws are required to hold only restricted to physical
states. Since fermionic states are not physical—only bilinears are—we find that on
these states an additional minus sign can appear when imposing the group laws on
the operators.Given the definitions in (A.13), the expressions appearing in (A.17)

are given by a straightforward computation:

Ul(t)2 00) = 0a) , U1(0)2 00) = €alalOa) Ul(p)2 |00) = 773 10a) (A.18)

and
U (0)Ur(p) 10a) = &ana |=0a) ,  Ui(p)Ui(c) |0a) = Eana |—ba) , (A.19)
Ui(c)Ur(1) [0a) = €ala |=0a)", Ur(t)Ui(c) [0a) = &3Ca |—0a)™ (A.20)
Ur(p)Ui(t) [0a) = Nala 102)°,  Ur(t)U1(p) 10a) = 053Ca [0a) - (A.21)

For bosonic a, i.e., when the relations (A.17) are represented faithfully, Equa-
tions (A.18)—(A.21) imply

Na = Na € {:l:l}, goa = go’m Ca = C& (A22)

and no other relations. For fermionic o we will not discuss the various options in
detail but note that apart from these constraints, the choice for the factors &, 7.,
(o is merely conventional. In particular, note that for a given (,, we can adjust it
to an arbitrary new value ¢, by transforming |6,) — m |0,). As a consequence,
we may take standard conventions for the phase factors.

The operators Uy (k), k € {c,p,t,cp, ct, pt, cpt}, have a natural extension to the
full interacting state space: For noninteracting models the operators extend to Fock
space as tensor products. The same extension should also apply in the interacting
theory when restricting to scattering states; on these the interaction should be
negligible (Sec. 2.5). Denoting the extension by U(k), we conventionally fix the
action on the vacuum state to be U(c) |2) = U(p) |22) = U(t) |2) = |2)°. Scattering

. in/out in/out
=10 where @™/°t

states for higher particle numbers are given by |0,);, Jout - injout) g

6This is always possible as explained, e.g., in [LW66].
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a™/°" denote the tuples 8, a, sorted in descending/ascending order with respect

to 6; confer (2.51). Following [Wei95, Sec. 3.3] we require

U(C> |00‘>in/out = 50‘ |95‘>in/0ut ’ (A23)

U(p> |0a>in/0ut = Na |_9a>in/out ’ (A24)

U<t> |0 >1n/0ut Ca |_ >out/1n7 (A25)
where £, = &4, - ... - &, and analogously for 1, and (.

As a next point, we derive how the S-function transforms under U (k). For this
it suffices to consider |0,) = [0a)s with 8 € R?, a € {1,...,dxc}* and 6; > 6, or
0, < 0 (such that 8 = 0™ and 6 = 6°"*, respectively). We will use the shorthand

notation 65 := 0; — 0. Proposition 2.4.8(a) for n = 2 and 7 = m; implies
16a) = S5(612) [05) - (A.26)

Now, for #; =2 0 we have that

U<C) ’0 > = U<C) ‘90!>in/out = fa |05¢>in/out = 50! ’05¢> ) <A27)
U(p) ’0(1> = U(p) |0¢1>in/out = Na ’_ea>in/out = Oalla |_ 53) ) (A28)
Ut)0a) = U(t) [0a) iy jous = Sa | =0a)gutjin = Ca |=0a)™ - (A.29)

Note here that o, denotes the statistics matrix which appears due to the change
of order in the asymptotic states (in/out). For (A.27)—(A.29) an analogous relation
to (A.26) should hold with S replaced by its transformed version, say Sy for k €
{¢,p,t,cp, ct, pt, cpt}. We compute

U() |0a) = £a|8a) = €aSE(012) |85) = £aS2(012)E5 U (c) |85) A.30)
U(p)10a) = Oatla|— 0%5) = TanlaSe (—021) |-05) = 0anaSE (012)15"05'U(p) |05) .

U(1) 18a) = Ca|=6a) = CaSa(—b12) [ = 85)" = CaS5 (612)¢5 U () [85) ,

where in the last line we used that S(—6)5 = (S(0)*)5 = (S(0))g by (S1) and (S2).

As a consequence, we can identify

(S)2(0) = €5656,65525(6), (A.33)
(Sp)25(0) = GagnionsmymsSen(9), (A.34)
(SI%(0) = CChG, ¢S5 (), (A.35)

N

and call an S-function k-invariant ifft S = Sj. For most models, the additional

factors (phase and statistics) will be irrelevant. This is for instance the case if the
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particles obey the standard phase choices described above and the interaction allows
only the processes bb—bb, {bf,fb} — {bf,fb}, and ff—ff (b=boson,f=fermion). In

this case, the conditions read

C — invariance : S;’g = Szg— & 8 =C%80%?, (A.36)
P — invariance : S)% =S5 < S =FSF, (A.37)
T — invariance : S;g = S,%ﬁ &S5 =25 (A.38)

where S* denotes the transpose of S. The other symmetries are obtained by com-

position:
CP — invariance : S = C**FSFC®?, (A.39)
CT — invariance : S = C®2S'0%? = J®28* J®2 (A.40)
PT — invariance : S = FS'F, (A.41)
and, of course,
CPT — invariance : S = C®?FS'FC%? = J*?FS*FJ%?, (A.42)

in accordance with (53).

A.3 S-function and ZF operators in a basis

All computations here are supposing a given choice of an orthonormal basis {e,} of
a l-particle little space K using the notational conventions outlined in Section 2.1
and the convention on barred indices for the charge conjugated basis (Rem. 2.2.2).

Summing over equal indices is understood unless otherwise stated.

Lemma A.3.1. For w € B(K®™,K*") one has (w*)5 = w§.

Proof.

[]

Lemma A.3.2. (S1), (52), (53) and (S5) in a basis amount to (2.11). |

Proof. (S1) and (S2) are equivalent to S(¢)S(—() = 1xe2 and S(¢) = S(—()*. The
first relation in a basis amounts to
0= (67 X €s, (S(C)S(—C) — 1IC)€a X 65)
= (e, ®es, S(Q)e, @ey)(e, ® er, S(—()eq @ ep) — 5352 (A.43)
= S30(0)Sh5(=C) — 6183,
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or more briefly, 572(¢)S%%(—¢) = 6265 Due to Lemma A.3.1 the second relation
evaluates to S)5(¢) = S27(—(). The relation S(¢) = JE2FS(¢)*FJ®2 (S3) yields

25(0) =

(ey ® €5, 5(C)ea ® ep)

= (e, ® es, J?FS(C)*FJ%%¢e, ® ep)
= (&5 ® &5, 5(()*és ® €a)
= (SO

SO

(A.44)

Using Lemma A.3.1 again yields equality with S?;‘. Lastly, (S5) implies that

S (i — €) = (e, ® €5, S(im — ()ea @ €5)
= (€, ® €y, 5(C)es ® é5) (A.45)
— 57(0).
O
The ZF operators zg evaluated in a basis are represented by zgja. The relation

between the two is given by

25(p) = 25(9%ea) = 25a(0"),  Zha =25 ca). (A.406)

It is convenient to express them (formally) also in terms of integral kernels zﬁsﬁa(H)
by
= [0, (0)6°(0),  2sal) = [ dz50(0)°0). (A.47)
Given this, we find:

Lemma A.3.3. The ZF algebra relations (2.30) in a basis amout to (2.31). |

Proof. Given arbitrary ¢, x € Hi, this is easily obtained by rewriting;:
0=4:4((- 50w )
= [ 108224 (0240 00) (7 000 — 50 - 0z 0 00
= [ dfdn (25 (0)=h 5(n) = S(0 — )=l (m)23(9) ) ¢°(9)x" ()
N\ %s,a\V)2s 5N M) ap?\1)%s 2 X (1),

0 = zg2g ((1 — S ) (p® X)), S = Uy (5)®2SUL(5)®*

- /d01d92 25,01 (01)25,05 (02) <¢“1(91)X“2(92) — 8"(02 — 91)“&290’32(92))(51(01))

= /d@dn (zg,a(é)zs,g(n) - 5”’(9—77)3%2577(77)zs,5(9)>90“@)><5(77),
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= [ dtan (25.0)25500) = 510 - 051 1)25506) | PO,

where in the last line we used S’ = FS*F by (53). For the third ZF algebra relation,
abbreviating S¢ := (1 ® U1(4))S(im + -)(U1(7) ® 1), we first consider that

S¢ (9 ® X)), (8) = (1@ U () S< (9 @ X))™**(8)
(1 U1(4))S°(62 — 01) (U1 (5) © 1) 552 (U1 (5) ) (62)X ™ (61)
(im + 02 — 91)%&29052( 2)x(61)

(05 — 01) 320105 (0,) X (61)

S
S

which yields
(p,x) 1 = 252 (so ® x) — zhes (Sc (p® X))
= /d91d92 <25a1(91)23a2(92) 1 (9 ) (92)

L (01)2500 (02)S (0 — 01)2% PG <01>)

= [ b (25.(0)280) — SO0 0057, (000 | 7T ).

Finally, for the Lh.s we have (p,x)1 = [ dfdnd,s5(0 — 1)e*(0)x”(n) which con-

cludes the argument. O]

A.4 Improper rapidity eigenstates

Occasionally, it will be helpful to introduce improper momentum/rapidity eigen-
states. Those states are frequently used in the physics literature, in particular by
the form factor community (e.g., [Bab+99; BFIK08]), where they serve as a conve-

nient "basis" for computations in Hg. We recall here the definitions from the main

text:
0,). = 2L (0 0
0e) s @Z&al(l) 2, (00) 192). neN,O R, e {l, .. dc}" (A48)
(Oals = 5 (02| 2sa,(0h)- 250, (01),

which is to be read as a formal notation for vector-valued distributions; having

wj € Hi, j =1,...,n, they are given by

(). 2h(en) 2 = [dO 104) 5T (01)...027(0,)

P1®...Qpn f s . (A.49)
75 (2 zs(n)..2s(p1) = [dO (Balgp1,0,(01)-$na, (0n)
In particular, for an S-symmetric function ¢ € Hg,, we have
W |0a>S = wa(e)v <0a‘S 1/}> = wa(g>; <A50)
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confer also (A.65) and (A.66) in the proof below.
Note that the indices on (8,|g are kept down for notational purposes (break-

ing with up/down-index conventions). For later, let us stipulate that (04|ng)s :=
<0a|s |77ﬂ>3'
Proposition A.4.1. The expressions defined in (A.48) satisfy

(a) S-symmetry, i.e., for any 7 € &,, we have
10a)s = 105) 5 ((ST(0) 7)., (Bals = (ST(8))5 (651 (A.51)
(b) orthonormality (up to ordering), i.e., for an equal amount of arguments,

(Balnp) s *ZST )50(67 *Z )o@ —m).
' TGGn ' Teen
(A.52)
otherwise (Ba|ng)g = 0.

(c) completeness, i.e., on unsymmetrized Fock space H one has

P = /d")\ Mads Aalg = 3 0! / d"A Aa)s Mals, (A.53)
neN

eN
" A > A

where the last equality is for some fized T € &,,.

(d) Poincare-covariance, i.e.,
Us(a,\) [0a)g = ¢P*O9[(0 + \)a)g, (a,)) € P, (A.54)
where pa(0) = Y1 p(0i;my,;) and 1 = (1,...,1) € R". In particular,

pr |0a>S = pg(e) |0a>S' (A'55)

(e) CPT-covariance, i.e., for ) € Hg,,

oIt

cc

U(j) 8a)s = J5 105)5 = 18)s . (A.56)
where the "cc" supscript denotes the antilinear distribution

1/1»—>/d9]0a>5¢°‘(0), b€ HE).

As can be seen from properties (b) and (c) the improper rapidity eigenstates
generate Hg but are not all orthogonal (different states can have nonvanishing over-
lap). Orthogonality in this sense is obtained by restricting to specifically ordered

states, e.g., 0 < ... < 0,, as was done in Section 2.5.

146



Appendix A. Constructive aspects of integrable quantum field theory

Proof. Take an arbitrary ¢ € HY". By (A.49) and (2.32) we have that

Pst) = / d016.) 5 1> (0). (A.57)
On the other hand, by (2.34) and (2.35),

TEG, TEG,

Psv(N) =4 3 ST\ = [ d ( > 6(0—AT>ST<A>Q) Uo(0) (A5
such that by comparison (¢ was arbitrary),

a)s (A) = 75 D_ 96 = AT)S"(A)a

TEGn

=13 5707 ) (0

TEG),

=L 3 (57(0).10(07 = N)

TEG’I’L

= 2 (57(0)),10(67 = X),

TE@TL

—1

— )
(A.59)

where in the third equality we used property (c¢) of Corollary 2.4.6 and in the fourth
equality we used that summation over a group is invariant under inversion.

As a direct consequence of (A.59), using properties (b) and (¢) of Corollary 2.4.6
and that summations over a group are invariant under uniform translations (here
by a fixed element 7 or 7! of &,,) we prove property (a):

10a)s (A) = 55 D_ (57(6)),'0(6” = X)

pEG,

= 13 (S7(0))16(07 — )

pPEG,

=1 Y (S57(0)5(67), 5((67) — )
frtl (A.60)

=0 X (7@ (sTO) ), 8((67) — N

(a4
pEG,

=1 2 ((7(87)71)po((67)" = M)((S7(8)) )2

pEG,
=105); (M)((S7(8)) i
the according relation with respect to (64 |g holds by unitarity of the representation
which implies (S7(0))* = (S7(0))".
Concerning property (b), note that from the first equality in (A.59) we obtain

00) s = Ps ead(0 — ), (A.61)

where the projection Pg is extended to act on generalized functions (by the same

expression) and -, indicates arguments of R". Analogously, for (64|y we find
(Oals (A) = (ad(0 — )| Ps . (A.62)
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Therefore, having 8, € R" and using PgPs = Pg,

(alns)s = [ dX (Bals () ma) s (N
= [ dA(cald(0 = X)(P5 P (n —)ea)(N)

_ /d)\(ea|5(0 — A)(Psd(n —-n)es)(A) (A.63)
-1 AXS5(8 — X)5(m — A7) (ealST(N)|ep)

n
TEG,

= 2 067 —m)(57(0))5.

TG,

This can of course also be expressed as

(Balns)s = Zg:m n )50 —n" )

=L (S @) e — ) (A.64)

TEG,

= 2 ((S7(m) 5o —m"),

TEGC,

using again that summation over a group is invariant under inversion. For unequal
number of arguments it is clear that the (84|ns)s = 0.
Finally, using (A.64), we have

(Aals ) = /dn (Aalns)s @’ (n)

~1 /My@m&x—mwm>
TEG, (A65)
=1 Z ST(A))5¢° (A7)

= (Psp)*(N),

and, correspondingly, using (A.63) and unitarity of S7(n),

(e[ Xg)s /de% ) (BalAs) s
=53 [ d02a(8)(6 — X)(S7(N) )5

T€EG,

=1 2 2aW)((ST) 3

T7€G,

(S7(A))ag™(A7) (A.66)

TGGn

= 2 (S7(N)e(A7))?
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Then for ¢, € HP"

(¢, Psp) = (Psp,Ps)
— [aA(PsaN (P51 (A)

(A.67)
= [ A (e Aa)s Pals )
= (ol [ dX as halg 1)
We note that, clearly, (04|sPs|ns)g = 0 for an unequal number of arguments.

Then the second equality for property (c) follows. We first show it for 7 = id:

Pg,n:/d”)\ Mads Aalg
- / "X [Aa)s (Aals

pe "Apm1 (1) > > A1y
= Z / d" A |>‘Z>s <>‘Z|S
peGn}\l>.-.>)\n

=3[ IR (STNAS )T (el

PEGn N S T S,

=3[ @Al

PEGR N S TS,

(A.68)

— ! / d"A Aa)s Aalg -

A1>. >

Note that property (a) was used in the fourth equation. This proof clearly extends
to arbitrary choices of 7 € &,,.

Concerning (d) and (e), consider Equations (A.65) and (A.66) as well as Propo-
sition 2.4.1. They imply

(0|Us(a, A)|0a) s = (Us(a,\)"¢|0a) ¢
= (Us(a; A)*¢)a(8)
= (Us(a,\)"'¢)a(0) (A.69)
= P, (9 4+ A1)
= (ple® @ + A1)a)s,
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and, paying attention to the antilinearity of U(7),

U(j) ¢l0a)s
U@G)el-ea)

(PlU(1)|0a)s = (
= {
= (-ealU(j)"p)
= (-eal0 — JE" B () (A.70)
= (0 =P (0),J°" - eq)
= Jhp5(0):

I3 (el 05)7

where J? = (eg, J¥"eq). O

A.5 Bound states

In this section we explain how to treat bound states in integrable models and adopt
it in our framework; in particular, we will supplement the definitions of particle
spectrum, one-particle little space, and S-function with additional structure. How
to treat bound states in integrable models is well known in the physics community;
some notable accounts can be found in [Kar79b], [Bab+99, Sec. 2.2], [BK02, Sec. 6],
and [BFKO06G]. The equivalence of locality and the form factor equations in the
presence of bound states is to some degree expected but not under full mathematical
control: Arguments in favor but without explicit assumptions have been presented
in [BK02] for models with first- and second-order poles in the scattering function—in
particular, for the sine-Gordon model—and in [BFK06] for models where the form
factors can be analytically continued in the coupling constant to a model without
bound states, possibly the Z(n)-Ising model. Some limited mathematical results
were obtained in a class of models with first- and second-order poles in [CT15;
C'T'17]. There is work in progress to generalize these results.”

In the case that we have a model with bound states the scattering function has
poles within the physical strip S(0,7). They are expected to lie on the imaginary
axis 7(0,7): For on-shell momenta, energy-momentum conservation can otherwise
not be satisfied (see Remark A.5.1 below) and thus bound state poles lying off
the imaginary axis have to be unstable. In a similar way resonances, i.e., unstable
particles, are characterized by poles within S(—, 0); resonances will not have further
relevance for this document, for details we refer to [CF05].

To begin with, let us explain what a bound state is: The formation of a bound

state is specified by a process 17 — k where two particles of type ¢ and j form a

"K. Shedid Attifa, University of Leipzig.
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single particle of type k. Let us denote the particle masses and momenta by m; ;i
and p;/;/k, respectively. Energy-momentum conservation, p; + p; = p, necessitates
the existence of two fusion angles 6}, 0% € (0,7) such that 67 4 6% € (0,7) and

p(¢ +i05;mi) + p(¢ — i0);my) = p(¢;my) V¢ €C, (A1)

where the mass of the bound state my, is fixed to be

my = \/mf +mj + 2mim; cos 0, G@j) =05 + 0%,

(A.72)

and, similarly,

m; = \/m% + m]2 — 2mym, cos 9}2, m; = \/mi +m? — 2mym; cos 91“] (A.73)

Remark A.5.1. The expressions above, in particular the generality of (A.71), can be
argued as follows: For on-shell momenta we parameterize the conservation relation
pi +pj = pr by complex rapidities (;/;;x € C and denote their differences as
Gij = ¢ — ¢ and so on. We restrict to | Im (5|, | Im x|, | Im (x| < 7 since shifts in
im yield relative signs, p({) = —p(¢ + i), which change the interpretation of the
labels 7, j, and k (e.g., p; +p; = pr becomes p; —p; = py < p; = prp+p;). Squaring

the conservation relation yields
mi +m? + 2mymy ch ¢;; = mj. (A.74)

Since mj is real, it is required that ch(;; is real so that either Re(; = 0 or
Im(;; = 0. For Im(;; = 0 one has my > m; + m; which is inconsistent with the
interpretation as a bound state (my < m; + m;) so that Re(;; = 0 is the desired
option. Analogously, one can square p; = p; — p; and p; = pr — p; to obtain
that Re(;; = 0 and Re(j;, = 0. We then define 0{-‘}- = Im (i, 9;% := Im ¢}, and
0(;;) := Tm ;; = 0} +0};—all of them within (—7,7) by assumption—so that (A.74)
implies (A.72) and (A.73) holds analogously. For (; = ¢ the conservation equation
becomes (A.71). Taking the imaginary part of the 0-component of (A.71) at real
¢ yields (m;sin@f; — m;sin6%)sh¢ = 0 so that 0 and 6% must have the same
sign; its choice corresponds to a relabeling i <+ j and is thus conventional (here we
choose +).

The bound state k can be treated as a new (or existing) particle type with mass
my as given above and some charge ¢ and spin s, which depend on the individual
charges ¢;, q; and spins s;, s;, respectively. The bound state particle types Zp are
treated on the same footing as elementary particle types J, i.e., Zg C Z. It must
be specified, though, which formation processes are possible. This role is played

by the fusion rules §; recall here that these supplement the definition of a particle
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spectrum (J, G, €, §) from Section 2.2. A fusion rule f € § is of the form f =1ij — k,
1,7,k € Z, and represents the fact that a fusion of particles of type 7 and j to a
particle of type k is allowed. We demand that the set of fusion rules is closed under
exchange of input particles, charge conjugation, and crossing symmetry: For each
ij = k€ Falso ji — k,ij — k, ik — j, jk — i are elements of §. The fusion

angles are specified as secondary data by the construction from above:

Definition A.5.2. For each (ij — k) € F and particle masses m;, m;, my we
define the fusion angles 053, 05,0, € (0,7) by the expressions given in (A.72) and
(A.73).

As a consistency condition one may derive that
k i i

At the level of the scattering function, the existence of these fusion processes
manifests by the appearance of poles within the physical strip and imposes additional
constraints. As these concepts depend on the identification of particles, we base
them on a one-particle little space (IC, V, J, M) with a grading by a (here: finite) set
of particle types J, i.e., K = ®;c5/K; with orthogonal projections E; corresponding
to the closed subspaces KC; and similarly for V', J, and M. Then:

Definition A.5.3. (Intertwiner) Assume a little space (K, V, J, M) with a grading
by particle types J. Then for 4,5,k € J an operator ¢ € B(K®? K) is referred to

as an intertwiner (with respect to ij — k) iff it is complete and normalized,
P o=EQFE;, @p==EKE, (A.76)
and equivariant/intertwining with respect to V(g), J, and M, i.e.,
VgeG:oV(g)®?* =V(g)p, ©J*=Jp, ©M® = M. (A.77)
In this case we often denote ¢ as gofj and its adjoint by cpf

It is immediate that intertwiners are norm-preserving and that they are uniquely
determined up to a phase factor. Also, using (A.76), Equation (A.77) simplifies to
o(Vi(9) @ Vi(9)) = Vi(g)p for all g € G, and analogously for M and J. Another
simple consequence is that dix, = di,dx;.

In the presence of bound states we will always suppose that such intertwiners
exist for each i — k € §. In the scalar case, dx = 1, or without global symmetry,
G = {e}, finding the intertwiners is trivial: Define p(e;, ® €;3) = ex~ for some
ONBs {€i/;/ka} of Ki/j/i and some identification of (o, 5) with 7.
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In more general cases, finding an intertwiner corresponds to finding a Clebsh-
Gordon type decomposition of the tensor product representation V;(g) ® V;(g) into
irreducible representations V;(g) which sum to Vi(g).

As our last point, we explore the additional properties required for the scattering

function. In order to do this we introduce

Definition A.5.4. (S-function residues) Assume a little space (K, V,J, M) with
a particle type grading J and a set of fusion rules §. The S-function residues
Ry € B(Ky), f € §, are defined by

—ig_eseS(C) = Y W Riael (A.78)
= zj—>k:63
s.t. 6% =0

(i3~

for some choice of intertwiners gpfj with respect to 17 — k. For usage in the main

text, we define bound state intertwiners by

Il = \|Rioildly, LY = /| Rijilol (A.79)
as an element of B(K®?, K) and B(K, K®?), respectively.

Since gpfj is uniquely defined up to a phase factor, R;; . is uniquely determined
by (A.78). The bound state intertwiner, however, depends on this phase and in
concrete examples care has to be taken to select a consistent choice for these phases
[Que99]. For (A.78) we remark that in many typical examples there is only a single
combination ij — k with 6 = 0(” so that the sum over fusion rules collapses to a

single term. We finally define the properties we expect for the S-function:

Definition A.5.5. Given a one-particle little space (K, V,J, M) with a particle
type grading J and a set of fusion rules §. We say that an S-function S'is compatible

with the fusion rules iff it satisfies the following further conditions:
(SB1) Pole structure: For each f =ij — k € F, S({) has a simple pole at { = ié’@j).
(SB2) Pole positivity: For each f € F, Ry > 0.

(SB3) Bootstrap equation: For each k € J,

(1@ Ep)S(O)(Er @ 1)

1 1
= Z (1 @ ©; Rzy—)k)s<c - Zefz)Q?)S(C + 291])13(S0k Rz]—)k ® )
1j—kEF

for some choice of intertwiners goffj

The restriction to simple poles in (SB1) is for simplicity. Higher-order poles are
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possible (e.g., in the Z(n)-Ising model [BFIK06]) but will not appear in examples
presented in this document. (SB2) is motivated by the positivity of the scattering
matrix residues in quantum mechanical potential scattering [[Kar79b]®. The boot-
strap equation (SB3) is a consequence of treating bound states on the same footing as
an elementary particle, in particular, supposing that they are also subject to factor-
izing scattering; the expression arises by taking the bound states residue (;; = i@@j)
of the three-particle scattering function S®(¢;, ¢j, ¢;) with ¢ = (g [[Kar79b].

A scattering function which is compatible with the fusion rules of the model has
all the necessary poles to account for the bound states in the model and treats these

bound states on the same footing as ordinary particles.

Definition A.5.6. In the case that a scattering function which is compatible with
the fusion rules and has no more than the necessary poles and zeroes (resulting

from properties (S1)—(S7) and (SB1)—(SB3)) it is referred to as mazimally analytic.

A.6  Miscellaneous

We collect here proofs of various statements from the main text which can be easily
proven but should not distract the reader there.

The first two results concern the identification of two-tensors K®? with operators
B(K) using the “-isomorphism defined in (2.4).

Lemma A.6.1. For arbitrary F' € K*? the following identities hold:
AP2F = AFA*, A€ B(K), [A,J] =0 (A.80)
JOF = JEJ, (A.81)
FE = JF*J, (A.82)
Ty = 1k, (A.83)
1 lls0c) < [1F ez (A.84)

Proof. For all u,v € K we find

(u, A92Fv) = (v @ Jv, A%2F) = (A'u® JA"0, F)on
= (A*u, FA*v) = (u, AF A*0).
(u, JO2Fv) = (0@ Jo, JZ°F) = (Ju® J0, F)ye

= (Ju, EJv) = (u, JEJv).

8For comparison with the reference note the different sign convention for the Minkowski metric
and that Y€S(p, +p)2=—m2 = —2isin 6 resp,,—ip Where my is related to 6 as my, is related to G@j) in
(A.72). Thus positivity of the left side residue (Eq. (24) in the reference with 1, = 1) corresponds
to —iresc—;9 being positive.
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(u, FFv) = (u® Ju, FE)o: = (Jv@u, F) e
= (JU ® J2u,F)’C = (Ju, FJu) = (u, JE*Jv).

®2

(u, Ig2v) = (u® Jv, Ig2)cer = (u,v) = (u, 1v),

implying (A.80)—(A.83). Lastly, we prove (A.84) by

1Pl = s [ Fl= s [(Fus )
< sup [Pz |[ulll|Jull = [|F e
uel,[lul=1
O

Lemma A.6.2. Iy, is invariant under the action of F and of U®? for any U €
B(KC) with U unitary or anti-unitary and [U, J] = 0. Also, we have ||Ig2|x = v/dx.

Proof. Let u,v € K. Then (u® v, Ig2) = (u, Jv). Invariance under F follows by
(u®v,Flge) = (v®u, Ig) = (v, Ju) = (u, Jv) = (u® v, Igs). (A.86)
For unitary U, we have
(@0, UPIgy) = (U u@U v, Ig) = (U u, L JU M) = (u, UJU 'v). (A.87)

For antiunitary U the intermediate expressions have a complex conjugation but the
concluding identity holds unmodified. The r.h.s. of (A.87) evaluates to (u, Jv) iff
UJU~! = J, or equivalently [U, J] = 0.
The norm follows by (2.5) via
I Tso2llz = (Is2, [2) = Z(ea ® Jeq, e5 @ Jeg) = 25355 = dy. (A.88)
a75 a/B
[

Proposition A.6.3. The set of states

Ps(p1 @ ... @ ¢,) = izg(gol)...zg(gon)ﬁ, v; € Hi,j=1,.,n, (A.89)

n!

forms a total subset of Hg

Proof. Equality of the expressions in (A.89) is obtained by repetitive application of
the definition of zJ; (2.26)

L zl(p1).2h(pn) 2 =

n!

s Ps(or @ 2h(02).-2h(en)2)
= .. (A.90)

= 735((,01 & Ps(QPQ 0%y ,PS(‘--QOn)))?
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where the inner Pg drop out: For any n € N,

Psn(l @ Pgpn-1) = m > > DiieD;y)

TEG, pGGn—l

= a2 2. DDy

TEG, peGH_1

k=D DD SRR

7€6, p€6n7 1

Y e ;
“i(Bme) > o
T'=T70(

id®p)eS,

_ 1 "
=L > D =Psu.

€6,

(A.91)

Then it is evident that the linear span of (A.89) includes the subset of finite particle

states HY which is dense in Hg.

]

Lemma A.6.4. The properties (53), (56), and (S7) imply, respectively, that U(j),
Us(z,\), and Vs(g) commute with Pg at the two-particle level for all (xz,\) € Py

and g € G.

Proof. Since Pgo = %(1 + S, ) it suffices to prove commutativity with S, .

The

expressions in Proposition 2.4.1 and Equation (2.7) for U(j), Us(z, A), and Vs(g)

yield that, for ¢ € Hgo and 6 € R?,

(UG)v)(8) = J®2F¢(§),
(Us(z, \)¥)(0) = “P(6 — A1),
(Vs(g)y)(8) = V(g)®2¢(9),

where 1 = (1,1). Thus, using (S3), we find

(U()S)(6) = J*F(Sv)(B)
= J®*FS(61 — 62)9(6)
= S(6; — 6,)FT%*)(8)
= S(02 — 01)(U(j)¥)(B)
= (S_U(j)v)(0).

Due to (S6) defining M; = M ®1 and My = 1® M we have that M;5(¢) =

(A.92)
(A.93)
(A.94)

(A.95)

S(¢)Ma

and MyS(C) = S(¢)M; for all ( € C. As P(0) = p(01; My) + p(02, My), it follows

156



Appendix A. Constructive aspects of integrable quantum field theory

that P(8)S(¢) = S(C)P(8). As a result, we find
(Us(x,1)S1)(8) = e (S ¢)( — A1)
= PO 5(0, — 0,)(9 —A1)
= S(0, — 0,)e @y 1) (A.96)
= S(62 — 61)(Us(w, \)1)(6 —A1)
= (5-Us(z, \))(6).

Lastly, using (S7), it is also clear that [Vs(g), S—] = 0. O
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Appendix B

Literature survey: Form factor conventions

There are various conventions for the form factors in the literature so that it appears

useful to briefly compare them. Let us survey the conventions which are used in

[Smif2], [Que99], [Bab+99], [BC15], and [ALL7]. To be clear about the definitions,
(4]

form factors anl +nsm,n € Np, of a given operator A are defined as extensions of the

expression

(Fegﬁn)aﬁ(e’n‘{’iﬁ) = \/mcaa’ <0a’|sA |"_](E>S’ 0; # ni, 1 <i<m,1<j<n,

(B.1)
which is defined in (3.2). Vice versa, given such form factors, the corresponding
operator A is defined in (3.1) and (3.3).

Other conventions in the literature differ by constant prefactors, changes in the
order of rapidities, or where im-shifts are used. In the table below we list for each
reference the equations or sections which are necessary to fix the convention for the
form factors. Further, we give the expression corresponding to (B.1) in the notation
employed by the reference. Note that due to the assumptions on 8 and n in (B.1)
we hit no kinematic poles. Note also that the relevant equations in this document to
fix the conventions are, apart from (B.1), the ZF algebra relations (2.30) or (2.31)
and the definition of the rapidity eigenstates (2.42).

L Reference J Relevant parts L (F,[,ﬂn)aﬂ(ﬂ, 1 + i) in notation of ref. J
[Smi92] Chapter 1 faa(n,0 +im)
[Bab+99] Egs. (2.1, 2.2, 3.9) (47r)*%f§($f7 +im) form =0
[Que9g]t | Secs. 1.1, 1.2, 2.2.2, Eq. (2.11) (4w)‘mTMf;“§(0 + 7T, ‘f_l)
[BC15] | Egs. (2.31, 2.35-2.40, 5.4-5.6) A1 (0, m) for dx =1
[AL17] Eqs. (2.28¢, 4.1) Vim!Cou (A)%(0)  forn=0
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Appendix C

Stress-energy tensor

C.1 Stress-energy tensors for the free scalar field

In this section, we compute the canonical (Noetherian) and metrical (gravitational
or Hilbert) versions of the stress-energy tensor for the free scalar field on Minkowski
space, in classical and quantum field theory. Most of the expressions presented here
are well known' and apply to arbitrary spacetime dimensions but for simplicity we
restrict the presentation to 1+1d. What is not so well known is that there is a one-
parameter family of valid metrical stress-energy tensors on Minkoski space (one of
which agrees with the canonical one). The results on one-particle QEIs presented in
Chapter 7 constrain the one-parameter family: For too large parameter the stress-
energy tensor violates one-particle QEIs and is therefore not a physically reasonable
stress-energy tensor. This was noticed already before in [BC16, Sec. 8] whereas
the contact with the metric version of the stress-energy tensor was not presented
therein.

To start with, consider a classical scalar free field ¢ of mass m on Minkowski

space M. Its Lagrangian is given as
L =1 (gu0"00"¢ — m*¢?) (C.1)

where g = diag(+1, —1) denotes the Minkowski metric, and the corresponding equa-
tion of motion reads O¢+m?¢ = 0, where J = g,,0"0”. The canonical stress-energy

tensor is then given by

oL

T = 50— L C.2
= 5,0 " (€3
which evaluates to

TH = 00" ) — L9 (0,60°6 — m?¢?) . (C.3)

On the other hand, the metrical stress-energy tensor is given by

v _ =2 S r
metr — \/m (Sh'u‘y hHV =gV,

1CE, e.g., [Wal84, Secs. 4.2, 4.3, Appendix E.1] for a classical field theory treatment including
a brief discussion of the canonical and metrical stress-energy tensor. An expression for the metrical
stress-energy tensor with arbitrary curvature coupling is for instance given in [Few12, Sec. 2.1].
Note here that the references work in 14-3d and with opposite sign convention for the metric. Note
also that we treat just flat spacetime at the end so transferring the expressions from the reference
all curvature terms are set to zero. The quantization of a free field on Minkowski space is also
standard and can be found in any standard book on QFT.

(C.4)
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where h*” denotes a family of metrices perturbing the Minkowski metric ¢g"* and

the action for the matter part of the system is given by

Suet = 3 [ (V6976 — m26* — £Ro) vol,, (C.5)

where V and voly, denote the covariant derivative and the volume form with respect
to h and where R denotes the scalar curvature and & the curvature coupling. From
the perspective of Minkowski space to which we restrict a posteriori and where
R = 0, we can treat ¢ as a free parameter. The metrical stress-energy tensor then
evaluates to

Théie = Than + € (9" = 0"0") ¢° (C.6)

can

Note that all choices of ¢ are physically equivalent: This is because the 00- and
01-component of the terms proportional to & in (C.6) are spatial derivatives®. As
a result, provided that the field ¢ decays suitable fast towards spatial infinity, the
integral of these terms over the whole space vanishes and the total energy-momentum
operator

pr = / ds TH°,.(0, 5) (C.7)

does not depend on the choice of £.
The corresponding quantum stress-energy tensors can be obtained by quantiza-

tion. The classical field ¢ is then replaced by the analogous quantum field
o(z) = N / (a(h)e PV 4 af ()P dn, (C.8)

where N is a normalization constant which is later put to v/ i7" and ¢(x) is to be
interpreted as an operator-valued distribution with a* denoting the bosonic creation-

and annihilation-operators (cf. Rem. 2.4.3 for dx = 1) satisfying
[a(2), a(N)] = [a'(A),a’(X)] =0, [a(A),a'(X)] = 6(A = X). (C.9)

Such a field solves (¢ + m?¢ = 0 (in the distributional sense) and is normalized
such that

(016(x)[12) = (2]a(0)d(x)[2) = (2]2) Ne? e = NP0, (C.10)

where |£2) denotes the vacuum and |0) = a'() |£2) an (improper) rapidity eigen
state (as introduced in Sec. 2.4 with = C and S = 1). The quantum stress
tensor is obtained by normal ordering (also known as Wick ordering) of the classical
expressions, i.e., all appearances of a are relocated to the left of a. Indicating the

quantized stress-energy tensors by putting hats, we have

T =T and T, = THY =T 4+ & (¢ 0 — 9"9") 9%, (C.11)

can can can

2They evaluate to —0'0'¢? and —8°9'¢2, respectively.
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For comparison with the general form of the stress-energy tensor at one-particle
level, we compute one-particle expectation values. Recall, that we can identify the
stress-energy tensor at one-particle level with its two-particle form factor (Eq. (5.9))
and specifically, (0|T* (z)|n) with F” (0, n+im; x) as® for all o,y € L?*(R) and z € M

(o, TH (x /d@dn ) (0| T (x /den OV FL (0, +im; 2)x(n).
(C.12)
The ingoing assumption (2|7 (x)[£2) = 0 is clearly satisfied”.
To begin with, we compute the one-particle expectation values of : ¢?:, : O* 0" ¢:,

and 9#9”:¢*:. By (C.8) and the normal ordering prescription we have that
() ZNQ/d)\dX (a()\) (Ne™ p(A)+p(X)).z +aT()\) ()\’) )—p(\)).x

+ af(X)a(\)e!PIIDL L g ()l (V) PO )2 )
(C.13)
:NQ/d)\dX<a()\)a(X)€Z( p(N)+p(\)).x 1 9qt ()\) (X)ei(p(k)fp(k’))w

+ af(N)at ()l )2 )

In one-particle expectation values, the terms with a(\)a(X\) and af(\)af()\) drop

out: Using the commutation relations (C.9), we have

a(Na(X) [0) = a(N)a(N)al (0) [2) = 6(X — 0)a(N)[£2) =0

and analogously for the other term by using a(\)* = a'()\). Also due to (C.9), we

have
(Bla’(Na(X)|n) =66 — X)6(n — X) (C.14)
so that
(0]: 6% :(2)ln) = 202 [ AAGN €PN (g1l (N)a(X) )
—oN? / XN e PNPON25(9 — N)5(n — X) (C.15)
— 2N 2 i(p(0)—p(n)).x
Analogously, we find that
(0]:0" 0" ¢:(x)|n)
= N? / dAAN (ip"(N)(—i)p" (X) + (=i)p” (A)ip"(X))e'@PDPAD=(glaT(N)a(X')n)

= N2 (p"(0)p" (n) + p* (0)p" (n))e PO -plm)=
(C.16)

3Note that here K = C.
41t is satisfied by all normally ordered expresssions involving a creation or annihilation operator
due to a()\) [£2) =0 and (2]af()\) = 0.
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and

(010"0": ¢*:(w)|n) = N?0"0" (0]: ¢* () )

|
c.17
— A (p(0) = p)pl0) — s, (T
Let p = p(#) and ¢ = p(n), then combine (C.15)—(C.17) to find
OITL (2) ) = P~ DN (p'q” + p'g" — 9" (p.qg — m?)) (C.18)

and

(01Tt () ) = TH () + 26" P DN (¢"(p — q).(p — ) — (p — @)"(p — 9)") -
(C.19)

It is then easy to compute, using the standard trigonometric relations,
ch(0 +mn) =chfchn+shfshn, and sh(d+n)=shOchn+chbhshn,

that

ch? &1 5 sh(0 +1)

uu+ Vol — oM (p. _m2 :2m2
P+ 07" = 9" (p.q ) L0 +n)  sh? %

(C.20)
with Ghr . as given in (5.42) for M = ml. Analogously, using also
chf—chn = QShg’T”sh 9%, shf—shn = QSth he’T", 2 sh? ean = ch(0—n)
one finds that
ch? &4 sh
"(p—q).(p—q)—(p—q)*(p—q)" = —2m*(ch(6—n)—1 2
9" (p—q)-(p—q)—(p—q)*(p—q) (ch(6—n) )(lh(9+n " )
C.21)
With FJ e (0 100m;.2) = (O1T50 e (€) 1), PH(6,9-+im) = p(6) — p"(n) =p—q
and choosing N2 = (47)~!, we then find
Fyan (0,1 +im; ) = POTHmaGRe (40, (C.22)
FY pete (0,1 + i3 2) = F5 0 (0,1 + iy ) (1 — 26(ch(0 — ) — 1)). (C.23)

This agrees with the general form of the stress-energy tensor at one-particle level
(Thm. 5.3.1, Cor. 5.3.3) for the specific case S =1, K = C, Jz = z, M = mlc,
G =Z,, and V(£1) = £1c. In particular, we find that F/(0+im) =1 —2&(chf—1).
Note that in view of Theorem 7.1.1 a QEI of the form (7.8) holds if [¢| < § and
cannot hold if [£| > % as outlined before in the discussion [BC16, Sec. §].
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C.2 A weaker notion for the density property

In this section, we first briefly introduce a weaker notion of the density property
(t10) which was used in [Ver00; MPV22] and then specify how it relates to (t10).
As a preliminary, for arbitrary open finite regions @ C M we introduce A..(O),

a subalgebra of A(Q) which is obtained by applying
A s up(A) = / dt f(1)U (teo, 0)AU (teo,0)1,  f € S(R)

such that uf(A) is still localized in O. In that regard, we note that A, (O)f2 is
dense in C*(P°). The weaker density property then reads: For arbitrary O as
above, A € A(O) and f € D(M) such that f(t,z) = fo(t)f(x) with [ fo(t)dt =1
and f [7,= 1, where Ip C R is sufficiently big to contain all spatial slices of O" as
subsets of R, then

[P* —T%(f),A]2 =0 (C.24)

Let C denote the class of vector states for which (t10) holds. Relying mostly on
the discussion in [MPV22, Egs. (3.12-3.16)] we can show that (t10) implies (C.24)
if C is large enough and if we assume locality of T"”(f) relative to the observables
(Rem. 3.1.4) which is stronger than (t2). Due to (t10), or more particular, due to
(5.4), we have

(o, [P, A12) = [ (o, [T7(a), A1) da’, (C.25)

provided 2, A0, o, A*¢ € C. On the other hand, for arbitrary A € A, (O),
© € C°°(PY), and f chosen as above with t, € supp fo, it holds that

(o (1), A1) = [ didz folt)f(x) (. [Tt 2), A]92) (C.26)
= [ fot)dt- [ da () (o, [P (o), A)2)(C.2D)
- / dz (o, [T (ty, ), A|2) (C.28)

which takes the form of the r.h.s. of (C.25). Thus (t10) implies (C.25) provided
that C is sufficiently large. The derivation steps are as follows: Equation (C.26)
holds by Remark 5.1. Equation (C.27) follows since [dx f(x) (o, [T"(t,x), A]$2)
is invariant in ¢ by the continuity equation (t9) and the divergence theorem. In
more detail, differentiating with respect to t reduces to a spatial derivative by the
continuity equation. Note here that the commutator vanishes for all (t,z) € O’
(or equivalently outside O") as A € A(O) C A(O') and by locality of T (f)
relative to the observables; as a result, the support of the commutator in x for
fixed t is contained in Ip; := {x : (t,z) € O"} so that boundary terms vanish

and the spatial derivative acts on f by partial integration. Also, f is equal to 1 in
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that region by assumption (Ip; C Ip”) so that the spatial derivative vanishes and
[dz f(z) {p, [T*(t, ), A]2) is invariant in ¢. Thus we may pick t = ¢, and take the
integration over fy out, yielding (C.27). Equation (C.28) follows by assumption,

[ fo(t)dt =1 and f [;,= 1.

C.3 Stress-energy tensor at one-particle level generating the
boosts

For simplicity, we restrict to a single mass sector m = m, = mg. Using the diagonal-
in-mass expression for the stress-energy tensor at one-particle level (Thm. 5.3.1,
Cor. 5.3.3) with F(6 + i) replaced by F(0), the r.h.s of (5.53) evaluates to

(Bal [ ST, 5)ds ) = [ 56T (0, 9)ng) dis (C.29)
= /Sei(m(@)—m(n))sds (04T (0)]n3) (C.30)
- / 5 /P OPOGs FO (G 1 4 i) (C.31)

2
= /s e P1O)=p1(m)s g ZL— ch? ngrT"F(w(n —0). (C.32)
T

Introducing p = MTW

for 7, p € R vanishes iff 7 = 0. Moreover, [ se**ds = —i27d'(k). Combining these

and 7 = 6 — 7, we obtain p;(0) — pi(n) = 2msh J ch p which

two properties, we obtain

(ol [ =70, 5)ds |x) (C.33)
= [ a8an @) (n) (0] [ —sT(0, 5)ds [n) (C.34)
= im? [ dpdr (o + 5% (0 = 5)Fas(~7) 8'(2msh 5 chp) ch? (C:35)
= —im? [ dpdr & (5500 F 50— ) Fas(—7)) 8(r) (2meh p"52) " i p
(C.36)
= —im? [ dpdr & (¢°(p+ X (0 = 5)Fapl(—)) 8(r) (mchp) " ch?p (€37
= —i [ dpdr & (6"(p+ 5" (p — 5)Fas(—1)) 8(7). (C:38)

Assuming F75(0) = 0 (see below), the 7-derivative acts only on ¢ and y. After

integration in 7, effectively setting 7 = 0, one then obtains:

= —i / dp (¢ (X" (p) — (D)X (p)) Fas(0) (C.39)

=i [ Ao (D)X (9)bs (C.40)

5Note that it is sufficient here that lo: C Ip for t € supp fy so that we could have choosen Ip
smaller at the cost of keeping a dependence on fy. A possible choice would be Io = Uiesupp fol0,t-
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= —i(p.X). (C.41)

using that Fi3(0) = 5 by Theorem 5.3.1(g), partial integration, and the vanishing
of the boundary term due to the compact support of ¢ and y. The assumption
F’(0) = 0 is likely to hold since it decomposes (Prop. 5.3.4) into polynomial factors
which have -£Q(ch6) [g—o=shQ'(ch6) [y_o= 0 and into minimal solutions which
satisfy f/

! (im) = 0 in case that their integral representation exists (Sec. 4.2).
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