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Quantum Otto cycle in a superconducting cavity in the nonadiabatic regime
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We analyze the efficiency of the quantum Otto cycle applied to a superconducting cavity. We consider its
description in terms of a full quantum scalar field in a one-dimensional cavity with a time-dependent boundary
condition that can be externally controlled to perform and extract work unitarily from the system. We study
the performance of this machine when acting as a heat engine as well as a refrigerator. It is shown that, in a
nonadiabatic regime, the efficiency of the quantum cycle is affected by the dynamical Casimir effect that induces
a sort of quantum friction that diminishes the efficiency. We also find regions of parameters where the effect is so
strong that the machine can no longer function as an engine since the work that would be produced is completely
consumed by the quantum friction. However, this effect can be avoided for some particular temporal evolutions
of the boundary conditions that do not change the occupation number of the modes in the cavity, leading to a
highly improved efficiency.
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I. INTRODUCTION

As a consequence of the unceasing miniaturization of tech-
nological devices [1–3], there has been a growing interest
in quantum thermodynamics in the past decade. This field
captivates two different but complementary features. On the
one hand, it aims to obtain a rigorous derivation of the laws of
thermodynamics from microscopic interactions at a quantum
level. On the other hand, in a more applied aspect, it seeks to
improve thermodynamic processes, such as the conversion of
heat into mechanical work, using quantum phenomena with-
out a classical analog, such as coherence [4,5] or entanglement
[6,7]. The concept of information and its intimate relationship
with entropy and thermodynamics plays a very important role
in both aspects [8] mentioned above.

Likewise, the advent of new technologies pursuing im-
provement in the experiments has attained the observation
of phenomena in the laboratory that would have been un-
thinkable until recently. Conjectures and thermodynamic
relationships can now be studied in multiple experimental im-
plementations: from ion traps, through cold atoms in optical
networks, to superconducting qubits and atom chips [9–11].
All these features are taken into consideration in a context
of miniaturization of technology on the nanoscale. Hence,
the question that naturally arises is to what extent the laws
of thermodynamics and its phenomena are respected in the
microscopic world.

A fundamental role in the progress of quantum thermo-
dynamics is played by small autonomous quantum thermal
machines. These machines represent an ideal testing bench
for studying quantum thermodynamics as their sizes require
a quantum description for its evolution, and they can provide
work using thermal interactions with heat baths at different

temperatures. In particular, it is very interesting to study
how entanglement and coherence can enhance performance
of these machines, for instance, by achieving better cooling
or extracting more work from given resources. Moreover, the
investigation about the feasibility of experimental realizations
of autonomous quantum thermal machines in mesoscopic
systems, such as superconducting qubits and semiconductor
quantum dots; or quantum simulations using standard circuit
quantum electrodynamics architectures, has become relevant
these days. Most of the research in this area has been con-
ducted on qubits [10] or harmonic oscillators [12] subjected
to different thermodynamic cycles. Whereas in certain cases a
quantum field in a cavity can be studied as a few modes that
behave as harmonic oscillators, there are important circum-
stances under which this approximation fails. However, only
a handful of papers have studied the effects arising from a full
quantum field [13–16] and most of them as a bath and not a
working medium.

In this paper, we will study a thermal machine im-
plemented with a superconducting circuit, consisting of a
transmission line terminated by a superconducting quantum
interference device (SQUID), which is subjected to a quantum
Otto cycle. The machine is driven by an external magnetic
field applied to the SQUID. For certain choices of the param-
eters of the circuit, the behavior of the machine is equivalent
to that of a cavity with variable length in which the quantum
scalar field is the working medium. This provides an interest-
ing connection with the systems usually considered to analyze
the so-called dynamical Casimir effect (DCE), that will play
an important role in what follows.

Broadly, the quantum Otto cycle involves a system or
working medium ruled by a Hamiltonian H0 to which four
basic operations or strokes are applied in a cyclic fashion.
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First the system is put into contact with a cold bath at inverse
temperature βA; leaving the system in a thermal state with an
internal energy EA. Second, the system is isolated from the
bath and subjected to a time-dependent Hamiltonian; reaching
a state with internal energy EB. Third, the system is put into
contact with a hot bath at inverse temperature βC ; attaining
once again a thermal state but this time of internal energy EC .
Finally, the system is once more isolated from the bath and
subjected to a time-dependent Hamiltonian that restores the
original Hamiltonian H0, leaving the system in the state with
internal energy ED.

As a consequence, in the third stroke we provide the ma-
chine with heat,

Q = EC − EB,

and we extract work between operations A and B given by
WAB = EA − EB and between C and d given by WCD = EC −
ED. This amounts to a total work extracted of

W = WAB + WCD.

If this work is positive W > 0, we say that the machine acts
as a heat engine, which means it converts the heat from the
thermal baths into useful work with an efficiency given by

η = W
Q

.

On the other hand, if the work and heat are negative W, Q < 0,
it is said that the machine acts as a refrigerator, which means
it takes work and uses it to heat the hot bath and cool the cold
one.

II. THE SYSTEM

We will consider a superconducting cavity of finite size (for
example, a waveguide ended with two SQUIDs). The electro-
magnetic field inside the cavity can be described by a quantum
massless scalar field, the superconducting phase field #(x, t ),
where x is the spatial coordinate along the cavity. The system
can be, therefore, modeled by a massless scalar field in 1 + 1
dimensions satisfying generalized Robin boundary conditions
[17]. The generalization involves not only time-dependent
parameters, but also the presence of the second time-derivative
∂2

t #. We will assume the cavity has length L0, it is decoupled
from the input line at x = 0, and has a SQUID at x = L0. The
cavity, which is assumed to have capacitance c and inductance
l per unit length, is described by the superconducting phase
field Lagrangian,

Lcav =
(

h̄
2e

)2 c
2

∫ L0

0
dx[(∂t#)2 − v2(∂x#)2]

+
[(

h̄
2e

)2 2CJ

2
∂t#(L0, t )2 − EJ cos f (t )#(L0, t )2

]
,

(1)

where v = 1/
√

lc is the field propagation velocity and f (t ) is
the phase across the SQUID controlled by external magnetic
flux. EJ and CJ denote the Josephson energy and capacitance,
respectively. As anticipated, the description of the cavity in-
volves the field #(x, t ) for 0 < x < L0 and the additional

degree of freedom #(L0, t ). The dynamical equations read

∂2
t # − v2∂2

x # = 0 (2)

(in what follows we will set v = 1) and [18,19]

h̄2

EC
∂2

t #(L0, t ) + 2EJ cos f (t )#(L0, t )

+El,cavL0∂x#(L0, t ) = 0, (3)

where EC = (2e)2/(2CJ ) and El,cav = (h̄/2e)2(1/lL0). The
equation above stems from the variation of the action with
respect to #(L0, t ) and can be considered as a generalized
boundary condition for the field. We could consider gen-
eral boundary conditions also at x = 0, but for the sake of
simplicity we will assume that #(0, t ) = 0 (physically cor-
responding to the situation where the cavity is decoupled).
Under a specific choice of the cavity and SQUID parameters,
and adjusting the external magnetic field across the SQUID
at x = L0, the second time derivative of the field becomes
negligible, and Eq. (3) can be written as

0 = #(L0, t ) + El,cavL0

2EJ cos f (t )
∂x#(L0, t ) (4)

≈ #

[
L0 + El,cavL0

2EJ cos f (t )
, t

]
, (5)

and the superconducting cavity behaves as a perfect cavity
with a moving mirror at end, i.e., L0 is a function of time, that
we will denote L0 ≡ L(t ) = L0 + El,cavL0

2EJ cos f (t ) . In this scenario,
one may impose Dirichlet boundary conditions at both ends
of the cavity, say #(0, t ) = #[L(t ), t] = 0 [20–22]. In fact,
it has been demonstrated that nonstationary boundary condi-
tions effects in a cavity can be implemented in a circuit QED
system [23,24].

For a static cavity L(t ) = L0, these conditions determine
the eigenfrequencies, which are given by nπ/L0. We will
denote the frequency spectrum by {ωn(L0)}n∈N since many
of our results will be valid for more general boundary condi-
tions. This allows us to expand the field in terms of bosonic
operators an as

#(x, t ) =

√
2
L0

∞∑

n=1

[ane−iωn (L0 )t sin[ωn(L0)x] + H.c.]. (6)

As a result, the Hamiltonian of the system for the static case
is given by

H0 = Hfree + ESC(L), (7)

where Hfree =
∑∞

k=1 h̄ωkNk with Nk = a†
kak and ωk = ωk (L0),

whereas ESC(L0) = −π h̄/(24L0) is the energy corresponding
to the static Casimir effect (vacuum energy inside the cavity
for Dirichlet boundary conditions).
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One could naively think that if the wall moves with a
trajectory L(t ) the system would evolve according to the
Hamiltonian given by

∑∞
k=1 ωk[L(t )]Nk + ESC[L(t )] which

happens to be the case for an adiabatic process or transforma-
tion (for example, if the wall moves infinitely slow). However,
a careful calculation shows that if the trajectory is given by

L(t ) = L0 + δL(t ) = L0[1 − εδ(t )], (8)

with 0 = δ(0) < δ(t ) < δ(τ ) = 1 and 0 < ε ' 1, then, as
shown in the Appendix, the Hamiltonian of the quantum field
is actually,

H (t ) = H0 + H1(t ), (9)

where

H1(t ) = h̄
∞∑

k=1

[
ω′

kδL(t )a†
kak +

ω′
k

2
δL(t )

(
a†2

k + a2
k

)]

+ h̄
2i

∞∑

k, j=1

δ̇L(t )
L0

gk j

√
ωk

ω j
(aka j−a†

ka j + aka†
j − a†

ka†
j ).

(10)

The result is valid up to first order in ε, and we have used the
definitions ω′

k = (dωk/dL)(L0) and

gk j = −g jk = L
∫ L

0
dx(∂Lψk )ψ j . (11)

The key physics of the motion of the wall is captured by
the different terms in H1. There are essentially four distinct
physical processes represented by each term. The first term is
proportional to the original Hamiltonian and simply reflects
the fact that when the wall is static in a different position
the frequency spectrum varies. The second term proportional
to (a†2

k + a2
k ) is directly associated with DCE and uses the

kinetic energy of the wall to spontaneously create pairs of
photons inside the cavity in mode k, even if the initial state of
the cavity is the vacuum (squeezing effect). Finally, the third
term contains two qualitatively different processes, the sum
(aka j − a†

ka†
j ) is also associated with the DCE and generates

pairs of entangled photons in modes k and j, whereas the sum
(−a†

ka j + aka†
j ) simply redistributes or scatters photons from

mode k to j.

III. OTTO CYCLE IN A SUPERCONDUCTING CAVITY

We will study the following implementation of the Otto
cycle for a scalar quantum field in a cavity with a moving
wall. The cycle is represented in Fig. 1 and can be described
as:

(A) First, the system is put into contact with a cold bath
at inverse temperature βA. This leaves the system in a thermal
state,

ρβA = exp(−βAHfree )
Z

=
∞∏

k=1

e−βAωkNk

Zk
, (12)

with

Zk = Tr(e−βAh̄ωkNk ) = 1
1 − e−βAh̄ωk

.

FIG. 1. The four strokes of the Otto cycle in terms of the length
of cavity L and the mean energy of the quantum field inside it.

and internal energy,

EA = Tr(ρβA Hfree/Z ) + ESC(L0)

=
∞∑

k=1

h̄ωk

eβAh̄ωk − 1
+ ESC(L0)

≡
∞∑

k=1

h̄ωkN̄βA
k + ESC(L0), (13)

where in the last line we introduced the notation N̄βA
k for the

thermal occupation number.
(B) Second, the wall is displaced from L0 to L1 = L(τ ) =

L0(1 − ε) following the trajectory (8) and compressing the
cavity. As a consequence the system evolves under the Hamil-
tonian (10) resulting in the internal energy,

EB =
∞∑

k=1

h̄ωk (L1)Tr(ρNk ) + ESC(L1). (14)

(C) Third, the system is put into contact with a hot bath
at inverse temperature βC . This leaves the system in a thermal
state with internal energy,

EC =
∞∑

k=1

h̄ωk (L1)N̄βC
k + ESC(L1), (15)

where N̄βC
k is also evaluated at ωk (L1).

(D) Fourth, the wall is moved again, returning from L1 to
L0, following the reversed trajectory L̃(t ) = L(τ − t ). That is,
the cavity is expanded to its original size, ending the process
with an internal energy,

ED =
∞∑

k=1

h̄ωkTr(ρ̃Nk ) + ESC(L0), (16)

where ρ̃ is the density matrix associated with the reversed
trajectory.
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A. Adiabatic evolutions

If we now assume that the wall is moved slowly enough to
be in the condition of the quantum adiabatic theorem, that is,
if τ ) 1/ω1, then there would be no change in the population
of the energy levels, meaning

Tr(ρNk ) = Tr(ρβA Nk ), (17)

Tr(ρ̃Nk ) = Tr(ρβC Nk ). (18)

Then the heat given to the system would be

QOtto = EC − EB =
∞∑

k=1

h̄ωk (L1)
(
N̄βC

k − N̄βA
k

)
, (19)

and the work,

W Otto = (EA − EB) + (EC − ED)

=
∞∑

k=1

h̄(ωk (L1) − ωk )
(
N̄βC

k − N̄βA
k

)
. (20)

As we can see the static Casimir energy ESC does not mod-
ify neither the heat provided nor the work delivered by the
machine. Additionally, if the condition ωkβA ! ωk (L1)βC is
satisfied for all ks, then QOtto > 0. Also, using that L1 < L0
we have ωk (L1) > ωk and the work ends up being positive
W > 0.

In light of these results, the efficiency can be written as

ηOtto = W Otto

QOtto

=
∑∞

k=1 h̄[ωk (L1) − ωk]
(
NβC

k − N̄βA
k

)
∑∞

k=1 h̄ωk (L1)
(
N̄βC

k

)
− N̄βA

k

=
∑∞

k=1 h̄ωk (L1)[1 − ωk/ωk (L1)]
(
N̄βC

k − N̄βA
k

)
∑∞

k=1 h̄ωk (L1)
(
N̄βC

k − N̄βA
k

) , (21)

and, if the spectrum is given by ωk (L) = kπ/L (as is the
case in a superconducting circuit choosing the parameters
appropriately), we have

ωk

ωk (L1)
= kπ/L0

kπ/L1
= L1

L0
= 1 − ε, (22)

from which we can obtain the following simple result for the
efficiency:

ηOtto = ε. (23)

The above expression implies that the efficiency of the Otto
cycle for our system, in the adiabatic limit, only depends on
the compression ratio. In addition, we stress that if we want
to achieve the maximum possible efficiency (which is that of
Carnot, ηCarnot), then the thermal baths and cavity compres-
sion should satisfy

ε = ηOtto = ηCarnot = 1 − βC

βA
. (24)

B. Nonadiabatic evolutions

In this section we will go beyond the adiabatic approxi-
mation and show that the DCE induces a sort of “quantum

friction” which reduces the efficiency of the cycle. It is then
necessary to calculate

Tr(ρH ) = Tr(UρβAU †H ). (25)

We will proceed by using perturbation theory to the lowest
order in ε. Our Hamiltonian Eq. (9) is readily suited to per-
form this calculation in the interaction picture. It is important
to remember that in the interaction picture the states evolve
according to

|ψI (t )〉 = U1|ψS〉, (26)

with U1 given by

U1 = T exp

(

− i
∫ t

0
H1(t )dt/h̄

)

,

whereas the operators change with time as

AI (t ) = U0AS (t )U †
0 , (27)

where U0 = exp(−iHfreet/h̄) (we are using the subscript S and
I for the Schrödinger and interaction picture, respectively).

In our case, the energy of the quantum field at time t = τ
is given by

E (τ ) = Tr(ρH ) = Tr(UρβAU †H )

= Tr(ρβAU †
1 HI (τ )U1). (28)

We will calculate this energy perturbatively to second order
in ε. We can perform this by first approximating U1 to second
order and replacing these results in Eq. (28) to obtain

E (τ ) = Tr[ρβA HI (τ )]

− 1
h̄

i
∫ τ

0
dt1{Tr[ρβA HI H1,I (t1)] − Tr[ρβA H1,I (t1)HI ]}

+ 1

h̄2 (−i)2
∫ τ

0
dt1

∫ τ

0
dt2Tr[ρβA H1,I (t1)HI H1,I (t2)]

+ 1

h̄2 (−i)2
∫ τ

0
dt1

∫ t1

0
dt2Tr[ρβA H1,I (t2)H1,I (t1)HI ]

+ 1

h̄2 (i)2
∫ τ

0
dt1

∫ t1

0
dt2Tr[ρβA HI H1,I (t1)H1,I (t2)].

(29)

We should further expand the bosonic operators in ε as de-
scribed in Appendix, to obtain

HI (τ ) = ω[1 + δ(τ )]
[

N + δ(τ )
2

(ei2ωτ a†2 + e−i2ωτ a2)

+ δ2(τ )
4

(2N + 1)
]
. (30)

Replacing this result into Eq. (29) and further simplifying
the expression we find that the internal energy is given by

E (τ ) =
∑

k

[

h̄ωk (τ )N̄βA
k

+ ε2

4
h̄ωk

∫ τ

0
dt1

∫ τ

0
dt2FβA (t1, t2)

]

, (31)
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where,

FβA (t1, t2) =
ω′2

k L2
0

ω2
k

δ̇(t1)δ̇(t2) cos[2ωk (t1 − t2)]

×
{
2N̄βA

k + 1
}

+
∞∑

j=0

δ̇(t1)δ̇(t2)
g2

jk

ω jωk

×
(
(ωk − ω j )2 cos[(ω j + ωk )(t1 − t2)]

×
{
N̄βA

k + N̄βA
j + 1

}

+ (ω j + ωk )2 cos[(ω j − ωk )(t1 − t2)]

×
{
N̄βA

j − N̄βA
k

})
. (32)

We can see that the nonadiabatic contribution to the energy is

EβA
F (τ ) = ε2

4

∑

k

h̄ωk

∫ τ

0
dt1

∫ τ

0
dt2FβA (t1, t2), (33)

which is a form of quantum friction [12,25–27]. This is be-
cause it is nonconservative, meaning that it is not a function
of the state of the cavity, but rather it fundamentally depends
on the trajectory δ(t ) that was used to reach that state. Fur-
thermore, since EF depends quadratically on δ(t ) and δ̇(t )
this energy contribution will be the same, in modulus and
sign whether the wall moves forward of backwards. This is
in direct contrast to conservative forces, and more alike the
energy dissipated due to a viscous medium that depends on the
trajectory (and even speed δ̇) but not on the direction. Further-
more, we can show that this energy is always non-negative.
Noting that
∫ t

0
dx

∫ t

0
dy f (x) f (y) cos[w(x − y)]

=
[ ∫ t

0
dx f (x) cos(wx)

]2

+
[∫ t

0
dx f (x) sin(wx)

]2

"0,

(34)

it is clear that the first and second terms in Eq. (32) are non-
negative. The third term can be written as

∞∑

k, j=1

h jk

ω j

[
N̄βA

j −N̄βA
k

]
=

∞∑

k> j=1

h jk

ω jωk
(ωk−ω j )

[
N̄βA

j − N̄βA
k

]
,

which is non-negative because ωk > ω j for k > j and, there-
fore, N̄βA

j " N̄βA
k . This proves that EβA

F (τ ) " 0.

C. An upper bound on the friction energy

We can set an upper bound on this friction energy by
assuming that the wall has vanishing acceleration at the begin-
ning and the end of the motion, δ̈(0) = δ̈(τ ) = 0. Integrating
by parts,

∣∣EβA
F (τ )

∣∣ =
∣∣∣∣∣

∞∑

k=0

h̄ε2

4

∫ τ

0
dt1

∫ τ

0
dt2

{
L2

0ω
′2
k

16ω5
k

˙̇ ˙δ (t1)˙̇ ˙δ (t2)

× cos[2ωk (t1 − t2)]
{
2N̄βA

k + 1
}

+
∞∑

j=0

g2
jk

ω j

˙̇ ˙δ (t1)˙̇ ˙δ (t2)
[

(ωk − ω j )2

(ωk + ω j )4
cos[(ω j

+ ωk )(t ′
1 − t ′

2)]
{
N̄βA

k + N̄βA
j + 1

}
+ (ωk + ω j )2

(ωk − ω j )4

× cos [(ω j − ωk )(t ′
1 − t ′

2)]
[
N̄βA

j − N̄βA
k

]]
}∣∣∣∣∣

!
( ∫ τ

0
dt |˙̇ ˙δ (t )|

)2 ∞∑

k=0

h̄ε2

4

{
L2

0ω
′2
k

16ω5
k

(
2N̄βA

k + 1
)

+
∞∑

j=0

g2
jk

ω j

[
(ωk − ω j )2

(ωk + ω j )4

(
N̄βA

k + N̄βA
j + 1

)

+ (ωk + ω j )2

(ωk − ω j )4

(
N̄βA

j − N̄βA
k

)]
}

. (35)

If we further assume that the acceleration of the wall has one
local (and global) maximum at tM and one negative local (and
global) minimum at tm then,

∣∣EβA
F (τ )

∣∣ ! [δ̈(tM ) − δ̈(tm)]2
∞∑

k=0

h̄ε2

{
L2

0ω
′2
k

16ω5
k

(
2N̄βA

k + 1
)

+
∞∑

j=0

g2
jk

ω j

[
(ωk − ω j )2

(ωk + ω j )4

(
N̄βA

k + N̄βA
j + 1

)

+ (ωk + ω j )2

(ωk − ω j )4

(
N̄βA

j − N̄βA
k

)
]}

. (36)

In this way, by making a few reasonable assumptions, we can
bound the friction energy due to the DCE over a very wide
range of trajectories.

D. Efficiency as a heat engine

From the energy generated by the moving wall, it is
straightforward to calculate the heat dissipated

Q = EC − EB

=
∞∑

k=1

h̄ωk (L1)N̄βC
k −

∞∑

k=1

[

h̄ωk (L1)N̄βA
k

+ ε2 h̄ωk (L1)
4

∫ τ

0
dt1

∫ τ

0
dt2FβA (t1, t2)

]

. (37)
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Since the friction energy is already quadratic in ε, we can
approximate ωk (L1) ≈ ωk in that term. The heat is then given
by

Q = QOtto − EβC
F (τ ), (38)

to second order in ε.
The work is also easy to calculate

W = WAB + WCD

= W Otto −
[
EβA

F + EβC
F

]
. (39)

Finally, the efficiency as a heat engine for the nonadiabatic
cycle is given by

η =
W Otto −

[
EβA

F + EβC
F

]

QOtto − EβC
F

≈ W Otto

QOtto
+

W OttoEβC
F − QOtto

[
EβA

F + EβC
F

]

(QOtto)2
+ O(ε3)

≈ ηOtto − EβA
F + EβC

F

QOtto
+ O(ε3), (40)

which is always smaller than ηOtto. Furthermore, we can use
Eq. (36) to set a lower bound on the efficiency of the Otto
cycle on the nonadiabatic regime,

η " ηOtto −
∣∣EβA

F + EβC
F

∣∣

QOtto

" ηOtto − [δ̈(tM ) − δ̈(tm)]2

QOtto

∞∑

k=0

h̄ε2

{
L2

0ω
′2
k

16ω5
k

(
2N̄βA

k + 1
)

+
∞∑

j=0

g2
jk

ω j

[
(ωk − ω j )2

(ωk + ω j )4

(
N̄βA

k + N̄βA
j + 1

)

+ (ωk + ω j )2

(ωk − ω j )4

(
N̄βA

j − N̄βA
k

)]

+
L2

0ω
′2
k

16ω5
k

(2N̄βC
k + 1) +

∞∑

j=0

g2
jk

ω j

×
[

(ωk − ω j )2

(ωk + ω j )4

(
N̄βC

k + N̄βC
j + 1

)

+ (ωk + ω j )2

(ωk − ω j )4

(
N̄βC

j − N̄βC
k

)]
}

. (41)

IV. AN EXAMPLE

In order to illustrate our results, we consider the trajectory
given by the lowest-order polynomial,

δ(t ) = 10(t/τ )3 − 15(t/τ )4 + 6(t/τ )5, (42)

satisfying all the following conditions:

δ(0) = δ̇(0) = δ̈(0) = 0,

δ̇(τ ) = δ̈(τ ) = 0, (43)

δ(τ ) = 1.

This trajectory is shown in Fig. 2. In Fig. 3, we present the
corresponding friction energy produced by the DCE. It is

FIG. 2. Trajectory chosen to exemplify our results, verifying the
constraints imposed in the derivatives of Eq. (43).

important to note that it vanishes for slow motion (τ → ∞)
and becomes arbitrarily large for sudden movements of the
wall. On the other hand, for a fixed τ , it converges to a finite
value as the inverse temperature of the initial state β grows
(Fig. 4). This is clearly associated with the photon production
given by the DCE which arises even from a vacuum state.

As we have mentioned before, the friction energy of the
DCE is always non-negative and, just as the friction on a
classical piston, it diminishes the efficiency of the engine
from the Otto efficiency ηOtto. In general, the quantum friction
increases as the motion of the wall becomes more sudden
(τ → 0). In fact, because of this there is a minimum timescale
τ below which the engine can no longer function as such since
the work produced becomes negative (see Fig. 5).

FIG. 3. Friction energy as a function of dimensionless time for
different values of β. We present the friction energy EF computed
in each case for the example trajectory (black lines) and compare
them against the corresponding trajectory independent upper bound
derived (gray lines). The compression ratio used in all cases is ε =
0.01.
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FIG. 4. Friction energy as a function of β h̄ω1 for different values
of τ . Photon production increases as the time period τ decreases,
and, therefore, the friction energy becomes more important. The
compression ratio used is ε = 0.01.

We further study the power P produced by this engine. In
the adiabatic case, when τω1 ) 1, the work is independent
of the timescale τ and, thus, the power increases as the time
decreases since P ∼ 1/τ . In the (non-adiabatic) opposite limit
τω1 ' 1, the power turns out to be proportional to 1/τ 4. Then
the power will have two contributions with different signs that
scale with different powers of τ . As a consequence, we expect
a peak around the time the friction energy becomes relevant
τω1 ∼ 1. This is illustrated in Fig. 6.

Finally, in Fig. 7 we represent the extracted work. Therein,
we can note that W > 0 for large ratios of the bath temper-
atures (βC/βA) and longer times τ . Otherwise, if τ → 0 and
βC/βA → 1, we note that the work vanishes.

FIG. 5. Efficiency of the engine for different relations among the
temperature of the baths (βC/βA) as a function of τω1. The quantum
engine operated in the nonadiabatic regime has a smaller efficiency
compared to the adiabatic case, indicated as ηOtto in the plot. The
compression ratio used is ε = 0.01.

FIG. 6. Power produced by the engine for different temperature
ratios as a function of time. For each ratio it has a peak at approx-
imately τω1 ∼ 1 indicating an optimal timescale of operation. The
compression ratio used was ε = 0.01.

V. SUPERCONDUCTING CIRCUIT REFRIGERATOR

It is also possible to implement a quantum field refrigerator
using this system, that is, a quantum system that cools a cold
bath and heats a hot bath whereas consuming work. In this
section, we will compute the coefficient of performance of the
Otto refrigerator and the effect of quantum friction on it.

A. Adiabatic evolutions

In the adiabatic case the heat taken from the cold reservoir
is given by

QOtto = EA − ED

=
∑

k

h̄ωk
{
NβA

k (ωk ) − NβC
k [ωk (L1)]

}
, (44)

FIG. 7. Work extracted from the engine. We can identify regions
where no work can be extracted from the Otto cycle. The compres-
sion ratio used is ε = 0.01.
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FIG. 8. The coefficient of performance at finite time is always
lower than the one for the adiabatic regime and rapidly decreases for
shorter cycles. The compression ratio used was ε = 0.06.

which is positive as long as

L1

L0
! βC

βA
! 1. (45)

These conditions imply that the work consumed by the sys-
tem,

W Otto = (EB − EA) + (ED − EC )

=
∑

k

h̄[ωk (L1) − ωk]
[
NβA

k (ωk ) − NβC
k ωk (L1)

]
(46)

is also positive. We measure the efficiency of this machine by
the coefficient of performance,

ηOtto = QOtto

W Otto
= 1

ωk (L1)/ωk − 1
= 1

ε
− 1, (47)

assuming an equidistant spectrum and L1 = L0(1 − ε).

B. Nonadiabatic case

On the other hand, if the motion of the wall is nonadiabatic
it is necessary to include the friction energy due to the DCE.
As we have previously proceeded for the heat machine, we can
compute the heat extracted by the refrigerator. In that case, the
coefficient of performance in the nonadiabatic regime is given
by

η = QOtto − EβC
F

W Otto + EβA
F + EβC

F

! QOtto

W Otto
, (48)

which is always lower than the adiabatic one. In Fig. 8, we
show the coefficient of performance at finite time for different
rates of bath temperatures βC/βA. It can easily be noted that
the coefficient of performance is lower than the corresponding
adiabatic one (ηOtto). We can also note a hierarchy in the rate
of the bath temperature: The more similar the thermal baths
are, the bigger the coefficient of performance we can achieve.

In Fig. 9 we present the heat extracted Q by the refrigerator
for different rates of thermal temperatures βC/βA and different
operation timescales τ . We can note that there are small values
of τ for which the heat Q becomes negative, implying that the

FIG. 9. The heat extracted by the refrigerator Q is greater for
baths with similar temperatures and a large timescale of operation
τ , otherwise it can even be negative, meaning the machine stops
working as a refrigerator. The compression ratio used was ε = 0.06.

machine is no longer working as a refrigerator. The greatest
values of Q extracted are for similar bath temperatures and
longer operational timescales.

Finally in Fig. 10, we show the cooling power for the
refrigerator for growing operational timescales τ . We can note
that there is a maximum value for the cooling power when
τω1 ∼ 1, achieving a greater value when the thermal bath
have similar temperatures βC/βA → 1.

VI. AVOIDING QUANTUM FRICTION FROM THE DCE

As we have seen in the previous sections, the motion of
the wall produces photons from the vacuum through the DCE,
which causes the efficiency of the cycle to be reduced from
the adiabatic case. However, if we assume that the spectrum
of the cavity is equidistant ωn = nπ/L0, there is a class of

FIG. 10. The cooling power of the refrigerator also has a peak
at an optimal timescale of τω1 ∼ 1. The compression ratio used was
ε = 0.06.
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FIG. 11. Integrals In for n = 2, 4, 10 as a function of time for the
case where the function Ġ(x) is given by the polynomial in Eq. (42).
The compression ratio used was ε = 0.7 and τ = 1, L0 = 1.

trajectories for which the friction energy vanishes. Indeed, let
us assume that the trajectory of the wall is such that

δ(t ) = G(t + L0) − G(t − L0), (49)

where G(x) is a smooth function that is linear for x < 0 and
x > τ . Then the motion starts at t = −L0, ends at t = L0 + τ ,
and one can show that the friction energy vanishes at order
ε2. Indeed, we can see this by checking explicitly that for an
arbitrary function G, the integrals that appear in Eq. (29),

In(t ) =
∫ t

−L0

[Ġ(t ′+L0)−Ġ(t ′ − L0)] cos(nπt ′/L0)dt ′

Jn(t ) =
∫ t

−L0

[Ġ(t ′+L0)−Ġ(t ′ − L0)] sin(nπt ′/L0)dt ′ (50)

do vanish at t = L0 + τ . Therefore, the friction energy in
Eq. (33) also vanishes at order ε2.

Some examples of these integrals are shown in Fig. 11 for
the case where the function Ġ(x) vanishes for x < 0 is given
by the polynomial in Eq. (42) for 0 < x < τ and is constantly
1 for x > τ . The plots illustrate the physical mechanism be-
hind the avoidance of the friction coming from the DCE: even
though photons are initially generated as the wall moves, they
are then reabsorbed at a later time, leaving the system with the
populations in each mode unchanged.

VII. CONCLUSIONS

We have discussed several aspects of the Otto cycle in a
superconducting cavity, modeled with a quantum scalar field
confined to a one-dimensional cavity with a moving boundary.
In particular, we have considered the adiabatic approximation
and found the efficiency for the cycle when the machine oper-
ates as a heat engine and the coefficient of performance when
it operates as a refrigerator. Furthermore, we have solved the
time evolution of the field up to second order in the compres-
sion ratio and used it to evaluate the efficiency of the cycle in
finite time. We have seen that the motion of the wall generates
photons through the DCE, which are associated with a form
of quantum friction energy. We have shown that this energy is
non-negative, and we have been able to give an upper bound

for it. These results were then used to calculate the efficiency
of the engine and show that a finite time operation leads to a
reduced efficiency as compared with the adiabatic case. This is
due to the energy wasted in producing the dynamical Casimir
photons. We have also calculated the efficiency and power for
a typical trajectory of the wall, finding that the friction energy
grows very rapidly as the timescale τ of the motion is reduced.
This fact, in turn, leads to a peak in the power output of the
machine and, eventually, for a small τ causes the machine to
stop working as an engine. We have also studied the use of
the cycle for a quantum field refrigerator operated in finite
time finding similar results: a loss of efficiency and bounded
cooling power.

Finally, we have used the explicit expression found for the
friction energy to show that there exists a family of trajecto-
ries of the wall for which the friction vanishes (at least, to
second order in the compression ratio). Physically this can be
understood as a photon generation via the DCE, followed by a
reabsorption of the photons by the wall at a later time. These
trajectories would be extremely useful to eliminate the losses
and improve the efficiency of the machine.
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APPENDIX: THE HAMILTONIAN

In this Appendix we will show that the Hamiltonian for a
scalar quantum field with a moving wall can be described by
Eq. (10). We start with the Lagrangian for the scalar field,

L = 1
2

∫ L0

0
dx[(∂t#)2 − (∂x#)2], (A1)

and expand the field in an instantaneous basis for each L as

# =
∞∑

n=1

Qn(t )ψn(x), (A2)

where

ψn(x) =

√
2
L0

sin[ωn(L)x]. (A3)

Introducing the definitions and relations,
∫ L

0
dx ψkψ j = δk j,

L
∫ L

0
dx(∂Lψk )ψ j = gk j = −g jk,

∞∑

l=1

glkgl j = L2
∫ L

0
∂Lψk∂Lψ j,

∫ L

0
dx ψ ′

kψ
′
j = ω2

k (L)δk j, (A4)
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the Lagrangian reads to first order in L̇/L,

L = 1
2

∞∑

k=1

[
Q̇2

k − ω2
k (L)Q2

k

]
+ 1

2

∞∑

k, j=1

L̇
L

gk j[Q̇kQj − QkQ̇ j].

(A5)
We now turn to the Hamiltonian formulation. The canonical
momentum is given by

Pi = ∂L
∂Q̇i

= Q̇i, (A6)

from which we obtain the Hamiltonian,

H =
∞∑

k=1

Q̇kPk − L

= 1
2

∞∑

k=1

[
P2

k + ω2
k (L)Q2

k

]
−

∞∑

k, j=1

L̇
L

gk jPkQj . (A7)

We now quantize the theory by promoting the coordinates
and momenta to operators with the canonical commutation

relations,

Qk → Q̂k, Pk → P̂k, [Q̂k, P̂k] = i, (A8)

and define the bosonic operators,

ak1 := 1√
2ωk (L)

[ωk (L)Q̂k + iP̂k],

a†
k1 := 1√

2ωk (L)
[ωk (L)Q̂k − iP̂k]. (A9)

Since we are working to first order in δL/L, we approximate

ak1 ≈ ak + δL
ω′

k

2ωk
a†

k . (A10)

Then, replacing in the Hamiltonian, we get

H =
∞∑

k=1

[
ωka†

kak + ω′
kδLa†

kak + δL
ω′

k

2

(
a2

k + a†2
k

)]

+ 1
2i

∞∑

k, j=1

L̇
L0

gk j

√
ωk

ω j
[aka j − a†

j ak + a ja
†
k − a†

ka†
j ].

(A11)
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