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#### Abstract

The mass spectrum of $\pi^{+}$and $\rho^{+}$mesons in the presence of a static uniform magnetic field $\vec{B}$ is studied within a two-flavor Nambu-Jona-Lasinio-like model. We improve previous calculations, taking into account the effect of Schwinger phases carried by quark propagators and using an expansion of meson fields in terms of the solutions of the corresponding equations of motion for nonzero $B$. It is shown that the meson polarization functions are diagonal in this basis. Our numerical results for the $\rho^{+}$meson spectrum are found to disfavor the existence of a meson condensate induced by the magnetic field. In the case of the $\pi^{+}$meson, $\pi-\rho$ mixing effects are analyzed for the meson lowest-energy state. The predictions of the model are compared with available lattice QCD results.
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## I. INTRODUCTION

It is well known that the presence of a background magnetic field of magnitude $|B| \gtrsim 10^{19} \mathrm{G}$ has a large impact on the physics of strongly interacting particles, giving rise to significant effects on both hadron properties and QCD phase transition features [1-3]. Such huge magnetic fields can be achieved in matter at extreme conditions, e.g., at the occurrence of the electroweak phase transition in the early Universe [4,5] or in the deep interior of compact stellar objects like magnetars [6,7]. Moreover, it has been pointed out that values of $|e B|$ ranging from $m_{\pi}^{2}$ to $15 m_{\pi}^{2}\left(|B| \sim 0.3\right.$ to $\left.5 \times 10^{19} \mathrm{G}\right)$ can be reached in noncentral collisions of relativistic heavy ions at the Relativistic Heavy Ion Collider (RHIC) and LHC experiments [8,9]. Though these large background fields are short lived, they should be strong enough to affect the hadronization process, offering the amazing possibility of recreating a highly magnetized QCD medium in the laboratory. From the theoretical point of view, the study of strong interactions in the presence of a large magnetic field includes several interesting phenomena, such as the

[^0]chiral magnetic effect [10-12], which entails the generation of an electric current induced by chirality imbalance, and the so-called magnetic catalysis $[13,14]$ and inverse magnetic catalysis $[15,16]$, which refer to the effect of the magnetic field on the size of quark-antiquark condensates and on the restoration of chiral symmetry.

Yet another possible effect has been discussed in the past few years. It has been claimed that, for a sufficiently large external magnetic field, one could find a phase transition of the QCD vacuum into an electromagnetic superconducting state. This transition could be produced at zero temperature, driven by the emergence of quarkantiquark vector condensates that carry the quantum numbers of electrically charged $\rho$ mesons [17,18]. The existence or not of such a superconducting (anisotropic and inhomogeneous) QCD vacuum state is presently an interesting subject of investigation and still remains as an open question [19-27].

It is clear that the study of the properties of magnetized light hadrons, in particular $\pi$ and $\rho$ mesons, comes up as a crucial task toward the understanding of the above-mentioned problems. In fact, this subject has been addressed in several works in the context of various effective schemes for QCD. These include, e.g., Nambu-Jona-Lasinio (NJL-) like models [18,25,27-42], quark-meson models [43,44], chiral perturbation theory (ChPT) [45-47], hidden local symmetry [48], path integral Hamiltonians [23,49], and QCD sum rules [50]. In addition, results for the charged $\pi$
and $\rho$ meson spectra in the presence of background magnetic fields have been obtained from lattice QCD (LQCD) calculations [15,24,51-54].

In this article, we concentrate on the analysis of charged $\pi^{+}$and $\rho^{+}$mesons, which turn out to get mixed in the presence of an external magnetic field $\vec{B}$. Our analysis is carried out in the framework of a two-flavor NJL-like quark model [55-57]; within a similar context, the properties of magnetized neutral pseudoscalar and vector mesons have been studied in Ref. [58]. It is worth noticing that in the present case the calculations involving quark loops for nonzero $B$ require some care due to the presence of Schwinger phases [59]. While these phases cancel out for neutral mesons, in general they do not vanish when charged mesons are considered; this has been shown explicitly in the case of charged pions in Refs. [37,40]. At the same time, instead of dealing with free charged $\pi^{+}$or $\rho^{+}$meson fields, at the zero order, one should consider the wave functions obtained as solutions of the charged meson equations of motion in the presence of a constant external magnetic field $B$. In fact, at the one-loop level, Schwinger phases induce a breakdown of translational invariance in quark propagators, which is compensated by the wave functions of the external $\pi^{+}$or $\rho^{+}$mesons. It is seen that the charged meson polarization functions are not diagonal for the standard plane-wave states, while they become diagonalized in the basis associated to the solutions of the corresponding equations of motion for nonzero $B$. In addition, it is important to care about the regularization of ultraviolet divergences, since the presence of the external magnetic field can lead to spurious results, such as unphysical oscillations of physical observables [60,61]. Here, we use the so-called magnetic field independent regularization (MFIR) scheme, [30,31,37,62], which has been shown to be free from these effects and to reduce the dependence of the results on model parameters [61]. Concerning the effective coupling constants of the model, we consider both the case in which these parameters are fixed and the case in which they depend on the external magnetic field. This last possibility, inspired by the magnetic screening of the strong coupling constant occurring for large $B$ [63], has been previously explored in effective models [64-70] in order to reproduce the inverse magnetic catalysis effect obtained in finite-temperature LQCD calculations.

From our calculations, it is found that the energy of the $\rho^{+}$meson fundamental state-which corresponds to a Landau level $k=-1$-does not show a large reduction for values of $e B$ up to $1 \mathrm{GeV}^{2}$, in both the cases of fixed and $B$-dependent couplings. Hence, our approach, which improves upon previous two-flavor NJL model calculations that use a plane-wave approximation for charged meson wave functions, disfavors the existence of a charged vector meson condensate induced by the magnetic field. On the other hand, we find that for nonzero $B$ the lowest-energy
state for the $\pi^{+}$state-Landau level $k=0$ - gets mixed with the corresponding $\rho^{+}$state, this mixing being quantitatively significant for $e B$ above $0.5 \mathrm{GeV}^{2}$.

The paper is organized as follows. In Sec. II, we introduce the theoretical formalism used to obtain the masses of charged meson eigenstates. In particular, we obtain $\pi^{+}$and $\rho^{+}$polarization functions for the lowest Landau levels $k=-1$ and $k=0$. In Sec. III, we present and discuss our numerical results, while in Sec. IV, we provide a summary of our work, together with our main conclusions. We also include Appendixes A, B, and C to provide some formulas related with the formalism as well as some technical details of our calculations.

## II. THEORETICAL FORMALISM

## A. Effective Lagrangian and mean field gap equation

Let us start by considering the Euclidean action for an extended NJL two-flavor model in the presence of an electromagnetic field. We have

$$
\begin{align*}
S_{E}= & \int d^{4} x\left\{\bar{\psi}(x)\left(-i \not D+m_{c}\right) \psi(x)\right. \\
& -g_{s}\left[(\bar{\psi}(x) \psi(x))^{2}+\left(\bar{\psi}(x) i \gamma_{5} \vec{\tau} \psi(x)\right)^{2}\right] \\
& \left.-g_{v}\left(\bar{\psi}(x) \gamma_{\mu} \vec{\tau} \psi(x)\right)^{2}\right\}, \tag{1}
\end{align*}
$$

where $\psi=(u d)^{T}$, and $m_{c}$ is the current quark mass, which is assumed to be equal for $u$ and $d$ quarks. The interaction between the fermions and the electromagnetic field $\mathcal{A}_{\mu}$ is driven by the covariant derivative

$$
\begin{equation*}
D_{\mu}=\partial_{\mu}-i \hat{Q} \mathcal{A}_{\mu}, \tag{2}
\end{equation*}
$$

where $\quad \hat{Q}=\operatorname{diag}\left(Q_{u}, Q_{d}\right)$, with $Q_{u}=2 e / 3$ and $Q_{d}=-e / 3$, $e$ being the proton electric charge. We consider the particular case in which one has a homogenous stationary magnetic field $\vec{B}$ orientated along the 3 , or $z$, axis. Then, choosing the Landau gauge, we have $\mathcal{A}_{\mu}=$ $B x_{1} \delta_{\mu 2}$.

Since we are interested in studying meson properties, it is convenient to bosonize the fermionic theory, introducing scalar, pseudoscalar, and vector fields $\sigma, \vec{\pi}(x)$, and $\vec{\rho}_{\mu}(x)$ and integrating out the fermion fields. The bosonized Euclidean action can be written as

$$
\begin{align*}
S_{\mathrm{bos}}= & -\ln \operatorname{det} \mathcal{D}+\frac{1}{4 g_{s}} \int d^{4} x[\sigma(x) \sigma(x)+\vec{\pi}(x) \cdot \vec{\pi}(x)] \\
& +\frac{1}{4 g_{v}} \int d^{4} x \vec{\rho}_{\mu}(x) \cdot \vec{\rho}_{\mu}(x) \tag{3}
\end{align*}
$$

with

$$
\begin{align*}
\mathcal{D}_{x, x^{\prime}}= & \delta^{(4)}\left(x-x^{\prime}\right)\left[-i \not \supset+m_{0}+\sigma(x)+i \gamma_{5} \vec{\tau} \cdot \vec{\pi}(x)\right. \\
& \left.+\gamma_{\mu} \vec{\tau} \cdot \vec{\rho}_{\mu}(x)\right] \tag{4}
\end{align*}
$$

where a direct product to an identity matrix in color space is understood.

We proceed by expanding the bosonized action in powers of the fluctuations of the bosonic fields around the corresponding mean field (MF) values. We assume that the field $\sigma(x)$ has a nontrivial translational invariant MF value $\bar{\sigma}$, while the vacuum expectation values of other bosonic fields are zero. Thus, the MF action per unit volume is given by

$$
\begin{equation*}
\frac{S_{\mathrm{bos}}^{\mathrm{MF}}}{V^{(4)}}=\frac{\bar{\sigma}^{2}}{4 g_{s}}-\frac{N_{c}}{V^{(4)}} \sum_{f=u, d} \int d^{4} x d^{4} x^{\prime} \operatorname{tr}_{D} \ln \left(\mathcal{S}_{x, x^{\prime}}^{\mathrm{MF}, f}\right)^{-1} \tag{5}
\end{equation*}
$$

where $\operatorname{tr}_{D}$ stands for the trace in Dirac space and $\mathcal{S}_{x, x^{\prime}}^{\mathrm{MF}, f}=$ $\left(\mathcal{D}_{x, x^{\prime}}^{\mathrm{MF}, f}\right)^{-1}$ is the MF quark propagator in the presence of the magnetic field. As is well known, the explicit form of the propagators can be written in different ways [2,3]. For convenience, we take the form in which $\mathcal{S}_{x, x^{\prime}}^{\mathrm{MF}, f}$ is given by a product of a phase factor and a translational invariant function, namely,

$$
\begin{equation*}
\mathcal{S}_{x, x^{\prime}}^{\mathrm{MF}, f}=e^{i \Phi_{f}\left(x, x^{\prime}\right)} \tilde{S}^{f}\left(x-x^{\prime}\right) \tag{6}
\end{equation*}
$$

where $\Phi_{f}\left(x, x^{\prime}\right)=Q_{f} B\left(x_{1}+x_{1}^{\prime}\right)\left(x_{2}-x_{2}^{\prime}\right) / 2$ is the socalled Schwinger phase and $\tilde{S}^{f}\left(x-x^{\prime}\right)$ can be written as

$$
\begin{equation*}
\tilde{S}^{f}\left(x-x^{\prime}\right)=\int \frac{d^{4} p}{(2 \pi)^{4}} e^{i p\left(x-x^{\prime}\right)} \tilde{S}_{p}^{f} \tag{7}
\end{equation*}
$$

Now, $\tilde{S}_{p}^{f}$ can be expressed in the Schwinger form $[2,3]$

$$
\begin{align*}
\tilde{S}_{p}^{f}= & \int_{0}^{\infty} d \tau \exp \left[-\tau\left(M^{2}+p_{\|}^{2}+p_{\perp}^{2} \frac{\tanh \left(\tau B_{f}\right)}{\tau B_{f}}-i \epsilon\right)\right] \\
& \times\left\{\left(M-p_{\|} \cdot \gamma_{\|}\right)\left[1+i s_{f} \gamma_{1} \gamma_{2} \tanh \left(\tau B_{f}\right)\right]\right. \\
& \left.-\frac{p_{\perp} \cdot \gamma_{\perp}}{\cosh ^{2}\left(\tau B_{f}\right)}\right\} \tag{8}
\end{align*}
$$

where we have used the following definitions. The perpendicular and parallel gamma matrices are collected in vectors $\gamma_{\perp}=\left(\gamma_{1}, \gamma_{2}\right)$ and $\gamma_{\|}=\left(\gamma_{3}, \gamma_{4}\right)$, and, similarly, we have defined $p_{\perp}=\left(p_{1}, p_{2}\right)$ and $p_{\|}=\left(p_{3}, p_{4}\right)$. Note that we are working in Euclidean space, where $\left\{\gamma_{\mu}, \gamma_{\nu}\right\}=-2 \delta_{\mu \nu}$. Other definitions in Eq. (8) are $s_{f}=$ $\operatorname{sign}\left(Q_{f} B\right)$ and $B_{f}=\left|Q_{f} B\right|$. The limit $\epsilon \rightarrow 0$ is implicitly understood.

The integral in Eq. (8) is divergent and has to be properly regularized. As stated in the Introduction, we use here the

MFIR scheme: for a given unregularized quantity that depends explicitly on $B$, the corresponding (divergent) $B \rightarrow 0$ limit is subtracted, and then it is added in a regularized form. Thus, the quantities can be separated into a (finite) " $B=0$ " part and a "magnetic" piece. Notice that, in general, the " $B=0$ " part still depends implicitly on $B$ (e.g., through the values of the dressed quark masses $M$ ); hence, it should not be confused with the value of the studied quantity at vanishing external field. To deal with the divergent " $B=0$ " terms, we use here a 3D cutoff regularization scheme. In the case of the quark-antiquark condensates $\phi_{f} \equiv\left\langle\bar{\psi}_{f} \psi_{f}\right\rangle, f=u$, $d$, we obtain

$$
\begin{equation*}
\phi_{f}^{\mathrm{reg}}=\phi^{0, \mathrm{reg}}+\phi_{f}^{\mathrm{mag}} \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi^{0, \mathrm{reg}}=-N_{c} M I_{1}, \quad \phi_{f}^{\mathrm{mag}}=-N_{c} M I_{1 f}^{\mathrm{mag}} \tag{10}
\end{equation*}
$$

The expression of $I_{1}$ for the 3D cutoff regularization is given by Eq. (A3) of Appendix A, while the $B$-dependent function $I_{1 f}^{\mathrm{mag}}$ reads $[13,60]$

$$
\begin{equation*}
I_{1 f}^{\mathrm{mag}}=\frac{B_{f}}{2 \pi^{2}}\left[\ln \Gamma\left(x_{f}\right)-\left(x_{f}-\frac{1}{2}\right) \ln x_{f}+x_{f}-\frac{\ln 2 \pi}{2}\right] \tag{11}
\end{equation*}
$$

where $x_{f}=M^{2} /\left(2 B_{f}\right)$. The corresponding gap equation, obtained from $\partial S_{\mathrm{bos}}^{\mathrm{MF}} / \partial \bar{\sigma}=0$, can be written as

$$
\begin{equation*}
M=m_{c}-2 g_{s}\left[\phi_{u}^{\mathrm{reg}}+\phi_{d}^{\mathrm{reg}}\right] \tag{12}
\end{equation*}
$$

## B. Charged meson sector

As expected from charge conservation, it is easy to see that the contributions to the bosonic action that are quadratic in the fluctuations of charged and neutral mesons decouple from each other. We consider here the charged meson sector in the presence of the external magnetic field. A detailed analysis of the neutral sector can be found in Ref. [58]. For definiteness, we explicitly analyze the case of positively charged mesons, since the results for meson masses will not depend on the charge sign. The corresponding contribution to the quadratic action can be written as

$$
\begin{equation*}
S_{\mathrm{bos}}^{\mathrm{quad},+}=\frac{1}{2} \sum_{M, M^{\prime}} \int d^{4} x d^{4} x^{\prime} \delta M(x)^{\dagger} \mathcal{G}_{M M^{\prime}}\left(x, x^{\prime}\right) \delta M^{\prime}\left(x^{\prime}\right) \tag{13}
\end{equation*}
$$

where $M, M^{\prime}$ are either $\pi^{+}$or $\rho_{\mu}^{+}$, and

$$
\begin{equation*}
\mathcal{G}_{M M^{\prime}}\left(x, x^{\prime}\right)=\frac{1}{2 g_{M}} \delta_{M M^{\prime}} \delta^{(4)}\left(x-x^{\prime}\right)+\mathcal{J}_{M M^{\prime}}\left(x, x^{\prime}\right) \tag{14}
\end{equation*}
$$

where $\delta_{M M^{\prime}}$ is an obvious generalization of the Kronecker $\delta$, and the constants $g_{M}$ are given by $g_{\pi^{+}}=g_{s}$ and $g_{\rho_{\mu}^{+}}=g_{v}$. The polarization functions $\mathcal{J}_{M M^{\prime}}\left(x, x^{\prime}\right)$ read
$\mathcal{J}_{M M^{\prime}}\left(x, x^{\prime}\right)=e^{i\left[\Phi_{u}\left(x, x^{\prime}\right)+\Phi_{d}\left(x^{\prime}, x\right)\right]} \int \frac{d^{4} q}{(2 \pi)^{4}} e^{i q\left(x-x^{\prime}\right)} \tilde{\mathcal{J}}_{M M^{\prime}}(q)$,
where

$$
\begin{equation*}
\tilde{\mathcal{J}}_{M M^{\prime}}(q)=2 N_{c} \int \frac{d^{4} p}{(2 \pi)^{4}} \operatorname{tr}_{D}\left[\tilde{\mathcal{S}}_{p^{+}}^{u} \Gamma_{M^{\prime}} \tilde{\mathcal{S}}_{p^{-}}^{d} \Gamma_{M}\right] \tag{16}
\end{equation*}
$$

with $\Gamma_{\pi^{+}}=i \gamma_{5}, \Gamma_{\rho_{\mu}^{+}}=\gamma_{\mu}$ and $p^{ \pm}=p \pm q / 2$.
Contrary to the neutral meson case, here the Schwinger phases do not cancel, due to their different quark flavors. In fact, one has

$$
\begin{align*}
\Phi_{u}\left(x, x^{\prime}\right)+\Phi_{d}\left(x^{\prime}, x\right) & =e B\left(x_{1}+x_{1}^{\prime}\right)\left(x_{2}-x_{2}^{\prime}\right) / 2 \\
& \equiv \Phi_{+}\left(x, x^{\prime}\right) \tag{17}
\end{align*}
$$

where we have used $Q_{u}-Q_{d}=Q_{\pi^{+}}=Q_{\rho^{+}}=e$. As a consequence, the polarization functions in Eq. (15) are not translational invariant, and they do not become diagonal when transformed to the momentum basis. Instead of using the standard plane-wave decomposition, to diagonalize the polarization functions, it is necessary to expand the meson fields in terms of a set of functions $\mathbb{F}(x, \bar{q})$, associated to the solutions of the corresponding equations of motion in the presence of a constant magnetic field $B$. For the charged pion field, we have

$$
\begin{equation*}
\delta \pi^{+}(x)=\frac{1}{2 \pi} \sum_{k} \int \frac{d q_{2} d q_{3} d q_{4}}{(2 \pi)^{3}} \mathbb{F}(x, \bar{q}) \delta \pi^{+}(\bar{q}) \tag{18}
\end{equation*}
$$

where we have defined $\bar{q}=\left(k, q_{2}, q_{3}, q_{4}\right)$. Here, the index $k$ is an integer that labels the so-called Landau modes associated to the presence of the magnetic field. The functions $\mathbb{F}(x, \bar{q})$ are given by

$$
\begin{equation*}
\mathbb{F}(x, \bar{q})=N_{k} e^{i\left(q_{2} x_{2}+q_{3} x_{3}+q_{4} x_{4}\right)} D_{k}(r), \tag{19}
\end{equation*}
$$

where $D_{k}(x)$ are the cylindrical parabolic functions with the convention $D_{k}(x)=0$ for $k<0$ (this implies that for charged pions $k=0,1,2, \ldots)$. We have used the definitions $N_{k}=\left(4 \pi B_{e}\right)^{1 / 4} / \sqrt{k!}$ and $r=\sqrt{2 B_{e}} x_{1}-s \sqrt{2 / B_{e}} q_{2}$, where $B_{e}=\left|Q_{\pi^{+}} B\right|=|e B|, \quad s=\operatorname{sign}\left(Q_{\pi^{+}} B\right)=\operatorname{sign}(B)$, $Q_{\pi^{+}}=Q_{u}-Q_{d}=e$. It is not difficult to show that the functions in Eq. (19) are solutions of Klein-Gordon equation corresponding to a pseudoscalar meson of mass $m_{\pi}$ in the presence of constant magnetic field when the corresponding on-shell condition $(2 k+1) B_{e}+q_{3}^{2}+q_{4}^{2}+$ $m_{\pi}^{2}=0$ is fulfilled.

In the case of the charged $\rho$ mesons, we introduce a new set of functions $\mathbb{R}_{\mu \nu}(x, \bar{q})$, expanding the vector fields as

$$
\begin{equation*}
\delta \rho_{\mu}^{+}(x)=\frac{1}{2 \pi} \sum_{k} \int \frac{d q_{2} d q_{3} d q_{4}}{(2 \pi)^{3}} \mathbb{R}_{\mu \nu}(x, \bar{q}) \delta \rho_{\nu}^{+}(\bar{q}) \tag{20}
\end{equation*}
$$

The new functions are given by

$$
\begin{equation*}
\mathbb{R}_{\mu \nu}(x, \bar{q})=\sum_{\ell=-1}^{1} R_{\ell}(x, \bar{q}) \Delta_{\mu \nu}^{(\ell)} \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{\ell}(x, \bar{q})=N_{k-s \ell} e^{i\left(q_{2} x_{2}+q_{3} x_{3}+q_{4} x_{4}\right)} D_{k-s \ell}(r) . \tag{22}
\end{equation*}
$$

Note that in order to have nonvanishing functions $R_{\ell}(x, \bar{q})$ the condition $k-s \ell \geq 0$ has to be satisfied. Given the possible values of $\ell(0, \pm 1)$ and $s( \pm 1)$, it follows that for charged rho mesons one has $k=-1,0,1, \ldots$ There is some freedom in the election of $\Delta^{(\ell)}$ matrices, which is compensated by the choice of the meson polarization vectors. The explicit form of the matrices used here is given in Appendix B , together with the corresponding polarization vectors $\epsilon_{\nu}(\bar{q}, a)$, in terms of which one can write the fields $\delta \rho_{\nu}^{+}(\bar{q})$. In that Appendix, it is also shown that the functions in Eq. (21) are solutions of the Proca equation corresponding to a vector meson of mass $m_{\rho}$ in the presence of constant magnetic field when the on-shell condition $(2 k+1) B_{e}+q_{3}^{2}+q_{4}^{2}+m_{\rho}^{2}=0$ is fulfilled.

For convenience, in what follows, we introduce the shorthand notation

$$
\begin{equation*}
\mathcal{Y}_{\bar{q}} \equiv \frac{1}{2 \pi} \sum_{k=k_{\min }}^{\infty} \int \frac{d q_{2} d q_{3} d q_{4}}{(2 \pi)^{3}} \tag{23}
\end{equation*}
$$

where it is understood that $k_{\min }=-1$ (0) for rho (pion) meson fields. Hence, in the previously introduced basis, we have

$$
\begin{equation*}
S_{\mathrm{bos}}^{\mathrm{quad},+}=\frac{1}{2} \sum_{M M^{\prime}} \sum_{\bar{q}, \bar{q}^{\prime}} \delta M(\bar{q})^{\dagger} \mathcal{G}_{M M^{\prime}}\left(\bar{q}, \bar{q}^{\prime}\right) \delta M^{\prime}\left(\bar{q}^{\prime}\right) \tag{24}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{G}_{M M^{\prime}}\left(\bar{q}, \bar{q}^{\prime}\right)=\frac{1}{2 g_{M}} \delta_{M M^{\prime}} \hat{\delta}_{\bar{q} \bar{q}^{\prime}}+\mathcal{J}_{M M^{\prime}}\left(\bar{q}, \bar{q}^{\prime}\right) \tag{25}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
\hat{\delta}_{\bar{q} \bar{q}^{\prime}} \equiv(2 \pi)^{4} \delta_{k k^{\prime}} \delta\left(q_{2}-q_{2}^{\prime}\right) \delta\left(q_{3}-q_{3}^{\prime}\right) \delta\left(q_{4}-q_{4}^{\prime}\right) \tag{26}
\end{equation*}
$$

In this basis, the polarization functions are given by

$$
\begin{align*}
& \mathcal{J}_{\pi^{+} \pi^{+}}\left(\bar{q}, \bar{q}^{\prime}\right)=\int \frac{d^{4} v}{(2 \pi)^{4}} \tilde{\mathcal{J}}_{\pi^{+} \pi^{+}}(v) \int d^{4} x d^{4} x^{\prime} e^{i v\left(x-x^{\prime}\right)} e^{i \Phi_{+}\left(x, x^{\prime}\right)}[\mathbb{F}(x, \bar{q})]^{*} \mathbb{F}\left(x^{\prime}, \bar{q}^{\prime}\right), \\
& \mathcal{J}_{\rho_{\Delta}^{+} \rho_{\mu}^{+}}\left(\bar{q}, \bar{q}^{\prime}\right)=\int \frac{d^{4} v}{(2 \pi)^{4}} \tilde{\mathcal{J}}_{\rho_{\nu}^{+} \rho_{\mu}^{+}}(v) \int d^{4} x d^{4} x^{\prime} e^{i v\left(x-x^{\prime}\right)} e^{i \Phi_{+}\left(x, x^{\prime}\right)}\left[\mathbb{R}_{\beta \nu}(x, \bar{q})\right]^{*} \mathbb{R}_{\alpha \mu}\left(x^{\prime}, \bar{q}^{\prime}\right), \\
& \mathcal{J}_{\pi^{+} \rho_{\mu}^{+}}\left(\bar{q}, \bar{q}^{\prime}\right)=\int \frac{d^{4} v}{(2 \pi)^{4}} \tilde{\mathcal{J}}_{\pi^{+} \rho_{\mu}^{+}}(v) \int d^{4} x d^{4} x^{\prime} e^{i v\left(x-x^{\prime}\right)} e^{i \Phi_{+}\left(x, x^{\prime}\right)}[\mathbb{F}(x, \bar{q})]^{*} \mathbb{R}_{\alpha \mu}\left(x^{\prime}, \bar{q}^{\prime}\right), \\
& \mathcal{J}_{\rho_{\mu}^{+} \pi^{+}}\left(\bar{q}, \bar{q}^{\prime}\right)=\int \frac{d^{4} v}{(2 \pi)^{4}} \tilde{\mathcal{J}}_{\pi^{+} \rho_{\mu}^{+}}(v) \int d^{4} x d^{4} x^{\prime} e^{i v\left(x-x^{\prime}\right)} e^{i \Phi_{+}\left(x, x^{\prime}\right)}\left[\mathbb{R}_{\alpha \mu}(x, \bar{q})\right]^{*} \mathbb{F}\left(x^{\prime}, \bar{q}^{\prime}\right) . \tag{27}
\end{align*}
$$

In previous works [37,40], it has been shown that $\mathcal{J}_{\pi^{+} \pi^{+}}\left(\bar{q}, \bar{q}^{\prime}\right)$ is diagonal in $\bar{q}$-space. Following similar procedures, it is possible to show, after some lengthy calculations, that this also holds for the other polarization functions in Eqs. (27). Namely, one can write

$$
\begin{array}{ll}
\mathcal{J}_{\pi^{+} \pi^{+}}\left(\bar{q}, \bar{q}^{\prime}\right)=\hat{\delta}_{\bar{q} \bar{q}^{\prime}} J_{\pi^{+}+\pi^{+}}(\bar{q}), & \mathcal{J}_{\rho_{\nu}^{+} \rho_{\mu}^{+}}\left(\bar{q}, \bar{q}^{\prime}\right)=\hat{\delta}_{\bar{q} \bar{q}^{\prime}} J_{\rho_{\nu}^{+} \rho_{\mu}^{+}}(\bar{q}), \\
\mathcal{J}_{\pi^{+} \rho_{\mu}^{+}}\left(\bar{q}, \bar{q}^{\prime}\right)=\hat{\delta}_{\bar{q} \bar{q}^{\prime}} J_{\pi^{+} \rho_{\mu}^{+}}(\bar{q}), & \mathcal{J}_{\rho_{\mu}^{+} \pi^{+}}\left(\bar{q}, \bar{q}^{\prime}\right)=\hat{\delta}_{\bar{q} \bar{q}^{\prime}} J_{\rho_{\mu}^{+} \pi^{+}}(\bar{q}) . \tag{28}
\end{array}
$$

Moreover, we also obtain $J_{\rho_{\mu}^{+} \pi^{+}}(\bar{q}) \propto\left(0,0, q_{4},-q_{3}\right)$ and, as expected, $\left[J_{\rho_{\mu}^{+} \pi^{+}}(\bar{q})\right]^{*}=J_{\pi^{+} \rho_{\mu}^{+}}(\bar{q})$. The importance of the presence of nonzero Schwinger phases $\Phi_{+}\left(x, x^{\prime}\right)$ can be clearly seen from Eqs. (27). If one sets $\Phi_{+}\left(x, x^{\prime}\right)$ to zero, it is possible to replace the functions $\mathbb{F}$ and $\mathbb{R}$ by usual 4 -momentum plane waves, getting diagonal polarization functions $\mathcal{J}_{M M^{\prime}}\left(q, q^{\prime}\right) \propto \delta^{(4)}\left(q-q^{\prime}\right)$.

We are interested in studying the meson masses, i.e., the energies of the lowest-lying meson states. These correspond to the Landau modes $k=-1$ and $k=0$. From Eqs. (28), it can be immediately seen that for the mode $k=-1$ only the polarization function $\mathcal{J}_{\rho_{\nu}^{+} \rho_{\mu}^{+}}$is nonzero; thus, this mode corresponds to the lowest-energy charged rho meson, which does not get mixed with the pion sector. In turn, for the Landau mode $k=0$, one gets the lowest-energy charged pion, which gets coupled to the $k=0$ rho meson. In what follows, we analyze these two modes in detail.

## 1. $k=-1$ charged $\rho$ meson

For $k=-1$, only $J_{\rho_{\nu}^{+} \rho_{\mu}^{+}}(\bar{q})$ is relevant. Moreover, as discussed in Appendix B, in this case, there is only one possible polarization vector available for the $\rho^{+}$field. For $B>0$ (i.e., $s=1$ ), this vector is given by $\epsilon_{\mu}\left(\bar{q}_{(-1)}, 1\right)=$ $(1,0,0,0)$, while for $B<0(s=-1)$, one has $\epsilon_{\mu}\left(\bar{q}_{(-1)}, 1\right)=$ $(0,1,0,0)$, with the notation $\bar{q}_{(k)}=\left(k, q_{2}, q_{3}, q_{4}\right)$. Thus, to get rid of Lorentz indices, we can calculate the function $J_{\rho^{+} \rho^{+}}\left(-1, \Pi^{2}\right)$, defined by
$J_{\rho^{+} \rho^{+}}\left(-1, \Pi^{2}\right)=\left[\epsilon_{\nu}\left(\bar{q}_{(-1)}, 1\right)\right]^{*} J_{\rho_{\nu}^{+} \rho_{\mu}^{+}}\left(\bar{q}_{(-1)}\right) \epsilon_{\mu}\left(\bar{q}_{(-1)}, 1\right)$
where $\Pi^{2}$ is the square of the canonical momentum [see Eq. (B14)]. For the $k=-1$ mode of a charged rho meson,
one has $\Pi^{2}=q_{3}^{2}+q_{4}^{2}-B_{e}$. The function $J_{\rho^{+} \rho^{+}}\left(-1, \Pi^{2}\right)$ is ultraviolet divergent and has to be regularized. As in the previous section, we consider the MFIR scheme, in which we subtract the corresponding expression in the $B \rightarrow 0$ limit and then we add it in a regularized form. In this way, we get the regularized expression

$$
\begin{equation*}
J_{\rho^{+} \rho^{+}}^{\mathrm{reg}}\left(-1, \Pi^{2}\right)=J_{\rho}^{0, \mathrm{reg}}\left(\Pi^{2}\right)+J_{\rho^{+} \rho^{+}}^{\mathrm{mag}}\left(-1, \Pi^{2}\right) \tag{30}
\end{equation*}
$$

The function $J_{\rho}^{0 \text {,reg }}\left(q^{2}\right)$, regularized through a 3D cutoff, is given in Eq. (A1). Notice that it has an implicit dependence on the magnetic field, through the value of the constituent quark mass $M$. On the other hand, the "magnetic" piece is found to be given by

$$
\begin{align*}
J_{\rho^{+} \rho^{+}}^{\mathrm{mag}}\left(-1, \Pi^{2}\right)= & -\frac{N_{c}}{4 \pi^{2}} \int_{0}^{\infty} d z \int_{-1}^{1} d v e^{-z\left[M^{2}+\left(1-v^{2}\right) \Pi^{2} / 4\right]} \\
& \times\left\{\frac{\left(1+t_{u}\right)\left(1+t_{d}\right)}{\alpha_{+}}\right. \\
& \times\left[M^{2}+\frac{1}{z}-\frac{1-v^{2}}{4}\left(\Pi^{2}+B_{e}\right)\right] e^{-z\left(1-v^{2}\right) B_{e} / 4} \\
& \left.-\frac{1}{z}\left[M^{2}+\frac{1}{z}-\frac{1-v^{2}}{4} \Pi^{2}\right]\right\} \tag{31}
\end{align*}
$$

where we have used the definitions $t_{u}=\tanh \left[(1-v) z B_{u} / 2\right]$, $t_{d}=\tanh \left[(1+v) z B_{d} / 2\right]$, and $\alpha_{+}=t_{u} / B_{u}+t_{d} / B_{d}+B_{e} t_{u} t_{d} /$ $\left(B_{u} B_{d}\right)$. Notice that, $J_{\rho^{+} \rho^{+}}\left(-1, \Pi^{2}\right)$ being a function of $\Pi^{2}$, our result is explicitly invariant under boosts in the direction of the magnetic field.

The mass of the $k=-1$ charged rho meson can be found as a solution of the equation

$$
\begin{equation*}
\frac{1}{2 g_{v}}+J_{\rho^{+} \rho^{+}}^{\mathrm{reg}}\left(-1,-m_{\rho^{+}}^{2}\right)=0 \tag{32}
\end{equation*}
$$

while the associated energy will be given by $E_{\rho^{+}}=$ $\sqrt{m_{\rho^{+}}^{2}-B_{e}}$.

By looking at the expression of the function $J_{\rho}^{0, \text { reg }}\left(q^{2}\right)$ [see Eqs. (A1) and (A5)], one could expect that the $\mathcal{J}_{\rho_{\nu}^{+} \rho_{\mu}^{+}}$ polarization function gets an imaginary part when $m_{\rho^{+}}>$ $2 M$ or, equivalently, when $E_{\rho^{+}}^{2}>4 M^{2}-B_{e}$. In fact, in the absence of the external magnetic field, the value $m_{\rho}=2 M$ represents a threshold for the appearance of an absorptive part in the $\rho$ meson propagator. This well-known feature of the NJL model is associated to the possible decay of the meson into a quark-antiquark pair and arises from the lack of confinement in this effective approach. For nonzero $B$, however, the actual threshold has to occur when the energy of $k=-1$ meson state satisfies $E_{\rho^{+}}>2 M$, i.e., for $m_{\rho^{+}}>m_{\mathrm{th}}^{(-1)}$, with $m_{\mathrm{th}}^{(-1)}=\sqrt{4 M^{2}+B_{e}}$. What happens in the interval $2 M<m_{\rho^{+}}<m_{\mathrm{th}}^{(-1)}$ is that the aforementioned imaginary part cancels out with another imaginary contribution arising from the last term in the curly brackets in Eq. (31), after a proper analytic extension (notice that this term makes the integral divergent for $\left.\Pi^{2}<-4 M^{2}\right)$. Details of this calculation are given in Appendix C.

It is important to mention that, taking into account the $\rho^{+}$ polarization vector, it is possible to see that the spin of the $\rho^{+}$in the $k=-1$ state satisfies $S_{z}=s$. In this way, the vector meson spin is shown to be aligned with the magnetic field, as expected for a positively charged meson in its lowest Landau mode.

## 2. $k=0$ sector

Let us consider now the $k=0$ Landau mode. In this case, there are two transverse independent polarization vectors $\epsilon_{\mu}\left(\bar{q}_{(0)}, \ell\right), \ell=1,2$, whose expressions are given in Eq. (B17). Taking into account the general form $J_{\rho_{\mu}^{+} \pi^{+}}(\bar{q}) \propto\left(0,0, q_{4},-q_{3}\right)$, it is seen that in this case
$\left[\epsilon_{\mu}\left(\bar{q}_{(0)}, 1\right)\right]^{*} J_{\rho_{\mu}^{+} \pi^{+}}\left(\bar{q}_{(0)}\right)=0$. Thus, the charged pions only mix with one of the two possible charged rho meson polarization states. As expected, it can be shown that this state corresponds to the spin projection $S_{z}=0$. We define now
$J_{\rho^{+} \pi^{+}}\left(0, \Pi^{2}\right)=\left[\epsilon_{\mu}\left(\bar{q}_{(0)}, 2\right)\right]^{*} J_{\rho_{\mu}^{+} \pi^{+}}\left(\bar{q}_{(0)}\right)$,
$J_{\rho^{+} \rho^{+}}\left(0, \Pi^{2}\right)=\left[\epsilon_{\nu}\left(\bar{q}_{(0)}, 2\right)\right]^{*} J_{\rho_{\nu}^{+} \rho_{\mu}^{+}}\left(\bar{q}_{(0)}\right) \epsilon_{\mu}\left(\bar{q}_{(0)}, 2\right)$.
Note that for $k=0$ one has $\Pi^{2}=q_{3}^{2}+q_{4}^{2}+B_{e}$, both for $\pi^{+}$and $\rho^{+}$states. Evaluating the integrals in Eq. (27), the explicit expression of the mixing piece $J_{\rho^{+} \pi^{+}}\left(0, \Pi^{2}\right)$ is found to be given by

$$
\begin{align*}
J_{\rho^{+} \pi^{+}}\left(0, \Pi^{2}\right)= & -i \frac{M N_{c}}{4 \pi^{2}} \sqrt{\Pi^{2}-B_{e}} \int_{0}^{\infty} d z \\
& \times \int_{-1}^{1} d v \frac{t_{u}-t_{d}}{\alpha_{+}} e^{-z\left[M^{2}+\left(1-v^{2}\right)\left(\Pi^{2}-B_{e}\right) / 4\right]} \tag{34}
\end{align*}
$$

It is not difficult to see that, as expected, $J_{\rho^{+} \pi^{+}}\left(0, \Pi^{2}\right)$ vanishes at $B=0$. Moreover, the integrals are finite, and thus no regularization is needed. On the other hand, both $J_{\rho^{+} \rho^{+}}\left(0, \Pi^{2}\right)$ and $J_{\pi^{+} \pi^{+}}\left(0, \Pi^{2}\right)$ turn out to be divergent. Therefore, as in the $k=-1$ case, we use the MFIR scheme to get the corresponding regularized quantities, which can be written as

$$
\begin{align*}
J_{\pi^{+} \pi^{+}}^{\mathrm{reg}}\left(0, \Pi^{2}\right) & =J_{\pi}^{0, \mathrm{reg}}\left(\Pi^{2}\right)+J_{\pi^{+} \pi^{+}}^{\mathrm{mag}}\left(0, \Pi^{2}\right) \\
J_{\rho^{+} \rho^{+}}^{\mathrm{reg}}\left(0, \Pi^{2}\right) & =J_{\rho}^{0, \mathrm{reg}}\left(\Pi^{2}\right)+J_{\rho^{+} \rho^{+}}^{\mathrm{mag}}\left(0, \Pi^{2}\right) . \tag{35}
\end{align*}
$$

The expressions for $J_{\pi}^{0, \text { reg }}\left(\Pi^{2}\right)$ and $J_{\rho}^{0, \text { reg }}\left(\Pi^{2}\right)$ are given in Appendix A. In the case of the charged pion, the expression of the magnetic piece $J_{\pi^{+} \pi^{+}}^{\mathrm{mag}}\left(0, \Pi^{2}\right)$ has been previously obtained in Refs. [37,40]. For the reader's convenience, we also quote it here. One has

$$
\begin{align*}
J_{\pi^{+} \pi^{+}}^{\mathrm{mag}}\left(0, \Pi^{2}\right)= & -\frac{N_{c}}{4 \pi^{2}} \int_{0}^{\infty} d z \int_{-1}^{1} d v\left\{\left[\frac{1-t_{u} t_{d}}{\alpha_{+}}\left(M^{2}+\frac{1}{z}-\frac{1-v^{2}}{4}\left(\Pi^{2}-B_{e}\right)\right)+\frac{\left(1-t_{u}^{2}\right)\left(1-t_{d}^{2}\right)}{\alpha_{+}^{2}}\right] e^{-z\left[M^{2}+\left(1-v^{2}\right)\left(\Pi^{2}-B_{e}\right) / 4\right]}\right. \\
& \left.-\frac{1}{z}\left[M^{2}+\frac{2}{z}-\frac{1-v^{2}}{4} \Pi^{2}\right] e^{-z\left[M^{2}+\left(1-v^{2}\right) \Pi^{2} / 4\right]}\right\} \tag{36}
\end{align*}
$$

On the other hand, for the quadratic $\rho^{+}$term, we find

$$
\begin{align*}
J_{\rho^{+} \rho^{+}}^{\mathrm{mag}}\left(0, \Pi^{2}\right)= & -\frac{N_{c}}{4 \pi^{2}} \int_{0}^{\infty} d z \int_{-1}^{1} d v\left\{\left[\frac{1-t_{u} t_{d}}{\alpha_{+}}\left(M^{2}-\frac{1-v^{2}}{4}\left(\Pi^{2}-B_{e}\right)\right)+\frac{\left(1-t_{u}^{2}\right)\left(1-t_{d}^{2}\right)}{\alpha_{+}^{2}}\right] e^{-z\left[M^{2}+\left(1-v^{2}\right)\left(\Pi^{2}-B_{e}\right) / 4\right]}\right. \\
& \left.-\frac{1}{z}\left[M^{2}+\frac{1}{z}-\frac{1-v^{2}}{4} \Pi^{2}\right] e^{-z\left[M^{2}+\left(1-v^{2}\right) \Pi^{2} / 4\right]}\right\} \tag{37}
\end{align*}
$$

Once again, the polarization functions depend on $\Pi^{2}$; therefore, they are invariant under boosts in the direction of the magnetic field.

From the above expressions, the pole masses of the physical mesons $\tilde{\pi}^{+}$and $\tilde{\rho}^{+}$for the $k=0$ mode can be obtained as solutions of the equation

$$
\operatorname{det}\left(\begin{array}{cc}
1 /\left(2 g_{s}\right)+J_{\pi^{+} \pi^{+}}^{\mathrm{reg}}\left(0,-m^{2}\right) & J_{\rho^{+} \pi^{+}}\left(0,-m^{2}\right)  \tag{38}\\
J_{\rho^{+} \pi^{+}}\left(0,-m^{2}\right)^{*} & 1 /\left(2 g_{v}\right)+J_{\rho^{+} \rho^{+}}^{\mathrm{reg}}\left(0,-m^{2}\right)
\end{array}\right)=0
$$

while the associated meson energies are $E=\sqrt{m^{2}+B_{e}}$. As in the previous case, it is important to determine which is the threshold for the appearance of absorptive parts. As in the case of $J_{\rho^{+} \rho^{+}}^{\text {reg }}\left(-1,-m^{2}\right)$, the $B=0$ terms $J_{\pi^{+} \pi^{+}}^{0, \text { reg }}\left(0,-m^{2}\right)$ and $J_{\rho^{+} \rho^{+}}^{0, \text { reg }}\left(0,-m^{2}\right)$ get an imaginary part when $m>2 M$ [see Eqs. (A1) and (A5)]. Once again, these imaginary parts get canceled by imaginary contributions arising from the last terms in the integrands of Eqs. (36) and (37), after analytic continuation. On the other hand, by looking at the exponentials in Eqs. (34), (36), and (37), one might naively expect to have a threshold at $E=\sqrt{m^{2}+B_{e}}=2 M$, above which convergence would be lost. From the physical point of view, however, this cannot be the case. To see this, let us consider a noninteracting $u \bar{d}$ pair in the presence of a magnetic field $\vec{B}=B \hat{z}$, with $B>0$. The lowest-energy state with spin projection $S_{z}=0$ will correspond to the configuration $u\left(S_{z}=+\frac{1}{2}\right) \bar{d}\left(S_{z}=-\frac{1}{2}\right)$, i.e., the $u$ quark lying in its lowest Landau level and the $d$ quark in its first excited Landau level. Recalling that the energy of a spin-1/2 fermion in the presence of the magnetic field quantizes as $E=\sqrt{m^{2}+2 k Q B}, k=0,1, \ldots$, the lowest possible energy for the noninteracting $\bar{u} d$ system will be given by $E_{u}+E_{d}=M_{u}+\sqrt{M_{d}^{2}+2 B_{e} / 3}$ (note that the alternative spin assignment, i.e., $u\left(S_{z}=-\frac{1}{2}\right) \bar{d}\left(S_{z}=+\frac{1}{2}\right)$, corresponds to a state with higher energy). In fact, what happens in our case is that the factors $\left(t_{u}-t_{d}\right)$ and $\left(1-t_{u} t_{d}\right)$ in the integrals contribute with an additional exponential behavior that pushes the actual threshold up to $E>M+\sqrt{M^{2}+2 B_{e} / 3}$, or, equivalently, $m>m_{\mathrm{th}}^{(0)}$, with $m_{\mathrm{th}}^{(0)}=\sqrt{\left(M+\sqrt{M^{2}+2 B_{e} / 3}\right)^{2}-B_{e}}$, in agreement with the physical expectation. It is worth remembering that $M$ grows with $B$ [58], preventing an imaginary value of the threshold mass $m_{\mathrm{th}}^{(0)}$.

Once the masses are determined, the composition of the physical meson states $\left|\tilde{\pi}^{+}\right\rangle$and $\left|\tilde{\rho}^{+}\right\rangle$is given by the corresponding eigenvectors that diagonalize the matrix in Eq. (38) for $m=m_{\pi^{+}}$and $m=m_{\rho^{+}}$. Thus, the mass eigenstates can be written in terms of coefficients $c_{M^{\prime}}^{M}$ as

$$
\begin{align*}
\left|\tilde{\pi}^{+}\right\rangle & =c_{\pi^{+}}^{\tilde{\pi}^{+}}\left|\pi^{+}\right\rangle+c_{\rho^{+}}^{\tilde{\pi}^{+}}\left|\rho^{+}\right\rangle, \\
\left|\tilde{\rho}^{+}\right\rangle & =c_{\pi^{+}}^{\tilde{\rho}^{+}}\left|\pi^{+}\right\rangle+c_{\rho^{+}}^{\tilde{\rho}^{+}}\left|\rho^{+}\right\rangle . \tag{39}
\end{align*}
$$

## III. NUMERICAL RESULTS

In what follows, we quote the numerical results for the quantities discussed in the previous section. We choose here the same set of model parameters as in Ref. [58], viz., $m_{c}=5.833 \mathrm{MeV}, \quad \Lambda=587.9 \mathrm{MeV}$, and $g_{s} \Lambda^{2}=2.44$. For vanishing external field, this parametrization leads to an effective quark mass $M=400 \mathrm{MeV}$ and a quarkantiquark condensate $\phi^{0, \text { reg }}=(-241 \mathrm{MeV})^{3}$; in addition, one obtains the empirical values of the pion mass and decay constant in vacuum, namely, $m_{\pi}=138 \mathrm{MeV}$ and $f_{\pi}=92.4 \mathrm{MeV}$. Regarding the vector couplings, we take $g_{v}=2.651 / \Lambda^{2}$, which leads to $m_{\rho}=770 \mathrm{MeV}$ at $B=0$. The behavior of quark masses and quark-antiquark condensates as functions of $B$ can be found in Ref. [58].

As mentioned in the Introduction, while local NJL-like models lead to magnetic catalysis at zero temperature, they fail to reproduce the so-called inverse magnetic catalysis effect observed from lattice QCD calculations for finite temperature systems. One simple way of dealing with this problem is to allow the model coupling constants to depend on the magnetic field. With this motivation, we also explore the possibility of considering magnetic field dependent four-fermion couplings. For definiteness, in the case of the $B$ dependence of the coupling $g_{s}$, we adopt here the form proposed in Ref. [31], viz.,

$$
\begin{equation*}
g_{s}(B)=g_{s} \mathcal{F}(B) \tag{40}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{F}(B)=\kappa_{1}+\left(1-\kappa_{1}\right) e^{-\kappa_{2}(e B)^{2}} \tag{41}
\end{equation*}
$$

with $\kappa_{1}=0.321, \kappa_{2}=1.31 \mathrm{GeV}^{-2}$. With this assumption, it is found that the effective quark masses are less affected by the presence of the magnetic field than in the case of a constant $g_{s}$; in fact, they show a nonmonotonous behavior for increasing $B$, resembling the results found in Refs. [42,68]. On the other hand, the zero-temperature magnetic catalysis effect, characterized by the growth of quark-antiquark condensates with the magnetic field, is similar for both a constant coupling and for a $B$ dependent $g_{s}$ as in Eqs. (40) and (41) [31]. In the case of the vector coupling constant $g_{v}$, for consistency, we also allow for some dependence on $B$. Because of the common gluonic origin of $g_{s}$ and $g_{v}$, we assume that both couplings


FIG. 1. Energy of the $\rho^{+}$meson as a function of $e B$ for the lowest Landau mode $k=-1$ and vanishing component of the momentum in the direction of $\vec{B}$. Values are normalized to the $\rho^{+}$ mass at zero external field. Solid and dashed lines correspond to fixed and $B$-dependent coupling constants, respectively, while the dot-dashed line corresponds to a pointlike $\rho^{+}$. For comparison, lattice QCD data quoted in Refs. [20,23,24] are also included; they are indicated by triangles, squares, and stars, respectively.
get affected in the same way by the magnetic field, and hence we take $g_{v}(B)=g_{v} \mathcal{F}(B)$.

## A. $k=-1$ charged $\rho$ meson

In Fig. 1, we show the energy of the $\rho^{+}$meson, $E_{\rho^{+}}$, as a function of the magnetic field, for the Landau mode $k=-1$ and vanishing component of the $\rho^{+}$momentum in the direction of $\vec{B}$. The values are normalized to the energy at $B=0$, i.e., to the $\rho$ meson rest mass $m_{\rho^{+}}(0)=E_{\rho^{+}}(0)$. As has been extensively discussed in the literature, if one takes the charged rho meson as a pointlike particle, the energy behaves as $E_{\rho^{+}}(B)=\sqrt{m_{\rho^{+}}^{2}-e B}$, where $m_{\rho^{+}}$is a constant mass. This leads to a strong decrease with the magnetic field (dot-dashed line in Fig. 1) that reaches $E_{\rho^{+}}(B)=0$ at $e B \sim 0.6 \mathrm{GeV}^{2}$, triggering the appearance of a charged vector meson condensate.

As shown in Fig. 1, it is found that our results do not support the existence of this condensate. The full line in the figure corresponds to the normalized energy for the case in which the four-fermion coupling constants $g_{s}$ and $g_{v}$ are kept fixed. We see that, although for low values of $e B$ the $\rho^{+}$energy shows a decreasing behavior, at $e B \sim$ $0.2-0.3 \mathrm{GeV}^{2}$ the curve reaches a minimum, and for larger values of the magnetic field, the energy steadily increases. In the case in which the four-fermion couplings are taken to be dependent on $B$ (red dashed line), the situation appears to be qualitatively similar, although the minimum is found at a larger value $e B \sim 0.9 \mathrm{GeV}^{2}$. Therefore, in both
situations, the model does not predict the presence of $\rho^{+}$ condensation within the considered range of values of $e B$. This behavior is in general consistent with the results obtained through LQCD calculations; for comparison, in Fig. 1, we include LQCD data taken from Refs. [20,23,24], indicated by triangles, squares, and stars, respectively.

It is worth mentioning that our results differ substantially from those obtained in other works in the framework of two-flavor NJL-like models [22,25], which do find $\rho^{+}$ meson condensation for $e B \sim 0.2$ to $0.6 \mathrm{GeV}^{2}$. In those works, the Schwinger phases are neglected, and it is assumed that charged pions and vector mesons lie in zero 3 -momentum states. Here, we use, instead, an expansion of meson fields in terms of the solutions of the corresponding equations of motion for nonzero $B$ [see Eqs. (18)-(22)], taking properly into account the presence of Schwinger phases in quark propagators. Our numerical analysis shows that this has a dramatic incidence in the numerical results, implying a qualitative change in the behavior of the $\rho^{+}$ mass for the $k=-1$ Landau mode.

## B. $k=0$ sector

In this subsection, we present and discuss the results associated with the $k=0$ sector. As in Sec. II. B, we will concentrate on the subsystem that contains the lowestenergy pion state, i.e., the one formed by $\pi^{+}$and $\rho^{+}$states with polarization $\epsilon_{\nu}\left(\bar{q}_{(0)}, 2\right)$ [see Eq. (B17)], corresponding to a spin projection $S_{z}=0$. As stated, the mass eigenstates denoted by $\tilde{\pi}^{+}$and $\tilde{\rho}^{+}$are obtained as combinations of the states $\pi^{+}$and $\rho^{+}$in Eq. (3). Here, $\tilde{\pi}^{+}$and $\tilde{\rho}^{+}$are expected to be the states with lower and higher energies, respectively.

The energies of the mass eigenstates as functions of the external magnetic field, normalized to the values of the corresponding masses at $B=0$, are shown in Fig. 2. In the left panel, we display the results for the $\tilde{\pi}^{+}$state; the full black line corresponds to the case in which the fourfermion couplings are kept fixed, while the red dashed line indicates the relative $\tilde{\pi}^{+}$energy when $g_{s}$ and $g_{v}$ depend on $B$ in the form given by Eq. (41). As a reference, the behavior of $E_{\pi^{+}}(B) / m_{\pi^{+}}(0)$ for a pointlike pion is also shown (black dot-dashed line). From the figure, it can be seen that our results for the $\tilde{\pi}^{+}$state are almost independent on whether the four-fermion couplings are taken to be constant or not. Within the considered range of values of $e B$, in both cases, the energy shows a monotonous increasing behavior that goes slightly above the one obtained for the pointlike particle approximation. Our results for the $\tilde{\rho}^{+}$energy are given in the right panel of Fig. 2, in which the same line convention is used. We see that in this case the values are somewhat more sensitive on whether the four-fermion couplings are taken to be constant or not. In both cases, the energy shows an increasing behavior, which is found to be steeper than the one obtained in the pointlike particle approximation. We also include in the graph the corresponding thresholds for the decay of the


FIG. 2. Energy of the $\tilde{\pi}^{+}$(left) and $\tilde{\rho}^{+}$(right) mass eigenstates as functions of $e B$, for the Landau mode $k=0$ and vanishing components of the momenta in the direction of $\vec{B}$. Values are normalized to the meson masses at zero external field. Solid and dashed lines correspond to fixed and $B$-dependent coupling constants, respectively, while dot-dashed lines correspond to the cases in which the mesons are assumed to be pointlike. In the right panel, the dotted lines indicate the thresholds for the decay of the $\tilde{\rho}^{+}$meson into a $u \bar{d}$ pair. In the case of $B$-dependent couplings, the estimated energy beyond this threshold is shown by the red short-dashed line.
$\tilde{\rho}^{+}$into a $u \bar{d}$ pair (thin short-dotted lines). If the couplings $g_{s}$ and $g_{v}$ are kept constant, we see that the $\tilde{\rho}^{+}$energy lies below the threshold for the range plotted in the figure. On the other hand, in the case of $B$-dependent couplings, the corresponding threshold is reached at $e B \simeq 0.32 \mathrm{GeV}^{2}$, $E_{\rho^{+}} \simeq 1.34 m_{\rho^{+}}(0)$. For larger values of the external field, the quark loop in the associated polarization function includes an absorptive piece corresponding to an unphysical decay of the $\tilde{\rho}^{+}$meson into a quark-antiquark pair. As discussed in the previous section, although in this region one can still obtain results for the $\tilde{\rho}^{+}$energy by means of an analytic extension of the polarization function (short-dotted red curve in the right panel of Fig. 2), these predictions have to be taken as merely indicative.

The composition of the mass eigenstates can be analyzed by looking at the coefficients $c_{M^{\prime}}^{M}$ introduced in Eq. (39). The corresponding results for some representative values of the magnetic field are listed in Table I. They correspond to the case in which the four-fermion couplings are kept

TABLE I. Composition of the $k=0, S_{z}=0$ charged meson mass eigenstates for some selected values of $e B$. Relative signs correspond to the choice $B>0$.

| State | $e B\left(\mathrm{GeV}^{2}\right)$ | $c_{\pi^{+}}^{\tilde{\pi}^{+}}$ | $c_{\rho^{+}}^{\tilde{\pi}^{+}}$ |
| :--- | :---: | :---: | :---: |
| $\tilde{\pi}^{+}$ | 0.05 | 0.999 | 0.013 |
|  | 0.5 | 0.960 | 0.281 |
|  | 1.0 | 0.892 | 0.453 |
| State | $e B\left(\mathrm{GeV}^{2}\right)$ | $c_{\pi^{+}}^{\tilde{\rho}^{+}}$ | $c_{\rho^{+}}^{\tilde{\rho}^{+}}$ |
| $\tilde{\rho}^{+}$ | 0.05 | -0.156 | 0.988 |
|  | 0.5 | -0.702 | 0.713 |

constant and are similar to those obtained in the case of $B$-dependent $g_{s}$ and $g_{v}$. We note that, while the energies do not depend on whether $B$ is positive or negative, the corresponding eingenvectors do; the relative signs in Table I correspond to the choice $B>0$. As expected, for low magnetic fields (e.g., $e B=0.05 \mathrm{GeV}^{2}$ ), the eigenstates $\tilde{\pi}^{+}$and $\tilde{\rho}^{+}$are almost pure $\pi^{+}$and $\rho^{+}$, respectively, while the mixing gets increased as $e B$ grows. In the case of the $\tilde{\pi}^{+}$state, we find that the $\rho^{+}$component reaches a fraction of about $\left|c_{\rho^{+}+}^{\tilde{\pi}^{+}}\right|^{2}=0.2$ (i.e., about a $20 \%$ ) at $e B=1 \mathrm{GeV}^{2}$. For the $\tilde{\rho}^{+}$state, the admixture grows faster with $e B$, both $\pi^{+}$and $\rho^{+}$components having approximately equal weight for $e B=0.5 \mathrm{GeV}^{2}$ (i.e., close to the threshold for quark-antiquark production; see the shortdotted black curve in the right panel of Fig. 2).

Let us now analyze the impact of the pseudoscalar-vector mixing on the energies of the $\tilde{\pi}^{+}$and $\tilde{\rho}^{+}$states. In Fig. 3, we show the dependence of these energies on the magnetic field, considering both the case in which the mixing is taken into account (full black lines) and the situation in which the off-diagonal polarization function $J_{\rho^{+} \pi^{+}}$in Eq. (34) is set to zero (dashed green lines). The values correspond to the case in which the four-fermion couplings are kept constant; similar results are found for $B$-dependent couplings. It is seen that, as expected, the mixing leads to a "repulsion" between the $\tilde{\pi}^{+}$and $\tilde{\rho}^{+}$states: the energy of $\tilde{\pi}^{+}$is reduced, while that of the $\tilde{\rho}^{+}$becomes enhanced. The repulsion gets larger as $e B$ increases, reaching an effect of about $20 \%$ for the $\tilde{\pi}^{+}$energy at $e B=1 \mathrm{GeV}^{2}$.

Next, in Fig. 4, we compare our results for $\tilde{\pi}^{+}$energies with those obtained in lattice QCD analyses. The curves show the values of squared $E_{\pi^{+}}$energies with respect to


FIG. 3. Energies of the $\tilde{\pi}^{+}$and $\tilde{\rho}^{+}$mass eigenstates as functions of $e B$, for the Landau mode $k=0$ and vanishing components of the momenta in the direction of $\vec{B}$. Solid and dashed lines correspond to the calculations with and without the inclusion of the $\rho^{+}-\pi^{+}$mixing terms, respectively.
$B=0$ squared masses, considering both our numerical calculations with (full black line) and without (dashed green line) pseudoscalar-vector meson mixing. As in Fig. 3, the plots correspond to the case in which $g_{s}$ and $g_{v}$ do not depend on $B$. Open blue squares correspond to lattice QCD results from Ref. [23], obtained using quenched Wilson fermions and $m_{\pi}(B=0)=395 \mathrm{MeV}$, while full brown


FIG. 4. Squared energy of the $\tilde{\pi}^{+}$mass eigenstate for the Landau mode $k=0$ and vanishing component of the momentum in the direction of $\vec{B}$. Values are given with respect to the squared mass for vanishing external field. Solid and dashed lines correspond to the calculations with and without the inclusion of the $\rho^{+}-\pi^{+}$mixing terms, respectively. For comparison, lattice QCD data from Ref. [23] (open blue squares) and Ref. [54] (full brown circles) are also shown.
circles correspond to the simulations reported in Ref. [54], which were performed using a highly improved staggered quark action with $m_{\pi}(B=0)=220 \mathrm{MeV}$. We observe that the incorporation of the $\pi^{+}-\rho^{+}$mixing improves the agreement between NJL model and LQCD results. However, it is seen that the effect is not strong enough to account for the nonmonotonous behavior shown by the data from Ref. [54] for large values of the magnetic field. Regarding the $\tilde{\rho}^{+}$state, lattice results show some variation depending on the lattice spacing and the simulation method (see, e.g., Refs. [23,24,53]). In any case, it is found that in general the $\tilde{\rho}^{+}$energy shows an increasing behavior with the magnetic field, in qualitative agreement with our results in the right panel of Fig. 2. The results are found to be similar for the case of $B$-dependent coupling constants.

Finally, to see how the phase factor affects the $\tilde{\pi}^{+}$mass, it is interesting to compare our results with those quoted in Ref. [36], in which Schwinger phases were not taken into account. For a proper comparison we restrict-as done in that work-to the case in which $\pi^{+}-\rho^{+}$mixing effects are not included. The results in Ref. [36] show that the mass of $\tilde{\pi}^{+}$has a faster increase with the magnetic field than in our approach. For example, at $e B=1 \mathrm{GeV}^{2}$, they get $E_{\pi}(B) / m_{\pi}(0) \approx 15$, to be compared with our value $E_{\pi}(B) / m_{\pi}(0) \approx 9$. Notice that this steeper behavior implies a larger departure from LQCD results.

## IV. SUMMARY AND CONCLUSIONS

In this work, we have studied the mass spectrum of $\pi^{+}$ and $\rho^{+}$mesons in the presence of an external uniform magnetic field $\vec{B}$. This has been done in the framework of a two-flavor NJL-like model that includes scalar, pseudoscalar, and vector four-fermion couplings. Because of the presence of Schwinger phases, which induce the breakdown of translational invariance in quark propagators, it is seen that charged meson polarization functions do not become diagonal in the momentum basis. Here, we have performed the calculation of $\pi^{+}$and $\rho^{+}$polarization functions using an expansion of the meson fields in terms of the solutions of the equations of motion in the presence of the magnetic field. To account for the ultraviolet divergences that usually arise in NJL-like models, we have considered a magnetic field independent regularization, which has been shown to reduce the dependence of the results on the model parameters. Concerning the effective coupling constants of the model, we have considered both the case in which these parameters are fixed and the one in which they depend on the external magnetic field.

In the case of the $\rho^{+}$meson, our numerical calculations show that its lowest-energy state, which corresponds to a Landau level $k=-1$, lies above $\sim 500 \mathrm{MeV}$ for values of $e B$ up to $1 \mathrm{GeV}^{2}$, both for the cases of fixed and $B$-dependent couplings. In this way, our resultswhich improve upon previous two-flavor NJL model calculations that neglect Schwinger phases and use a
plane-wave approximation for charged meson wave func-tions-are not compatible with the existence of a charged vector meson condensate induced by the magnetic field. It is found that the $\rho^{+}$state has a lower energy in the case of $B$-dependent couplings, which leads to a better agreement with the results from lattice QCD calculations.

Concerning the $\pi^{+}$meson, it is seen that its lowestenergy state, which corresponds to the Landau level $k=0$, gets mixed with the corresponding $\rho^{+}$state for nonzero $B$. Our numerical results, both for the cases of constant and $B$-dependent couplings, show that the inclusion of nonzero Schwinger phases and mixing effects soften the increase of the energy $E_{\tilde{\pi}^{+}}$as a function of the magnetic field, leading to energy values that lie slightly above those obtained for a pointlike particle. This softening effect is found to be favored by a comparison with lattice QCD results.

For simplicity, in the present work, we have not taken into account axial-vector interactions. We expect to address their effect in a future publication.
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obtained in the limit $B=0$ [71]. Notice that the mixing polarization functions $J_{\rho_{\mu}^{+} \pi^{+}}(\bar{q})$ and $J_{\pi^{+} \rho_{\mu}^{+}}(\bar{q})$ are zero in this limit. One has
$J_{\pi}^{0, \text { reg }}\left(q^{2}\right)=-2 N_{c}\left[I_{1}^{\mathrm{reg}}+q^{2} I_{2}^{\mathrm{reg}}\left(q^{2}\right)\right]$,
$J_{\rho}^{0, \text { reg }}\left(q^{2}\right)=\frac{4 N_{c}}{3}\left[\left(2 M^{2}-q^{2}\right) I_{2}^{\mathrm{reg}}\left(q^{2}\right)-2 M^{2} I_{2}^{\mathrm{reg}}(0)\right]$,
where $I_{1}^{\text {reg }}$ and $I_{2}^{\text {reg }}\left(q^{2}\right)$ are regularized expressions of the integrals

$$
\begin{align*}
I_{1} & =4 \int \frac{d^{4} p}{(2 \pi)^{4}} \frac{1}{p^{2}+M^{2}} \\
I_{2}\left(q^{2}\right) & =-2 \int \frac{d^{4} p}{(2 \pi)^{4}} \frac{1}{\left[(p+q / 2)^{2}+M^{2}\right]\left[(p-q / 2)^{2}+M^{2}\right]} . \tag{A2}
\end{align*}
$$

Within the 3D-cutoff regularization scheme used in this work, the first of these integrals is given by [56,71]

$$
\begin{equation*}
I_{1}^{\mathrm{reg}}=\frac{1}{2 \pi^{2}}\left[\Lambda^{2} r_{\Lambda}+M^{2} \ln \left(\frac{M}{\Lambda\left(1+r_{\Lambda}\right)}\right)\right] \tag{A3}
\end{equation*}
$$

where we have defined $r_{\Lambda}=\sqrt{1+M^{2} / \Lambda^{2}}$. In the case of $I_{2}\left(q^{2}\right)$, we note that in order to determine the meson masses the external momentum $q$ has to be extended to the region $q^{2}<0$. Hence, we find it convenient to write $q^{2}=-m^{2}$, where $m$ is a positive real number. Then, within the 3D-cutoff regularization scheme, the regularized real part of $I_{2}\left(-m^{2}\right)$ can be written as [71]
$\operatorname{Re}\left[I_{2}^{\mathrm{reg}}\left(-m^{2}\right)\right]=-\frac{1}{4 \pi^{2}}\left[\operatorname{arcsinh}\left(\frac{\Lambda}{M}\right)-F\left(m^{2}\right)\right]$,
where

$$
F\left(m^{2}\right)= \begin{cases}\sqrt{4 M^{2} / m^{2}-1} \arctan \left(\frac{1}{r_{\Lambda} \sqrt{4 M^{2} / m^{2}-1}}\right) & \text { if } m^{2}<4 M^{2} \\ \sqrt{1-4 M^{2} / m^{2}} \operatorname{arccoth}\left(\frac{1}{r_{\Lambda} \sqrt{1-4 M^{2} / m^{2}}}\right) & \text { if } 4 M^{2}<m^{2}<4\left(M^{2}+\Lambda^{2}\right) \\ \sqrt{1-4 M^{2} / m^{2}} \operatorname{arctanh}\left(\frac{1}{r_{\Lambda} \sqrt{1-4 M^{2} / m^{2}}}\right) & \text { if } m^{2}>4\left(M^{2}+\Lambda^{2}\right)\end{cases}
$$

For the regularized imaginary part, we get

$$
\operatorname{Im}\left[I_{2}^{\mathrm{reg}}\left(-m^{2}\right)\right]= \begin{cases}-\frac{1}{8 \pi} \sqrt{1-4 M^{2} / m^{2}} & \text { if } 4 M^{2}<m^{2}<4\left(M^{2}+\Lambda^{2}\right)  \tag{A5}\\ 0 & \text { otherwise }\end{cases}
$$

## APPENDIX B: VECTOR MESONS IN AN EXTERNAL MAGNETIC FIELD

In this Appendix, we show that the functions introduced in Eq. (20) correspond to solutions of the equations of motion of a charged vector meson in the presence of a constant magnetic field, provided the associated dispersion relation

$$
\begin{equation*}
E^{2}=-q_{4}^{2}=m^{2}+(2 k+1) B_{Q}+q_{3}^{2} \tag{B1}
\end{equation*}
$$

is satisfied.
We start from the equation of motion for a spin 1 field given in Ref. [72]. In Euclidean space, one has

$$
\begin{equation*}
\left[\left(D_{\alpha} D_{\alpha}-m^{2}\right) \delta_{\mu \nu}+2 i Q F_{\mu \nu}\right] V_{\nu}(x)=0, \tag{B2}
\end{equation*}
$$

which has to be supplemented by the transversality condition

$$
\begin{equation*}
D_{\mu} V_{\mu}(x)=0 . \tag{B3}
\end{equation*}
$$

In these equations, $Q$ stands for the electric charge of the vector field $V_{\mu}(x)$, the covariant derivative $D_{\alpha}$ is given by $D_{\alpha}=\partial_{\alpha}-i Q \mathcal{A}_{\alpha}$, and $F_{\mu \nu}=\partial_{\mu} \mathcal{A}_{\nu}-\partial_{\nu} \mathcal{A}_{\mu}$. For the particular case of constant magnetic field along the $z$ axis, using the Landau gauge, one has $\mathcal{A}_{\mu}=B x_{1} \delta_{\mu 2}$, and Eq. (B2) reduces to

$$
\begin{equation*}
\left(\mathbb{D}_{\mu \nu}-m^{2} \delta_{\mu \nu}\right) V_{\nu}(x)=0, \tag{B4}
\end{equation*}
$$

where $\mathbb{D}$ is a $4 \times 4$ matrix given by

$$
\begin{align*}
\mathbb{D}= & {\left[\left(\nabla_{1}^{2}+\left(\nabla_{2}-i s B_{Q} x_{1}\right)^{2}+\nabla_{3}^{2}+\nabla_{4}^{2}\right)\left(\begin{array}{ll}
\mathbb{1} & 0 \\
0 & \mathbb{1}
\end{array}\right)\right.} \\
& \left.+2 s B_{Q}\left(\begin{array}{cc}
\sigma_{2} & 0 \\
0 & 0
\end{array}\right)\right], \tag{B5}
\end{align*}
$$

where $s=\operatorname{sign}(Q B), B_{Q}=|Q B|$ and $\sigma_{2}$ is a Pauli matrix. Note that each entry in the matrices appearing in this equation should be understood as a $2 \times 2$ matrix, with $\mathbb{1}=\operatorname{diag}(1,1)$.

Next, let us consider a function of the form introduced in Eq. (20), namely,

$$
\begin{equation*}
V_{\mu}(x)=\mathbb{R}_{\mu \nu}(x, \bar{q}) e_{\nu}(\bar{q}), \tag{B6}
\end{equation*}
$$

with $\bar{q}=\left(k, q_{2}, q_{3}, q_{4}\right)$. As in the main text, the functions $\mathbb{R}_{\mu \nu}(x, \bar{q})$ are defined as

$$
\begin{equation*}
\mathbb{R}_{\mu \nu}(x, \bar{q})=\sum_{\ell=-1}^{1} R_{\ell}(x, \bar{q}) \Delta_{\mu \nu}^{(\ell)}, \tag{B7}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{\ell}(x, \bar{q})=N_{k-s t} e^{i\left(q_{2} x_{2}+q_{3} x_{3}+q_{4} x_{4}\right)} D_{k-s t}(r) . \tag{B8}
\end{equation*}
$$

Here, $D_{n}(x)$ are the cylindrical parabolic functions, with the convention $D_{n}(x)=0$ if $n<0$, and we have used the definitions $N_{n}=\left(4 \pi B_{Q}\right)^{1 / 4} / \sqrt{n!}$ and $r=$ $s \sqrt{2 / B_{Q}}\left(s B_{Q} x_{1}-q_{2}\right)$. The $4 \times 4$ matrices $\Delta^{(t)}, \ell=-1$, 0,1 are given by

$$
\begin{align*}
\Delta^{(1)} & =\frac{1}{\sqrt{2}}\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
0 & -i & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \quad \Delta^{(0)}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right), \\
\Delta^{(-1)} & =\frac{1}{\sqrt{2}}\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
i & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) . \tag{B9}
\end{align*}
$$

The election of these matrices is not unique; the above form has been chosen taking into account that the operator in Eq. (B5) is diagonal in the $(3,4)$ subspace, while it leads to a mixing between components 1 and 2 . Note that, in order to have nonvanishing solutions, we must have $k-s \ell \geq 0$. Given the possible values of $\ell(=0, \pm 1)$ and $s(= \pm 1)$, this implies that $k \geq-1$.

Using the explicit form of $\mathbb{R}_{\mu \nu}(x, \bar{q})$, it is not difficult to prove the relation

$$
\begin{equation*}
\mathbb{D}_{\alpha \beta} \mathbb{R}_{\beta \gamma}(x, \bar{q})=-\left[(2 k+1) B_{Q}+q_{3}^{2}+q_{4}^{2}\right] \mathbb{R}_{\alpha \gamma}(x, \bar{q}) . \tag{B10}
\end{equation*}
$$

In this way, it follows that the functions $V_{\mu}(x)$ in Eq. (B6) are solutions of Eq. (B2), provided Eq. (B1) is satisfied. In fact, these functions are equivalent to those introduced by Ritus [73] for the case of spin $1 / 2$ fermions.

To determine the set of vectors $e_{\nu}(\bar{q})$ that satisfy the transversality condition in Eq. (B3), it is convenient to consider the identity

$$
\begin{equation*}
D_{\mu} \mathbb{R}_{\mu \nu}(x, \bar{q})=i R_{0}(x, \bar{q})\left[\Pi_{\nu}(\bar{q})\right]^{*}, \tag{B11}
\end{equation*}
$$

where

$$
\begin{equation*}
\Pi_{\nu}(\bar{q})=\left(i s \sqrt{B_{Q} k_{-}},-i s \sqrt{B_{Q} k_{+}}, q_{3}, q_{4}\right), \tag{B12}
\end{equation*}
$$

with $k_{ \pm}=k+(1 \mp s) / 2$. From Eqs. (B6) and (B11), the transversality condition can be expressed as

$$
\begin{equation*}
\left[\Pi_{\nu}(\bar{q})\right]^{*} e_{\nu}(\bar{q})=0 . \tag{B13}
\end{equation*}
$$

Note that $\Pi_{\nu}(\bar{q})$ plays here the same role as the 4 -momentum in the $B=0$ case. In fact, it is easy to see that

$$
\begin{equation*}
\Pi^{2} \equiv\left[\Pi_{\nu}(\bar{q})\right]^{*} \Pi_{\nu}(\bar{q})=(2 k+1) B_{Q}+q_{3}^{2}+q_{4}^{2}, \tag{B14}
\end{equation*}
$$

which implies that the condition in Eq. (B1) leads to $\Pi^{2}=-m^{2}$.

We denote by $\epsilon_{\nu}(\bar{q}, a)$ each of the independent normalized solutions of Eq. (B13). They correspond to the different
possible polarization vectors of the spin- 1 field. For $k \geq 1$, one can find three independent solutions. In that case, using the notation $\bar{q}_{(k)}=\left(k, q_{2}, q_{3}, q_{4}\right)$, and taking for definiteness $s=+1$, we can choose a basis formed by the vectors

$$
\begin{align*}
& \epsilon_{\nu}\left(\bar{q}_{(k)}, 1\right)=\frac{\left(q_{\|}^{2}, 0, i q_{3} \sqrt{(k+1) B_{Q}}, i q_{4} \sqrt{(k+1) B_{Q}}\right)}{\sqrt{q_{\|}^{2}\left[(k+1) B_{Q}+q_{\|}^{2}\right]}} \\
& \epsilon_{\nu}\left(\bar{q}_{(k)}, 2\right)=\frac{\left(0,0, i q_{4},-i q_{3}\right)}{\sqrt{-q_{\|}^{2}}}, \\
& \epsilon_{\nu}\left(\bar{q}_{(k)}, 3\right)=\frac{\left(-B_{Q} \sqrt{k(k+1)},-\left[(k+1) B_{Q}+q_{\|}^{2}\right], i q_{3} \sqrt{k B_{Q}}, i q_{4} \sqrt{k B_{Q}}\right)}{\sqrt{\Pi^{2}\left[(k+1) B_{Q}+q_{\|}^{2}\right]}} \tag{B15}
\end{align*}
$$

where $q_{\|}^{2}=q_{3}^{2}+q_{4}^{2}$. For $s=-1$, the corresponding results can be obtained by exchange of the first two components of these vectors.

Because of the restrictions imposed by the condition $k-s \ell \geq 0$, the situations for $k=-1$ and $k=0$ have to be considered separately. In the case $k=-1$, from Eqs. (B7) and (B8), it is seen that only one independent solution of the form given by Eq. (B6) can be constructed. The associated polarization vector is

$$
\begin{equation*}
\epsilon_{\nu}\left(\bar{q}_{(-1)}, 1\right)=(1,0,0,0) \tag{B16}
\end{equation*}
$$

for $s=1$, and $\epsilon_{\nu}\left(\bar{q}_{(-1)}, 1\right)=(0,1,0,0)$ for $s=-1$. On the other hand, for $k=0$, two independent transverse solutions can be constructed. In this case, a suitable choice for the polarization vectors is

$$
\begin{align*}
\epsilon_{\nu}\left(\bar{q}_{(0)}, 1\right)= & \left(\delta_{1 s} q_{\|}^{2}, \delta_{-1 s} q_{\|}^{2}, i q_{3} \sqrt{B_{Q}}, i q_{4} \sqrt{B_{Q}}\right) / \\
& \sqrt{q_{\|}^{2}\left(q_{\|}^{2}+B_{Q}\right)} \\
\epsilon_{\nu}\left(\bar{q}_{(0)}, 2\right)= & \left(0,0, i q_{4},-i q_{3}\right) / \sqrt{-q_{\|}^{2}} \tag{B17}
\end{align*}
$$

Replacing the polarization vectors (B15) in Eq. (B6), and using the on-shell condition Eq. (B1), one recovers the known solutions for a vector boson in a constant magnetic field (see, e.g., Ref. [74]) written in Euclidean space.

Finally, note that for $k \geq 0$ an extra "longitudinal" polarization vector $\epsilon_{\nu}\left(\bar{q}_{(k)}, 4\right)$ can be defined as

$$
\begin{equation*}
\epsilon_{\nu}\left(\bar{q}_{(k)}, 4\right)=\Pi_{\nu}(\bar{q}) / \sqrt{-\Pi^{2}} \tag{B18}
\end{equation*}
$$

In the case $k=-1$, the relation in Eq. (B3) is always satisfied. Therefore, no longitudinal polarization can be constructed.

## APPENDIX C: ANALYTIC CONTINUATION OF POLARIZATION FUNCTIONS

In this Appendix, we discuss how to evaluate the magnetic contributions to the polarization functions for energies beyond the threshold of $2 M$. The integrals to be analyzed are those given by Eqs. (31), (34), (36), and (37).

Let us start by considering the integral in Eq. (31), which corresponds to the $\rho^{+}$polarization function for the $k=-1$ Landau mode. It is convenient to separate this integral into ultraviolet and infrared pieces, namely,

$$
\begin{equation*}
J_{\rho^{+} \rho^{+}}^{\mathrm{mag}}\left(-1,-m^{2}\right)=J_{\rho^{+} \rho^{+}}^{\mathrm{uv}}\left(-1,-m^{2}\right)+J_{\rho^{+} \rho^{+}}^{(B) \mathrm{ir}}\left(-1,-m^{2}\right)+J_{\rho^{+} \rho^{+}}^{(0) \mathrm{ir}}\left(-m^{2}\right) \tag{C1}
\end{equation*}
$$

where

$$
\begin{align*}
J_{\rho^{+} \rho^{+}}^{\mathrm{uv}}\left(-1,-m^{2}\right)= & -\frac{N_{c}}{4 \pi^{2}} \int_{-1}^{1} d v \int_{0}^{4 / m^{2}} d z e^{-z\left[M^{2}-\left(1-v^{2}\right) m^{2} / 4\right]} \\
& \times\left\{\frac{\left(1+t_{u}\right)\left(1+t_{d}\right)}{\alpha_{+}}\left[M^{2}+\frac{1}{z}+\frac{1-v^{2}}{4}\left(m^{2}-B_{e}\right)\right] e^{-z\left(1-v^{2}\right) B_{e} / 4}-\frac{1}{z}\left[M^{2}+\frac{1}{z}+\frac{1-v^{2}}{4} m^{2}\right]\right\}, \\
J_{\rho^{+} \rho^{+}}^{(B) \mathrm{ir}}\left(-1,-m^{2}\right)= & -\frac{N_{c}}{4 \pi^{2}} \int_{-1}^{1} d v \int_{4 / m^{2}}^{\infty} d z e^{-z\left[M^{2}-\left(1-v^{2}\right)\left(m^{2}-B_{e}\right) / 4\right]} \frac{\left(1+t_{u}\right)\left(1+t_{d}\right)}{\alpha_{+}}\left[M^{2}+\frac{1}{z}+\frac{1-v^{2}}{4}\left(m^{2}-B_{e}\right)\right], \\
J_{\rho^{+} \rho^{+}}^{(0) \mathrm{ir}}\left(-m^{2}\right)= & \frac{N_{c}}{4 \pi^{2}} \int_{-1}^{1} d v \int_{4 / m^{2}}^{\infty} \frac{d z}{z} e^{-z\left[M^{2}-\left(1-v^{2}\right) m^{2} / 4\right]}\left(M^{2}+\frac{1}{z}+\frac{1-v^{2}}{4} m^{2}\right) . \tag{C2}
\end{align*}
$$

It is easy to see that the threshold for the appearance of absorptive parts for $J_{\rho^{+} \rho^{+}}^{\text {uv }}\left(-1,-m^{2}\right)$ and $J_{\rho^{+} \rho^{+}}^{(B) \text { ir }}\left(-1,-m^{2}\right)$ is given by $m_{\mathrm{th}}^{(-1)}=\sqrt{4 M^{2}+B_{e}}$. On the other hand, the $J_{\rho^{+} \rho^{+}}^{(0) \text { ir }}\left(-1,-m^{2}\right)$ is divergent for $m^{2} \geq 4 M^{2}$. To go beyond this limit, one can perform an analytic continuation. It can be seen that after integration over $z$ one gets

$$
\begin{align*}
J_{\rho^{+} \rho^{+}}^{(0) \mathrm{ir}}\left(-m^{2}\right)= & \frac{N_{c} m^{2}}{8 \pi^{2}}\left[\frac{\sqrt{\pi}}{2} \operatorname{erf}(1) \exp \left(\beta^{2}\right)\right. \\
& \left.+\int_{-1}^{1} d v\left(1-v^{2}\right) E_{1}\left(v^{2}-\beta^{2}\right)\right] \tag{C3}
\end{align*}
$$

where $\beta^{2}=1-4 M^{2} / m^{2}, \operatorname{erf}(x)$ is the error function, and $E_{1}(x)$ is the exponential integral, which can be written as

$$
\begin{equation*}
E_{1}(x)=-\gamma-\ln x+E_{\mathrm{in}}(x) \tag{C4}
\end{equation*}
$$

with $E_{\text {in }}(x)=\sum_{k=1}^{\infty}(-1)^{k+1} x^{k} /(k!k)$. For $m^{2}$ larger than $4 M^{2}$ (i.e., $\beta^{2}>0$ ), the logarithm in Eq. (C4) can be extended as $\ln (x-i \epsilon)=\ln |x|-i \pi$ for negative values
of $x$. This leads to a finite expression for $J_{\rho^{+} \rho^{+}}^{(0) \mathrm{ir}}\left(-m^{2}\right)$ that includes an imaginary part

$$
\begin{align*}
\operatorname{Im}\left[J_{\rho^{+} \rho^{+}}^{(0) \mathrm{ir}}\left(-m^{2}\right)\right] & =\frac{N_{c} m^{2}}{8 \pi} \int_{-\beta}^{\beta} d v\left(1-v^{2}\right) \\
& =\frac{N_{c}}{6 \pi} \beta\left(m^{2}+2 M^{2}\right) \tag{C5}
\end{align*}
$$

which cancels exactly with the imaginary part arising from the regularized $B=0$ piece of the polarization function $J_{\rho}^{0, \text { reg }}\left(-m^{2}\right)$; see Eqs. (A1) and (A5). Thus, it is seen that the threshold $m^{2}=4 M^{2}$ is only apparent, the actual threshold for quark-antiquark pair production in this case being located at $m_{\mathrm{th}}^{(-1)}$.

The situation is similar in the case of the $k=0$ Landau mode. However, the corresponding quark-antiquark production threshold $m_{\mathrm{th}}^{(0)}$ is lower than $m_{\mathrm{th}}^{(-1)}$; hence, it is interesting to obtain the expressions for the analytic continuation of the polarization functions even beyond this limit. Let us consider the function $J_{\rho^{+} \rho^{+}}^{\mathrm{mag}}\left(0,-m^{2}\right)$, given by Eq. (37). It is convenient to separate it into four terms, namely,

$$
\begin{equation*}
J_{\rho^{+} \rho^{+}}^{\mathrm{mag}}\left(0,-m^{2}\right)=J_{\rho^{+} \rho^{+}}^{\mathrm{uv}}\left(0,-m^{2}\right)+J_{\rho^{+} \rho^{+}}^{(B 1) \mathrm{ir}}\left(0,-m^{2}\right)+J_{\rho^{+} \rho^{+}}^{(B 2) \mathrm{ir}}\left(0,-m^{2}\right)+J_{\rho^{+} \rho^{+}}^{(0) \mathrm{ir}}\left(-m^{2}\right), \tag{C6}
\end{equation*}
$$

where

$$
\begin{align*}
J_{\rho^{+} \rho^{+}}^{\mathrm{uv}}\left(0,-m^{2}\right)= & -\frac{N_{c}}{4 \pi^{2}} \int_{-1}^{1} d v\left\{\int_{0}^{4 /\left(m^{2}+B_{e}\right)} d z e^{-z\left[M^{2}-\left(1-v^{2}\right)\left(m^{2}+B_{e}\right) / 4\right]}\right. \\
& \times\left[\frac{\left(1-t_{u} t_{d}\right)}{\alpha_{+}}\left(M^{2}+\frac{1-v^{2}}{4}\left(m^{2}+B_{e}\right)\right)+\frac{\left(1-t_{u}^{2}\right)\left(1-t_{d}^{2}\right)}{\alpha_{+}^{2}}\right] \\
& \left.-\int_{0}^{4 / m^{2}} \frac{d z}{z} e^{-z\left[M^{2}-\left(1-v^{2}\right) m^{2} / 4\right]}\left(M^{2}+\frac{1}{z}+\frac{1-v^{2}}{4} m^{2}\right)\right\}, \\
J_{\rho^{+} \rho^{+}}^{(B 1 \mathrm{ir}}\left(0,-m^{2}\right)= & -\frac{N_{c}}{4 \pi^{2}} \int_{-1}^{1} d v \int_{4 /\left(m^{2}+B_{e}\right)}^{\infty} d z e^{-z\left[M^{2}-\left(1-v^{2}\right)\left(m^{2}+B_{e}\right) / 4\right]} \\
& \times\left[\left(\frac{\left(1-t_{u} t_{d}\right)}{\alpha_{+}}-\frac{2 B_{e}}{9} e^{-z(1+v) B_{e} / 3}\right)\left(M^{2}+\frac{1-v^{2}}{4}\left(m^{2}+B_{e}\right)\right)+\frac{\left(1-t_{u}^{2}\right)\left(1-t_{d}^{2}\right)}{\alpha_{+}^{2}}\right], \\
J_{\rho^{+} \rho^{+}}^{(B 2) \mathrm{ir}}\left(0,-m^{2}\right)= & -\frac{N_{c} B_{e}}{18 \pi^{2}} \int_{-1}^{1} d v \int_{4 /\left(m^{2}+B_{e}\right)}^{\infty} d z e^{-z\left[M^{2}-\left(1-v^{2}\right)\left(m^{2}+B_{e}\right) / 4+(1+v) B_{e} / 3\right]}\left[M^{2}+\frac{1-v^{2}}{4}\left(m^{2}+B_{e}\right)\right], \tag{C7}
\end{align*}
$$

while $J_{\rho^{+} \rho^{+}}^{(0) \text { ir }}\left(-m^{2}\right)$ is the same function analyzed in the $k=-1$ case (and the cancellation of its imaginary part proceeds in the same way as discussed above). After some analysis, it can be shown that the integrals in $J_{\rho^{+} \rho^{+}}^{(B 2) \mathrm{ir}}\left(0,-m^{2}\right)$ are convergent for $m^{2}<m_{\mathrm{th}}^{(0) 2}=(M+$ $\left.\sqrt{M^{2}+2 B_{e} / 3}\right)^{2}-B_{e}$, whereas for $J_{\rho^{+} \rho^{+}}^{(B 1 \mathrm{ir}}\left(0,-m^{2}\right)$, the region of convergence extends up to $m_{\text {th }}^{(0) / 2}=(M+$ $\left.\sqrt{M^{2}+4 B_{e} / 3}\right)^{2}-B_{e}$. In what follows, we discuss how to perform an analytic extension of $J_{\rho^{+} \rho^{+}}^{(B 2) \text { ir }}\left(0,-m^{2}\right)$
in order to get a definite result for the polarization function between these two thresholds. After integration over $z$, one gets

$$
\begin{equation*}
J_{\rho^{+} \rho^{+}}^{(B 2) \mathrm{ir}}\left(0,-m^{2}\right)=-\frac{N_{c} B_{e}}{18 \pi^{2}} \int_{-1}^{1} d v \frac{4 r_{0}^{2}+1-v^{2}}{(v+\delta)^{2}+\lambda^{2}} e^{-(v+\delta)^{2}-\lambda^{2}} \tag{C8}
\end{equation*}
$$

where we have introduced the definitions
$r_{0}=\frac{M}{\sqrt{m^{2}+B_{e}}}, \quad r_{d}=\sqrt{\frac{M^{2}+2 B_{e} / 3}{m^{2}+B_{e}}}, \quad \delta=r_{d}^{2}-r_{0}^{2}$
and

$$
\begin{equation*}
\lambda^{2}=\left[\left(r_{d}+r_{0}\right)^{2}-1\right]\left[1-\left(r_{d}-r_{0}\right)^{2}\right] \tag{C10}
\end{equation*}
$$

The expression in Eq. (C8) can be written as

$$
\begin{align*}
& J_{\rho^{+} \rho^{+}}^{(B 2) \mathrm{ir}}\left(0,-m^{2}\right) \\
&= \frac{N_{c} B_{e}}{18 \pi^{2}}\left\{\frac{\sqrt{\pi}}{2} e^{-\lambda^{2}}[\operatorname{erf}(1+\delta)+\operatorname{erf}(1-\delta)]\right. \\
&+\delta\left[E_{1}\left(4 r_{d}^{2}\right)-E_{1}\left(4 r_{0}^{2}\right)\right]+2\left(1-\delta+\lambda^{2}\right) \\
&\left.\times\left[\int_{-1}^{1} d v \frac{1-e^{-(v+\delta)^{2}-\lambda^{2}}}{(v+\delta)^{2}+\lambda^{2}}+F\left(m^{2}+B_{e}\right)\right]\right\} \tag{C11}
\end{align*}
$$

where

$$
\begin{equation*}
F\left(m^{2}+B_{e}\right)=\int_{-1}^{1} d v \frac{1}{(v+\delta)^{2}+\lambda^{2}} \tag{C12}
\end{equation*}
$$

For $m<m_{\mathrm{th}}^{(0)}$, one has $\lambda^{2}>0$, and the integral in Eq. (C12) can be done explicitly, leading to

$$
\begin{align*}
& F\left(m^{2}+B_{e}\right)_{m<m_{\mathrm{th}}^{(0)}} \\
& \quad=\frac{1}{\lambda}\left[\arctan \left(\frac{\lambda}{1+\delta}\right)+\arctan \left(\frac{\lambda}{1+\delta}\right)-\pi\right] . \tag{C13}
\end{align*}
$$

On the other hand, for $m$ beyond the threshold $m_{\mathrm{th}}^{(0)}$, one has $\lambda^{2}<0$. Defining $\bar{\lambda}^{2}=-\lambda^{2}$, the function above can be analytically extended to

$$
\begin{align*}
& F\left(m^{2}+B_{e}\right)_{m>m_{\mathrm{th}}^{(0)}} \\
& \quad=\frac{1}{\bar{\lambda}}\left[\operatorname{arctanh}\left(\frac{\bar{\lambda}}{1+\delta}\right)+\operatorname{arctanh}\left(\frac{\bar{\lambda}}{1+\delta}\right)-i \pi\right], \tag{C14}
\end{align*}
$$

implying the existence of an absorptive part in the polarization function. At the threshold, one has $r_{0}+r_{d}=1$; thus, $\lambda^{2}=0$, and $J_{\rho^{+} \rho^{+}}^{(B 2) \mathrm{ir}}\left(0,-m^{2}\right)$ is divergent.

A similar procedure can be carried out in the case of the magnetic piece of the polarization function $J_{\pi^{+} \pi^{+}}^{\text {reg }}\left(0,-m^{2}\right)$, for $m<m_{\mathrm{th}}^{(0) \prime}$. The corresponding expressions are found to be given by

$$
\begin{equation*}
J_{\pi^{+} \pi^{+}}^{\mathrm{mag}}\left(0,-m^{2}\right)=J_{\pi^{+} \pi^{+}}^{\mathrm{uv}}\left(0,-m^{2}\right)+J_{\pi^{+} \pi^{+}}^{(B 1) \mathrm{ir}}\left(0,-m^{2}\right)+J_{\pi^{+} \pi^{+}}^{(B 2) \mathrm{ir}}\left(0,-m^{2}\right)+J_{\pi^{+} \pi^{+}}^{(0) \mathrm{ir}}\left(-m^{2}\right) \tag{C15}
\end{equation*}
$$

where

$$
\begin{align*}
J_{\pi^{+} \pi^{+}}^{\mathrm{uv}}\left(0,-m^{2}\right)= & -\frac{N_{c}}{4 \pi^{2}} \int_{-1}^{1} d v\left\{\int_{0}^{4 /\left(m^{2}+B_{e}\right)} d z e^{-z\left[M^{2}-\left(1-v^{2}\right)\left(m^{2}+B_{e}\right) / 4\right]}\right. \\
& \times\left[\frac{\left(1-t_{u} t_{d}\right)}{\alpha_{+}}\left(M^{2}+\frac{1}{z}+\frac{1-v^{2}}{4}\left(m^{2}+B_{e}\right)\right)+\frac{\left(1-t_{u}^{2}\right)\left(1-t_{d}^{2}\right)}{\alpha_{+}^{2}}\right] \\
& \left.-\int_{0}^{4 / m^{2}} \frac{d z}{z} e^{-z\left[M^{2}-\left(1-v^{2}\right) m^{2} / 4\right]}\left(M^{2}+\frac{2}{z}+\frac{1-v^{2}}{4} m^{2}\right)\right\}, \\
J_{\pi^{+} \pi^{+}}^{(B 1) \mathrm{ir}}\left(0,-m^{2}\right)= & -\frac{N_{c}}{4 \pi^{2}} \int_{-1}^{1} d v \int_{4 /\left(m^{2}+B_{e}\right)}^{\infty} d z e^{-z\left[M^{2}-\left(1-v^{2}\right)\left(m^{2}+B_{e}\right) / 4\right]} \\
& \times\left[\left(\frac{\left(1-t_{u} t_{d}\right)}{\alpha_{+}}-\frac{2 B_{e}}{9} e^{-z(1+v) B_{e} / 3}\right)\left(M^{2}+\frac{1}{z}+\frac{1-v^{2}}{4}\left(m^{2}+B_{e}\right)\right)+\frac{\left(1-t_{u}^{2}\right)\left(1-t_{d}^{2}\right)}{\alpha_{+}^{2}}\right] \\
& +\int_{-1+\delta}^{1+\delta} d v\left[2\left(1-\delta+\lambda^{2}\right) \frac{1-e^{-\left(v^{2}+\lambda^{2}\right)}}{v^{2}+\lambda^{2}}-E_{\mathrm{in}}\left(v^{2}+\lambda^{2}\right)\right] \\
J_{\pi^{+} \pi^{+}}^{(B 2) \mathrm{ir}}\left(0,-m^{2}\right)= & \frac{N_{c} B_{e}}{18 \pi^{2}} 2 \gamma-4+\frac{\sqrt{\pi}}{2} e^{-\lambda^{2}}[\operatorname{erf}(1+\delta)+\operatorname{erf}(1-\delta)]+2 \ln \left(4 r_{0} r_{d}\right) \\
& \left.+\delta\left[E_{\mathrm{in}}\left(4 r_{d}^{2}\right)-E_{\mathrm{in}}\left(4 r_{0}^{2}\right)\right]+2(1-\delta) F\left(m^{2}+B_{e}\right)\right\}, \\
J_{\pi^{+} \pi^{+}}^{(0) \mathrm{ir}}\left(-m^{2}\right)= & \frac{N_{c} m^{2}}{16 \pi^{2}}\left\{\int_{-1}^{1} d v\left(2+\beta^{2}-3 v^{2}\right)\left[-\gamma-\ln \left|v^{2}-\beta^{2}\right|+E_{\mathrm{in}}\left(v^{2}-\beta^{2}\right)\right]+2 \sqrt{\pi} \operatorname{erf}(1) e^{\beta^{2}}+i 4 \pi \beta \theta\left(\beta^{2}\right)\right\} . \tag{C16}
\end{align*}
$$

As in the case of the polarization function $J_{\rho^{+} \rho^{+}}^{\text {reg }}\left(0,-m^{2}\right)$, for $m>2 M$, the imaginary part in $J_{\pi^{+} \pi^{+}}^{(0) \text { ir }}\left(-m^{2}\right)$ cancels with the imaginary part arising from $J_{\pi}^{0, \text { reg }}\left(-m^{2}\right)$, whereas for $m_{\mathrm{th}}^{(0)}<m<m_{\mathrm{th}}^{(0) \prime}$, one gets an absorptive part coming from the
function $F\left(m^{2}+B_{e}\right)$ in $J_{\pi^{+} \pi^{+}}^{(B 2) \text { ir }}\left(0,-m^{2}\right)$ [beyond $m_{\text {th }}^{(0) \prime}$, another absorptive contribution will arise from $J_{\pi^{+} \pi^{+}}^{(B 1) \text { ir }}\left(0,-m^{2}\right)$ ]. Finally, for the mixing polarization function $J_{\rho^{+} \pi^{+}}\left(0,-m^{2}\right)$ (which does not need regularization in the ultraviolet limit), we obtain

$$
\begin{equation*}
J_{\rho^{+} \pi^{+}}^{\mathrm{mag}}\left(0,-m^{2}\right)=J_{\rho^{+} \pi^{+}}^{\mathrm{uv}}\left(0,-m^{2}\right)+J_{\rho^{+} \pi^{+}}^{(B 1) \mathrm{ir}}\left(0,-m^{2}\right)+J_{\rho^{+} \pi^{+}}^{(B 2) \mathrm{ir}}\left(0,-m^{2}\right), \tag{C17}
\end{equation*}
$$

where

$$
\begin{align*}
& J_{\rho^{+} \pi^{+}}^{\mathrm{uv}}\left(0,-m^{2}\right)=\frac{N_{c} M \sqrt{m^{2}+B_{e}}}{4 \pi^{2}} \int_{-1}^{1} d v \int_{0}^{4 /\left(m^{2}+B_{e}\right)} d z \frac{\left(t_{u}-t_{d}\right)}{\alpha_{+}} e^{-z\left[M^{2}-\left(1-v^{2}\right)\left(m^{2}+B_{e}\right) / 4\right]}, \\
& J_{\rho^{+} \pi^{+}}^{(B 1) \mathrm{ir}}\left(0,-m^{2}\right)=\frac{N_{c} M \sqrt{m^{2}+B_{e}}}{4 \pi^{2}} \int_{-1}^{1} d v \int_{4 /\left(m^{2}+B_{e}\right)}^{\infty} d z e^{-z\left[M^{2}-\left(1-v^{2}\right)\left(m^{2}+B_{e}\right) / 4\right]\left[\frac{t_{u}-t_{d}}{\alpha_{+}}-\frac{2 B_{e}}{9} e^{-z(1+v) B_{e} / 3}\right],} \\
& J_{\rho^{+} \pi^{+}}^{(B 2) \mathrm{ir}}\left(0,-m^{2}\right)=-\frac{2 N_{c} M B_{e}}{9 \pi^{2} \sqrt{m^{2}+B_{e}}}\left[\int_{-1+\delta}^{1+\delta} d v \frac{1-e^{-\left(v^{2}+\lambda^{2}\right)}}{v^{2}+\lambda^{2}}+F\left(m^{2}+B_{e}\right)\right], \tag{C18}
\end{align*}
$$

with $F\left(m^{2}+B_{e}\right)$ given by Eqs. (C12) and (C13).
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