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Abstract

When Samir Okasha applied Kenneth Arrow’s infamous ‘impossibility theorem’–––from
social-choice theory–––to Thomas Kuhn’s celebrated account of theory choice–––within
the philosophy of science–––a new research programme was born. When applied in this
way, the impossibility theorem seems to tell us that there exists no reasonable way of
choosing between competing theories. This programme’s focus has been on finding ‘es-
cape routes’ to this result. This rekindling of interest in Kuhnian theory choice provides
an opportunity to re-examine Kuhn’s historically focused philosophy from an innovative
formal perspective. Moreover, it is argued that this formal brand of Kuhnianism has
lessons to learn from its empirical forebear. This project’s organising principle is that, in
bringing these separate programmes closer together, both benefit. The proposed escape
routes to Arrow’s impossibility result benefit from a historical analysis. Furthermore, ap-
plication of Arrow’s formalism may help solve a serious problem with Kuhn’s philosophy:
the unhelpfulness of his account of scientific rationality. It is argued that this application
yields a complete framework of the stages of the theory-choice process, which is a promis-
ing resource for resolving disagreements regarding which theory to choose. Not only can
it help identify the ultimate source of a theory-choice disagreement, it can also facilitate
the resolution of that disagreement by helping with the targeting of prescriptions for
persuading scientists to change their minds. Thus, it can help to turn Kuhn’s unhelpful
scientific rationality into a helpful one–––of use to deadlocked scientists.
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Objectivity Objectivity, Value Judgment, and Theory Choice: the paper in which Kuhn
set out his criterial-conflict account of theory choice. Delivered as a lecture in 1973,
first published in 1977. 24

Postscript Kuhn’s postscript to Structure, written in 1969. The piece which draws
attention to the importance of theory incubation. 36

Reflections Reflections on My Critics: a paper written by Kuhn responding to critiques
of Structure. Published in 1970, before Objectivity . 36

Structure The Structure of Scientific Revolutions: Kuhn’s classic text on how the scien-
tific enterprise functions, first published in 1962. The book which specified Kuhn’s
CA-IC account of theory choice. 23

a-rule selection A theory-choice stage which emerges from the process of splitting ‘rule
selection’ up into various stages. An ‘a-rule’ is an abstract rule (a ‘rule’ in the
ordinary language sense) a superset of sets of instructions, which, once its free
parameters (such as the number of criteria and the profile of theory rankings/scores)
are specified, yields the same mapping from profile to all-things-considered ranking.
31

absolute scale A scale of measurement on which transformations which preserve the
absolute values of the utilities/scores preserve all information. 187

acceptance-pursuit distinction Laudan’s distinction between two modalities of theory
appraisal, each with its own distinct context. The context of acceptance invites
scientists to take the more rigorous approach to theory appraisal. The context of
pursuit invites scientists to take the less rigorous (more pragmatic) approach to
theory appraisal. 140
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AFC Invariance regarding absolute-scale full comparability: a normative condition placed
on social-choice/theory-choice rules on Sen’s framework. AFC says that two pro-
files are equivalent representations of the preferences/theory scores of a set of in-
dividuals/criteria when one profile is a transformation of the other in which each
utility/score vector is transformed via a common identity transformation. Further-
more, for any two equivalent profiles input into the same rule, the social/all-things-
considered ranking should be identical. 195

all-things-considered ranking The output of a theory choice rule which takes a profile of
criteria’s theory rankings as an input. ‘All-things-considered’ because the process
represents an individual scientist’s process of arriving at a ranking of the theories.
26

anonymity A normative condition placed on social-choice/theory-choice rules. It says
that swapping the labels attached to the individuals/criteria within a profile does
not change the social ordering/all-things-considered ranking. Equivalent to the
equal weighting of individuals/criteria. 237

arrangement A more generalised concept of ranking/ordering, which does not necessarily
meet all of the ordering axioms. 171

Arrow’s theorem An impossibility theorem provable on multiple frameworks and for
multiple contexts (social choice and theory choice). On Arrow’s original framework,
in the social-choice context it says that, for any social-choice case with a finite num-
ber of individuals and at least three distinct alternatives, no social-choice functional
meets all of the utility analogues of Arrow’s conditions: UD, WP, ND, and IIA,
plus ONC. When applied to the theory-choice domain (on the same framework)
it says that, for any theory-choice case with a finite number of criteria and at least
three distinct theories, no theory-choice rule meets all of Arrow’s conditions: UD,
WP , ND, and IIA. 27

CA-IC account Kuhn’s ‘circular assessment-idiosyncratic choice’ account of theory choice;
the account outlined in Structure. 33

cardinal scale A scale of measurement on which transformations which preserve util-
ity/score differences preserve all information. 188

circular-assessment argument An argument central to one half of Kuhn’s CA-IC ac-
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count. It argues for the conclusion that, if a scientist is in a position to (non-
comparatively) assess the merits of DM1, then they are already a convert. 41

cognitive criteria Any criterion which is either epistemic, pragmatic, or some combina-
tion of the two. 301

completeness An axiom used to define preferences/utilities/scores on some frameworks.
On Arrow’s framework, it says that all pairs of alternatives are ordered. On Sen’s
framework, it says that we have utility-/score-level information regarding all pairs
of alternatives. 31

conflicting scientific rationality The problem of how individual scientists should balance
the trade-off between two of the necessary conditions for science’s success: theory
incubation and consensus building. A sub-problem within unhelpful scientific

rationality. 27

consensus building A necessary condition for science’s long-term success, consisting of
two sub-conditions. (1) Within each domain, the community (on aggregate) is
agreed that the later theories have greater puzzle-solving ability than superseded
ones. (2) If, within a scientific domain, there is a consensus on one theory, then
the community (on aggregate) is agreed that it has greater puzzle-solving ability
than its rival. 26

continuity A normative condition placed on social-choice/theory-choice rules on Sen’s
framework. In layman’s terms, continuity ensures that a function is represented
by an unbroken curve. This is useful in ensuring that arbitrarily small modi-
fications to the alternatives do not have disproportionate effects on individuals’
preferences/criteria’s ‘preferences’. 186

criteria selection The stage of the theory-choice process in which a scientist decides
which criteria to accept/deploy. 31

criteria weighting The stage of the theory-choice process in which a scientist decides
how to weight their set of criteria. 31

criterial-conflict account The account of theory choice that Kuhn outlined in Objectiv-
ity. However, this term can apply to all accounts of theory choice based on the use
of criteria which can pull in different directions. 24
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first-order reasoning One’s ‘first-order reasoning process’ is one’s reasoning process solely
concerning one’s method for carrying out the process in question (to arrive at its
output), rather than considering the causal factors underlying the epistemic tools
being used. 109

full comparability The ability to compare the rankings/utilities/scores within a profile
with one another in the richest way allowed by one’s measurability assumption.
192

fully explicit paradigm A hypothetical paradigm of theory choice in which it is the norm
for scientists’ to use a fully explicit theory-choice process, in which every stage is
specified and the decisions linked to each stage are justified. 203

Galilean idealisation A modelling assumption which simplifies by misrepresenting cer-
tain aspects of the system in question in order to capture others. 88

group-to-group An analogy between social-choice and theory choice: a scientific com-
munity’s (overall) theory choice can be represented as a standard social-choice case,
where individual scientists have preferences regarding a set of alternatives (theo-
ries), which need to be aggregated into a social preference. 158

group-to-individual An analogy between social-choice and theory choice: Individual sci-
entists’ theory choices can be represented as if the scientific criteria are individuals
with ‘preferences’ regarding a set of alternatives (theories), which need to be ag-
gregated into an all-things-considered preference. 158

idiosyncratic-choice argument An argument central to one half of Kuhn’s CA-IC ac-
count. It argues for the conclusion that DM choice amounts to an idiosyncratic
process. 43

IIA Independence of irrelevant alternatives: a normative condition placed on social-
choice/theory-choice rules. In the social choice context, IIA says that if two profiles
contain exactly the same orderings regarding x and y, then they must give the same
social ordering of x relative to y. In the theory choice context, IIA says that the
all-things-considered ranking of T1 and T2 should depend only upon their positions
in individual criteria’s theory rankings, and not upon the position of any other
theory. 6
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IIS Independence of irrelevant utilities: the theory-choice analogue of the IIU condition.
IIS says that if two profiles contain exactly the same score levels regarding T1 and
T2, then our theory-choice rule must give the same all-things-considered ranking of
T1 relative to T2. 214

IIU Independence of irrelevant utilities: the analogue of the IIA condition on Sen’s
framework. IIU says that if two profiles contain exactly the same utility levels
regarding x and y, then our social-choice rule must give the same social ordering
of x relative to y . 187

instantiation The set of commitments associated with a DM at a particular time, which
is brought about either by the creation of the DM, or changes to the DM’s central
commitments. 38

instrumental rationality An account of practical rationality characterised by (a con-
strained liberalism regarding) means-end reasoning. 34

Kantian A label for overly authoritarian accounts of rationality, or prescriptions. An
account of rationality is Kantian it either issues a categorical imperative–––‘do
x!’. It may also prefix a categorical imperative with a command to value some-
thing–––‘value y (where x is a means to y) and do x!’. 104

minimum consensus The threshold of minimum consensus is the agreement that must
exist among all (legitimate) practitioners and theoreticians within a particular sci-
entific domain. 152

MO Molecular orbital: an approximation for a molecular wave function which does not
require that electrons are localised to specific atoms. 122

ND Non-dictatorship: a normative condition placed on social-choice/theory-choice rules.
In the social choice context, ND says that there does not exist an individual such
that whenever they strictly prefer x to y, then x is guaranteed to be strictly pre-
ferred to y in the social ordering. In the theory choice context, ND says that
there does not exist a criterion such that whenever it ranks one theory strictly over
another, then so does the all-things-considered ranking. 6

no rational rule The problem that, when applied to theory choice, Arrow’s theorem
seems to inform us that (given certain assumptions) there is no theory-choice rule
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which satisfies every intuitive, minimum condition of scientific rationality. 27

no-convergence thesis The descriptive view that scientists do not converge upon a com-
mon view regarding all of the stages of the theory-choice process as the evidence
mounts and the competing theories develop. 57

no-unique-method thesis The normative view that scientists are not bound, on pain of
irrationality, to a common theory-choice method. 26

non-comparability The total inability to compare the rankings/utilities/scores within a
profile with one another. 179

ONC Invariance regarding ordinal scale non-comparability: a normative condition placed
on social-choice/theory-choice rules on Sen’s framework. ONC says that two pro-
files are equivalent representations of the preferences/theory scores of a set of in-
dividuals/criteria when one profile is a transformation of the other in which each
utility/score vector is transformed individually (rather than being bound to a com-
mon transformation across individuals/criteria) via a strictly increasing transfor-
mation. Furthermore, for any two equivalent profiles input into the same rule, the
social/all-things-considered ranking should be identical. 196

ordering An arrangement of the alternatives which meets reflexivity, completeness, and
transitivity. 157

ordinal scale A scale of measurement on which transformations which preserve rank
order (utility/score levels) preserve all information. 187

Planck’s principle Planck’s claim that sometimes a changing of the guard is needed to
solidify a consensus. This project argues that Planck’s principle provides a thresh-
old at which giving up on theory incubation becomes a hypothetical imperative of
scientific rationality. 51

PMR Pairwise majority rule: a type of social/theory-choice rule (an a-rule) popularised
by the Marquis de Condorcet, which sometimes yields an intransitive output. 241

process model Accurate representations of a cognitive process deployed by real agents.
127

profile The complete set of individuals/criteria’s rankings/utilities/scores input into a
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social-/theory-choice rule. 161

puzzle-solving ability A (contested) concept at the heart of Kuhn’s account of scien-
tific progress. For Kuhn, one theory has greater puzzle-solving effectiveness than
another if it is the winner of a theory-choice problem, judged on the basis of the
progress criteria by a neutral observer. This project’s notion treats the experts
within the domain in question as the arbiters of puzzle-solving ability. 58

quasi-ordering A relation which meets reflexivity and transitivity, but not completeness.
226

ratio scale A scale of measurement on which transformations which preserve the ratios
between utilities/scores preserve all information. 189

reflexivity An axiom used to define preferences/utilities/scores on some frameworks. On
Arrow’s framework, it says that the individuals/criteria are indifferent/‘indifferent’
between any alternatives sharing numerical identity. On Sen’s framework, it says
that all alternatives sharing numerical identity get the same utility/score. 161

rule selection The stage of the theory-choice process in which a scientist decides which
theory-choice rule to utilise. 211

SCTC programme The social-choice-meets-theory-choice programme: the programme
(within the philosophy of science) of applying social-choice theory to criterial-
conflict accounts of theory choice. 24

semi-implicit paradigm The current paradigm of theory choice: it is the norm for sci-
entists to utilise a semi-implicit theory-choice process, in which not every stage
is specified and the decisions linked to each stage aren’t even explicit—let alone
justified. 203

social-choice rule A rule (which can be conceptualised algorithmically or functionally)
for moving from a profile of preferences/votes/utilities/welfares to a group-level
ranking of the decision alternatives. 159

subjective factors Factors specific to an individual scientist which affect their theory-
choice process. Such as factors pertaining to scientific experience, non-scientific
interests, and personality. 35



Cheat Sheet 12

theory incubation The phenomenon of promising theories being protected from pre-
mature destruction, by scientists willing to work on (and even accept) them. A
necessary condition for science’s long-term success. 25

theory ranking The stage of the theory-choice process in which a scientist decides how
the theories ‘do’ by the criteria. A more restricted version of the theory-scoring
concept, which only allows for ordinal, non-comparable information and is tied to
Arrow’s framework. 54

theory scoring The stage of the theory-choice process in which a scientist decides how
the theories ‘do’ by the criteria. A more general version of the theory ranking
concept, which allows for super-ordinal, comparable information and is tied to
Sen’s enriched framework. 31

theory-choice method A scientist’s method for carrying out their entire theory-choice
process: choosing the criteria to deploy, weighting those criteria, determining how
the criteria ‘rank’/‘score’ the theories, selecting an aggregation rule, and completing
the aggregation. 25

theory-choice process A scientist’s theory-choice process concerns every stage involved
in choosing between a set of competing theories: criteria selection, theory rank-
ing/scoring, criteria weighting, a-rule selection, and aggregation completion. 2

theory-choice rule A rule (which can be conceptualised algorithmically or functionally)
for moving from a profile of theory rankings/scores to an all-things considered
ranking of the competing theories. 25

transitivity An axiom used to define preferences/utilities/scores on some frameworks. On
Arrow’s framework, transitivity says that the relation of weak preference/‘preference’
is transferred from the first alternative to the third, if there is a chain of binary
weak preferences/‘preferences’ linking the two. On Sen’s framework, it says that
the first alternative has a greater utility/score level than the third, if the first is
greater than the second and the second is greater than the third. 31

UD Unrestricted domain: a normative condition placed on social-choice/theory-choice
rules. In the social choice context, UD says that the domain of admissible profiles
is the set of all logically possible profiles of individuals’ orderings/preferences. In
the theory choice context, UD says that the domain of admissible profiles is the
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set of all logically possible profiles of criteria’s theory rankings/score vectors. 6

unhelpful scientific rationality The problem that Kuhnianism’s commitment to the jus-
tified ubiquity of idiosyncrasy in scientific reasoning leads to an overly-permissive
view of scientific rationality, which fails to give deadlocked scientists any useful
advice regarding conflict resolution. 26

VB Valence bond: an approximation for a molecular wave function which localises it to
the electrons involved in bonding. 122

voluntarism A theory which characterises epistemic rationality in terms of a constrained
liberalism. Beyond a small number of objective principles which are necessary
conditions for being epistemically rational, multiple, competing epistemic stances
are legitimate options. 104

WP Weak Pareto: a normative condition placed on social-choice/theory-choice rules. In
the social choice context, WP says that if everyone strictly prefers x to y, then
the social ordering must rank x strictly above y. In the theory choice context,
WP says that if all criteria rank one theory strictly over another, then so does the
all-things-considered ranking. 6
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Chapter 1.

Introduction

. . . in Kuhn’s cosy world, everyone is rational
– revolutionary and reactionary alike. But a
genuinely ‘rationalist’ account surely needs
losers as well as winners. . .

John Worrall
Kuhn, Bayes and ‘Theory-Choice’

Kuhn’s claim is that there are many
algorithms, all equally acceptable, while
Arrow’s claim is that no algorithm meets
minimum standards of acceptability

Samir Okasha
Theory Choice and Social Choice

This project brings together two closely related, yet distinct, programmes within the phi-
losophy of science, with the ultimate goal of providing an account of scientific rationality
which can help scientists engaged in a theory-choice disagreement. The first programme
is ‘Kuhnian historicism’, a sub-programme within ‘historicism’: the programme of gen-
erating and testing philosophical accounts of science by their fit to the historical record.
This programme was spearheaded by Thomas Kuhn in his radical work The Structure
of Scientific Revolutions (‘Structure’) in 1962, but was taken up by philosophers such
as Paul Feyerabend, Imre Lakatos, and Larry Laudan. Through such philosophers, his-
toricism generated numerous accounts of theory choice, but our particular focus will be
on Kuhn’s. ‘Kuhnian historicism’ can be characterised as the programme of generating,
and testing, philosophical accounts of science by their fit to the historical record and

23
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psychology. We will focus on the account of theory choice outlined in Kuhn’s paper Ob-
jectivity, Value Judgment, and Theory Choice (‘Objectivity’), first published in 1977. We
will call this his ‘criterial-conflict’ account, as it starts from the (empirically uncontrover-
sial) position that the criteria which scientists use in choosing between theories–––such as
accuracy, consistency, and simplicity–––often give conflicting indications regarding which
theory to choose.1

The second programme is that of applying social-choice theory to criterial-conflict
accounts of theory choice. (We will call this the ‘social-choice-meets-theory-choice’ pro-
gramme, or the ‘SCTC programme’). Social-choice theory is the branch of rational choice
theory concerned with collective choices, such as voting and assessments of welfare. The
SCTC programme was started by Samir Okasha (2011) in his paper Theory Choice and
Social Choice: Kuhn versus Arrow in 2011. Okasha’s focus was not exclusively on Kuhn’s
criterial-conflict account; he applied social-choice theory to all criterial-conflict accounts.
(To all accounts focused on the “idea that theory choice is based on multiple criteria
that may pull in different directions” (ibid., p. 87).) Multiple, conflicting, criteria also
form the foundation of Bas C. van Fraassen’s (1980, §4.1) and Ernan McMullin’s (1996,
p. 19) accounts of ‘theory appraisal’, Peter Lipton’s (2004b, p. 66, 68 & 143) account of
theory choice as ‘inference to the best explanation’, and Bayesian confirmation theory
(or ‘Bayesianism’).2 Nevertheless, Kuhn’s criterial-conflict account is Okasha’s (2011,
§2 & §4) main instrument in setting up his application of social choice to theory choice,
and the wider literature’s critical focus has also been on this account.

Each programme’s project is jeopardised by a distinct threat. The threat to histori-
cism does not concern every account of science that it has generated. Rather, it concerns
accounts which emphasise the role of idiosyncratic factors in theory choice. (For exam-
ple, the role that scientists’ personality traits have on their theory choices). Especially
those accounts which treat the use of such factors as normatively justifiable. A sizeable
proportion of the accounts generated by historicism emphasise the role of idiosyncratic
factors in theory choice.3 In fact, it was historicism which brought such accounts into

1 For an introduction to the use of conflicting criteria in theory choice, see McMullin (2008).
2 Bayesianism holds that confirmation is a probabilistic phenomenon. A theory is judged by its prior

probability and its likelihood. Individually these criteria may give conflicting indications, but Bayes’s
rule combines them into a theory’s posterior probability (Earman, 1992, Ch. 2, §1; Howson and
Urbach, 2006; appendix A).

3 Feyerabend’s (1993, Ch. 1) ‘methodological anarchism’ holds that there is no enterprise-wide method
for choosing between theories. Standards of assessment exist, but are the result of scientists’ “inge-
nuity, tact, [and] knowledge of details” in the correct context (Feyerabend, 1978, p. 99). Toulmin’s
(1972, §3.2) ‘evolutionary’ philosophy of science holds that theory change has three kinds of cause.
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vogue. Furthermore, several non-historicist accounts of theory choice also include this
emphasis.4 Some accounts with this emphasis also argue for its normative justification.5

Despite this range of important criterial-conflict accounts, Kuhn’s (1977b) account out-
lined in Objectivity will be our main focus in outlining the threat to historicism.

Kuhn’s criterial-conflict account incorporates both an emphasis on the idiosyncratic
aspects of theory choice, and its normative justification (as well as his previous account
of theory choice, given in Structure). Scientists’ professional experience, non-scientific
interests, and personalities affect the way that they apply–––and weight–––the criteria
they deploy in theory choice (ibid., p. 324-325). Thus, scientists do not share a common
theory-choice method. Rather, idiosyncratic factors shape their theory-choice methods.
If theory choices are the product of idiosyncratic factors, which vary widely across the
population of scientists, there will tend to be some set of scientists attracted to each
promising new theory for one reason or another. Hence, idiosyncrasy in theory choice
means that promising new theories are more likely to be protected from premature de-
struction and developed (ibid., p. 332). (We will call this phenomenon ‘theory incuba-
tion’.) Given that theory incubation is a normatively attractive phenomenon–––as it is
the only way to ensure that science does not miss out on better theories–––Kuhn (ibid.,
p. 326) moved beyond offering a descriptive characterisation of theory choice. He claimed
that scientists’ lack of a shared method is normatively justifiable. This point is illustrated
by Kuhn’s (1996, p. 200) infamous thesis:6

Firstly, rational criteria. Secondly, “the effects of fashion, prejudice, or inadvertance”. Thirdly,
factors indeterminate between the other two. Even the rational criteria are “frequently incommensu-
rable. . . always multiple, and sometimes point in opposite directions”. The right application of these
criteria is “up to the scientists concerned to decide”. Hull’s (1990, p. 368-372) distinct evolutionary
philosophy highlights the role of social factors–––such as the self-confidence of a theory’s leading
advocates–––as well as epistemic and pragmatic factors–––such as how potentially fruitful a group’s
research is–––in winning supporters over to a research group.

4 van Fraassen (1980, §4.1) highlighted the role of “personal, social, and cultural” factors in theory
appraisal. Lipton (2004b, p. 143) argued that reliable inference is “audience relative”. It depends
upon one’s evidence set, background beliefs, and how one applies epistemic criteria.

5 Feyerabend was not interested in prescribing methodological anarchism as a general normative
methodology (Preston, 1997, §9.2& §9.4), but he did sometimes justify the contextual decisions that
scientists’ make (Feyerabend, 1993, Ch. 11). Toulmin (1972, p. 259-260) went further. After empha-
sising the role of fashion and prejudice in theory choice, he gave normative assent to his descriptive
account: “What is ‘sound’ in science is what has proved sound, what is ‘justifiable’ is what is found
justifiable. . . ”. Finally, Lipton (2004b, p. 131, 148, & 163) was clear that his account of inference to
the best explanation (although primarily descriptive) is an adequate normative theory.

6 We will avoid using the term ‘algorithm’ with regard to Kuhn’s thesis because it incentivises the
conflation of two separate concepts: ‘theory-choice methods’ and ‘theory-choice rules’. As used
in this project, ‘theory-choice rule’ has a smaller purview than ‘theory-choice method’. ‘Theory-
choice method’ encompasses a scientist’s method for carrying out all of the stages of the theory-
choice process: choosing the criteria to deploy, weighting those criteria, determining how the criteria
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“There is no neutral algorithm for theory-choice, no systematic decision procedure which,
properly applied, must lead each individual in the group to the same decision.”

Quotation 1: Kuhn’s no-unique-method thesis

Okasha (2011, p. 86) gives an important clarification of this thesis. Kuhn did not mean
that there exists no rational method for theory choice; rather, there is no rationally
unique method. Scientists are not bound, on pain of irrationality, to a common theory-
choice method. (We will call the ‘no-unique-method thesis’). Inherent in this thesis is a
commitment to the ubiquity, and justification, of idiosyncrasy in theory choice.

The threat to accounts of theory choice that emphasise, and attempt to justify, the
role of idiosyncrasy in theory choice concerns scientific rationality. A commitment to
the justified ubiquity of idiosyncrasy leads to an overly permissive view of scientific ra-
tionality, which fails to give deadlocked scientists any useful advice regarding conflict
resolution. (We will call this problem: ‘unhelpful scientific rationality’). John Wor-
rall’s (2000, p. 125-126) claim that Kuhnian scientific rationality is too permissive (see
this chapter’s first epigraph) gets at this issue. A philosophy of science where, within
ultra-broad bounds, all choices are equally scientifically rational, has nothing to say to
scientists involved in a theory-choice disagreement, apart from ‘stay within those bounds’.

An important sub-problem lies within unhelpful scientific rationality, as applied
to Kuhnian scientific rationality. Kuhn (1996, p. 207-208) argued that an accurate ac-
count of how the scientific enterprise functions, plus a commitment to science’s success,
reveals how scientists ought to behave. If scientists value science’s success, then they
ought to behave in line with the accurate account. Kuhn’s definition of ‘scientific suc-
cess’ incorporates numerous necessary conditions. The two of importance for this sub-
problem are theory incubation and consensus building. These two necessary conditions
are consistent; there could be a period wherein scientific community1 incubates several
promising theories, followed by a period wherein they form a consensus around one par-
ticular theory. Yet, there is a tension between them when viewed from the perspective
of the individual scientist (rather than the scientific community). An all-out emphasis
on theory incubation means that one will ignore scientific progress (the community con-
sensus). An all-out emphasis on scientific progress means that one will ignore promising
theories which should be incubated. The problem is to provide a helpful account of how
the individual scientist should behave so as to jeopardise neither of these necessary con-

‘rank’/‘score’ the theories, and moving from this set of rankings to an all-things-considered ranking
of those theories. In contrast, ‘theory-choice rule’ just concerns the last stage. See subsection 6.4.2.
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ditions for science’s success. (We will refer to this sub-problem as ‘conflicting scientific

rationality’).

The threat to the SCTC programme is more central. The programme’s focus is the
philosophical fallout from the application of Kenneth Arrow’s landmark theorem–––and
its associated literature–––to criterial-conflict accounts of theory choice. In essence, this
theorem informs us that (given certain assumptions) there is no collective choice rule
which satisfies every intuitive, minimum condition of “citizens’ sovereignty and rational-
ity” (Arrow, 1963, p. 30-31). When applied to theory choice, Arrow’s theorem seems to
inform us that (given certain assumptions) there is no theory-choice rule which satisfies
every intuitive, minimum condition of scientific rationality. (We will call this problem
‘no rational rule’).

The threat posed by no rational rule is potentially far more devastating than un-

helpful scientific rationality. Whilst the latter threatens to make rational theory
choice too permissive, the former threatens to make it totally prohibitive! The inability
to give any account of theory rational theory choices is worse than the inability to give
an account of theory choice that provides helpful advice to deadlocked scientists. Yet,
clearly both programme’s problems require a solution. The foundational intuition of this
project is that a solution to both programme’s problems is made more easily attainable
by drawing them closer together. The motivation behind this strategy is clarified by
understanding the similarities, and differences, between the methodologies and claims of
these programmes.

Regarding methodology, both programmes make liberal use of tools from analytic
philosophy, but each also has a distinctive approach to the analysis of theory choice. His-
toricist methodology is focused on generating, and testing, philosophical theories against
the historical record. However, Kuhn’s particular brand of historicism was more expan-
sive. Much of Kuhn’s (1996, CH. I, VI, VIII, X, XII, 3, and 5) original account of theory
choice was motivated by appealing to results from psychology. He (Kuhn, 1974, p. 474)
even attempted to generate a computer model of a cognitive process important to his
views and described theory choice in Bayesian terms (Kuhn, 1977b, p. 328-329). Thus,
his approach to historicism was ‘empirical’ in a broader sense (incorporating psychology
as well as history) and not opposed to formal models. This project’s approach to his-
toricism can be seen as an updated version of Kuhn’s. We will make use of results from
modern cognitive psychology, as well as concepts from economics and computer science.
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The SCTC programme’s methodology is primarily focused on applying concepts and
formalism from the social choice literature (particularly the Arrovian paradigm) to criterial-
conflict accounts of theory choice (particularly Kuhn’s). This is done by drawing struc-
tural analogies between the concepts deployed in the two frameworks. (For example, the
initial application of Arrow’s theorem recognises an analogy between the role of a voter
in collective choice, and the role of a criterion in theory choice.) Certain results from the
social choice literature follow as consequences of these structural analogies. Notably, no

rational rule follows from an analogy drawn between Arrow’s mathematical framework
for social choice and Kuhn’s conceptual framework for theory choice (given theory-choice
analogues of the conditions of citizens’ sovereignty and rationality). The structural analo-
gies are then reconsidered in light of these consequences, in terms of the fit between the
formal framework(s) of social choice and conceptual framework(s) of theory choice, the
normative motivation for the conditions and assumptions packed into the model, and
the fit of the formalism to actual theory-choice cases. This last criterion highlights that
the SCTC programme already uses the empirical tests that historicism advocates, it just
doesn’t treat them as primary. Thus, this programme’s literature already seeks a partly
empirical solution to the threat posed by no rational rule.

The second difference between the two programmes concerns the type of claims they
primarily make. Historicists have primarily been concerned with making descriptive
claims about the nature of science.7 Kuhn was emblematic of this pattern; the major-
ity of the claims in Structure and Objectivity are descriptive. Nevertheless, primarily
descriptive analyses can touch upon how the things ought to be. Kuhn’s (1996, p. 207-
208) philosophy of science was ‘primarily descriptive’ in this sense. Hence his account of
scientific rationality: an accurate account of how science works, coupled with a commit-
ment to science’s success, reveals how scientists ought to behave. Thus, for Kuhn, there
is a definite hierarchy between descriptive and normative claims. Normative claims are
important, but they play second fiddle to the descriptive facts.

The hierarchy between descriptive and normative claims within the SCTC programme
is equally clear, but inverted.8 Prototypical social-choice theory is a normative discipline.
The set of assumptions made about the preferences of individuals and groups are ‘nor-

7 Feyerabend’s (1978, p. 144) methodological anarchism has a descriptive focus. Hull (1990, p. 12-13)
eschewed normative epistemology of science: it seeks justification where there is none to be found.
Even L. Laudan (1996, Ch. 7), who provided prescriptions to scientists, justified methodological rules
on the basis of their historical success.

8 Note that this hierarchy is what we are chiefly concerned with right now. The examples given to
illustrate it will become more comprehensible when the SCTC programme is unpacked in chapter 6.
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mative’ in the sense that they stipulate how the preferences of reasonable individuals
and groups should be structured. Furthermore, the conditions imposed on methods of
collective choice are normative. They are value judgments regarding how we ought to
make collective choices so as to preserve citizens’ sovereignty and collective rationality
(Arrow, 1963, p. 25, 27 &30-31). Okasha (2011, p. 92-93, 95-96) follows Arrow in provid-
ing a normative analysis of the conditions imposed on reasonable theory-choice rules.
The majority of the literature is consistent with this approach.9 Yet, this programme
certainly includes descriptive claims. Most prominently, certain conditions are assessed
regarding their fit to actual theory-choice cases. (For example, Michael Morreau (2015,
§4) argues that a condition known as ‘unrestricted domain’ is not a rational requirement,
because it merely allows for possibilities that do not occur in actual theory-choice cases.)
Thus, the SCTC literature makes descriptive claims, but typically to serve normative
ends.

With these differences noted, we are in a better position to understand the motiva-
tion behind bringing these two programmes together. As stated, the SCTC programme
already acknowledges that the normative threat posed by no rational rule requires a
partly empirical solution. Despite this, the exact role of descriptive arguments in an-
swering this normative challenge needs clarifying. This project’s account of scientific
rationality (developed in chapter 4) is put to use in discerning the appropriate role of
descriptive arguments in solving this problem. It is argued that our normative account of
reasoning ought not stray too far from our descriptive account. In light of this, descrip-
tive arguments are important in determining which solutions to no rational rule are
realistic. This means that the normative analysis of these solutions becomes an exercise
of bounded rationality, rather than an idealisation. Furthermore, I hope to show that
stronger empirical arguments can be generated by the SCTC programme if more atten-
tion is paid to the empirical record, as well as historicist theories. Ultimately, it is argued
that no rational rule does not have a single solution. Rather, the problem undergoes a
‘death by several cuts’. There are several reasonable, realistic solutions which model how
different scientists overcome no rational rule in different contexts. No single solution
fits every case.

The historicist programme does not generally hold that formal methods can contribute
to the solution of its problems. However, as noted above, Kuhn’s brand of historicism is

9 Rizza (2014, §1& §4), Stegenga (2015, §3), Gaertner and Wüthrich (2016, §5), Bradley (2017,
§2, 3, 4, 6, 8), Patrick and Hodesdon (2017), and Nguyen (2019, §1) all explicitly characterise the
application of social choice to theory choice in normative terms.
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more enlightened in this regard. As we shall see, not all the problems facing historicism
require the deployment of the SCTC programme’s formalism. Conflicting scientific

rationality is a case in point; it is argued that scientific rationality cannot dictate a
general means of trading-off an emphasis on theory incubation versus consensus building.
Despite this, it can yield helpful guidance in the form of prescriptions for when to change
one’s mind. However, the conceptual framework provided by the SCTC programme
proves useful in addressing unhelpful scientific rationality. The SCTC programme’s
addition of ‘theory-choice rule’ concept to the standard Kuhnian framework for theory
choice is of critical importance in providing a strategy for solving this problem. This
concept reveals a stage of the theory-choice process which was implicit within Kuhn’s
work. With all of the stages of the theory-choice process mapped out, the precise source
of a theory-choice disagreement can be pinpointed (at least, in theory) and prescriptions
for persuasion aimed at the stage(s) in question.

1.1 Chapter Topics

Chapter 2 outlines the relevant aspects of Kuhn’s philosophy of science. Of particular
importance are his two accounts of theory choice–––his ‘circular assessment-idiosyncratic
choice’ account and his criterial-conflict account–––and the reasoning behind his account
of scientific rationality. Both accounts are assessed in chapter 3. It is argued that the
criterial-conflict account is stronger. The problems of unhelpful and conflicting scientific
rationality are unpacked in subsections 3.4.4 and 3.4.5. Providing solutions to these
problems is more difficult. For this reason, chapter 4 provides an account of scientific
rationality which yields guidelines that solutions to these problems must meet.

Chapter 5 tackles conflicting scientific rationality. Three solutions to this prob-
lem are considered. The first is (Lakatos, 1989) distinction between ‘progressive’ and
‘degenerating’ research programmes. The second relies on L. Laudan’s (1978, p. 108-114)
distinction between the context of acceptance versus that of pursuit. The third is a
Kuhnian account which provides a threshold at which giving up on theory incubation
becomes a hypothetical imperative of scientific rationality, plus a heuristic method for
allegiance re-evaluation for theory holdouts.

The strategy for solving no rational rule is slightly clearer. Given a framework with
certain assumptions, it is impossible for a theory-choice rule to meet every condition
that we intuitively want it to. Thus, we must reject one assumption (at least) from the
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argument (be it a framework assumption or a normative condition). As shown above, the
SCTC programme already acknowledges that empirical claims have a legitimate place
in finding a solution. One might worry that, in using such arguments, followers of this
programme are in danger of deriving an ‘ought’ from an ‘is’. However, this is not the
case. The account of scientific rationality (developed in chapter 4) also helps to clarify
the role of descriptive arguments in solving this normative problem.

After outlining Okasha’s application of social-choice theory to theory choice in chapter
6, potential escape routes are considered in chapters 7-9. The general argument made
across these chapters is that no rational rule suffers a death by several cuts. Several
of the escape routes considered enjoy ‘partial success’: they are successful in particular
contexts and for particular individuals (particular scientists attempting to choose the-
ories rationally). However, no single escape route is successful across all contexts and
for all individuals. Chapter 7 considers arguments which challenge Arrow’s informa-
tional assumptions, particularly Okasha’s (2011) importation of Sen’s informationally
enriched framework. (A sceptical position by Kit Patrick and Kate Hodesdon (2017)
is also considered.) It is argued that the informational enrichment escape route enjoys
moderate, but not total, success. Chapter 8 considers escape routes which challenge Ar-
row’s framework axioms: Seamus Bradley’s (2017) paper–––which includes a challenge
to the ‘completeness’ axiom–––and a complex argument from Alexandru Marcoci and
James Nguyen (2019) which (among other things) challenges the ‘transitivity’ axiom.
It is argued that both escape routes are viable for certain scientists in certain contexts.
Chapter 9 considers escape routes which challenge the theory-choice analogues of Arrow’s
rationality conditions: Davide Rizza’s (2014) challenge to the ‘independence of irrelevant
alternatives’ condition, Marcel Weber’s (2011) challenge to the ‘non-dictatorship’ condi-
tion and Morreau’s (2015) challenge to the ‘unrestricted domain’ condition. It is argued
that Rizza’s argument–––which originated with Donald G. Saari (2001)–––enjoys nor-
mative and (tentatively) descriptive success. Furthermore, a type of dictatorship escape
route enjoys mild success.

Once the threat posed by no rational rule is neutralised (insofar as it can be)
unhelpful scientific rationality is tackled. The formal frameworks provided by the
SCTC programme play a crucial role in this endeavor. In Chapter 10, it is argued that
a Kuhnian SCTC framework allows us to model theory choice deductively. A scientist’s
theory choice follows from their theory-choice method, which can be broken down into the
following stages: ‘criteria selection’, ‘theory scoring’ (how they score the theories via their
criteria), ‘criteria weighting’ (how they weight their criteria), and ‘a-rule selection’ (how
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they move from these scores to an all-things-considered ranking). Thus, if two scientists
have identical commitments regarding each stage, then, if they do not make identical
theory choices, at least one of them is acting irrationally. With this model in hand, the
task of providing better guidance to deadlocked scientists is attempted. Prescriptions
for persuading a sceptical interlocutor are targeted at each stage. It is argued that
this innovation is enough to lay the problem of unhelpful scientific rationality to
rest. However, because the SCTC programme is still in its infancy, this helpful account
of scientific rationality remains inchoate. Thus, we must anticipate this programme’s
“future promise” (Kuhn, 1996, p. 157-158).



Chapter 2.

Kuhn’s Philosophy of Science

Rather than a single group conversion,
what occurs is an increasing shift in the
distribution of professional allegiances

Thomas Kuhn
The Structure of Scientific Revolutions

This chapter outlines Kuhn’s two accounts of theory choice, and his account of scientific
rationality. Section 2.1 considers some of the different terms used to refer to scientific
desiderata–––along with some use cases. Section 2.2 outlines the normative approach
to philosophy of science prevalent before Kuhn’s coming, and Kuhn’s arguments for his
descriptive approach. Section 2.3 outlines Kuhn’s particular ‘theory’ concepts, which
are vital to understanding his accounts of theory choice. Section 2.4 provides a moti-
vation splitting Kuhn’s work on theory choice into two accounts. After this, Kuhn’s
two accounts of theory choice are outlined. His ‘circular assessment-idiosyncratic choice’
account (‘CA-IC account’) is outlined in section 2.5. His criterial-conflict account is out-
lined in section 2.6. Kuhn’s account of scientific rationality is then unpacked in section
2.7. The assessment of Kuhn’s accounts is left until chapter 3.

2.1 Scientific Desiderata

As outlined in chapter 1, both Kuhnian philosophy of science and the SCTC programme
rely upon the concept of scientific criteria. (Examples include empirical fit, predictive
accuracy, and internal consistency.) Despite this project’s focus on the term ‘criteria’,
these standards have been given different labels within the literature. These include: ‘cri-
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teria’, ‘goals’, ‘values’, and ‘virtues’.1 We can treat these labels as (roughly) equivalent,
since each characterises scientific standards as desiderata of scientific theories.

This project mostly uses the term ‘criterion’. However, in some specific instances,
other terms are deployed. Firstly, ‘goal’ and ‘end’ are used in chapter 4, wherein ‘scien-
tific rationality’ is characterised as a type of instrumental rationality. In this context,
these terms are assumed to be equivalent to any of the other general labels of desiderata.
Secondly, ‘value’ is used when concepts from ethics–––which use the term ‘value’–––are
applied to the discussion. One example is when considering hypothetical imperatives,
especially Kuhn’s hypothetical imperative of scientific rationality (see section 2.7). An-
other example is when considering the distinction between ‘instrumental’ and ‘intrinsic’
values (see subsection 4.3). As with the use of ‘goal’ and ‘end’, ‘value’ is assumed to be
equivalent to any of the other general labels of desiderata.

2.2 Normative Versus Descriptive Philosophy of Science

When Kuhn crossed the border from the history of science into the philosophy of science,
he entered hostile territory. The prevailing view of the time was that a normative account
of scientific rationality is the appropriate objective for philosophy of science (Bird, 2001,
p. 3-4; Preston, 2008, p. 15-16). By contrast, Kuhn’s project was descriptive (Preston,
2003, p. 15-16). He traced his descriptive turn back to a moment of “enlightenment” expe-
rienced in 1947 (Kuhn, 1977a, p. xi-xiii). Whilst studying Aristotle’s physics, he realised
that a scientific theory is properly understood only by those willing to entertain the aims,
definitions, and background assumptions of the scientists who accept(ed) it. This insight
set him against a certain type of normatively inclined history of science: the project of
assessing scientists’ past theory choices by how closely their beliefs approximated to our
current best theories, rather than by how rational they were by the standards of their
day. He carried this sentiment with him when he crossed into the philosophy of science,
and thus received an unsympathetic reception.

The justification for the (then in vogue) normative approach to philosophy of science
came from the distinction between the context of discovery, and the context of justifica-

1 For cases where these standards are labelled as ‘criteria’ see: Kuhn (1977b), Okasha (2011), Brush
(2015), and Morreau (2015). For cases where these standards are labelled as ‘goals’ see: L. Laudan
(1978; 1984; 1996). For cases where these standards are labelled as ‘values’ see: Kuhn (1996; 1977b,
§2), Laudan (1984), and McAllister (1996). For cases where these standards are labelled as ‘virtues’
see: McMullin (1996; 2008), Patrick and Hodesdon (2017), Schindler (2018), and Marcoci and Nguyen
(2019).
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tion (the ‘discovery-justification distinction’). According to this distinction, subjective
factors–––those pertaining to “the characteristics of the individuals who make the choice”
(Kuhn, 1977b, p. 324)–––are pertinent to the discovery of a theory, but only intersubjec-
tive factors–––those pertaining to the agreed methodological standards of the scientific
community–––are relevant to the justification of scientific theories (Hoyningen-Huene,
1993, p. 245).

For the proponents of the discovery-justification distinction, it revealed a distinc-
tion between the fundamental “methodological character” of philosophy of science versus
history, psychology, and sociology of science (Hoyningen-Huene, 1987, p. 505). Such pro-
ponents saw philosophy of science’s methodological aim as “addressing the logical analysis
of justification”–––the specific intersubjective standard of relevance to this field (ibid.).
A field whose remit does not extend beyond the logical analysis of science into the em-
pirical analysis of science (and the subjective factors therein) has no use for the analysis
of subjective factors.

In accepting the discovery-justification distinction, one simultaneously rejects the no-
unique-method thesis (see quotation 1 in chapter 1). (For, the no-unique-method thesis
requires that subjective factors are pertinent to the justification of certain theories.)
Thus, the discovery-justification distinction characterises theory choice as a process akin
to disagreement over proofs given in the same (axiomised) formal system (Kuhn, 1996,
p. 199). Since such a system stipulates axioms and rules of inference, any disagreement
must be the result of (at least) one person’s mistake.

From Structure through to Objectivity, Kuhn waged a campaign against the discovery-
justification distinction. Paul Hoyningen-Huene (1993, p. 245-252) has mapped out the
conceptually distinct arguments throughout this campaign. We do not require such an
exhaustive analysis here, merely a flavour of the evolution in Kuhn’s thought. Kuhn’s
(1996, p. 9) early argument against this distinction–––given in Structure–––is that his
efforts to apply it, even roughly, to actual theory-choice cases made scientists’ actual
choice strategies “seem extraordinarily problematic”. Kuhn inferred from this that the
distinction is not necessary for having a philosophy of science. Rather, it is itself a
philosophical theory (Hoyningen-Huene, ibid., p. 248-249). Thus, those who approach
this discipline from a descriptive angle are doing nothing unphilosophical. Nevertheless,
this doesn’t give normative philosophers of science any reason to abandon their approach.
It merely justifies the right to practice descriptive philosophy of science.
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In the Postscript, Kuhn (ibid., p. 186) gave normative philosophers of science a reason
to abandon their approach: descriptive philosophy of science can account for theory incu-
bation, a normatively required phenomenon. Scientific progress requires theory change,
but most anomalies are not resolved through this mechanism; they are resolved through
the reigning theory of the day. Therefore, having a community of scientists where most
abandon ship as soon as an anomaly is encountered–––like good falsificationists (Popper,
2002, p. 66-67)–––would not be healthy for normal-scientific practice. Yet sometimes a
new theory is needed to resolve persistent anomalies. If no scientists are willing to risk
jumping ship, no progress can occur. The subjective factors which influence scientists’
theory choices ensure a good proportion of loyal versus revolutionary scientists. In Re-
flections on My Critics (‘Reflections’), Kuhn (1970, p. 262) argued that some scientists
must be the first to jump ship, so that they can create, or help to develop, a new theory.
This incubation is necessary for progress. In Objectivity, Kuhn (1977b, p. 328 & 331-332)
restated the importance of subjectivity in theory choice, as a means to theory incubation:

“Such a mode of [theory-]development. . . requires a decision process which permits rational
men to disagree, and such disagreement would be barred by the shared algorithm which
philosophers have generally sought.”

Quotation 2: Kuhn on the rational basis for disagreement

This passage shows why Kuhn did not subscribe to a boundary at which some theory
choices become scientifically irrational. It would stifle theory incubation. It would have us
accept that some theory choices–––those infected by subjective factors–––are irrational.

The motivation behind Kuhn’s accounts of theory choice is understood only when
they are set against the backdrop of this campaign. His second argument against the
discovery-justification distinction makes a profound point. Any argument for the claim
‘descriptive philosophy of science is the superior approach’ must account for something
that normative philosophers of science wish to account for, and do it better than a wholly
normative approach. That ‘something’ is progress via theory change. The mechanism
by which it is accounted for is theory incubation.

2.3 Kuhn’s Theory Concepts

The term ‘scientific theory’ can be used to refer to three related, yet distinct, types
of entities. Kuhn was the first to draw explicit attention to all three theory concepts.
The first type most closely matches our intuitive notion of what a scientific theory is.
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It explains, or makes predictions concerning, specific aspects of nature. Such theories
can be small or large-scale, and represented via few or many propositions. What they
do not do, in themselves, is provide a framework for other investigations of specific
aspects of nature. For example, in the first half of the 19

th century, there was a worrying
astronomical problem: models of Uranus’ orbit seemed irrevocably inaccurate (Baum and
Sheehan, 1997, p. 76-78). To account for this, Urbain Le Verrier and John Couch Adams
independently hypothesised that Uranus’ orbit was being perturbed by an undiscovered
planet (which would later be named ‘Neptune’) (ibid., p. 87& 90-91). Each developed his
own model of Neptune’s orbit, specifying its ‘orbital elements’: the five parameters with
which–––given an initial condition of the planet’s position at a certain time–––the position
of the planet at any time can be calculated (ibid., p. 13-14, 94, & 101-102). Kuhn (1996,
p. 10) referred to such theories as ‘normal science’. To further understand normal science,
we must understand Kuhn’s main theory concept: the ‘disciplinary matrix’ (‘DM’).

A DM functions as a methodological and ontological framework for guiding the gener-
ation of normal-scientific theories.2 For example, whilst Le Verrier’s theory had original
content, the vast majority of his methods, and the entities posited, were dictated by clas-
sical mechanics. Kuhn gave the DM the ambiguous label ‘paradigm’ in Structure–––this
label was shared by his ‘exemplar’ concept (see below)–––before it was given the unam-
biguous label ‘disciplinary matrix’ in the Postscript.3

The name ‘disciplinary matrix’ was chosen to highlight that such theories are the “com-
mon possession” of the members of a particular scientific discipline, and that they consist
of multiple types of “ordered elements” (ibid., p. 182). These shared ‘ordered elements’
come in four types: structure (including laws, formalism, and non-formalised structural
relationships), methodological commitments (ibid., p. 182-187), ontological hypotheses
(for use in models), and scientific criteria (perhaps including how they are applied in
theory choice). ‘Exemplars’ are the exemplary puzzle solutions utilised by trainee sci-
entists in the learning of their trade (ibid., p. 187-190). Such solutions would generally
be methodological commitments, but could also be ontological hypotheses. The method-
ological core of classical mechanics is Newton’s laws and calculus, which also constitute
part of its shared structure. However, structure and methodological commitments can be
part of a DM without being its exemplars. For example, much of the basic mathematics

2 See Kuhn (1996, p. 13-14, 20-22, 42, 46-47, 71-72, 112, 117-118, 123-124, 130-131, & 157-159).
3 Kuhn (1996, p. 72& 81) acknowledged that disciplinary matrixes are a type of theory in his willingness

to refer, for example, to “relativity theory” and “Newtonian theory” (classical mechanics) as over-
arching disciplinary matrixes.
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that calculus relies upon–––such as the decimal number system–––was not generated by
classical mechanics, nor does it function as an exemplary puzzle solution by itself. Re-
garding ontological hypotheses, Newton’s laws specify rules which govern the behaviour
of bodies. The vast majority of normal-scientific theories generated by classical me-
chanics obeyed all of these rules, and every normal-scientific theory it generated obeyed
most of them.4 Classical mechanics also incorporates certain criteria. For example, in
persistently generating, and endorsing, mathematical techniques designed to increase its
empirical fit–––such as rigid body dynamics and special-case solutions to the three-body
problem–––those working within classical mechanics revealed their commitment to em-
pirical fit as a goal.

To see that classical mechanics incorporated exemplars, we must understand how
they function in scientific training and practice. Through using an exemplar to solve
problem sets, a trainee scientist learns the lateral application of this puzzle solution–––a
skill essential in their later career. There is a perceptual aspect to this skill. Through
learning to laterally apply exemplars, one learns to see “similarity relations”: to see two
prima facie disparate phenomena as alike (ibid., §3). An exemplar built into classical
mechanics is Newton’s second law of motion, which functions as a similarity relation
between (for example) free-fall and pendulum motion (ibid., p. 188-189).

How does a DM guide normal science? A DM’s ordered elements function as guidelines
for further research. Normal-scientific research is “firmly based” upon a DM’s guidelines
(Kuhn, ibid., p. 10). Certain problems, techniques, and entities are labelled as ‘legitimate’
by the prevailing DM. Normal science addresses–––what the prevailing DM specifies
as–––the day’s legitimate scientific puzzles, via the DM-prescribed techniques. Since a
successful DM is sufficiently open-ended, its establishment creates a great deal of “mop-
up work” (ibid., p. 24). Normal science tackles this mop-up work. However, the practice
of normal science is generally far more complex than Kuhn’s cleaning metaphor suggests.
For instance, a model of the perturbation of Uranus’ orbit was thought to be without
“the smallest hope” of success by the eminent mathematician and astronomer George
Biddell Airy (1834). This is why Richard Baum and William Sheehan (1997, p. 2) call
Le Verrier a “hero of. . . normal science”.

The third sense of ‘theory’ refers to different instantiations of the same DM. For exam-
ple, classical mechanics changed from its purely Newtonian instantiation, to its Eulerian
instantiation (with its addition of rigid body dynamics), to its Lagrangian instantiation

4 Classical electrodynamics does not obey Newton’s third law (Kneubil, 2016).
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(with its generalised principle of least action), and so on (Truesdell, 1976b, p. 58-62).
Kuhn (ibid., Ch. III-IV) was interested in the way that normal-scientific practice pro-
duces new instantiations of established DMs.

DMs guide normal science not only by specifying the legitimate ontological and
methodological assumptions, they are also “sufficiently unprecedented”, and “sufficiently
open-ended” (Kuhn, ibid., p. 10). In other words, they innovate, whilst leaving plenty
of room for refinement, which signals that there is an abundance of work to be done.
Newtonian mechanics was like this. I. Bernard Cohen (2002, p. xii-xiii & 51) argued
convincingly that the unprecedented innovation of Newton’s Principia was his method-
ology of deducing consequences of constructed models, and then applying these results
in explaining phenomenologically accessible phenomena. This methodology proved so
successful at solving physical puzzles that Newton’s successors used it, even though they
were troubled by some of his concepts–––such as gravity ‘acting at a distance’–––(ibid.,
p. 146-147). The Principia was also open-ended. For instance, some of Newton’s original
arguments in Book II –––such as his account of the efflux of water from a vessel–––were
clearly ad hoc, but such issues signalled that there was “mop-up work” (Kuhn, ibid.,
p. 24) to be done (Truesdell, 1968, p. 146& 149). Also, the Principia’s techniques failed
to apply to certain phenomena, such as rigid bodies and the motions of more than two
interacting bodies.

Normal-scientific–––mop-up–––work comes in three forms (Kuhn, ibid., p. 34). Firstly,
“the determination of significant facts”: working to better explain, or quantify, key phe-
nomena (ibid.; Hacking, 2012). Secondly, the “matching of facts with theory”: tidying
up inconsistencies between data and theory (Kuhn, ibid., p. 34). Thirdly, “articulation
of theory”: bringing out what is implicit within a DM (ibid.). (For ease–––and in line
with Kuhn’s other use of the term ‘articulation (see below)—we will refer to these three
forms as the process of ‘articulation’.) Such mop-up work can bring changes to the
DM’s commitments (Kuhn, ibid., p. 33-34). This often happens via multiple scientists
collaboratively or competitively producing work on the same theme.

To illustrate, consider the instantiation of classical mechanics which incorporated
Euler’s general equations of fluid motion. Newton’s failure to explain the efflux of water
led others to generate rival accounts (Truesdell, ibid., p. 111). Early attempts would
prove to be failures, but they gave rise to a new field: hydrodynamics. Daniel Bernoulli
modelled the relation between the velocity of fluid in a tube and its pressure via a
primitive principle of impulse and energy (ibid., p. 170-171). Daniel’s father, Johann
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Bernoulli, was able to derive his son’s results from a more general principle: linear
momentum. He introduced the concept of ‘internal pressure’–––the contact pressure of
one part of a fluid on another–––and considered its effects on either side of a thin slice
of fluid (Truesdell, 1976b, p. 60). Euler generalised this concept, and derived his general
equations of fluid motion via internal pressure and velocity (Darrigol, 2009, p. 24). These
equations were then incorporated into (the latest instantiation of) classical mechanics.

Normal-scientific activity can also descend into ‘crisis’, wherein a DM struggles to
account for important anomalies (Kuhn, ibid., p. 67-68). The instantiations produced
during this time might be in the service of the dominant theory, or might be ‘revolu-
tionary’: bring about a new DM entirely–––as was the case with Nicolaus Copernicus’
own instantiation of the Copernican DM. This means that the instantiation concept also
incorporates some cases of DM creation. An ‘instantiation’ of a DM can therefore be
defined as the set of ordered elements–––or, ‘commitments’–––associated with that DM,
which is brought about either by the creation of the DM, or changes to the DM’s cen-
tral commitments. Whereas, an articulation is just the latter type of instantiation: one
brought about by changes to the DM’s central commitments.

Successive instantiations of the same DM generally accumulate more and more com-
mitments, but this is not necessarily the case. For example, Copernicus’ De Revolution-
ibus Orbium Coelestium outlined the Copernican DM’s first instantiation. This instantia-
tion was fully heliocentric. After this, a batch of instantiations/articulations were created
by the ‘Wittenberg circle’, who characterised Copernicanism as primarily concerned with
predicting the angular position of celestial bodies using as few ad hoc geometric devices
as possible (Westman, 1975, p. 166-167; see appendix B). Such a reading was agnostic
regarding the choice between geocentrism and heliocentrism. Indeed, some members of
the Wittenberg circle even embraced the task of adapting Copernicus’ more geometri-
cally parsimonious models into a geocentric account. Therefore, successive instantiations
of the same DM can jettison commitments.5

5 Robert S. Westman (1975, p. 191-192) argues that this case works against Kuhn’s (original) account
of theory choice (outlined in section 2.5), as it has the “paradoxical” consequence that the Coperni-
can DM had been ensconced within the Ptolemaic DM. I disagree. The Wittenberg interpretation
articulated the Copernican DM as agnostic with regard to the choice between geocentrism and he-
liocentrism. It was still opposed to the geometric devices (particularly the ‘equant’, see appendix B)
employed in Ptolemaic models.
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2.4 Are There Two Kuhnian Accounts of Theory Choice?

Structure’s account of theory choice differs slightly from that given in Objectivity. (Two
relevant works, which exhibit the evolution in Kuhn’s views, lie in between them: Struc-
ture’s Postscript in 1969, and Reflections in 1970.) Kuhn claimed that these differences
are mainly the result of either clarifications of unchanged views (Kuhn, 1996, p. 174),
or simplified presentations of his views for the purpose of reducing scope (Kuhn, 1977b,
p. 338-339). Though his testimony is hardly impartial, this is roughly accurate. Never-
theless, I split Kuhn’s work on theory choice into two separate accounts which diverge
on a few key points: the CA-IC account and the criterial-conflict account. This aids in
removing vagueness from his work, as each account can be tied to a determinate set of
propositions for easy appraisal. The CA-IC account is mostly developed in Structure,
but helpfully clarified via the Postscript. An understanding of this account not only
provides important context for understanding his criterial-conflict account; it also aids
in justifying the criterial-conflict account by comparison.

2.5 The Circular Assessment-Idiosyncratic Choice Account

The CA-IC account consists of two arguments. The first concludes that ‘theory assess-
ment is circular’; the second that ‘theory choice is idiosyncratic’. The first thesis means
that being in the position to make a (non-comparative) assessment of a theory entails
that one is already a convert. The second means that scientists’ experiences, interests,
and personalities play a role in their theory choices, such that disagreement is legitimate.
Kuhn’s argument for each thesis is outlined in subsections 2.5.1 and 2.5.2.

2.5.1 The Circular-Assessment Argument

The bones of Kuhn’s circular-assessment argument are presented, in a deductively valid
form, in figure 2.1. Some explication is required to understand the justification un-
derlining each premise. Starting with P1, Kuhn did not write of being able to ‘non-
comparatively assess’ a DM; yet this is implicit in his work. (The non-comparative
clause is included because Kuhn’s idiosyncratic-choice argument is focused on compara-
tive choice.) Recall his epiphany in 1947. He realised that a DM is properly understood
only by those willing to entertain the aims, definitions, and background assumptions
of the scientists who accept it (Kuhn, 1977a, p. xi-xiii). His early attempts to assess
Aristotelian physics were uncharitable, because he ‘Whiggishly’ judged it in light of the
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P1 If a scientist is in a position to (non-comparatively) assess the merits of DM1,
then they have (largely) internalised it, to the extent that they have accepted
its aims, definitions, and background assumptions

P2 If a scientist has internalised DM1 to this extent, then they are already a
convert

∴ If a scientist is in a position to (non-comparatively) assess the merits of DM1,
then they are already a convert

Figure 2.1.: Kuhn’s Circular-Assessment Argument

aims, definitions, and background assumptions of classical mechanics. Yet, by entertain-
ing its suppositions, Aristotelian physics transformed from absurd to coherent and even
rational.

Kuhn’s epiphany was not a true conversion. He did not become an Aristotelian,
but he did “[learn] to think like one” (ibid., p. xii). Nevertheless, his epiphany was
characteristic of a conversion experience in that it was not piecemeal; it came all at
once, as a gestalt-switch (Kuhn, 2002, p. 293). In experiencing a gestalt-switch, we look
at an ambiguous figure, like Joseph Jastrow’s (1899) duck-rabbit (see figure 2.2), and at
first see one kind of form (a duck), until our percept is suddenly transformed into that
of another (a rabbit). Kuhn’s realisation was that a DM–––minus the aims, definitions,
and background assumptions of those who accept it–––is also an ambiguous figure. Its
form, and therefore whether it is reasonable or not, depends upon these key ingredients.
For Kuhn, the historian’s quasi-conversion into the worldview of a (past) DM mimics
the scientist’s true conversion into the worldview of a (contemporary) DM (Preston,
2008, p. 2). The historically informed philosopher of science may also experience such
a quasi-conversion. Theirs is a ‘quasi-conversion’ because they experience some kind
of gestalt-shift without developing intimate knowledge of the DM qua tool (for solving
scientific puzzles) that an expert scientist achieves. Furthermore, their shift does not
imply an acceptance of the DM in question. By contrast, a scientist’s ‘true conversion’
goes beyond getting to grips with the aims, definitions, and background assumptions
(and, therefore, worldview) of a DM. It furnishes them with the ability to laterally apply
key exemplars, and with an acceptance of the DM.

Why are historians and philosophers in the privileged position of being able to switch
into the worldview of a DM without accepting it? They need only entertain a DM’s aims,
definitions, and background assumptions whereas a scientist ‘internalises’ (accepts) them,
because scientists must accept some DM. Science does have a pre-DM period–––which
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Figure 2.2.: Jastrow’s Duck-Rabbit

is less efficient, due to the lack of a common methodology and ontology (Kuhn, 1996,
p. 13)–––yet, once a particular DM is accepted, the decision to reject it is “always simul-
taneously the decision to accept another” (ibid., p. 77).

The acceptance of a DM can be the result of an explicit choice. This kind of acceptance
is covered as part of Kuhn’s idiosyncratic-choice argument. However, the acceptance
which leads to the circular (non-comparative) assessment of a DM is more implicit.
Generally, scientists’ circular acceptance of a DM is the result of their acquiring the ability
to laterally apply a set of exemplars associated with it. Take the role of the Schrödinger
equation in quantum mechanics. Unlike historians or philosophers, physicists are not
primarily concerned with its genesis, nor its interpretation. Their concern is with its
use in determining the evolution of closed systems (for predicting quantities such as the
position of a particle). They accept that the Schrödinger equation is the exemplary way
of doing this. Three things are implicit in this acceptance. Firstly, that uncovering the
evolution of closed systems is a legitimate scientific aim. Secondly, that the definitions of
the equation’s terms (such as the wave function and Planck’s constant) are acceptable.
Finally, that the background assumptions necessary for the equation (such as that a
‘closed system’ does not allow for the transfer of information with any external system)
are acceptable. In accepting exemplars, scientists accept such propositions. If, over time,
a scientist accepts more and more of a DM’s exemplars, then they accept more of these
implicit propositions. A certain critical mass of such acceptances inadvertently brings
about a true conversion, whereby a scientist thinks, and works, in terms of that DM’s
worldview. (However, worldview incommensurability arguably does not only apply to
cases where a scientist accepts every aspect of a DM’s worldview. Kuhn (ibid., p. 150)
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cashed out this concept via examples of the biases which accompany the acceptance of
different DMs; such biases still exist if scientist1 only accepts a proper subset of a DM’s
total exemplars. Scientist1 might stitch together an idiosyncratic worldview by accepting
the exemplars of different DMs within the same domain.)

This phenomenon–––the acceptance of exemplars causing a true conversion–––lends
credence to P2 in showing how the internalisation of a critical mass of a DM’s exem-
plars (which imply certain aims, definitions, and background assumptions) causes a true
conversion. However, such circularity does not only result from the internalisation of
exemplars. Scientists can also internalise a DM’s aims, definitions, and background as-
sumptions independently of its exemplars, or, at least, prior to their acceptance. This is
seen in Kuhn’s account of the phenomena which cause (and maintain) true conversions:
his ‘incommensurability’ theses.6

‘Incommensurability’ was originally a mathematical term, which refers to the absence
of a common unit of measurement. Two magnitudes are incommensurable when there
exists no whole number, the units of which can be combined to make them both (Tanton,
2005, p. 82). (For example, 1cm and 1m are commensurable as both can be made via
combining 1mm units. However, 1 and

√
10 are incommensurable.7) Kuhn (ibid., p. 148)

introduced the term ‘incommensurability’ into his account of science to capture three
ways in which the supporters of competing DMs “fail to make complete contact with
each other’s viewpoints”. Scientists committed to different DMs “often” do not share
some common standards of assessment (ibid., p. 148-149). (We will call this ‘incommen-
surability of standards’.) They also “seldom” agree regarding the definitions of commonly
deployed terms (ibid., p. 149-150). (We will call this ‘semantic incommensurability’.) Fi-
nally, they lack a common worldview (ibid., p. 148-150). (We will call this ‘worldview
incommensurability’.)

‘Incommensurability of standards’ concerns aims and criteria. The proponents of rival
DMs (and theories in general) often treat different phenomena as key. This influences
which criteria are treated as important. For example, a greater proportion of European,
than American, geologists were early adopters of continental drift theory, partly because
they sought “all-encompassing theoretical systems” (theories with broad scope) (Oreskes,
1999, p. 5-6, 10, 56 & 139). This was both an aim and a criterion for assessing rival geolog-

6 Specifically, ‘incommensurability of standards’ (see below) may be caused by disagreements between
schools of thought.

7 This is because
√
10 is an irrational number and thus so is the ratio of 1√

10
.
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ical theories. American geologists, by contrast, initially rejected continental drift partly
because they held a deep-seated scepticism towards theories with broad scope–––since
such theories tended to necessitate large inductive leaps based on theory-laden obser-
vation (ibid., p. 134-135 & 153). This factional difference can stem from the acceptance
of different exemplars (with different implicit aims). However, it can also stem from
disagreements between different schools of thought. In the case of continental drift the-
ory, the difference in standards between European and American geologists pre-dated the
DM. This predisposed the followers of each school to a different view on Alfred Wegener’s
method of synthesising evidence regarding similarities in the flora and fauna along the
coasts of different continents (ibid., p. 56-57). The American geologists’ school of thought
predisposed them to reject Wegener’s method, whereas the European geologists’ school
predisposed them to accept it. For geologists without any factional bias–––and thus
without a clear view on scope–––accepting the exemplary nature of Wegener’s method
implied accepting that increasing the scope of a geological theory (by drawing together
a diverse set of independent investigations) is also a desideratum for geological theories.

‘Semantic incommensurability’ concerns the meaning of terms and concepts. New
DMs often keep certain terms used by the old DM for labelling phenomena, but change
their referents (Kuhn, ibid., p. 149). To illustrate, in Ptolemaic astronomy, the Sun is
categorised as a ‘planet’, but the Earth is not (Oberheim and Hoyningen-Huene, 2018,
§2.1). By contrast, in (standard) Copernican astronomy, the reverse is true. The use of
the same terms for different referents causes systematic breakdowns in inter-DM under-
standing (ibid., p. 149-150). Conservative scientists cannot understand the content of a
new DM, since they are unable to translate the–––familiar, but differently used–––terms
deployed by radical scientists (Sankey, 1997, p. 427). A DM’s divergent deployment of
a familiar term is generally linked to a difference in its exemplars. (In other words, the
divergent deployment of a term usually reflects some functional difference between the
DMs in question.) For example, the categorisation of the Earth as a planet follows from
(standard) Copernicanism’s use of heliocentrism. In the Postscript, Kuhn (ibid., §5)
downplayed this problem, allowing for translation between DMs. Yet, the mere ability
to translate a proposition into one’s language does not amount to providing a coherent
interpretation of that proposition (ibid., p. 201-203). For example, if the proposition’s
reasonableness depends upon the acceptance of certain exemplars, then this is what is
required for a coherent interpretation.

‘Worldview incommensurability’ concerns a scientist’s set of beliefs, background as-
sumptions, and knowledge how and its role as a cognitive (and perceptual) guide (ibid.,
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p. 150). It is the broadest incommensurability concept, as it incorporates cases of the
other two types which stem from the acceptance of different exemplars. As covered
above, the acceptance of exemplars implies the acceptance of certain goals, definitions,
and background assumptions. For example, in accepting the Schrödinger equation, one
accepts the definitions of its terms. One such term is Planck’s constant, which can be
defined as the value which–––as a coefficient of frequency–––determines the discretisa-
tion of energy (Paul, 2007). Yet, the acceptance of this definition is inconsistent with the
continuous classical model of energy. Thus, the acceptance of the Schrödinger equation
biases one’s ontology in favour of quantum mechanics. Scientist1’s acceptance of a certain
critical mass of DM1’s exemplars causes a true conversion, whereby scientist1 thinks and
works in terms of DM1’s worldview. A worldview guides scientific practice, providing
implicit methodological and ontological heuristics, and causes theory-laden observations
(ibid., p. 150). Scientists from competing DMs perceive natural entities differently (ibid.,
p. 85). For example, Joseph Priestley thought he had observed dephlogisticated air,
whereas Antoine Lavoisier thought he had observed oxygen. Furthermore, DM change
often alters theoretical entities’ classifications, and with it the set of legitimate similarity
relations (ibid., §5). Before being trained on a DM’s exemplars, one cannot access its
theory-laden perceptions and the similarity relations. For example, prior to phlogiston
theory, chemists did not recognise the similarity between combustion, the calcination
of metals, and respiration (Ladyman, 2011, p. 89-90). Phlogiston theory changed this
by positing that each is a reaction caused by the loss of phlogiston–––which became a
similarity relation of the theory.

Whilst scientists’ conversion experiences occur rapidly, as gestalt-switches, there is an
important disanalogy with the perception of ambiguous figures. In general, scientists are
unable to rapidly switch between the worldviews of competing DMs like normal humans
can switch between the forms of ambiguous figures (ibid., p. 84-85& 111-112). This is
because of the sheer amount of cognitive labour required in setting the stage for a true
conversion (ibid., §3). However, they can sometimes switch back and forth at a relatively
rapid rate, unable to settle on one (ibid., p. 114-115). This is possible during times of
‘crisis’, where there is a “profound awareness” that the dominant theory is struggling to
account for important anomalies (ibid., p. 67-68).8 For example, Newtonian mechanics

8 Originally, crisis was necessary for theory change (ibid.). In the Postscript, Kuhn (ibid., p. 181)
weakened his account. Instead of being a necessary condition for theory change, crisis was now the
typical mechanism by which theory change is initiated. This was wise, as crisis is not a universal
feature of theory change. For example, the chemical revolution does not fit neatly with the crisis
concept (Pyle, 2000).
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was in crisis when it struggled to account for anomalies such as black body radiation and
the photoelectric effect.

Finally, eagle-eyed Kuhn scholars may point out that Kuhn (ibid., p. 94) actually
associated circularity with DM choice, not with non-comparative DM assessment:

“When [DMs] enter, as they must, into a debate about [DM] choice, their role is necessarily
circular. Each group uses its own [DM] to argue in that [DM’s] defense.”

Quotation 3: Kuhn on the necessity of circular DM choice

Kuhn explicitly associated circularity with DM choice. Yet, an alternative interpretation
of quotation 3 is: the choice that one’s DM would have one make is necessarily circular.
(Elsewhere, Kuhn (ibid., p. 109-110) did put across his point in such terms. He claimed
that, in the “partially circular arguments” regarding DM choice, each DM “will be shown
to satisfy more or less the criteria that it dictates for itself and to fall short of a few of
those dictated by its opponent”.) On this interpretation, quotation 3 concerns only DM
changes biased by being based solely upon a non-comparative assessment of the merits
of the DM that one has special access to (not all DM change). The circularity of such
scientists’ reasoning reflects the circularity of their assessments. In other words, DM
choice caused by a true conversion is circular. But, this does not entail that all DM
choices made by scientists are necessarily circular.

Another passage informs against this interpretation. Kuhn (ibid., p. 150) also claimed
that a scientist who changes their DM-allegiance must do so via a true conversion:

“Just because it is a transition between incommensurables, the transition between competing
[DMs] cannot be made a step at a time, forced by logic and neutral experience. Like the
gestalt switch, it must occur all at once (though not necessarily in an instant) or not at all.”

Quotation 4: Kuhn on the necessity of total (as opposed to piecemeal) DM change

If so, then all DM change is a circular affair.

Yet, as shown in subsection 2.5.2, Kuhn also contradicted quotation 4. He gave a de-
tailed list of the idiosyncratic reasons that guide scientists’ DM choices. Such reasons are
comparative, piecemeal, and not circular. This internal inconsistency creates a problem
for Kuhn exegesis. In attempting a charitable interpretation, should we favour Kuhn’s
claim that ‘true conversion is a necessary condition of DM change’, and thus strike his
claim that ‘idiosyncrasy plays a large role in DM choice’ from the record? Alternatively,
should we favour Kuhn’s claim concerning idiosyncrasy, and thus strike his claim con-
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cerning true conversion from the record? Given that Kuhn’s contemporaries cited his
claim concerning true conversion–––and (what they took to be) its consequences–––in
their highly critical evaluations of Structure, the former seems to have been the dominant
interpretive strategy.9 The most relevant example of this interpretative strategy–––from
the perspective of this project–––is L. Laudan’s (1984, p. 74) emphasis of quotation 4 in
providing an interpretation of Kuhn which leads to the problem of ‘capturing consensus’
(see subsection 3.4.3).

Rather than following in the footsteps of Kuhn’s contemporaries, this project attempts
the alternative strategy. Kuhn’s claims concerning idiosyncrasy are favoured over his
claims concerning true conversion. This means that quotation 3 is interpreted in the
charitable way outlined above, and quotation 4 is simply struck from the record. This
interpretive strategy is favoured for three reasons. Firstly, because it requires fewer
of Kuhn’s claims to be jettisoned. Secondly, because it fits with Kuhn’s claim that his
work on theory choice after Structure is, for the most part, in keeping with his account in
Structure (Kuhn, ibid., p. 174; Kuhn, 1977b, p. 338-339). Finally, it is more charitable. It
produces an interpretation of Structure which holds up against the charge that quotation
4 is unrealistic. Splitting Kuhn’s account into the circular assessment and idiosyncratic
choice arguments resolves the internal inconsistency in a way that gives due weight both
to the bias that DMs impose upon scientists, and to the individual traits which allow
scientists to think beyond the limits of their DM-imposed (though not their personal)
biases.

Let’s review the premises of the circular-assessment argument. P1: if a scientist is in
a position to (non-comparatively) assess the merits of DM1, then they have internalised
it, to the extent that they have accepted its exemplars and worldview. The consequent
is supposed to follow from the antecedent because scientists accept useful exemplars,
and this entails the (perhaps implicit) acceptance of aims, definitions, and background
assumptions associated with a DM. The acceptance of a critical mass of a DM’s con-
stituent parts–––the value of which will vary among scientists–––brings about a true
conversion, whereby one thinks and works in terms of that DM’s worldview. Hence P2:
if a scientist has internalised DM1 to this extent, then they are already a convert. Once
conversion is complete, standard, semantic, and worldview incommensurability make it
impossible to assess competing DMs in a non-biased way. This rules out a subsequent
change in allegiance. Hence the circular-assessment thesis: if a scientist is in a position

9 See, for example, Watkins (1970, p. 34-37), Toulmin (1970, p. 41-45), Popper (1970, p. 56-57), and
Lakatos (1970a, p. 178-180).
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Pi DM choice amounts to a persuasive process (not a proof process)

Pii Persuasion processes are, by nature, idiosyncratic

∴ DM choice amounts to an idiosyncratic process

Figure 2.3.: Kuhn’s Idiosyncratic-Choice Argument

to (non-comparatively) assess the merits of DM1, then they are already a convert.

2.5.2 The Idiosyncratic-Choice Argument

Kuhn’s idiosyncratic-choice argument–––given in figure 2.3–––is very simple. Again,
note the deductive validity of this argument. In the Postscript, Kuhn (1996, p. 199)
characterised all scientific theory choice–––not simply the choice between (instantiations
of certain) DMs–––as a matter of persuasion, not proof. However, in line with Kuhn’s
focus in Structure, the scope of the idiosyncratic-choice argument is restricted to DM
choice. DM choice amounts to a persuasive process because DM choices do not follow
deductively from a set of universal commitments. Scientists who do not share exactly the
same (ontological, methodological, or criterial) commitments must engage in persuasion
to adjudicate between DMs.

Subsection 2.5.1 covered Kuhn’s claim that those DM choices based solely upon non-
comparative assessment are necessarily circular. Yet, he also accounted for scientists’
DM choices via comparative criteria. He listed a range of reasons why, when faced with
a choice, some scientists are persuaded to stick with the more established DM, while
others are persuaded to adopt the newer one. These reasons justify Pii.

Kuhn’s (ibid., p. 151-152) main reason that scientists stick with the more established
DM is:

“[. . . ]the assurance that the older [DM] will ultimately solve all its problems, that nature can
be shoved into the box the [DM] provides.”

Quotation 5: Kuhn on why scientists stick with the more established DM

Presumably the rationale for this reasoning is the track record of the more established
DM compared to the newer one. A theory’s track record might be measured by the
number and strength of its novelties. If so, then Kuhn’s explanation for why conservative
scientists stick with the more established DM is identical to his explanation for why
scientists adopt the newer DM once the evidence becomes overwhelming (see below).
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The reasons why scientists choose the newer DM depend upon whether they make their
choice while it is in its infancy or later, when it is more developed. Some reasons for early
adoption are subjective; “idiosyncrasies of autobiography and personality” can play a role,
along with factors concerning nationality and reputation (ibid., p. 152-153). Intersubjec-
tive reasons–––those pertaining to the shared standards of scientists–––are also appealed
to (ibid., p. 153-155). For example, the ability to solve the crisis-inducing anomalies is
often emphasised as especially important. Increased quantitative precision and novel
predictions are also intersubjective markers for the ‘comparative problem-solving ability’
of a DM: its ability to solve the problems which confront it. “Aesthetic” criteria–––such
as neatness, suitability, and simplicity–––are also appealed to (ibid., p. 155-158). These
are more idiosyncratic, but play an important role in the development of new DMs. A
small number of scientists are often won over to the developing DM on the basis of aes-
thetic criteria, despite its lack of comparative problem-solving ability. The conversion of
early Copernicans on the basis of its better geometric parsimony is a case in point (ibid.,
p. 154& 156; see appendix B). Finally, Kuhn (ibid., p. 157-158) gave a special role to ‘po-
tential fruitfulness’: the potential novelties a DM could yield. This is seen in his claim
that, though lip service is paid to comparative problem-solving ability, a more pivotal
issue in winning over early adopters is a DM’s “future promise”.

Concerning non-early adoption, Kuhn (ibid., p. 159) had the following to say:

“[. . . ]if the [DM] is one destined to win its fight, the number and strength of the persuasive
arguments in its favor will increase[. . . ] Gradually the number of experiments, instruments,
articles, and books based upon the [DM] will multiply. Still more men, convinced of the new
view’s fruitfulness, will adopt the new mode of practicing normal science, until at last only
a few elderly hold-outs remain.”

Quotation 6: Kuhn on the Decisive Role of ‘Achievement’ in Consensus Building

An intuitive interpretation of this passage is that Kuhn gave the crucial role to ‘actual
fruitfulness’: the number of novelties a theory has actually yielded. However, I believe
that this interpretation is mistaken. Quotation 6 makes clear that non-early adoption is
a product of both the “number” and “strength” of the points in a DM’s favour. A theory’s
actual fruitfulness can only incorporate the number of novelties it has yielded, not their
strength (or success). If it did incorporate such information, it would encroach upon
other criteria. Consider an example. Suppose that T1’s only novelty is prediction1. Just
knowing this does not give us the whole picture concerning T1’s past achievements. We
need to know if prediction1 was successful. But this is simply to claim that we need to
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know T1’s predictive accuracy. Thus, following Kuhn (ibid., p. 157-158), we will refer to
this conglomeration of actual fruitfulness and strength as ‘achievement’.10

Kuhn also emphasised the role of ‘Planck’s principle’: sometimes a changing of the
guard is needed to solidify a consensus (ibid., p. 150-151). For example, it arguably took a
generational change from the radically sceptical American geologists to the geophysicists
with an entirely different methodology, to secure the victory of continental drift theory
(Oreskes, 1999). Hold-outs eventually find that they are no longer able to practice their
craft, as the enterprise has moved on. They either convert, or cease to be practising
scientists (Kuhn, ibid., p. 159).

Since Kuhn held that the normative analysis of science follows from the descriptive
analysis, such hold-outs are doing nothing illegitimate nor scientifically irrational:

“[. . . ]until at last only a few elderly hold-outs remain. And even they, we cannot say, are
wrong. Though the historian can always find men–––Priestley, for instance–––who were
unreasonable to resist for as long as they did, he will not find a point at which resistance
becomes illogical or unscientific. At most he may wish to say that the man who continues to
resist after his whole profession has been converted has ipso facto ceased to be a scientist.”

Quotation 7: Kuhn on the permissiveness of scientific rationality

A strange feature of this passage is that Kuhn allows that the extreme hold-outs are
“unreasonable”, but denies that they are “illogical or unscientific”. Yet, in the sense
connected with his own scientific rationality, such hold-outs certainly are ‘reasonable’.
Indeed, their reasonableness follows from the fact that they make their choice in line with
his descriptive account.

In the Postscript, Kuhn (ibid., p. 199-200) accepted that scientists’ criteria for choice
are the standard ones given in the philosophy of science literature: accuracy, simplicity,
fruitfulness etc. Yet, these criteria function as values which can be applied differently
10 Given that Kuhn contrasts achievement with promise, should we retroactively interpret the special

role in early adoption as belonging to a future-orientated conglomeration of potential fruitfulness and
strength of potential novelties? Initially, this seems an acceptable interpretation. Note, however, that
the two composite criteria do not seem cleanly separable from one another. Any noteworthy potential
novelty is only noteworthy because one has reason to believe that it might be successful–––because one
has a view about its strength. Consider an example. The most highly cited achievement of quantum
mechanics–––in books and articles about its general achievements–––in the years 1929–1932 was its
identification of the properties of the helium atom (Brush, 2015, §8.11). This was important because
it signalled the future potential of a quantum chemistry. If it had failed in identifying the properties
of the helium atom, it might still have potentially yielded a quantum chemistry, but this potential
would not have been salient. So, a theory might have an enormous number of potential novelties,
but the strength of this potential separates valid forecasting and prediction from pure speculation.
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by scientists who share a commitment to them. Two scientists committed to fruitfulness
could disagree about the relative fruitfulness of the competing theories, or about the
weight attached to fruitfulness. Nothing about this would be unscientific or irrational.
From this, Kuhn inferred the no-unique-method thesis: there is no rationally unique
method for theory choice (see quotation 1 in chapter 1).

What is the relationship between the idiosyncratic-choice argument and the no-
unique-method thesis? The idiosyncratic-choice argument, plus Kuhn’s view that nor-
mative philosophy of science is dictated by descriptive philosophy of science, entails the
no-unique-method thesis. If scientific theory choice amounts to an idiosyncratic process,
and how scientists actually choose dictates how they should choose, then it follows that
there is no rationally unique method for theory choice.

Finally, what is the relationship between DM choice and DM assessment? Kuhn (ibid.,
p. 203-204) explicitly separated DM choice from conversion, arguing that scientists can
make choices without having a true conversion experience. (They can come to accept a
DM without experiencing a gestalt-switch into its worldview.) A physicist might choose
quantum mechanics over Newtonian mechanics, on the basis of comparative criteria,
without fully understanding it from the inside. Such a scientist might even use some
quantum mechanical exemplars, but not have a good enough grasp to truly accept the
critical mass required for a true conversion. Later, when recapping his CA-IC account,
Kuhn (1977b, p. 339) claimed that a scientist could undergo a true conversion without
explicitly using criteria to select a theory, and so without making a choice. Thus, he also
denied that conversion to a DM entails the choice of that DM.

In summary, consider the premises of the idiosyncratic-choice argument. Pi: DM
choice amounts to a persuasive process (not a proof process). The characterisation of
DM choice as a persuasive process holds because scientists–––who have different ontolog-
ical, methodological, or criterial commitments–––have no means of conflict resolution at
their disposal beyond persuasion (based on comparative criteria). This leads neatly to
Pii: persuasive processes are, by nature, idiosyncratic. The deployment of comparative
criteria is an idiosyncratic process. Some criteria–––such as consistency–––are univer-
sally shared, others–––such as neatness–––are not. The deployment of universally shared
criteria can also differ, depending on the background and personality of the scientist in
question. Hence the conclusion: DM choice amounts to an idiosyncratic process.
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2.6 The Criterial-Conflict Account

Kuhn’s (1977b) criterial-conflict account is generally congruent with his CA-IC account.
A major difference is that it concerns all theories (see section 2.3). Even though DMs
are a type of theory, the circular-assessment argument was laid aside in Objectivity for
clarity of focus (ibid., p. 334-335 & 338-339). We will honour Kuhn’s focus, and treat the
criterial-conflict account as agnostic regarding the circular-assessment thesis.

Recall (from section 2.2) that the motivation behind Kuhn’s accounts of theory choice
is understood only when they are set against the backdrop of his campaign against
the discovery-justification distinction. Furthermore, it wasn’t until after he had writ-
ten Structure that Kuhn developed his best argument against the discovery-justification
distinction: it stifles theory incubation. It generally requires more than one scientist to
develop a theory, and certainly more than one to lend it credibility. Thus, theory incuba-
tion is a pattern which emerges at the level of the group (a ‘group-level pattern’), rather
than at the level of the individual scientist (an ‘individual-level pattern’). Now that we
understand the group-level pattern that Kuhn’s criterial-conflict account was aimed at
capturing, we can consider the individual-level phenomena which, he believed, capture
this pattern.

At the individual-level, Kuhn’s criterial-conflict account holds to the idiosyncratic-
choice argument (see figure 2.3), but swaps ‘DM’ for ‘theory’. With this change in focus,
there are changes in the individual-level phenomena which justify the premises of this
argument. Firstly, rather than focusing on clusters of criteria–––such as the criteria
incorporated within comparative puzzle solving, aesthetics, and promise–––Kuhn (ibid.,
p. 321-324) focused on five individual criteria: accuracy, consistency, fruitfulness, scope,
and simplicity.11 Secondly, the analysis is not broken down into reasons why scientists
choose the more established DM/theory versus the newer DM/theory (in either its early
or developed stage). Relatedly, potential fruitfulness and achievement (the number and
strength of novelties) no longer receive the most weight.12 Instead, accuracy takes centre
stage as “the most nearly decisive of all the criteria” (Kuhn, ibid., p. 322-323).13

11 This resembles Kuhn’s (1996, p. 185) presentation of the scientific criteria in the Postscript and
Reflections (Kuhn, 1970, p. 261). These works also focus upon theory choice, not DM choice.

12 Recall (from subsection 2.5.2) that achievement was (likely) the main reason for DM conservatism.
Furthermore, potential fruitfulness was the highest-weighted criterion for the early adoption of a new
DM, whereas achievement was the crucial factor in non-early adoption.

13 By contrast, fruitfulness merely “deserves more emphasis than it has yet received” (Kuhn, 1977b,
p. 322).
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These changes might reflect an evolution in Kuhn’s views. Consequently, they would
apply equally to DM choice and normal-scientific theory choice. Alternatively, these
changes might reflect the fact that the criterial-conflict account concerns ‘theory’ choice
in the broad sense. Consequently, the claims made in Structure would still apply to DM
choice, but not to normal-scientific theory choice. I favour the former interpretation. My
main aim in separating out Kuhn’s criterial-conflict account from his CA-IC account is
not to determine Kuhn’s entire set of views on theory choice when writing Objectivity. It
is to determine the set of views on theory choice which he was interested in emphasising.
For example, at the end of Objectivity, Kuhn (ibid., p. 335-336& 338-339) explicitly stated
that he was still committed to semantic and worldview incommensurability. However,
these concepts will not be included within his criterial-conflict account, since they were
not important enough to warrant a functional role within the framework developed in
this paper. Similarly, any nuances in his pronouncement that accuracy–––rather than
achievement and potential fruitfulness–––plays the most crucial role in theory choice were
clearly not important enough to have been noted explicitly in the text.

The criterial-conflict account gives a clearer explanatory framework to the amended
idiosyncratic-choice argument. Kuhn focused on two stages in the theory-choice process
(‘theory-choice stages’), where scientists are granted some rational leeway concerning
their judgment (p. 324, 326, 331, & 335). There is no rationally unique answer to the
problems posed by these stages. Thus, these stages introduce legitimate disagreement
into theory choice. This disagreement accounts for the group-level pattern of theory
incubation. (We will call such theory-choice stages ‘leeway stages’. A scientist’s ‘theory-
choice method’ will be all the choices that lead to their all-things-considered choice.)

In the first leeway stage (‘theory ranking’), each criterion is used to comparatively
assess the theories, or provide a ‘ranking’.14 Kuhn (ibid., p. 322-324) argued for leeway
in this stage via two types of case. In the first case type, the impreciseness or ambigu-
ity of the criteria allows for different interpretations, and thus different theory rankings.
For example, Copernicus’ theory is simpler than Ptolemy’s with regard to mathemati-
cal parsimony, but not with regard to computational ease. Scientist1 could have used
‘simplicity’ to mean mathematical parsimony, and so could accurately claim that Coper-
nicus’ theory is simpler than Ptolemy’s. Yet, scientist2 could use ‘simplicity’ to mean
computational ease, and so could accurately claim that Copernicus’ theory is no simpler
than Ptolemy’s. In the second case, the weight that scientists attach to the phenomena

14 Though the term ‘ranking’ may seem too closely aligned with social choice terminology, it is argued
in subsection 6.4.1 that its use is consistent with Kuhn’s view.
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causes disagreement. For example, Copernicus’ theory could account for the increased
brightness of the superior planets when in opposition, but Ptolemy’s could account for
the apparent stillness of the Earth. Scientist1 might see the increased brightness of the
superior planets in opposition as more important, and so claim that Copernicus’ theory
has greater ‘accuracy’ (in terms of empirical fit). Scientist2 might place more importance
on the apparent stillness of the Earth, and so claim that Ptolemy’s theory has greater
accuracy. These two types of case allow scientists some leeway in their individual theory
rankings. There is no rationally unique theory ranking which each individual must sub-
scribe to. Across different scientists this can lead to disagreement. Thus, disagreements
regarding theory ranking can aid theory incubation.

In the second leeway stage (‘criteria weighting’), scientists apply weights to the crite-
ria they deploy (ibid., p. 324). (Though the term ‘weight’, rather than ‘ranking’, is used
for this stage, both terms concern comparative assessment.) Sticking with the Coperni-
can revolution, scientist1 might have attached more weight to ‘simplicity’ (mathematical
parsimony) due to his idiosyncratic obsession with geometry. Whereas scientist2 might
have attached more weight to ‘consistency’ (with Aristotelian physics) due to her fixation
on the importance of causal mechanisms. For clarity, suppose that these are the only cri-
teria deployed. It would be reasonable to think that scientist1 would choose Copernicus’
theory, and scientist2 Ptolemy’s. Again, the leeway in this theory-choice stage can lead
to group-level disagreement, aiding theory incubation.

Another theory-choice stage should potentially include leeway. Namely, ‘criteria se-
lection’: selection concerning which criteria to accept and/or deploy in a given theory-
choice case. Although Kuhn (ibid., p. 321) explicitly stated that his five criteria are not
exhaustive, his criterial-conflict account does not seem to categorise criteria selection as
a leeway stage. The criteria deployed in theory choice are–––“Roughly speaking, but
only very roughly”–––fixed for the scientific community across theories and through time
(ibid., p. 335). Their ambiguity allows for variation of interpretation, avoiding the need
for variation in the criteria deployed. Thus, leeway built into theory ranking negates the
motivation for building leeway into criteria selection. For example, if we indicate that
scientists no longer hold consistency with Aristotelian physics to be a scientific criterion,
Kuhnians can reply that the commitment to ‘consistency’ remains unaltered, but it is no
longer disambiguated to into this particular sub-criterion.

Scientists’ idiosyncratic answers to the problems posed by leeway stages are influenced
by ‘subjective’ (idiosyncratic) factors. For Kuhn (ibid., p. 325), the subjective factors
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which influence theory choice were classified into those regarding scientific experience,
non-scientific interests, and personality. Scientific experience factors include all aspects
of a scientist’s field experience relevant to their theory choice–––one’s exemplar set, the
heuristics one employs (for example, the trust heuristic), one’s area of specialisation, the
extent to which one’s work depends upon concepts and techniques challenged by the new
theory, etc. Non-scientific interest factors include all pertinent influences outside the sci-
entific domain which influence scientists’ beliefs. Examples include: Johannes Kepler’s
interest in Neoplatonism (Kuhn, 1957, p. 209-219), Hans Christian Ørsted’s attachment
to Naturphilosophie (Martins, 2007, p. 360-361 & 377), Michael Faraday’s Sandemanian
faith (Cantor, 1993, Ch. 7-8), and the Marxist politics of John Burdon Sanderson Haldane
and John Maynard Smith (1997). Personality factors include all personality traits rele-
vant to a scientist’s theory choice. These include: whether individuals are risk-averse or
risk-seeking and the extent to which they exhibit creativity, curiosity, flexibility, imagina-
tion and/or intelligence (which the ‘big five’ theory of personality factors into ‘openness to
experience’) (Feist, 2006, p. 117). Such subjective factors influence individual scientists’
theory rankings, leading them to disagree with one another, causing theory incubation
as a group-level pattern.

To flesh out this framework, consider an illustrative case in which individual-level id-
iosyncrasies led to theory incubation: Lynn Margulis (then ‘Lynn Sagan’) and endosym-
biosis theory. Margulis was partly attracted to the notion of endosymbiosis–––whereby
one organism lives inside another in a symbiotic relationship–––because it could pro-
vide an evolutionary explanation for the presence of certain organelles–––mitochondria,
plastids, and the basal bodies–––within eukaryotic cells (Sagan, 1967, §2.2 & §2.3).15 En-
dosymbiosis explains how eukaryotic cells adapted to the (newly) oxygen-rich environ-
ment, by using oxygen in the production of ATP. According to this hypothesis: eukary-
otic cells are the product of the ingestion of an aerobic prokaryote by a heterotrophic,
anaerobic prokaryote. Other scientists clung to the theory that eukaryotic cells have an
autogenous origin, often focusing on the fit of symbiosis theory to the data on mitochon-
dria (Gray, 2017, p. 1285-1286). For example, Henry R. Mahler (1981) listed organisms
whose mitochondrial genes differed from those found in any prokaryote. However, since
Margulis’ paper was published, a vast set of evidence has been amassed which provides
“a compelling case” for mitochondrial endosymbiosis (Gray, ibid., p. 1286).

This case can be interpreted via Kuhn’s framework. Margulis and Mahler had differ-

15 She also made an empirical and predictive case for endosymbiosis (Sagan, 1967, §3& §4).
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ent scientific experience, non-scientific interests, and personalities. We will concentrate
on Margulis, as more is known about her biography. (We can safely assume that Maher’s
biography is not identical to Margulis’.) Firstly, consider Margulis’ scientific experi-
ence. Her (atypical) scientific training included reading the late 19

th century Russian
endosymbiotic literature (Margulis, 2004). Perhaps this led her to weight the explana-
tory potential of endosymbiosis theory above its fit to the data on mitochondrial genes.
Or, perhaps she interpreted ‘empirical fit’ in terms of fit to her data set (which included
this literature), rather than Maher’s. Secondly, consider her non-scientific interests.
Michael Ruse (2013, p. 8-9) argues that Margulis’ early exposure to (unadulterated) clas-
sical texts of Western civilisation–––as part of the University of Chicago’s ‘Great Books’
programme–––was “surely a major factor” in her willingness to disagree with (aspects of)
scientific orthodoxy.16 If Ruse is correct, then Margulis’ non-scientific interests shaped
her personality in a way which affected her reasoning. This leads, neatly, to the consid-
eration of Margulis’ personality. Certainly, her doggedness was common knowledge; for
example, Richard Dawkins expressed his admiration for her “sheer courage and stamina
in sticking by the endosymbiosis theory” (Margulis, 1991, p. 144). These traits ensured
that she did not allow social conformity to guide her theory choices. In Kuhnian terms:
perhaps her personality ensured that she did not disambiguate ‘consistency’ into consis-
tency with scientific orthodoxy, or, at minimum, that she did not weight this criterion
highly. Consequently, she stuck with endosymbiosis theory, helping to incubate it against
premature destruction.

As shown in quotation 2 (see section 2.2), Kuhn’s (1977b, p. 328& 331-332) criterial-
conflict account reaffirmed his commitment to the no-unique-method thesis. It also
included a seemingly radical thesis: scientists do not converge upon a common theory-
choice method as the evidence mounts and the competing theories develop (the ‘no-
convergence thesis’) (ibid., p. 328-329). What led Kuhn to this conclusion? He utilised
the language of Bayesianism (see appendix A) to outline a prima facie plausible aspect
of his (hypothetical) interlocutor’s view. Kuhn and his interlocutor agree that scientists
make theory choices via “some Bayesian algorithm”, which allows them to compute the
posterior probability of theories.17 Furthermore, Kuhn and his interlocutor agree that
the set of evidence (that a theory’s posterior probability is conditional upon) incorporates
how the theories ‘do’ by the standard criteria (such as fruitfulness and simplicity). They

16 This is not an outrageous claim, given that Margulis (2004) credited her willingness to seek scientific
inspiration from literature, which had been relegated to the humanities, to her “Chicago background”.

17 The Bayesian ‘algorithm’ that scientists use would be the ratio of the posterior probability of hy-
pothesis H1 versus H2 (see appendix A).
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disagree regarding whether there is only one unique posterior probability that should
be calculated for each theory. Kuhn denies this; his interlocutor accepts it. Kuhn held
that consensus does not necessarily emerge as a result of the convergence of scientists’
individual theory-choice methods. It may emerge merely as the result of the convergence
of the values of theories’ posterior probabilities, as computed by scientists. In non-
Bayesian language: consensus regarding theory choice does not necessarily mean that
scientists have converged upon the exact same method (the same theory rankings and
criteria weightings). Consensus may emerge merely as the result of scientists converging
on the same choice, via different means. When put in these terms, the thesis does not
appear so radical. Indeed, it is a consequence of adopting a descriptively accurate account
of theory choice, rather than an idealised one.

In summary, Kuhn’s criterial-conflict account of theory choice is broader than his
CA-IC account, which focuses solely on DMs. This account also gives a clearer ex-
planatory framework for theory incubation. Scientists’ subjective factors cause them to
give divergent theory rankings and criteria weightings, which leads to divergent theory
choices. Such divergence ensures theory incubation. Theory incubation is a phenomenon
which is necessary for scientific progress, but which a wholly normative philosophy of sci-
ence–––which accepts the discovery-justification distinction–––struggles to account for.
Over time, consensus emerges, but not necessarily as the result of the convergence of
scientists’ theory-choice methods.

2.7 Scientific Rationality and Success

Kuhn’s (1996, p. 207-208) normative account of scientific rationality was summarised in
Chapter 1: an accurate account of how science works, coupled with an appreciation
of science’s success, reveals how scientists ought to behave. Thus, Kuhnian scientific
rationality comes in the form of a ‘hypothetical imperative’: if you value science’s success,
then you ought to behave in line with his (accurate) account(s) of theory choice. To know
whether we do (or should) value science’s success, we need some account of it. Kuhn’s
account is scattered throughout Structure and the Postscript. I incorporate Kuhn’s
account of progress into his account of success, because I interpret him as using ‘science’s
long-term success’ and ‘scientific progress’ synonymously. This is reasonable, because
without progress science could not have long-term success, and vice versa. Furthermore,
Kuhn’s (ibid., p. 186, 196, & 207-208) usage of ‘success’ is in line with his (ibid., p. 205)
definition of ‘progress’ as “puzzle-solving ability” (outlined fully below).
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Since we are making the distinction between science’s short-term and long-term suc-
cess, it is useful to group Kuhn’s necessary conditions for science’s success under these
headings (‘K-SS1’ and ‘K-SS2’):

K-SS1 Science must be successful in the short term:

K-SS1a A commitment to the scientific standards (aims and criteria) must be
maintained

K-SS1b DMs must be articulated

K-SS2 Science must be successful in the long term; it must make progress:

K-SS2a Promising theories must be incubated from premature destruction

K-SS2b Scientific domains must build consensuses:

K-SS2bi
Within each domain, the community (on aggregate) is agreed that
the later theories have greater puzzle-solving ability than super-
seded ones

K-SS2bii
If, within a scientific domain, there is a consensus on one theory,
then the community (on aggregate) is agreed that it has greater
puzzle-solving ability than its rivals

This is not a strict separation, for two reasons. Firstly, the failure to meet a necessary
condition for short-term success will, if sustained, negatively impact science’s long-term
success. For example, a long-term rejection of the scientific standards (K-SS1a) would
destroy science in the long term. Secondly, ‘short-term’ and ‘long-term’ are vague terms,
and there is room for legitimate disagreement regarding which category certain conditions
will fall into. A good example, which is considered below, is K-SS1b .

We will start by considering the conditions for science’s short-term success (K-SS1).
K-SS1a claims that the maintenance of the standard scientific criteria–––such as accu-
racy, consistency, and simplicity–––is necessary for science’s short-term success. Kuhn
(1970, p. 263) justified his view that scientists share a common set of scientific criteria by
arguing that if the standard criteria were rejected, then it would be the end of science. He
argued for this via the case of the (public) acceptance of Trofim Lysenko’s anti-Darwinian
theory of ‘agronomy’ (agricultural science) in Soviet Russia on the grounds of its fit to
the political zeitgeist and the dangers associated with political dissent (Joravsky, 1986,
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Ch. 7-8). His point is that scientists’ use of desiderata–––such as internal consistency and
empirical fit–––as aspirational goals and assessment criteria is necessary for science’s suc-
cess, because theories developed and chosen solely on the basis of non-standard desiderata
could have no reliable success in solving scientific puzzles (see subsection 4.3.3).

K-SS1b claims that DMs must be articulated (Kuhn, 1996, p. 5). Recall (from section
2.3) that DMs undergo development through normal-scientific activity. For example,
continental drift theory developed from Wegener’s instantiation through to its geophysical
articulation in the 1960s, via normal-scientific theories such as the Vine-Matthews-Morely
hypothesis and the transform fault hypothesis. In line with the traditional conception
of scientific progress, articulation is generally a cumulative process. However, as the
example of the Wittenberg interpretation(s) of Copernicanism shows, articulation can
jettison even some of a DM’s most central hypotheses. DM-articulation is necessary for
scientific success because DMs are mainly vehicles for guiding further research, and so
leave a lot of work for others (Kuhn, ibid., p. 10). This is the reason that K-SS1b is
categorised as a necessary condition for short-term success: without any guide to further
research science cannot flourish, even in the short term.

(Typically, when scientists incubate a theory, they also articulate it (through altering
its commitments). For example, the Wittenberg circle’s articulations of Copernican-
ism were simultaneously acts of articulation and theory incubation. Heliocentricism was
jettisoned (as a central commitment) in order to protect it–––and its promising geo-
metric devices–––from outright rejection (see section 2.3). However, the incubation of
a DM does not entail its articulation. For instance, early meteorologists accepted Luke
Howard’s cloud classification DM–––which classified clouds via original concepts and
symbols–––without any alterations (Wilkins and Ebach, 2014, p. 19-22). Indeed, his
contemporary, Johann Wolfgang von Goethe, simply took Howard’s theory to be a basic
law of weather.)

We will now consider the necessary conditions for progress/science’s long-term success
(K-SS2). Theory incubation (K-SS2a) was introduced in chapter 1, and its justification
was given in section 2.2. In a domain with an established DM which requires further
articulation, theory incubation is not required for short-term success. However, it is
required in the long term, as it is the only way to mitigate the risk of the future failure
of the established DM (and of established normal-scientific theories). It might be argued
that theory incubation is not a necessary condition for long-term success, as there will
be cases where the reigning theory is true. Even then, ‘theory incubation’–––as defined
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by K-SS2a–––is still a necessary condition, because it would only have one incubate
promising theories. For example, K-SS2a does not tell us to incubate creation science.
It tells us to incubate any ‘promising’ alternative to the theory of evolution by natural
selection (as judged by the experts in the domain). This condition did not form an
explicit part of Kuhn’s account of ‘progress’–––which we considered next–––but clearly
it is a prerequisite for this account.

K-SS2b concerns Kuhn’s explicit account of progress: scientific domains must build
consensuses. Kuhn’s view departed from the traditional conception of ‘scientific progress’,
according to which science progresses via the accumulation of truths (Niiniluoto, 2019,
§1). Kuhn was part of a vanguard of philosophers who–––particularly in the latter half of
the 20

th century–––challenged this view. The articulation of a DM is generally cumula-
tive, but the change from one DM to another often involves–––ontological, methodologi-
cal, and criterial–––losses, as well as gains (Kuhn, ibid., p. 52 & 84-85). Neither are such
losses inevitably permanent (ibid., p. 206-207). For example, group-selection went from
being commonly posited in the mid-20th century, to being viewed as theoretically possi-
ble but unrealistic in the mid-1960s, back to being viewed as common in the mid-1990s
(see appendix C). Cases such as this cast doubt upon accounts of progress which rely
on the accumulation of ontological propositions. Arguably, each consecutive consensus
position on group selection was a reasonable improvement on that which preceded it.
Yet, these improvements do not point in the same ontological direction: one points away
from group selection, the other towards it. Thus, in developing his account of progress,
Kuhn’s challenge was to find a measure which is immune to such counterexamples. To
make matters worse, Kuhn (1970, §5) became increasingly aware that–––following his
CA-IC account–––he had been generally interpreted as a relativist regarding scientific
rationality. For, if there can be no rational inter-DM standards of assessment (see sub-
section 2.5.1), then how can there be (non-subjective) scientific progress?

In the Postscript and Reflections, Kuhn attempted to answer this charge of relativism
by developing a new account of scientific progress (Kuhn, 1996, §6; Kuhn, 1970, p. 264).
Instead of accepting the traditional view, Kuhn took inspiration from an–––arguably
incorrect (see below)–––interpretation of evolutionary theory, according to which evolu-
tion is “unidirectional and irreversible” (ibid.). He pictured the evolution of science as
a phylogenetic tree, which branches into different domains, with theories represented as
separate branches (see figure 2.4). Take any two theories which exist along the same
line of descent, say T2 and T5. Kuhn argued that it would be easy to specify a set of
criteria–––including predictive accuracy, degree of specialisation, and number of differ-
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Figure 2.4.: Kuhn’s ‘Evolutionary’ Scientific Progress

ent problems solved–––which would allow “any observer involved with neither theory”
to determine which theory is the older (T2) and which is the newer (T5). His point was
that later theories would be more progressive in virtue of having greater ‘puzzle-solving
ability’ (K-SS2bi

). That is, in virtue of being the winner of a theory-choice problem,
as judged by a neutral observer, via this set of progress criteria.18 Hence, K-SS2bii

: if
there is a consensus on one theory (within a certain domain), then it must have greater
puzzle-solving ability than its rivals.19

These necessary conditions demonstrate that Kuhn characterised ‘science’s success’ as
contingent upon group-level–––rather than individual-level–––patterns in the behaviour
of scientists. (This is unsurprising given that science is a collective enterprise.) The
commitment to scientific standards (K-SS1a) might be interpreted as a condition which
concerns the individual-level. However, Kuhn’s (ibid., p. 263) interest in group-level
patterns was clear:

“[. . . ] unlike most disciplines, the responsibility for applying shared scientific [criteria], must
be left to the specialists’ group. It may not even be extended to all scientists. . . ”

Quotation 8: Kuhn on the group-level commitment to standard scientific criteria

Thus, science’s short-term (and long-term) success does not require that all maintain a
commitment to the canonical standards. Rather, it requires that, on aggregate, scientists
maintain this commitment.

K-SS1b also concerns the group-level. There may be many candidates for new ar-

18 Toulmin (1972, p. 323) and Hull (1990, p. 464) argue against Kuhn’s analogy, because it seems to
assume that there are clear-cut criteria to be able to tell ‘more evolved’ from ‘less evolved’ species.
They argue that no such criteria exist. For example, intuitively one would think that morphological
complexity would be able to tell descendent from ancestor. Yet, selection pressures can also push
away from morphological complexity (Maynard Smith and Szathmáry, 2010).

19 This account of progress via consensus building will be critiqued and revised in the next subsection.
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ticulations of a DM, but the community determines which are legitimate. For example,
after the periodic table was accepted, the claimed discovery of a new element required
that the table (or, ‘periodic DM’) be altered (or, articulated) to include it. However,
the chemical community did not accept all such proposed alterations. A case in point is
Prosper Barrière’s proposed element ‘lucium’–––and its corresponding alteration to the
table–––which was rejected once William Crookes’ researched revealed that it was merely
an impure sample of (the element) ‘yttrium’ (Brock, 2008, p. 322).

The same is true when we consider the necessary conditions for science’s long-term
success. K-SS2a does not require that all–––or even a majority of–––scientists should
incubate a promising theory. Rather, in each scientific domain, the scientific community
hedges their bets by not placing all their faith in one theory. K-SS2b also concerns
the group-level. The judgments of puzzle-solving ability that it refers to are scientific
communities’ judgments. This fits with how progress is defined in real cases. Individuals
differ in their views, but the aggregate pattern of those views is what matters.

2.8 Summary

This chapter outlined the aspects of Kuhn’s philosophy of science relevant to his ac-
counts of theory choice. Kuhn’s two accounts of theory choice–––his CA-IC account and
criterial-conflict account–––were outlined in some detail. Our consideration of Kuhn’s
descriptive approach to philosophy of science, and his theory concepts–––DMs, instan-
tiations, and normal science–––set the stage for the consideration of Kuhn’s accounts.
The simplest way of differentiating between Kuhn’s two accounts is to conceptualise his
criterial-conflict account can be thought of as a process-focused refinement of the ‘id-
iosyncratic choice’ part of his CA-IC account. The circular-assessment argument, and
everything that goes with it, is jettisoned in favour of a slightly clearer, and more ab-
stract, framework of the factors which cause scientists to embrace different theories. We
finished by considering Kuhn’s account of scientific rationality, science’s success, and
scientific progress. Kuhn’s account of scientific rationality tells the scientist who values
science’s success to behave in line with his account(s) of theory choice. ‘Science’s success’
was cashed out via the necessary conditions for short-term and long-term success.

My aim was to provide a clear, and fairly charitable, reading of these accounts. If I
have succeeded, then the reader will understand the claims of Kuhn’s work on theory
choice. Nevertheless, there will likely remain doubts regarding justification of these
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claims. In the next chapter, we will consider some of the salient problems facing Kuhn’s
accounts of theory choice, and what defence (if any) can be given.



Chapter 3.

Assessing Kuhn’s Accounts of Theory
Choice

Perhaps Kuhn was only calling. . . for a more
nuanced and historically sensitive account of
scientific rationality. . . If so, I am happy to
greet the older and wiser version of Thomas
Kuhn as an ally

Andrew Pyle
The Rationality of the Chemical Revolution

Chapter 2 gave an introduction to those aspects of Kuhn’s philosophy of science relevant
to his accounts of theory choice. In this chapter, we will consider some of the salient
problems with Kuhn’s accounts, and what (if anything) can be done about them.

We will start, in section 3.1, by considering Kuhn’s explicit account of scientific
progress. This account faces a problem, which we will call the ‘arbiter problem’. The
arbiter problem breaks down into two sub-problems. Firstly, it is questionable to make
‘neutral observers’ the arbiters of progress. Secondly, Kuhn gives no account of who the
arbiters of the progress criteria are. It is argued that both sub-problems can be solved by
making the relevant scientific community the arbiters of both: progress and the relevant
progress criteria.

Section 3.2 considers the problems unique to Kuhn’s CA-IC account. In general, these
problems are not so difficult to solve. One slight exception concerns the soundness of
Kuhn’s circular-assessment argument. The argument is easy to alter in the face of this
problem. However, even this weakened version of the circular-assessment argument is

65
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somewhat questionable. Section 3.3 considers the problems unique to Kuhn’s criterial-
conflict account. These problems are fairly easy to overcome. Section 3.4 considers the
problems shared by both accounts. Most of these problems have easy solutions. How-
ever, two problems in particular–––unhelpful scientific rationality and conflicting

scientific rationality–––are more difficult. Rather than attempt to solve them here,
they are the subject of chapters 10 and 5 respectively. Finally, section 3.5 compares
Kuhn’s two accounts of theory choice in light of these problems. Five reasons are given
for this project’s focus on Kuhn’s criterial-conflict account.

3.1 Scientific Progress: The Arbiter Problem

Section 2.7 outlined Kuhn’s explicit account of scientific progress. One of the necessary
conditions for science’s long-term success is that scientific domains must build consensuses
(K-SS2b). On Kuhn’s view, T1 is progressive over T2 iff it is the winner of a theory-choice
problem, as judged by a neutral observer, via a set of ‘progress criteria’ (Kuhn, 1996, §6;
Kuhn, 1970, p. 264). The ‘arbiter problem’ is an umbrella term which covers two linked
issues concerning the arbiters needed to make Kuhn’s account of progress work. The first
is that neutral observers should not be the arbiters of progress. The second is: who is
the arbiter of the progress criteria?

The first sub-problem relies on a clear understanding of ‘neutral observer’. A ‘neutral
observer’ is someone who is not involved with any of the contending theories. What
exactly does ‘not involved’ mean in this context? An intuitive way to characterise an
individual’s involvement with T1 is in terms of two sufficient conditions: whether they (i)
have worked on it or (ii) have any biases in favour of it. The biases referenced in the second
sufficient condition would include worldview bias stemming from having been trained in
T1 and accepted a critical mass of its exemplars (see subsection 2.5.1). To illustrate,
consider the choice between Mendelism and biometry. Kuhn’s argument is that, given
a set of progress criteria, an observer involved with neither theory should be able to
determine that Mendelism has greater puzzle-solving ability. Given our understanding
of ‘involved’, this neutral observer could be a scientist, but not an active geneticist or
someone biased in favour of either theory.

In defining ‘progress’ via the choices of neutral observers, Kuhn’s account makes non-
experts the arbiters of progress whilst experts have no say. Yet, if anyone is in the
position to judge the progressiveness of the theories within a scientific domain, it is the
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members of that domain. This echoes a point Kuhn (ibid., p. 263) himself made.

“[. . . ] unlike most disciplines, the responsibility for applying shared scientific [criteria], must
be left to the specialists’ group. It may not even be extended to all scientists, much less to
all educated laymen, much less to the mob.”

Quotation 9: Kuhn on the importance of domain-specific expertise

Let’s take quotation 9’s point further by considering the underlying problem with non-
domain-specific expertise, via an example. There is a 97% consensus among climate sci-
entists that recent global warming is human-caused (Cook et al., 2016). This proportion
is lower in studies which survey scientists in peripheral domains (like economic geology,
and meteorology) as well as climate scientists (Doran and Zimmerman, 2009). However,
the inclusion of such peripheral subjects is illegitimate if one’s goal is to understand
which theory (the human-caused hypothesis or its negation) is the more progressive. In
the words of John Cook et al. (ibid): “the level of consensus correlates with expertise in
climate science”. If Kuhn’s account of progress is correct, then the economic geologists
and meteorologists are better arbiters of progress than those with the relevant training!
Clearly, such reasoning is absurd, since it relies upon a spooky mechanism. There needs
to be some mechanism via which non-experts can make justified judgments concerning
the progressiveness of theories, but what sensible mechanism can account for this save the
consensus of experts? Kuhn offers no further explanation of this mysterious mechanism.

The second sub-problem with Kuhn’s explicit account of scientific progress concerns
the set of progress criteria. Kuhn (1996, p. 205) argued that it “should be easy” to decide
on a set of criteria which would allow neutral observers to distinguish earlier from later
theories (on the basis of their puzzle-solving ability). The issue is: who decides the set
of progress criteria? Is it neutral observers? If so, what qualifies them to do so? Is it the
scientists of the domain in question? If so, why are they qualified to choose the criteria,
but not to make the actual choice?

The arbiter problem can be easily solved by accepting that the members of the rele-
vant scientific community are the arbiters of progress: they both choose the criteria of
progress and make the choice. Progress criteria would not differ from the criteria de-
ployed in theory choice. For, the scientific community would never agree both that T1

is more progressive than T2, and that a consensus should be formed around T2. Even if
the comparison was between theories from radically different times–––say, Aristotelian
physics versus general relativity–––they would be compared via the currently agreed upon
criteria. L. Laudan (1984, p. 64-65) considered the legitimacy of ‘progress’ as a concept,
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given that the community accepts different criteria throughout time. He convincingly
argued that we can still legitimately talk of the progress that general relativity makes
over Aristotelian physics by utilising the modern-day criteria. These criteria represent
the current desiderata of the domain in question.

3.2 The Problems With Kuhn’s CA-IC Account

This section considers the problems unique to Kuhn’s CA-IC account. Subsection 3.2.1
considers a non-central internal inconsistency. Subsection 3.2.2 considers empirical prob-
lems concerning Kuhn’s incommensurability theses. Subsection 3.2.3 considers a con-
ceptual problem: do the phenomena picked out by Kuhn’s incommensurability theses
actually lead to the kind of incomparability between theories befitting of the term ‘in-
commensurability’? Subsection 3.2.4 considers the biggest problem with Kuhn’s CA-IC
account: the circular-assessment argument appears unsound.

3.2.1 A Non-Central Inconsistency

At the end of subsection 2.5.1, we considered the most pressing problem facing Kuhn’s
CA-IC account: its internal inconsistency. This was resolved by interpreting quotation 3
charitably, and striking quotation 4 from the record. However, the CA-IC account seems
to face another–––less central–––inconsistency problem. Namely, that Kuhn’s character-
isation of theory choice as persuasion is inconsistent with his claim that a scientist who
undergoes a true conversion does not make a choice.

Recall (from subsection 2.5.1) that a true conversion has three necessary (and jointly
sufficient) conditions. Firstly, a scientist gets to grips with the worldview of a DM via
its aims, definitions, and background assumptions. Secondly, they gain the ability to
laterally apply key exemplars. Finally, they accept the theory. As covered at the end
of subsection 2.5.2, Kuhn separated theory choice from true conversion. One’s choice
of DM1 does not entail that one will undergo a conversion experience, such that one
internalises its worldview (Kuhn, 1996, p. 203-204). Furthermore, when recapping his
CA-IC account, Kuhn (1977b, p. 339) allowed that scientists can undergo a true conver-
sion without explicitly referencing any criteria, and that this process is not a ‘choice’.
This is problematic; DM choice is supposed to be a persuasive process, and a true con-
version surely amounts to having been viscerally persuaded by a DM. This persuasion
might not be explicitly conceptualised as a choice, and it may not be explicitly indexed by
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any criteria. However, a scientist who is ‘persuaded’ in this visceral sense seems to have
a ‘revealed preference’–––a preference implicit in their actions––––for the theory which
fits their worldview best.

Thus, Kuhn cannot consistently claim both that ‘theory choice is persuasion’, and
that ‘a scientist who experiences a true conversion does not make a choice’. One claim
must go, and the claim ‘theory choice is a persuasive process’ is more crucial to the
CA-IC account, since it is Pi in Kuhn’s idiosyncratic-choice argument. Thus, it seems
that a true conversion does imply a ‘choice’ in the criterial sense, if only an implicit one.

3.2.2 Incommensurability I: Real and Common?

This subsection concerns two empirical problems with Kuhn’s incommensurability theses.
Firstly, do the incommensurability theses capture real phenomena? In other words, can
we give real-world cases of each type of incommensurability? Secondly, supposing that the
incommensurability theses pass the first test, are the phenomena they pick out common
enough to provide support to Kuhn’s circular-assessment argument, and P2 in particular?

P2 If a scientist has internalised DM1 to the extent that they have accepted
its aims, definitions, and background assumptions, then they are already a
convert

Beyond the acceptance of exemplars, the different types of incommensurability build and
maintain true conversions. They do this by building and maintaining scientists’ pro-DM
biases–––making it hard for them to understand other theories and judge them neu-
trally. Thus, internalisation creates bias which the different types of incommensurability
maintain in the direction of conversion.

Starting with semantic incommensurability, this thesis has proved particularly contro-
versial (Sankey, 1997; Sankey and Hoyningen-Huene, 2001, §4). The clearest descriptive
test for semantic incommensurability is whether the empirical record shows that changes
to the meanings of terms across DMs has caused sustained miscommunication between
different factions. Though Kuhn managed to find some cases which are potentially consis-
tent with his thesis, he failed in providing evidence that this actually occurred. Stephen
G. Brush’s (1999a) case study of theories of benzene provides the only persuasive example
that I know of.

August Kekulé’s (1872) theory of the structure of benzene held that, within its ring
of carbon atoms, the location of the single and double bonds changed as it oscillated
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Figure 3.1.: Kekulé’s Oscillation Theory of Benzene

between the two structures depicted in figure 3.1 (Brush, ibid., §1). Over half a century
later, a quantum-mechanical theory of the structure of benzene was proposed by John
C. Slater (1931). He characterised benzene as being in a superposition between Kekulé’s
two structures, rather than continuously oscillating between them (Brush, ibid., p. 44-
45). This was further developed by Linus Pauling and George Willard Wheland (1933),
who increased the number of structures involved in the superposition (to five) (Brush,
1999a, p. 47-49). They referred to this structural superposition as ‘resonance’ (Kamb
et al., 2001, p. 4). This usage was different to the meaning of ‘resonance’ in classical
mechanics. Classically, ‘resonance’ is a property of a physical system whereby a ‘harmonic
oscillator’–––an entity which, when displaced, exhibits a restoring force back towards its
original position (such as a swing)–––with a natural ‘frequency’ (rate of oscillation), is
exposed to an external force with a matching frequency (Knight et al., 2014, §14.7).
This causes a dramatic spike in the system’s ‘amplitude’ (displacement length). (For
example, when a swing is pushed in rhythm with its motion, rather than against it,
it sways further away from its neutral position than it would do otherwise.) A host
of chemists incorrectly claimed that the resonance theory supported Kekulé’s oscillation
theory, on the basis that the classical definition of resonance concerned oscillation (Brush,
ibid., p. 49). This confusion was sustained for over a decade: from Frank C. Whitmore’s
(1937) Organic Chemistry to Hugh Cornelius Muldoon’s (1948) homonymous Organic
Chemistry.1

This is a compelling example, but, taken alone, it does not prove that semantic incom-
mensurability has been a consistent factor in cases of scientific disagreement. Moreover,
Arthur Donovan, L. Laudan, and Rachel Laudan considered the evidence for semantic

1 Whitmore (2011, p. 604) maintained this position in the second edition of his book (first published
in 1951).
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incommensurability as part of their project for the testing of historicist hypotheses via
16 historical case studies. Their findings were inconsistent with the semantic incommen-
surability thesis: in the cases that they considered, “scientists advocating rival [theories]
understand one another’s work and arguments” (Donovan et al., 1988, p. 30). Since 16
case studies does not amount to a representative sample size, this certainly does not fal-
sify Kuhn’s thesis. However, the studies did span multiple domains of science, and were
representative of the kinds of theories that Kuhn’s CA-IC account targets. Thus, this
evidence is suggestive of its conclusion. Furthermore, the burden of argument is already
on the advocates of the semantic incommensurability thesis, since they are making a
(non-standard) claim about the scientific domain. In summary, semantic incommensura-
bility is a real phenomenon, but does not seem common enough to provide a good degree
of support for P2 in Kuhn’s circular-assessment argument.

In contrast, there is ample historical (and current) evidence for the incommensura-
bility of standards. The example given in subsection 2.5.1 comes from Oreskes’s (1999)
case study on continental drift. However, the general prevalence of incommensurability
of standards (criteria-selection disagreement) is a harder question, which will be consid-
ered in subsection 3.3.2. There, it is argued that the incommensurability of standards is
fairly prevalent within science.

Worldview incommensurability is likely as common as theory acceptance. Subsection
2.5.1 argued that the acceptance of an exemplar biases one in favour of the aims, defini-
tions, and background assumptions implicit in that exemplar. Furthermore, Alexander
Bird (2008, §3) provides the cognitive form that such biases will (at least, often) take:
“schemata which link certain patterns of stimuli with responses in such a way that does
not require the conscious attention of the subject”.2 To go into more depth regarding
the drivers of such bias, we can consider accessibility and affect. Once conversion is
complete, the bias in favour of that DM would be further reinforced by ‘myside bias’: a
limited ability to interpret evidence from viewpoints besides one’s own (Stanovich, 2010,
Ch. 8).3 Thus, worldview incommensurability does seem to be real and common.

Thus, two types of incommensurability–––of standards and worldviews–––are real
and common. The former type lends little support to the circular-assessment argument.
Different individuals deploy different criteria in theory assessment. There are drivers

2 See also Anderson (1977), Schallert (1982), and D’Andrade (2003).
3 One might think that myside bias would not affect more intelligent reasoners, such as scientists, but

this is not so. More intelligence agents only avoid myside bias when they are explicitly instructed
regarding what non-biased reasoning looks like (Stanovich, 2010, p. 37-38 & 113-114).
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of factionalism in the aggregate pattern of criteria deployment. Network effects drive
those from the same social/educational/regional networks to deploy similar criteria (see
subsections 2.5.1 and 3.3.2). Furthermore, scientists who accept different theories often
deploy different criteria in theory choice. However, to support P2, incommensurability of
standards would have to show that understanding the aims of a DM (etc.) means one has
accepted the DM. What it actually shows is that some scientists have aims (by virtue of
different subjective and social factors) which make certain DMs more attractive to them.
Similarly, worldview incommensurability lends little support to the circular-assessment
argument. It shows that, once a scientist has converted, they become biased in certain
ways. To support the circular-assessment argument, it would have to show that this
biasing effect is a consequence of understanding the DM in question.

3.2.3 Incommensurability II: Bastardisation

A second set of problems concerning Kuhn’s incommensurability theses concern whether
the phenomena they pick out actually lead to the kind of incomparability between theories
that befits the term ‘incommensurability’. As noted in subsection 2.5.1, incommensu-
rability was originally a mathematical term which refers to the absence of a common
measure. If two magnitudes lack a common measure, then they cannot be compared (as
they cannot be measured on a common scale). Kuhn’s use of ‘incommensurability’ is a
bastardisation of the mathematical concept, because (at least) two of his incommensu-
rability theses still allow for some comparison of DMs. We will quickly consider each
thesis in turn.

Consider a toy case of the incommensurability of standards, in which the relevant
scientific community is partitioned into two factions of scientists: faction1 and faction2.
There is inter-faction agreement on the following criteria: accuracy, consistency, and
simplicity. However, those in faction1 accept scope, whereas those in faction2 do not.
Despite this supposed ‘incommensurability’, each scientist can easily compare the alter-
native theories via their individual criteria sets. Furthermore, there is total intra-factional
agreement on the criteria one should use in theory choice. Finally, there is not total inter-
factional agreement on criteria, but there is more agreement than disagreement. Thus,
in all cases of incommensurability of standards, individual scientists can fully compare
the theories. Furthermore, in many cases, there will be a great deal of inter-factional
agreement regarding criteria.

Next, consider worldview incommensurability. Two scientists trained who accept two
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different theories may very well be biased in their favour, and thus make different judg-
ments, but this does not make the DMs’ worldviews incomparable. ‘Correspondence
principles’ in physics provide a set of compelling cases in point. Correspondence prin-
ciples incorporate earlier DMs into newer ones as ‘limiting cases’ (cases where certain
numbers take their most extreme values) (Misner et al., 2017, §17.4). For example, quan-
tum mechanics reduces to classical mechanics in cases where the ‘quantum numbers’ of
the relevant ‘quantum states’ are so great that the difference between the predictions
of quantum and classical mechanics is negligible.4 5 Thus, the worldview of classical
mechanics can (roughly) be represented as a special case of the worldview of quantum
mechanics. The deterministic formalism of classical mechanics is a fairly accurate way of
describing the macroscopic world, because of its closeness to (the probabilistic formalism
of) quantum mechanics’ description of the macroscopic world.

The only incommensurability thesis which (in many cases) will not allow for any
comparison between theories is semantic incommensurability. If there is semantic in-
commensurability regarding a central term of a DM, then arguably it is impossible to
compare that DM with its rivals. Take the case of a chemist attempting to choose be-
tween two theories of benzene: Kekulé’s oscillation theory and Pauling and Wheland’s
resonance theory (see subsection 3.2.2). Suppose that chemist1 interprets ‘resonance’ in
the classical sense. This leads him to believe that the two rival theories actually agree
that benzene oscillates between some number (two or five) of structures. Semantic in-
commensurability has led chemist1 to misunderstand resonance theory. He can compare
oscillation theory and his interpretation of resonance theory. However, he cannot com-
pare oscillation theory with the true resonance theory, as he does not understand it.
Thus, semantic incommensurability means that chemist1 cannot compare these two the-
ories. This is still a mild bastardisation of ‘incommensurability’, as a common measure
between the two theories does exist. It is analogous to a case where someone mistakes
a set of magnitudes with a common measure (e.g. 2 and 3) for a set without one (e.g.

4 The ‘quantum numbers’ (n, l,ml, and ms) specify the properties of ‘atomic orbitals’: wave functions
for electrons in an atom (Housecroft and Constable, 2010, §3.10). n, l, and ml correspond to an
atomic orbital’s energy level, shape, and orientation respectively. ms corresponds to the spin of the
electron in the orbital.

5 A ‘quantum state’ is a mathematical representation of the probabilities attached to the possible
outcomes of measurements of physical properties (such as spin) (Morrison, 1990, p. 7). For systems
in ‘pure states’, it is impossible to find a measurable difference between the members of the set
(‘ensemble’) of non-interacting sub-systems under consideration (ibid., p. 61& 68). Such states are
representable via a wave function. By contrast, systems in ‘mixed states’ do have measurable differ-
ences between the members of the ensemble under consideration. Such states are not representable
via a wave function.
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2 and
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10). When there is semantic incommensurability concerning non-central terms,

comparison of DMs is still possible via their central–––or, ‘hard core’ (Lakatos, 1989,
p. 48)–––commitments.

It was certainly misleading of Kuhn (1996, p. 149) to use the term ‘incommensurability
of standards’ to refer to disagreements regarding scientific aims and criteria. However,
this is a relatively benign problem. DMs can be compared, but debates regarding theory
choice are still biased by the criteria one accepts. Next, consider worldview incommen-
surability. In the case of correspondence principles, how does the internalisation of a
worldview (beyond the internalisation of certain standards) generate bias? Kuhn (ibid.,
p. 98-102) dismissed the argument that correspondence principles pose a threat to his
CA-IC account. The existence of a correspondence principle between (for example) clas-
sical and quantum mechanics does not show that the former is a special case of the latter.
Why? Because, the aims, definitions, and background assumptions of the two theories
(especially during the period that they were true rivals) are still different. For example,
classical mechanics still has a deterministic metaphysics, whereas quantum mechanics’
most popular interpretation has an indeterministic metaphysics. Thus, worldviews still
bias scientists–––even if such biases don’t lead to prototypical incommensurability.

3.2.4 The Circular-Assessment Argument: Unsound?

A major problem for Kuhn’s CA-IC account concerns the soundness of Kuhn’s circular-
assessment argument (see figure 2.1 in subsection 2.5.1). The issue concerns both P1 and
P2; starting with P1:

P1 If a scientist is in a position to (non-comparatively) asses the merits of DM1,
then they have (largely) internalised it, to the extent that they have accepted
its aims, definitions, and background assumptions

P1 concerns all scientists who are in the position to non-comparatively assess the merits
of a theory, which is questionable. It seems correct that the acceptance of certain aims,
definitions, and background assumptions follows from the acceptance of an exemplar.
Furthermore, it is reasonable to think that the acceptance of a certain critical mass
of a DM’s exemplars would inadvertently bring about a true conversion to that DM.
(Thus, P2–––if a scientist has internalised DM1 to this extent, then they are already
a convert–––appears justified.6) Yet, why must a scientist accept any exemplar, rather
than simply entertain it?

6 But this is deceptive (see below).
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Scientists need not accept any exemplar, but many–––perhaps even a majority–––do.7

Accepting an exemplar will generally be a far more implicit process than accepting a
theory (of any type). As Kuhn (1996, p. 1-2& 10) noted, modern scientists learn to ap-
ply exemplars through textbooks and instruction. While, textbooks occasionally allude
to theory-choice controversies, they generally present the methodological tools outlined
within them as worthy of acceptance. Practical instruction will also tend to send this
implicit message. If trainee scientists are generally malleable to the influence of their
teachers and textbooks, then they will likely accept a great deal of exemplars via the
trust heuristic. Made explicit, this heuristic consists of the following steps of reason-
ing: educator1 is an expert in this field; they accept criterion1; criterion1 falls within
educator1’s field of expertise; therefore, I can justifiably accept criterionc (Cummings,
2014, p. 1048-1050). If this is correct, then the acceptance of exemplars will be ubiquitous
within science.

Nevertheless, this fails to justify the universally quantified claim made by P1. There
will be highly sceptical scientists who question exemplars because their acceptance implies
the acceptance of certain aims, definitions, and background assumptions. Neither would
the adoption of a sceptical stance impede a scientist’s ability to recognise similarity rela-
tions. A similarity relation is a formal (or experimental) analogy between two seemingly
disparate phenomena. A sceptic who has learned how to use some exemplar, without
accepting it, can still recognise similarity relations between its current application and
an unsolved problem. For example, one needn’t accept game theoretic exemplars (such
as the Nash equilibrium) as good models of interactive decision-making (behaviourally
or psychologically) in order to recognise a formal analogy between the game theoretic
framework and ‘interactive natural selection’ (natural selection which depends upon how
competitors behave). It seems that Maynard Smith (1972, p. 13-16) was relatively happy
with the exemplars of game theory. However, his lateral application was caused by the
recognition of a formal analogy–––that “the equations describing the two situations are
identical” (ibid., p. 25-26)–––not by accepting game theory’s exemplars as applied to
interactive decision-making. Thus, the acceptance of an exemplar is not a necessary
condition for the ability to laterally apply it.

In response to this problem, the Kuhnian might weaken P1 (along with P2 and the
conclusion) slightly. Figure 3.2 represents this weakened circular-assessment argument.
Furthermore, if the use of the trust heuristic is ubiquitous among trainee scientists, then

7 But only in a certain sense, see below.
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P′1 If a scientist is in a position to (non-comparatively) asses the merits of DM1,
then they have likely (largely) internalised it, to the extent that they have
accepted its aims, definitions, and background assumptions

P′2 If a scientist has likely internalised DM1 to this extent, then they are likely
already a convert

∴ If a scientist is in a position to (non-comparatively) assess the merits of DM1,
then they are likely already a convert

Figure 3.2.: The Weakened Circular-Assessment Argument

the majority will accept exemplars–––biasing their DM choices in just the way that Kuhn
held–––and so the weakened circular-assessment argument will hold. There is not direct
empirical evidence that the trust heuristic is ubiquitous among trainee scientists, but
there is indirect evidence. This hypothesis fits with a well-supported conclusion from
cognitive psychology: humans are ‘cognitive misers’ (Stanovich, 2010, p. 63-64). That
is, humans are generally willing to trade computationally powerful, but laborious, ways
of reasoning for computationally easier ways. Selection of exemplars on the basis of the
trust heuristic is well-fitted to the cognitive-miser hypothesis.

However, this argument falls apart upon closer inspection. It seems reasonable that
being trained on a DM’s exemplars would allow one to access its similarity relations.
Furthermore, it seems reasonable that this would make one view those exemplars as
‘legitimate’–––in the sense that they are reasonable tools for studying the domain in
question. Moreover, an acknowledgement of their legitimacy might reasonably amount
to ‘accepting’ them as tools for studying the domain. However, there is a difference
between (i) accepting an exemplar as a legitimate tool for studying a domain and (ii)
accepting an exemplar as providing the correct picture of certain phenomena within that
domain. The real force of this distinction comes when considering cases where scientists
are trained in the exemplars of several rival DMs–––as Bird (2008, §6) argues is the
standard (for revolutionary scientists) in cases of DM disagreement. In such cases, we
cannot draw a straightforward inference from being trained in a DM’s exemplars’ and
accepting them as legitimate tools to being a convert. For, it is not clear which theoretical
direction the biases pull in–––they might even cancel each other out. Boiled down, this
counter holds that the weakened circular-assessment argument is guilty of equivocation.
For P′1 to be true, ‘internalised’ and ‘accepted’ must be interpreted weakly: a scientist
has learned how to deploy the exemplars and accepts that they are legitimate tools. For
P′2 to be true, ‘internalised’ (and its implicit concept of acceptance) must be interpreted
strongly: a scientist has learned to deploy the exemplars and accepts them as the correct
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picture of certain phenomena within the domain. (Notice that this counter is consistent
with the view that some scientists do internalise the exemplars strongly.) Thus, even the
weakened circular-assessment argument is unsound–––a real blow to the CA-IC account.

In summary, one of the issues with Kuhn’s incommensurability concepts concerns the
inappropriateness of the label used to refer to them. However, at least two of these
phenomena are real and fairly common. Despite this, one of the CA-IC two main ar-
guments–––the circular-assessment argument–––fails. Thus, the account has a serious
problem.

3.3 The Problems With Kuhn’s Criterial-Conflict Account

This section considers the problems unique to Kuhn’s criterial-conflict account. Two
problems are considered. Subsection 3.3.1 asks whether the criterial-conflict account’s
comparative lack of specificity–––regarding why certain types of scientists choose the
more established theory versus the newer theory–––is a serious problem. Subsection 3.3.2
considers whether the criterial-conflict account is consistent with incommensurability of
standards.

3.3.1 The Account is Less Specific

An initial problem for Kuhn’s criterial-conflict account is that it is less specific than his
CA-IC account. Unlike his original account, it is not broken down into the reasons why
scientists choose the more established theory versus the newer theory (in either its early
or developed stage). In not including this detail, surely Kuhn fails to provide an adequate
account of the drivers of choice and consensus.

Firstly, note that the criterial-conflict account is compatible with all of the drivers of
choice highlighted by the CA-IC account. It just doesn’t commit to any of them. For
some of the CA-IC account’s claims, this lack of commitment could be viewed as prob-
lematic. For example, Kuhn’s (1996, p. 152-158) claim that ‘some generic reasons for the
early adoption of a theory are the ability to solve problematic anomalies, simplicity, and
potential fruitfulness’ seems uncontroversial. Thus, it would be a reasonable commitment
for the criterial-conflict account too. Apart from this, however, Kuhn’s criterial-conflict
is only fractionally more uninformative as his CA-IC account. The latter explains theory
conservatism and non-early adoption via ‘achievement’ (a theory’s number and strength
of novelties). Achievement is an incredibly broad criterion. It incorporates actual fruit-
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fulness along with any of the other criteria insofar as they apply to theories’ novelties. It
incorporates theories’ track record of novel predictions, novel explanations, novel simpli-
fying assumptions etc. Only the applications of criteria to non-novel aspects of a theory
are not included in achievement. Furthermore, as argued in the next subsection, the
abstract (rather than granular) focus of Kuhn’s accounts of theory choice can actually
be seen as a benefit. (Since it reduces the number of phenomena they are expected to
capture.) Thus, the criterial-conflict account does not suffer for being less specific.

3.3.2 Incommensurability of Standards: Inconsistency and Prevalence

The criterial-conflict account appears inconsistent with incommensurability of standards.
Recall (from subsection 2.5.1) that incommensurability of standards allows that scientists
can, and do, deploy different criteria in theory assessment. (In subsection 2.5.1, we
considered an example which proves the existence of this phenomenon: the disagreement
between American and European geologists regarding whether scope should be deployed
as a scientific criterion.) By contrast, the role of criteria-selection disagreement was
played down in Kuhn’s criterial-conflict account (see section 2.6). What enabled Kuhn to
do this was his emphasis on scientists’ use of ambiguous criteria. For example, ‘simplicity’
can be used in multiple ways. Suppose that two scientists disagree regarding the way
that two theories ‘do’ by simplicity. Kuhn explained this type of case by claiming that
the scientists disambiguate ‘simplicity’ differently. Perhaps scientist1 meant ontological
parsimony, whereas scientist2 meant computational ease. This allowed him to claim that
the criteria deployed in theory choice are–––“Roughly speaking, but only very roughly. . . ”
(Kuhn, 1977b, p. 335)–––fixed for the scientific community across theories and through
time.

One means of denying this inconsistency is to offer a different interpretation Kuhn’s
work: both accounts agree, but are aimed at different levels of analysis. The CA-IC
account’s emphasis on incommensurability of standards is (relatively) more concerned
with group-level patterns of scientific reasoning. Thus, it ignores the labels attached to
certain criteria–––such as ‘accuracy’–––and focuses on the underlying desiderata–––such
as empirical fit, predictive accuracy. By contrast, the criterial-conflict account is (rela-
tively) more concerned with outlining the stages of the theory-choice process for individ-
ual scientists. Such scientists may be content to talk in terms of ambiguous criteria. To
understand this interpretation, we will consider Okasha’s remarks on the matter.

Okasha (2011, p. 85) considers Kuhn’s no-unique-method thesis as a problem: what
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stands in the way of providing a rationally unique method of theory choice? He identifies
the two explicit leeway stages from Kuhn’s criterial-conflict account: theory ranking and
criteria weighting. Thus, anyone wishing to provide a rationally unique theory-choice
method will have to provide an intersubjective solution to the problems posed by these
stages. Okasha argues that the theory ranking problem does seem to have an intersubjec-
tive solution. Recall (from section 2.6) that Kuhn argued for this stage via two types of
case. Firstly, cases where scientists arrive at different theory rankings via disambiguating
the scientific criteria in different ways. Secondly, cases where different theory rankings
are caused by differences in scientists’ weighting of phenomena. For Okasha, the theory
ranking problem can be intersubjectively solved by subdividing ambiguous criteria into
the relevant non-ambiguous (sub-)criteria. Regarding the example of simplicity given
above, scientist1 would be modelled as accepting ontological parsimony (but not com-
putational ease) and vice versa. Thus, they would disagree regarding their criteria sets
rather than their theory rankings. Arguably, Okasha’s move works for Kuhn’s second
type of case too. By subdividing empirical fit into as many criteria as there are main
phenomena, their weight is handled by the criteria weighting stage, rather than as part
of theory ranking.

Okasha’s argument might be rejected on the grounds that theory choice should be
represented in a cognitively accurate way. If scientist1 ranks the theories via the am-
biguous term ‘simplicity’, rather than by computational ease, mathematical parsimony,
ontological parsimony, etc., then why should philosophers alter this in modelling his
theory-choice process?

This fails because Okasha’s argument does not decrease the cognitive accuracy of
criterial-conflict accounts of theory choice. Rather, it increases their cognitive accuracy.
This is because Okasha only asks us to change the labels attached to the desiderata, not
the desiderata (criteria) themselves (see section 2.1). If scientist1 and scientist2 order the
theories via–––what they call–––‘simplicity’, but scientist1 means computational ease,
whereas scientist2 means ontological parsimony, then it is absurd to argue that scientist1
and scientist2 want the same thing from the competing theories. They want different
things, which can be grouped under the same label. A label is just a name which picks
out a particular referent. Different things can be (and are) grouped under the same
label. The outer covering of a tree, and the sound made by an alert dog are two unre-
lated concepts which share the same label: ‘bark’. Likewise, thin cylindrical pieces of
metal with sharp tips used in construction, and the hard part of a finger are also unre-
lated concepts, which share the same label: ‘nail’. Sometimes–––as with criteria such as
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simplicity–––the multiple referents of a single label are slightly more connected to one
another. For example, in 1965, Patrick Campbell-Lyons and Alex Spyropoulos formed
a band in London called ‘Nirvana’. In 1987, Kurt Cobain and Krist Novoselic formed a
band in Washington called ‘Nirvana’. Besides sharing the same label, the two referents of
this label are connected qua being bands. Yet, this does not make their connection deep.
It would be inaccurate to claim ‘Patrick and Kurt are both connected in virtue of being
part of Nirvana’. ‘Nirvana’ for Patrick is not ‘Nirvana’ for Kurt. Likewise, it would
be inaccurate to claim ‘Nirvana does not have a determinate discography, as Patrick
thinks their songs are Tiny Goddess, Pentecost Hotel, Rainbow Chaser, etc., whereas
Kurt things their songs are Smells Like Teen Spirit, Lithium, Something in the Way,
etc.’. All this does is conjure up indeterminacy by pretending that a label, shared by
multiple referents, unambiguously refers to one referent. In the same way, the different
referents of ‘simplicity’ share some family resemblance with one another, but are not the
same desideratum.

The labels–desiderata distinction holds some promise. Clearly, from a detached per-
spective, our scientists disagree regarding desiderata, not labels. In light of the family
resemblance connecting the different referents of the label ‘simplicity’, their being grouped
together is understandable. Yet, this family resemblance is not the tool being wielded by
scientists in making their theory choices. The tools they are wielding are the underlying
desiderata. However, this does not mean that we are justified in removing these labels
from our models of theory choice. Section 8.2 considers a set of cases, courtesy of Marcoci
and Nguyen (2019), where the ambiguous labels attached to the underlying desiderata
are useful–––for recognising family resemblance relations which point us towards similar
criteria which could be used to escape no rational rule.8

Another means of denying the perceived inconsistency between the CA-IC account
and the criterial-conflict account starts by emphasising Kuhn’s claim that he was speak-
ing “roughly”. In virtue of this emphasis, we might interpret him as having meant: in
general, the criteria are fixed, but very occasionally a new criterion is introduced, or an
old criterion is jettisoned. This also seems like a fair interpretation of Kuhn’s point.
The previous interpretation leaned towards the importance of criteria selection–––due
to the importance of the underlying desiderata over their ambiguous labels. This in-

8 Note that Marcoci and Nguyen’s point is normative–––ambiguous labels can be useful–––not descrip-
tive. It does not require that scientists conceptualise their choices in terms of these labels, just that
they recognise and exploit family resemblance relations. Thus, it does not threaten the accuracy of
Okasha’s argument.
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terpretation implies that this theory-choice stage is real but relatively unimportant. To
determine which view is correct, we must determine the prevalence of criteria-selection
disagreements. Thus, we require a means of identifying criteria-selection disagreements.

One means of identifying criteria-selection disagreements is to search for explicit de-
bates regarding the worth of a particular criterion. A contemporary case is the debate
between the conservative physicists who take falsifiability (in practice) to be a scientific
criterion, and the advocates of string theory and multiverse theory who do not (Dardashti
et al., 2019, Part I & III). Another type of case is provided by statistics. Which criteria
should be deployed in statistical hypothesis testing? The way that one answers this ques-
tion depends upon the particular model of hypothesis testing that one accepts. There are
several methods, but the two most popular are the Neyman-Pearson method and the (less
popular) Bayesian method (see appendix A). The chief criterion of the Neyman-Pearson
method is significance (as measured by p-values). By contrast, the Bayesian method uses
the ratio of the prior probability of the hypotheses and the ‘Bayes factor’: the ratio of
hypotheses’ likelihoods. This is a particularly compelling example, as statistical tech-
niques are widespread through science’s various domains. Despite these examples, the
‘explicit disagreement method’ of searching for criteria-selection disagreements does not
unearth as many cases as we might hope.

Okasha’s (ibid.) subdivision argument (outlined above) can be adapted into an-
other (complimentary) search method. Criteria-selection disagreements are not found
by searching for disagreements regarding the labels for desiderata. Rather, they are
found by searching for disagreements regarding the desiderata themselves. Such dis-
agreements can be explicit (as with the explicit debate method outlined above), but
other disagreements are more implicit. We will consider two cases with considerable
scope–––experimental/study design and empirical fit–––and tentatively suggest a third,
more speculative case (which we will return to in subsection 4.4.2).

The quality (or ‘validity’) of the experimental/study design used to produce evidence
for a theory is often used as a means of theory assessment. In practice, this term refers
to many (nonidentical) desiderata–––thus, Kuhn would likely have categorised this as
one of his ambiguous criteria. Debates regarding the quality of experimental/study de-
signs are ubiquitous in science. For example, Augustine Brannigan (2017) considers an
extensive set of controversies regarding experimental design in psychology; from Stanley
Milgram’s obedience experiments to the experimental programme in evolutionary psy-
chology. Furthermore, practically every debate regarding statistical results incorporates
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an assessment of their design quality. This can be seen in the standard questions posed
in such debates. How large a sample is required to detect the effect size hypothesised? Is
the sample representative? Have confounding variables been adequately controlled for?
What correction for multiple comparisons (see appendix D) should be applied? Etc.

Revaluations of a data set provide a clear type of case in which experimental/study
design disagreements can occur. In such cases, scientists’ idiosyncratic judgments regard-
ing design methodology come into play, perhaps leading to different results. An infamous
example comes from the ‘PACE trial’. P.D. White et al. (2011) and Carolyn E. Wilshire
et al. (2018) considered the empirical fit of the hypothesis ‘graded exercise therapy and
cognitive behavioural therapy are both moderately effective for treating ME/CFS’ via
the same data set (see also White et al., 2013). White et al. concluded that the hy-
pothesis has a strong empirical fit. Wilshire et al. disagreed on the basis of a different
experimental design methodology. (White et al. weakened the original trial protocol’s
definition of ‘improvement’ and ‘recovery’, whereas Wilshire et al. “closely approximated”
the original definitions. Furthermore, they disagreed regarding the appropriate ‘Bonfer-
roni correction’ (see appendix D) to apply to the p-value (Sharpe et al., 2019). Such
re-evaluations are fairly common–––especially for studies conducted in controversial ar-
eas–––though perhaps not ubiquitous, so such cases may not yield an enormous number
of criteria-selection disagreements.

Empirical fit provides further evidence for criteria-selection disagreements. (The argu-
ments for this also apply roughly to predictive accuracy). Consider cases where scientists
disagree regarding theories’ ‘empirical fit’ because they utilise different evidence sets. For
example, the hypothesis ‘comets are superlunary phenomena’ had good fit to Tycho
Brahe’s data set, but not those of a number of his critics (Kuhn, 1957, p. 207-208).
Assuming that the scientists in question conceptualise ‘empirical fit’ as indexing their
particular evidence set, these cases actually reduce down to a criteria-selection disagree-
ment.9 If we assume this in the case above, then Brahe and his critics did not disagree
regarding the ranking of theories via their fit to all available data. Rather, Brahe’s ‘em-
pirical fit’ referenced his own data set, and the same was true for his critics–––thus, they
deployed discrete desiderata.

We should expect such disagreements to be commonplace wherever different evidence

9 Cases where scientists subscribe to a common conception of ‘empirical fit’ (such as: fit to all available
data) are still explained via a disagreement in theory ranking. In such cases, scientists are inducing
this broader ranking from their individual data sets.
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sets are used to assess the same theories. Meta-analyses are a case in point. Different
evidence sets are commonly used in the generation of different meta-analyses, because
different primary studies are excluded before such analyses are conducted (Stegenga,
2018, Ch. 6).10 For example, different meta-analyses were conducted regarding the em-
pirical fit of the hypothesis ‘violent video games are causal risk factors for aggressive
behaviour’. Christopher J. Ferguson and John Kilburn (2009, p. 760-762) considered 25

studies, and concluded that the hypothesis has poor empirical fit. Craig A. Anderson
et al. (2010, p. 157 & 162) considered 136 studies, and concluded that the hypothesis
has good empirical fit. The modelling of such cases as criteria-selection disagreements
seems reasonable, as meta analyses explicitly make inferences from the chosen data set.
Furthermore, the use of different evidence sets in the testing of the same theory is quite
common in sciences–––such as psychology and biomedical science–––where the conven-
tion is to base a new study on a novel data set. Again–––to the extent that empirical fit
is conceptualised as indexing a particular data set–––it seems reasonable to model these
cases as criteria-selection disagreements.

There are also clearly cases where scientists disagree regarding the weighting of phe-
nomena. For example, Oreskes (1999, p. 276-277) highlights the case of William Bowie
(and other Earth scientists) who weighted the geodetic data over the palaeontological
and geological data, and thus did not accept continental drift. In line with Okasha’s ar-
gument, we would model Bowie as accepting ‘fit to geodetic data’, ‘fit to palaeontological
data’, and ‘fit to geological data’ as criteria, but weighting the first criterion higher than
the others. However, some of his contemporaries may have rejected one, or several, of
these criteria.

Finally, perhaps judgments of computational ease provide another type of criteria-
selection disagreement. As is outlined in subsection 4.4.2 and appendix E, there are sev-
eral measures for ‘computational ease’. One could measure it heuristically (‘estimated
computational ease’) or–––in line with computer science–––analytically (‘computational
efficiency’). Moreover, there is no single measure of computational efficiency. They are
further broken down by the type of resource being conserved (e.g. time versus mem-
ory/space), and the type of measure sought (e.g. best versus average versus worst case).
Given these various conceptions of ‘computational ease’ it is reasonable to predict that
different scientists use this ambiguous term to reference different desiderata. Scientist1

10 Stegenga (2018, p. 84) emphasises the leeway built into the methodology of meta-analysis generation:
“numerous decisions must be made when performing a meta-analysis, which allow wide latitude for
subjective idiosyncrasies to influence the results of a meta-analysis”.
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might use ‘computational ease’ to refer to his subjective opinion of the cognitive labour
required to use each theory’s exemplars. By contrast, scientist2 might have a particular
formal measure of computational efficiency in mind.

There is also some interesting evidence for widespread disagreements regarding social
criteria. David L. Krantz and Lynda Wiggins (1973) studied the–––implicit and/or
explicit–––criteria that behavioural psychologists use in selecting which theory to work
on. Their statistical study suggests that scientists use idiosyncratic social criteria in
deciding which theory to work on (see appendix F).

Overall, the emphasis of Kuhn’s CA-IC account seems more justified than that of
his criterial-conflict account. Disagreements regarding criteria selection seem to be fairly
prevalent within science. Therefore, criteria selection should be incorporated within the
criterial-conflict account as a leeway stage.

3.4 The Problems Shared by Both Accounts

This section considers the problems shared by both of Kuhn’s accounts of theory choice.
Subsection 3.4.1 asks: is it reasonable to believe that a single account (such as either of
Kuhn’s) can capture the entire scientific enterprise (with its diverse domains, and their
diverse histories)? Subsection 3.4.2 considers the descriptive evidence for the existence
of leeway stages in theory-choice reasoning. Subsection 3.4.3 asks whether Kuhn’s ac-
counts fail in capturing the formation of consensuses around certain theories. (Such as
the biological community’s overwhelming support of Darwinian evolution). Subsections
3.4.4 and 3.4.5 outline unhelpful scientific rationality and conflicting scientific

rationality (introduced in chapter 1). There is no scope in this chapter to solve these
latter problems, this task is left for later chapters.

3.4.1 The Scope of Kuhn’s Accounts

Can a single account really capture the entire scientific enterprise? This problem breaks
down into two. Firstly, there are enormous differences between different scientific do-
mains. Qualitative sociology seems an entirely different endeavour to virology, and both
of these endeavours seem entirely different to theoretical physics. Is it realistic to believe
that Kuhn’s account(s) can capture all of science’s distinct domains? Secondly, there are
enormous differences between past and present science. Kuhn’s framework is supposed to
capture the history of each scientific domain. Thus, it incorporates both the Copernican
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and the quantum revolutions, but surely the undertakings of 16th century astronomers
bear little resemblance to the undertakings of 20th century physicists.

Despite its intuitive force, this problem is highly questionable. It concerns the entire
set of things–––behaviours, methods, theories, etc.–––which make up the scientific enter-
prise. Yet, Kuhn’s accounts of theory choice do not directly concern every element of this
set. Each is, principally, an account of scientific reasoning regarding the theory-choice
process. His CA-IC account relies upon his an account of the structure of a certain type
of scientific theory (the DM) in order to give an account of DM choice. His criterial-
conflict account concerns theory choice in general. Neither account has anything to say
about other important cases of scientific reasoning, such as the reasoning which goes
into the creation of a scientific theory. Thus, the problem must be rephrased in terms
of the extent to which it is realistic that a single account can capture the theory-choice
reasoning in every scientific domain, throughout its history.

Yet, even this phrasing of the problem is questionable. Kuhn’s accounts of theory
choice are abstract. They are not supposed to capture the intricacies of theory-choice
reasoning across all domains. Kuhn’s CA-IC account is certainly more specific than his
criterial-conflict account.11 However, both gloss over the intricacies of domain-specific
theory-choice reasoning to capture something general.12 Kuhn’s account glosses over the
technical details involved in criteria selection, theory ranking, and criteria weighting.
Elements of these stages will vary–––perhaps markedly–––from domain to domain. We
will contrast two different kinds of theory scenarios: statistical hypotheses and theories
with a broader evidence base.

When dealing with statistical hypotheses, one’s methodology informs one’s criteria
set, theory ranking, and potentially one’s criteria weighting. As outlined in subsection
3.3.2, Neyman-Pearson hypothesis testing deploys a different criteria set (e.g. significance
and study design) to Bayesian hypothesis testing (e.g. prior probability of hypothesis
ratio and the Bayes factor). This leads to different theory-ranking procedures. For, the
method of determining how the theories ‘do’ by significance is different from determining
how their likelihoods compare. The criteria weighting one uses is also affected.13

11 Which, as shown throughout this section, harms Kuhn’s CA-IC account.
12 Kuhn’s criterial-conflict account is so general that there is no need to even restrict it to science. Fol-

lowing Lipton (2004b, p. 1, 6-7, & 56), one could reasonably characterise it as an account of abductive
reasoning generally.

13 According to the formal definition of ‘criteria weighting’ outlined in subsection 10.1.1, two criteria are
weighted differently when permuting (inter-changing) the labels attached to them (e.g. ‘predictive ac-
curacy’ and ‘scope’) produces a different theory choice. For a simple case of Bayesian hypothesis test-
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This type of theory-choice case differs from that concerning theories with broader
evidence bases. Examples of such theories include DMs (such as classical and quantum
mechanics), and normal-scientific theories (such as the ‘affect programme theory’ and
‘appraisal theory’ of emotion).14 15 These broader cases allow scientists more leeway
in determining their criteria sets, theory rankings, and criteria weightings. Let’s stick
with the case of different theories of emotion. Regarding criteria selection, psychologist1
might accept ontological parsimony as a criterion, whereas psychologist2 might not. Re-
garding theory ranking, psychologist1 might stick to the primary quantitative studies in
determining how he thinks the theories of emotion ‘do’ by empirical fit. By contrast,
psychologist2 might include some supplementary arguments in determining her view.
(For instance, she might question the appraisal theory’s empirical fit on the basis that it
does not fit with the austere picture of cognition that cognitive psychology supports.16)
Regarding criteria weighting, scientist1 might think that predictive accuracy is by far
the most important criterion, whereas scientist2 might think that empirical fit is more
important.

Kuhn’s accounts overlook these domain-specific differences to capture their similari-
ties. Thus, the problem must once again be rephrased in terms of the extent to which
it is realistic that a single framework can capture the abstract (rather than intricate)
theory-choice reasoning of every scientific domain, throughout its history. This problem
holds far less intuitive force. Should we really expect to find domains of science where
scientists do not use criteria (implicitly or explicitly) in making their theory choices? No;

ing–––the comparison of two hypotheses: H0 and H1–––the criteria are weighted equally. To see this,
note that the two theories would be compared via the following ratio: Pr(H0 �D )

Pr(H1 �D ) = Pr(H0 )×Pr(D �H0 )
Pr(H1 )×Pr(D �H1 ) .

Since multiplication is a ‘symmetric’ relation (the product is the same no matter the side of the re-
lation that the quantities fall on), it doesn’t matter if the prior probability ratio is treated as if it is
the Bayes factor. For Neyman-Pearson hypothesis testing, there is no formal specification regarding
how significance should be traded-off against (for example) study design. Therefore, unlike Bayesian
hypothesis testing, a specific criteria weighting is not imposed.

14 The affect programme defines emotions as evolutionary adaptations triggered by certain stimuli, via
an automatic appraisal mechanism. This mechanism appraises the stimulus, via comparing perceptual
information regarding the stimulus with some stored information regarding emotion categories, and
triggers the appropriate response. The response triggers arousal of the autonomic nervous system,
behavioural reflexes (e.g. facial expressions), and the phenomenal state associated with the emotion.
See Paula M. Niedenthal and François Ric (2017, p. 5-10).

15 The appraisal theory departs from the affect programme theory in several key ways. Firstly, emo-
tional processes are the result of the individual agent’s subjective appraisal of the significance of
the stimulus. Secondly, the affect programme’s appraisal mechanism –––which relies on low-level
information processing capabilities–––is switched out for a high-level mechanism. This mechanism
appraises the stimulus via a large set of criteria, such as novelty of the stimulus, probability that it
will lead to certain outcomes, and the amount of power the agent has to control the situation. See
Klaus R. Scherer (2009).

16 See subsection 4.4.2.
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this would undermine the very phenomenon of theory choice (and science itself), which
requires certain desiderata of theories to exist. Should we expect to find domains where
scientists use criteria, but are not concerned how the theories ‘do’ by these criteria? No,
that would defeat the purpose of deploying criteria. What about domains where scien-
tists do not weight the criteria in any way? No: even if a scientist foregoes a weighting
process, this implies that their criteria receive ‘equal weight’ in the formal sense (see
subsection 10.1.1).

The same answers apply to past science. Past science was certainly a less rigorous
affair. Domain-specific methods were generally less accurate and precise. (For example,
contrast the field-work model of biology and geology to their modern alternatives.) How-
ever, these differences in rigour did not affect the structure of theory-choice reasoning,
which still concerned the selection and weighting of criteria, and how the theories ‘did’
by them. Furthermore, some of the criteria that were historically used in choice are
considered dubious by modern standards. (For example, some 18

th century thought that
capturing Noah’s flood was a geological desideratum (Rappaport, 1978).) Nevertheless,
it is absurd to think we will find a scientific domain in which criteria were not: deployed,
used to compare theories, and weighted.

3.4.2 Evidence of Leeway

Consider the criterial-conflict account’s leeway stages: theory ranking and criteria weight-
ing. An inchoate version of these leeway stages also appeared in the CA-IC account (in
the Postscript) (Kuhn, 1996, p. 199-200). The problem is that both the criterial-conflict
account and–––perhaps to a lesser extent–––the CA-IC account require these leeway
stages to be the loci of (legitimate) disagreement. For, scientists’ idiosyncrasies express
themselves at these stages, leading to divergent choices. Yet, is there any evidence that
scientists systematically diverge regarding their theory rankings and criteria weightings?

(As argued in subsection 3.3.2, criteria selection should also be categorised as a leeway
stage. Since that subsection also presented adequate evidence of its prevalence, we will
ignore it here.)

An obvious response is that this problem fails to capture the hierarchy of individual-
versus group-level patterns evident in Kuhn’s second argument against the discovery-
justification distinction. The importance of postulated leeway at the individual level, for
Kuhn, lies in its ability to account for theory incubation (a group-level pattern). With-
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out this ability, the descriptive approach to philosophy of science cannot dominate the
normative approach. Thus, the leeway stages are ‘modelling assumptions’: assumptions
made to aid the capturing of a phenomena (in this case, theory incubation).

This response fails. The problem cannot be avoided simply by pointing out the pri-
macy of group-level patterns. Some models generate assumptions–––known as ‘Galilean
idealisations’–––which simplify by misrepresenting certain aspects of the system in ques-
tion in order to capture others (Frigg and Hartmann, 2018, §1). For example, ‘computable
general equilibrium models’ in econometrics assume that individual consumers maximise
utility (Raihan, 2017, p. 10)–––a descriptively illegitimate individual-level claim (Kah-
neman and Thaler, 2006)–––to capture a group-level phenomenon: the economy-wide
response to shocks. But Kuhn’s accounts are not analogous to computable general equi-
librium models. He did not intend to make Galilean idealisations. He was concerned with
the accuracy of the individual-level claims that he made. Indeed, he opened Structure
with the claim that a history of science which pays adequate attention to the historical
context of scientific revolutions–––rather than our modern-day views–––will demonstrate
the role of individual-level idiosyncrasies as “essential determinants of scientific devel-
opment” (Kuhn, ibid., p. 3-4). Thus, one cannot simply dismiss the question of the
evidential basis of theory ranking and criteria weighting as the loci of legitimate dis-
agreement.

As touched on in subsection 3.3.2, there is arguably a trade-off between the belief
that theory-ranking disagreements are prevalent and the belief that criteria-selection dis-
agreements are prevalent. In that subsection, we used Okasha’s argument for subdividing
ambiguous ‘criteria’ to argue that apparent cases of theory-ranking disagreement are ac-
tually cases of criteria-selection disagreement. Despite this, theory-ranking disagreements
can still occur when scientists subscribe to a common conception of a criterion, and yet
diverge regarding how the theories ‘do’ by this criterion. The clearest case is when a
group of scientists conceptualise ‘empirical fit’ as: fit to all available data. In such a
case, scientists engage in ampliative reasoning. They use how the theories ‘do’ by their
data set(s) to infer how the theories ‘do’ by the total evidence set. ‘Predictive accuracy’
could also be conceptualised as: accuracy of predictions over the total data set. Such
disagreements are likely to occur when a long-term theory choice controversy prompts
scientists to consider the difference between the theories’ fit to their own data sets versus
all available data. Though such cases may not be a quotidian occurrence within science,
they are relatively regular.
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The evidential basis for criteria weighting is more clear-cut. Numerous case studies
highlight the different weights that scientists have attached to different criteria. For ex-
ample, Maurice A. Finocchiaro’s (1988, p. 54, 56-57,& 59-60) case study Galileo’s Coper-
nicanism shows that Galileo Galilei weighted the potential fruitfulness of Copernican-
ism–––for generating physical theories–––higher than its geometric parsimony in justi-
fying his choice to work on this theory. Another set of examples comes from Brush’s
programme of investigating the weight attached to novel predictive accuracy. The re-
sults showed no clear pattern, but certain cases do point to novel predictive accuracy
receiving a higher weighting. For example, Dmitri Mendeleev’s periodic table successfully
predicted the discovery of new elements. Brush’s (1994, §4.VI) survey of contemporary
textbooks and papers suggests that chemists generally weighted the prediction of new
elements over the accommodation of an already known element. Moreover, they also
generally considered the correlation of (already known) element’s properties with their
atomic weight to be far more important than successful novel predictions of new elements.
Krantz and Wiggins’s (1973, p. 147-149) study also required associates to weight a set
of criteria which related to their chosen theory. The scientists were all happy to oblige,
implying that they had engaged in such reasoning–––in a theory-choice context–––before.

More generally, we can infer that criteria weighting has played a role in a theory-choice
case when evidence favouring one theory, mediated via a criterion, has an inordinate
effect on the choice of that theory. A paradigmatic case of this phenomenon is the
acceptance of continental drift in the late 1960s. After the novel predictive success
of two precise geophysical hypotheses–––the Vine-Matthews-Morley hypothesis and the
transform-fault hypothesis–––a consensus was formed around continental drift (Laudan,
1996, p. 239-240; Oreskes, 1999, p. 271-271). Until this point, there were many hold-outs,
despite continental drift’s good fit to known palaeontological and geological data, and
its generation of (less exact) geological theories with novel predictive success (Oreskes,
ibid., p. 58 & 275-276). Thus, as Oreskes (ibid., p. 298-307) argues: at that time, the
Earth-science community weighted precise geophysical hypotheses over inexact geological
hypotheses.

Overall, there is ample evidence to infer that disagreements regarding the leeway
stages (including criteria selection) are fairly prevalent.
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3.4.3 Capturing Consensus

L. Laudan’s (1984, p. 16-17) problem–––as it applies to Kuhn’s CA-IC account–––is that
there is a troubling tension between the Kuhnian concepts of ‘incommensurability’ and
‘normal science’. Incommensurability biases scientists in favour of one of the competing
DMs. This helps to explain the pattern of dissensus which is evident during certain
periods. (Scientist1’s bias in favour of a developing DM serves to incubate it against
premature destruction. Scientist2’s bias in favour of a developed DM serves to maintain
the popularity of a puzzle-solving tool with a proven track record of success.) However,
given the severity of these biases, Kuhn’s CA-IC account “cannot explain so readily,
if at all” how consensus emerges from an initial position of dissensus, “short of sheer
exhaustion or political manipulation”. Kuhn’s use of Planck’s principle (see subsection
2.5.2) cannot explain how a pattern of consensus emerges among the younger members of
a scientific domain (ibid., p. 18-19). Furthermore, Laudan interpreted Kuhn as claiming
that “hegemony and normal science reassert themselves once the advocates of a particular
paradigm get control of the major journals and the prestige appointments in a discipline”.
This claim does not explain how the elite (who seize control of these institutions) come
to a consensus from an initial position of dissensus.

Laudan (ibid., p. 19) brought attention to the inconsistency which we have already
noted in the CA-IC account (see subsection 2.5.1). On the one hand, DM choice is said
to be “necessarily circular” and necessarily total (rather than piecemeal), which entails it
is decided by conversion (Kuhn, 1996, p. 94& 150). On the other hand, DM choice is said
to be the product of idiosyncratic reasoning, utilising standard scientific criteria (ibid.,
p. 151-159). Both characterisations of DM choice cannot be correct. Laudan’s problem
assumes an interpretation of Kuhn that resolves this inconsistency via assuming the first
characterisation. However, even if he assumed the second characterisation, the problem
would hold in the form it has when applied to Kuhn’s criterial-conflict account.

When applied to Kuhn’s criterial-conflict account, the problem is that this account
fails to explain how consensus can emerge from an initial position of rampant idiosyncrasy
in methodology of choice. This conclusion is also motivated by Laudan’s (ibid., p. 93-94)
interpretation of Kuhn. Laudan believed Kuhn claimed that we should expect theory
dissensus in cases which meet two conditions. Firstly, the criteria do not all pull in the
same direction. Secondly, each contending theory does better than its rivals by (at least)
one criterion. Furthermore, he believed that the criterial-conflict account asserts that
any set of criteria shared by scientists will usually conflict. Given this, we should expect
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dissensus to be the norm.

In both forms, the problem of capturing consensus relies upon a fairly uncharitable
interpretation of Kuhn’s work. The problem, as applied to the CA-IC account, is easily
dismissed. Laudan’s interpretation jettisons all of Kuhn’s claims regarding scientists’
idiosyncratic use of standard scientific criteria in DM choice. In subsection 2.5.1, three
reasons for rejecting this interpretation were given: it jettisons more of Kuhn’s claims
than the alternative interpretation, it does not fit Kuhn’s claim regarding the similarity
of his CA-IC and criterial-conflict accounts, and it is less charitable.

Given my interpretation (see section 2.5), Laudan’s problem loses its force. Scientists’
DM-imposed biases are not so severe. Scientists can adjudicate between DMs on the
basis of both idiosyncratic criteria (such as neatness, suitability, and simplicity) and
shared criteria (such as predictive accuracy and actual fruitfulness) (Kuhn, ibid., p. 153-
159). Consensus formation is explained via the clusters of scientists who convert at
different times, due to different criteria. Early converters tend to favour aesthetic criteria,
and the more speculative criteria which indicate its promise. Such scientists ultimately
recant if the developing theory does not fulfil its potential. Later adopters favour the
more concrete criteria incorporated within ‘achievement’, so this criterion ends up being
decisive for consensus building. Kuhn (ibid., p. 150-151) only used Planck’s principle
to explain what happens to the most stubborn hold-outs. Furthermore, Kuhn’s (ibid.,
p. 158-159) point was not that a community accepts a DM because its elite seize control
of important institutions. His point was that the community reaches a consensus, and
the major institutions are seized, because the different clusters of scientists are won
over. These different clusters are key to understanding that Kuhn actually solved this
problem. As highlighted in chapter 2’s epigraph, there is no “single group conversion”,
just “an increasing shift in the distribution of professional allegiances”.

To illustrate, imagine a scientific community which is partitioned into 50 clusters of
scientists. Within each cluster, there is approximate agreement regarding which criteria
are relevant, how they rank the theories, and how they are weighted. However, there is (at
least some) disagreement between the clusters. Consensus can easily be brought about
in such a case. Image 50 points in time: time1-time50. At time1, only cluster1 accepts
T1, but clusters2−50 favour other contenders. At time2, new evidence persuades cluster2,
but no others. At time3, new evidence persuades cluster3, but no others. And so on
until time50, at which there is a 100% consensus. In this toy case, rampant idiosyncrasy
gives way to 100% consensus via the “increasing shift in the distribution of professional
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allegiances” that Kuhn emphasised.

Accepting my interpretation of Kuhn’s CA-IC account means that the problem of
capturing consensus still holds against this account, but in the form it has when applied
to Kuhn’s criterial-conflict account. Thus, we must explain why this form of the problem
also fails. Again, this problem emerges from an uncharitable interpretation of Kuhn’s
work. Kuhn did not claim that we should expect theory dissensus in cases where there is
both criterial conflict, and each contending theory does better than its rivals by (at least)
one criterion. His claim was that ‘dissensus entails conflicting criteria’, not that ‘con-
flicting criteria entails there is (very likely) dissensus’ (Kuhn, 1977b, p. 332). (Dissensus
is necessary for theory incubation, and conflicting criteria are necessary for dissensus.)
For almost every major theory-choice case, consensus has been achieved despite criterial
conflict. For example, Newtonian mechanics is ‘simpler’ than either relativistic physics
or quantum mechanics in terms of computational ease and ontological ordinariness, but
no physicists still cling to it over its successors. (See subsection 8.1.6 for more cases.)
Kuhn did not state that any set of criteria shared by scientists will usually conflict. He
(ibid., p. 330 &332) said that his five criteria “repeatedly”/“often” conflict. Moreover, it
should be no surprise that the problem of capturing consensus fails to harm the criterial-
conflict account given Kuhn’s no-convergence thesis: consensus regarding theory choice
does not entail consensus regarding methodology of choice (see section 2.6). This thesis
shows Kuhn’s continued commitment to the importance of converting clusters of sci-
entists–––each with similar methodological commitments–––rather than converting the
entire community all at once.

Thus, Laudan’s problem fails. Both accounts can explain how a consensus is reached,
given an initial position of dissensus. But which account’s explanation is superior?
If–––as outlined in section 2.6–––we interpret Kuhn as having jettisoned the details of
DM choice given to justify his idiosyncratic-choice argument, then the criterial-conflict
account is superior. For, in offering a more general framework, rather than the specific
drivers of consensus, the criterial-conflict account can capture all possible cases of con-
sensus formation that are consistent with its account of leeway stages. The failure of
the CA-IC account is that it aims both for precision and generality. Clearly, consensus
formation does not occur via the specific patterns it posits.
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3.4.4 Unhelpful Scientific Rationality

The problem of unhelpful scientific rationality was introduced in chapter 1, we will
consider it in more depth here. Kuhn’s account of science’s success incorporates a set of
necessary conditions (see section 2.7):

K-SS1 Science must be successful in the short term:

K-SS1a A commitment to the scientific standards (aims and criteria) must be
maintained

K-SS1b DMs must be articulated

K-SS2 Science must be successful in the long term; it must make progress:

K-SS2a Promising theories must be incubated from premature destruction

K-SS2b Scientific domains must build consensuses:

K-SS2bi
Within each domain, the community (on aggregate) is agreed that
the later theories have greater puzzle-solving ability than super-
seded ones

K-SS2bii
If, within a scientific domain, there is a consensus on one theory,
then the community (on aggregate) is agreed that it has greater-
puzzle solving ability than its rivals

According to Kuhn’s hypothetical imperative (his account of individual-level scientific
rationality) if you value science’s success, then you should behave in line with his de-
scriptive account(s). In other words, behaving in line with his descriptive account(s) will
ensure the achievement of K-SS1−K-SS2. Unhelpful scientific rationality targets
this account of scientific rationality.

The problem is that because–––according to Kuhnianism–––what a scientist should
do is work within the framework of Kuhn’s descriptive account(s), it cannot give further
advice to a scientist engaged in a theory-choice problem. If such a scientist is already
working within the framework, then Kuhnian scientific rationality fails to guide them.
The most important type of case in which unhelpful scientific rationality applies is
one where the scientists on either side of a theory-choice dispute are deadlocked. This has
happened many times in the history of science; from the Copernican revolution through
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to the ‘rationality wars’ in cognitive psychology. In such cases, scientists may look to
sources beyond their own subject–––such as philosophy of scientific methodology–––for
help. For example, part of the debate between the advocates of string and multiverse
theory on the one hand, and their detractors on the other, has concerned whether sci-
entists should adopt a Popperian or a Kuhnian view of scientific reasoning (Dardashti
et al., 2019). This problem is particularly tricky, because of Kuhn’s rejection of the
discovery-justification distinction (on normative grounds; see section 2.2). If one rejects
the discovery-justification distinction, one denies that theory choice is a process akin to
disagreement over proofs given in the same (axiomised) formal system. Thus, one denies
that, in any theory-choice disagreement, at least one party is wrong. Kuhn’s rejection of
the discovery-justification distinction means that his account can easily capture theory
incubation (K-SS2a). However, this rejection simultaneously makes it harder to give
scientists any helpful advice. (Since, if one accepts the discovery-justification distinction,
then one can potentially provide authoritative advice to break deadlocks.)

3.4.5 Conflicting Scientific Rationality

The problem of conflicting scientific rationality is a sub-problem within unhelpful

scientific rationality, which identifies a deeper issue contributing to the unhelpfulness
of Kuhn’s hypothetical imperative. The hypothetical imperative’s consequent does not
follow from its antecedent. This can be shown via two types of case. In both, we assume
(for reductio) that Kuhn’s hypothetical imperative is correct. We then show that this
sanctions behaviour which, when used by groups of scientists, would retard ‘science’s
success’. In the first kind of case, the sanctioned behaviour is blatantly problematic for
success. Yet, it is fairly easy to fix. In the second case, the sanctioned behaviour is more
subtly problematic. This is harder to fix, and opens the door for the more problematic
behaviour to reemerge in another form.

If we assume that Kuhn’s hypothetical imperative is correct, then any scientist need
merely act in accordance with whichever of Kuhn’s accounts is superior. So long as scien-
tists stay within the bounds of the correct account of theory choice, whether they remain
steadfast or concede is their business, not that of scientific rationality. Yet, this licenses
behaviour which, when used by groups of scientists, would be blatantly problematic for
science’s success. For example, nothing in either of Kuhn’s accounts tells scientists that
they cannot arbitrarily change their theory rankings and/or criteria weightings if they do
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not like the theory choice their process outputs.17 Yet, such behaviour would be deeply
problematic. It would amount to gerrymandering one’s reasoning process to (effectively)
derive one’s leeway-stage judgments from one’s all-things-considered choice, rather than
the reverse. More importantly, when used by groups of scientists, such a tactic could
be used to retard success: if all conservative scientists used this tactic, then new theo-
ries would not be able to replace their older counterparts. Pyle (2000, §5) convincingly
argues that the historical record provides evidence for this problematic behaviour. His
case study of the chemical revolution argues that after 1785–––the publication year of
Lavoisier’s Réflexions sur le Phlogistique–––phlogiston theorists were forced to continu-
ally attribute more and more weight to the decreasing list of criteria which their theory
did better by. The chemical revolution occurred because phlogiston theorists eventually
gave up on this tactic.

Another case which potentially fits this pattern is the case of ‘psi theory’ in para-
psychology. Despite the clear problems associated with the work generated by psi theo-
rists–––particularly regarding experimental design and mechanism; see appendix G–––the
theory has gained a foothold within certain psychology departments (such as the Koestler
Parapsychology Unit at the University of Edinburgh). How can this be? On the Kuhnian
framework, the psi theorists must disagree regarding (at least) one of the leeway stages.
Two leeway stages seem particularly salient: theory ranking and criteria weighting. Per-
haps psi theorists emphasise studies1−n to arrive at their theory rankings, whereas anti-
psi theorists emphasise studies1′−n′ . Alternatively, perhaps the proponents of psi theory
weight statistical significance or (more weakly) likelihood very highly, whereas anti-psi
theorists are more sceptical of these criteria.

Each of these scenarios could be the result of gerrymandering. Regarding the theory-
ranking scenario, ceteris paribus, independent studies matter more than non-independent
ones–––as a protection against partisan bias. Thus, the decision of a psi theorist to ignore
independent studies could well be an artefact of psi theory’s lack of success in those
independent studies. Consequently, this scenario would be the result of gerrymandering.
Regarding the criteria-weighting scenario, both classical statisticians and (for obvious
reasons) Bayesian statisticians embrace scepticism regarding statistical significance and
likelihood. (The former argue that a significant result should not dictate one’s reasoning

17 Here I assume van Fraassen’s (1989, p. 171-173) argument that scientific rationality is more akin to
the English concept of law than the Prussian. According to the former, all decisions are permissible
unless explicitly stated. According to the latter, all decisions are impermissible unless explicitly
stated. As van Fraassen points out, the Prussian concept stifles idiosyncrasy. Clearly Kuhn–––whose
accounts of theory choice rely upon idiosyncrasy–––would have accepted the English law view.
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process, as factors besides the truth of the alternative hypothesis–––such as flaws in the
experimental design–––could have caused the result (Motulsky, 2017, Ch. 18). The latter
argue that scepticism regarding p-values is required, because inferring a theory’s posterior
probability from a likelihood (p-value) commits the ‘fallacy of the transposed conditional’:
the confusion of a likelihood with a posterior probability–––thereby ignoring the vital role
that prior probabilities play in establishing posterior probability (Wagenmakers et al.,
2011, p. 428-429). If we assume that psi theorists have fair knowledge of statistical
reasoning, then we might think that their emphasis on significance and likelihood is an
artefact of psi theory’s lack of success, rather than a view that they have always held.

Kuhn’s hypothetical imperative is refuted on the basis that it allows such gerryman-
dering to occur. However, it seems rather easy to solve this problem. One means of doing
so would be to amend his descriptive account(s) of theory choice–––thereby altering the
behaviour treated as permissible. I am hesitant to do this because I suspect that such
gerrymandering is more prevalent than we might hope. Humans are cognitive misers (see
subsections 3.2.4 and 4.4.2). One bias which results from this miserliness is myside bias
(see subsection 3.2.2). Myside bias is no less prevalent among agents with higher intelli-
gence than it is among those with lower intelligence (Stanovich, 2010, p. 37-38 & 113-114).
Subsection 3.2.2 posited a connection between this bias and worldview incommensurabil-
ity. Indeed, myside bias seems a consequence of knowing more about one theory (and its
associated methods) than any other. Weight gerrymandering would simply be another
mechanism through which myside bias operates. A better alternative is simply to amend
Kuhn’s account of scientific rationality so as not to allow such gerrymandering, on the
grounds that it reverses the logic of theory choice. Rather than inferring a choice from
one’s leeway-stage judgments, one infers one’s leeway-stage judgments from one’s choice.

Despite this, Kuhn’s hypothetical imperative is not in the clear. It also allows more
subtly problematic behaviour, which still has the effect of retarding science’s success. It
is also more difficult to solve the problem posed by this more subtle behaviour. To make
this case, we will consider the individual-level trade-off between the promotion of two
of the necessary conditions for science’s success. A problematic way of managing this
trade-off is identified. It is then shown that Kuhn’s hypothetical imperative allows this
problematic behaviour.

There is a trade-off–––for the individual scientist–––between ensuring that one has
played one’s role in incubating promising theories, and ensuring that one has played one’s
role in consensus building. Recall (from section 3.1) our revised account of scientific
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progress. According to this account, ‘T1 is more progressive than T2’ means that a
majority of scientists hold the view that T1 has greater puzzle-solving ability than T2.
This revised account of progress creates an internal conflict within Kuhn’s account of
scientific rationality. From the perspective of the individual scientist, there is a trade-off
between the two necessary conditions for science’s long-term success:18

K-SS2a Promising theories must be protected from premature destruction

K-SS2b Scientific domains must build consensuses

K-SS2bi
Within each domain, the community (on aggregate) is agreed that the
later theories have greater puzzle-solving ability than superseded ones

K-SS2bii
If, within a scientific domain, there is a consensus on one theory, then the
community (on aggregate) is agreed that it has greater-puzzle solving
ability than its rivals

The trade-off between K-SS2a and K-SS2b can be seen by outlining the extreme
cases. Suppose that scientist1 is an ‘extreme incubator’: his commitment to K-SS2a is
so strong that he tends towards incubation in the face of the community’s consensus on
another theory. By contrast, scientist2 is an ‘extreme consensus builder’: her commitment
to K-SS2b is so strong that she is willing to accept the consensus of the community, even
when it goes against her reading of the evidence. If scientist1’s behaviour were adopted by
the community in general (or even a substantial minority), this would actively undermine
progress. These extreme incubators would set no stock in consensus, and so not care
about achieving one. If scientists2’s behaviour were adopted by the community in general
(or even a substantial minority), this would actively undermine progress. These extreme
consensus builders would set no stock in heterodoxy, and so not care about saving those
less progressive theories which could have gone on to overtake their rivals.

(The problem of the extreme incubator can be tied back to the case of psi theory. It
was argued above that–––on Kuhn’s framework–––psi theorists’ disagreement with anti-
psi theorists must be the result of a disagreement regarding (at least) one of the leeway
stages. Furthermore, it was argued that such disagreements may be the result of psi
theorists gerrymandering their theory rankings and/or criteria weightings. Another, more

18 One would expect there to be a trivial trade-off between all of the conditions. For, the individual
scientist must decide (implicitly or explicitly) how much effort to portion out to the task of con-
tributing towards each necessary condition. Yet, there is a further–––more problematic–––trade-off
to consider.
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innocent, explanation is that psi theorists’ theory rankings/criteria weightings are not
gerrymandered, but are simply different than anti-psi theorists. The extreme incubator
psi theorist would not view the consensus as providing any evidence against psi theory.)

Conflicting scientific rationality concerns how individual scientists should balance
these trade-offs. Kuhn’s hypothetical imperative allows any behaviour which does not
violate his account(s) of theory choice. Nothing in either account requires a scientist
not to take the position of the extreme incubator or consensus builder. This trade-off
has arguably been the cause of a vexed question within the philosophy of science since
(at least) Kuhn’s time. Namely, at what point, if any, is it no longer rational to choose
a theory? Kuhn accepted the extreme ‘pluralist’ view on this question (see subsection
2.5.1). There is no point at which it becomes irrational to choose a theory: multiple
theories can, and do, enjoy rational support within any scientific domain.

Worrall’s (2000, p. 125-126) criticism of Kuhnian rationality–––that it allows all who
behave in line with his very broad account to be scientifically rational (see chapter 1)–––is
a critique of Kuhn’s extreme pluralism. Worrall’s key point is that a scientific rationality
ought to provide “general rules of theory appraisal” which demarcate legitimate from
illegitimate choices. This point seems to fit neatly in line with the issue of how to advise
deadlocked scientists (but, see below).

Lakatos (1970b, p. 174-175 & 178) asked: does an account of scientific methodology
give scientists advice regarding which theory to choose, or does it merely appraise the-
ories (without a corresponding prescription)? Lakatos argued for the latter position.
Worrall (1976, p. 161-165)–––one of Lakatos’s doctoral students–––more or less followed
his mentor’s view. He held that scientists need only accept that some methodology ap-
praises theories in a particular way (determined by its methods). This is different from
accepting that appraisal as a prescription. The main reason given in the literature for
why methodologies should not advise individuals to accept a certain theory is one which
we are familiar with. Namely, if this behaviour were adopted by a group of scientists, it
would actively undermine theory incubation.19 Lakatos (1970a, p. 157) argued that:

“[. . . ] we must not discard a budding research programme simply because it has so far failed
to overtake a powerful rival.”

Quotation 10: Lakatos on Theory Incubation

Worrall (ibid., p. 163) took a very similar stance. He argued that, because “most major

19 This is not the terminology used in the literature.
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innovations in science” have been brought about by some maverick incubating a weaker
theory, a scientific methodology ought not advise scientists against such behaviour.

Kuhn led a vanguard of philosophers in a different direction. Rather than holding
that a methodology could give no advice, he focused on the group-level patterns–––most
notably theory incubation (see section 2.2)–––that are necessary for science’s success (see
K-SS1-K-SS2 in section 2.7). His hypothetical imperative was his attempt to advise
the individual scientist in a way which did not jeopardise any of these conditions. (As
argued above, this approach fails). Adolf Grünbaum (1975, p. 89) agreed with Kuhn.
These two philosophers influenced Alan Musgrave (1976, p. 479-480), who argued that
the only advice a methodology yields is directed at the group, not the individual. Advice
such as: devote most of your resources to T1. This view has since become the central
focus of a formal literature, started by Philip Kitcher (1990), known as ‘the division of
cognitive labour’.20 Kitcher’s (ibid., §II) problem concerns how a particular scientific
community should distribute their labour so as to achieve the greatest success. The
issue of balancing theory incubation against consensus building is central to this problem
(ibid., §III).

Thus, three debates in the philosophy of science–––the point at which incubation
becomes irrational, appraisal versus advice, and the division of cognitive labour–––are
concerned (in some way) with conflicting scientific rationality. They show that–––far
from being a niche interest–––the problem of balancing theory incubation against con-
sensus building is pervasive within this subject.

There is a further complication in solving conflicting scientific rationality. Any
solution must not conflict with justified necessary conditions for science’s success. For
example:

K-SS1a A commitment to the scientific standards (aims and criteria) must be main-
tained

Any prima facie intuitive answer to the problem of conflicting scientific rationality will
fail if it requires scientists to reject the standard scientific criteria. For, in that case, we
will have simply swapped a conflict between K-SS2a and K-SS2b for one between one
of these two conditions on the one hand and K-SS1a (or any other relevant conditions)
on the other.

20 Kitcher (1990, §I) references Kuhn, but not Musgrave. Nevertheless, his view is far closer to Mus-
grave’s than Kuhn’s.
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3.5 Summary

This chapter has considered the problems facing Kuhn’s two accounts of theory choice
in some depth. The CA-IC account faces a problem which is much more serious than
any unique to the criterial-conflict account. Namely, the circular-assessment argument is
unsound. By contrast, the problems unique to the criterial-conflict account are relatively
easy to solve. For example, its lack of emphasis on criteria-selection disagreements, in
the face of the evidence for their prevalence (see subsection 3.3.2), can be solved simply
by incorporating criteria selection as a leeway stage. By contrast, the problems shared
by both accounts seem far harder to solve–––unhelpful scientific rationality and
conflicting scientific rationality in particular. The latter is the subject of chapter 5.
The former is the subject of chapter 10.

The criterial-conflict account is superior to the CA-IC account, for five reasons.
Firstly, although the problems unique to both accounts are generally easy to solve, one
problem unique to the CA-IC account is defeating. Namely, that the circular-assessment
argument is unsound (see subsection 3.2.4). Secondly, the criterial-conflict account pro-
vides the clearer account of the theory-choice process. The role of the leeway stages, and
of the subjective factors which influence such decisions, is clear. It therefore provides
a neat framework for modelling the reasoning process of individual scientists. Thirdly,
the criterial-conflict account has a reduced scope (in comparison to the CA-IC account).
This means that the process of drawing analogies between its propositions and formal
concepts (particularly from social-choice theory) is easier. Fourthly, the criterial-conflict
account is slightly more abstract than the CA-IC account. As argued in subsection
3.4.1, this is actually a benefit, since it reduces the number of phenomena that the
account is required to capture. Finally, despite its reduced scope and more abstract
nature, the criterial-conflict account can accommodate some of the well-evidenced fea-
tures of the CA-IC account where appropriate. DM choice can be accommodated because
DMs are just another type of theory (see section 2.3). Incommensurability of standards
is accommodated via allowing that criteria selection is a leeway stage (see subsection
3.3.2). Worldview incommensurability is accommodated via allowing ‘fit to worldview’
to function as a criterion in choice. Even cases of semantic incommensurability could
be modelled as a choice between an accurately represented theory and a theory which is
inaccurately represented (due to semantic incommensurability).

For these reasons, the criterial-conflict account is superior, and so will be the main
focus of this project moving forward. (Aside from when we consider the work of philoso-
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phers whose focus is on the CA-IC account). Consequently, we will henceforth (chari-
tably) interpret Kuhn’s hypothetical imperative as if you value science’s success, then
behave in line with the criterial-conflict account.





Chapter 4.

Scientific Rationality Clarified

Good reasons are instrumental
reasons; there is no other sort

Larry Laudan
Aim-Less Epistemology?

Two important issues with Kuhnian scientific rationality were left unresolved in Chap-
ter 3. Firstly, unhelpful scientific rationality: the problem that Kuhn’s hypothetical
imperative provides no helpful advice to deadlocked scientists (see subsection 3.4.4). Sec-
ondly, (its sub-problem) conflicting scientific rationality: the problem that Kuhn’s
hypothetical imperative fails in providing advice regarding how an individual scientist
should balance the theory incubation and scientific progress (see subsection 3.4.5). Fur-
thermore, 1 signposted another problem for Kuhnianism. Namely, no rational rule:
the application of Arrow’s impossibility theorem to criterial-conflict accounts of theory
choice seems to imply that there is no rational rule for theory choice. No rational rule

is a normative problem, but it has a descriptive dimension: scientists do in fact have a
method of moving from a set of theory rankings to a ranking of theories. Accordingly,
there must be something descriptively inaccurate in the application of Arrow’s theorem to
theory choice. Thus, no rational rule raises questions both for Kuhn’s criterial-conflict
account and for Kuhnian scientific rationality.

The purpose of this chapter to attempt to clarify the concept of scientific rationality
by drawing on literature from epistemology, ethics, philosophy of science, and decision
science. This clarificatory exercise will aid the task of providing solutions to the three
remaining problems with Kuhnian scientific rationality. In particular, unhelpful sci-

entific rationality and conflicting scientific rationality show that we cannot keep
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Kuhn’s hypothetical imperative in tact. We need some account of how the individual
scientist, who values science’s success, ought to be guided in making their theory choices.
Note that we are not altering the antecedent of Kuhn’s hypothetical imperative. Thus,
the account will only target those who value science’s success. I take this to be uncontro-
versial, since the claim ‘scientific rationality is aimed at science’s success’ is tautological.
‘Scientific rationality’ simply denotes how science should be done in order to further the
enterprise’s success.

This chapter has three goals. Firstly, to arrive at a better understanding of ‘scientific
rationality’ by appealing to several distinct literatures which study the broader concept
of rationality. As indicated by this chapter’s epigraph, the characterisation of scientific
rationality as a type of instrumental rationality is foundational to this account. Secondly,
to produce a set of necessary conditions for scientific rationality. (Though, I make no
claim regarding whether or not they are jointly sufficient.) Thirdly, to produce a set
of guidelines which solutions to the Kuhnian rationality problems must abide by (if
they are to be justified). (Of course, to some extent, the necessary conditions function
as guidelines, in that any solutions to the rationality problems ought not require that
scientists violate these conditions.) The selected guidelines are not an exhaustive list;
they have been chosen to for their specific relevance to some of the potential solutions
we will consider.

Section 4.1 outlines two rival accounts of ‘practical rationality’ (the rationality which
concerns how one ought to act): ‘instrumental’ and ‘Kantian rationality’. The former
characterises practical rationality in terms of means–end reasoning. The latter charac-
terises practical rationality in terms of categorical imperatives. It is argued that instru-
mental rationality is superior. Section 4.2 clarifies the relationship between instrumental
and ‘epistemic rationality’: that concerning evidence assessment with an eye to justi-
fied belief. Beyond fleshing out the concept of epistemic rationality, two main positions
are argued for. Firstly, ‘voluntarism’: the theory that epistemic stances are rationally
underdetermined. Secondly, ‘rational instrumentalism’: the theory that epistemic ra-
tionality is merely a type of instrumental rationality. With the instrumental notion of
epistemic rationality in hand, section 4.3 clarifies the relationship between instrumental
and scientific rationality. It is argued that scientific rationality is a type of instrumental
rationality. This reveals a guideline for solutions to the Kuhnian rationality problems:
Kantian solutions will not suffice. This is then used to explain why potential solutions
(to the Kuhnian rationality problems) which invoke objectivism or standard Bayesianism
are flawed. It is then argued that scientific rationality’s permissible criteria are epistemic
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and pragmatic criteria. A historical case study is used to show that, far from only aiding
theory incubation, pragmatic criteria can also play an important role to play in consensus
building.

Finally, section 4.4 introduces ‘process models’ from decision science: cognitively accu-
rate (descriptive or normative) models of reasoning. It is shown that Kuhnian scientific
rationality is a process model, and that this yields another guideline for solving this
project’s problems: ceteris paribus, avoid idealised modelling assumptions. This guide-
line is used to explain why the ‘Kuhn meets Bayes’ approach fails as a potential solution
to this project’s problems.

4.1 Practical Rationality: Instrumental Versus Kantian

‘Practical rationality’ concerns how one ought to act (Wallace, 2020). This has been
an important question in philosophy since, at least, (Plato’s presentation of) Socrates
(Brickhouse and Smith, 1994, §1.2.2). Instrumental rationality and Kantian rationality
are rival accounts of practical rationality. These accounts are outlined and assessed.
Ultimately, it is argued that instrumental rationality is superior to Kantian rationality.

Instrumental rationality characterises practical rationality in terms of a means–end
problem. Namely, what means ought one adopt so as to achieve one’s ends/goals? In-
strumental reasoning can be represented as a process (see figure 4.1) which takes a set
of decision alternatives, assesses them as means to achieving one’s goals, and outputs a
decision to adopt a certain alternative. Whether one’s instrumental reasoning is rational
will depend upon the justification for this decision. As this characterisation makes clear,
instrumental rationality does not dictate the goals that one should have; it works to-
wards one’s goals, whatever they are. In this sense, instrumental rationality is a ‘liberal’
account of practical rationality. Even goals which would generally be viewed as foolish or
morally reprehensible are perfectly legitimate on this account. To illustrate, most would
likely find the goal of becoming an alcoholic foolish, but instrumental rationality allows it.
Moreover, most would likely find the goal of destroying the world to be morally reprehen-
sible, but instrumental rationality does not take this to be any less legitimate than (for
example) the goal of scratching one’s finger (Hume, 2007, §2.3.3).1 Thus, the commands
issued by instrumental rationality are merely hypothetical imperatives, with the form:
if you value x, then do y (Johnson and Cureton, 2019, §4). For example, if you value

1 Despite providing this example, it is questionable whether David Hume’s own account of rationality
is instrumental (Kolodny and Brunero, 2023, §4.3).
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Input:
Set of potential

means to one’s ends

Process:
Instrumental reasoning

Output:
Decision to adopt
a certain means

Figure 4.1.: Instrumental Reasoning as a Process

honesty, then tell the truth. Such commands are ‘hypothetical’ in the sense that they
take the form of conditional (if. . . , then. . . ) statements. Despite this characterisation,
instrumental rationality is not totally silent regarding one’s goals. For example, deci-
sions regarding which short-term goals to accept can be made by determining which of
these short-term goals are instrumental to one’s long-term goals. Furthermore, some ac-
counts of instrumental rationality treat certain (epistemic) goals as necessary conditions
for rationality (see below).

Kantian rationality is the characterisation of practical rationality which formed the
foundation of Immanuel Kant’s (1788) normative ethics. This ethical theory equates
‘moral obligations’ with ‘practically rational requirements’. Thus, to determine how
one ought to act in moral contexts, Kant provided a fully-fledged account of practical
rationality. In contrast to instrumental rationality’s liberalism, Kantian rationality is
‘authoritarian’. It issues the same commands, regardless of one’s goals/values. Thus, the
commands it gives are ‘categorical imperatives’, which have the form: do y! For example,
tell the truth! Such commands are ‘categorical’ in the sense that they apply to us directly,
rather than being mediated through our values/goals, and so are unconditional (ibid.).
Furthermore, categorical imperatives rule all practically rational requirements–––there is
no leeway for hypothetical imperatives in the moral context (ibid.). Thus, within their
domain of applicability, categorical imperatives rule absolutely.

The likely reason that philosophers have found the instrumental characterisation of
practical rationality so alluring is that it seems to be the only workable account left
once the flaws in Kantian rationality are exposed. The problem with Kantian rationality
lies in the authoritarian nature of categorical imperatives. Imagine that Angela has
the goal of being considerate towards her friends; consequently she occasionally tells
white lies to avoid offending them. She meets a Kantian philosopher who gives her a
categorical imperative: tell the truth! This places her in an absurd position. One of
her goals tells against this command. Furthermore, by not referencing any of her other
goals–––which might pull in the direction of this command–––the Kantian has not given
Angela any reason to follow it (Herman, 1993, p. 210). Categorical imperatives simply
rid justifications (for actions) from the realm of practical rationality.
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In light of this, one move that the Kantian could make is to claim that categorical
imperatives come with an implicit prefix: value x (where y is a means to x). (We will
label such categorical imperatives ‘prefixed categorical imperatives’.) And, since categor-
ical imperatives rule absolutely within their domain of applicability, prefixed categorical
imperatives determine what all of one’s values should be. In Angela’s case, the prefixed
categorical imperative might be: value honesty (which telling the truth is a means to),
and tell the truth! On this interpretation, categorical imperatives allow that practical
rationality includes justifications for actions. However, rational agents are not given con-
trol over what their goals ought to be. Thus, prefixed categorical imperatives are just as
authoritarian as ordinary categorical imperatives. Imagine the Kantian philosopher gives
Angela the prefixed categorical imperative outlined above, but she does not already value
honesty. It is unlikely that Angela would find this very persuasive: she has been given
a justification for this command, but it references a goal that she does not have! Now
imagine that the prefixed categorical imperative references a goal which Angela already
holds. Suppose she is given the prefixed categorical imperative: value being considerate
towards your friends (which telling white lies is a means to), and tell white lies! An-
gela would, no doubt, find this justification persuasive. For, it repeats her justification
for telling white lies. However, this justification is persuasive because the command has
collapsed into a hypothetical imperative. It gives Angela a justification for action which
references her own goals. Therefore, Kantian rationality fails as an account of practical
rationality because it is too authoritarian.

Despite its comparative superiority to Kantian rationality, instrumental rationality is
not without its problems. Academics have disagreed regarding the strength of justifica-
tion required for a particular means-end inference to be rational. At the weakest end
of the scale, L. Laudan (1987, p. 21) held that, to be instrumentally rational, one must
merely believe that one’s means will promote one’s ends. More strongly, Niko Kolodny
and John Brunero (2023) hold that, to be instrumentally rational, one must seek suitable
means to one’s ends. (The use of ‘suitable’ here implies that one’s means must have some
justifiable link to one’s ends.) Still others have taken the strictest stance on justification:
to be instrumentally rational, one must select the best means to one’s ends (Friedman,
2001, p. 54; Hands, 2015, §1; Stanovich and West, 2003, p. 185).

The weakest strength account of justification strips instrumental rationality of its
ability to provide self-reflective critiques of one’s own reasoning. Consider a (situation-
ally ironic) case. Laudan (1984) championed instrumental rationality’s ability to offer
self-reflective critiques of one’s own reasoning. In his first case, Laudan (ibid., p. 50-53)
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argued that a goal can be criticised if it is “utopian”: if there is no (or, very little) evi-
dence that it can be achieved. For instance, the goal of developing Superman’s powers
is (regrettably) utopian. Note, however, that an agent would not see utopian goals as
negative if they did not value ‘current’ and/or ‘future feasibility’ (probable if attempted
now/in the future). In his second case, Laudan (ibid., p. 53-55) highlights clashes between
an agent’s expressed goals and those revealed by their behaviour–––but the case can be
generalised to consider all goal clashes. If an agent expresses a desire to support local
businesses but buys all of their goods on Amazon, they are acting against their expressed
goal. In such cases, instrumental rationality arguably calls upon the agent to resolve this
tension, since it cannot work towards both supporting local businesses on the one hand
and (say) maximising ease and minimising expense on the other. Instrumental rational-
ity cannot dictate which goal to drop, but it can flag the issue as a problem–––since the
goals are in tension.2 Note, however, that the ability to categorise this as problematic
requires that one value internal consistency. If the strength of justification required for
a particular means-end inference to be rational is merely that one believes one’s means
will promote one’s ends, then internal consistency and present/future feasibility are not
requirements for being instrumentally rational, and thus agents’ self-reflective reason-
ing abilities are diminished. (Thus, Laudan’s account of instrumental justification goes
against his views on self-reflective critiques of instrumental reasoning!) We might capture
these critiques (in line with the characterisation of instrumental rationality given above)
by noting that these goals are instrumental to being instrumentally rational. Moreover,
this position–––that certain epistemic goals are required for being instrumentally ratio-
nal, but, beyond that, there is rational leeway to decide one’s own goals–––is very close
to a position in epistemology known as ‘voluntarism’ (covered in subsection 4.2.2).

Stronger accounts of strength of justification face a different problem. If certain epis-
temic goals are requirements for being instrumentally rational, then surely instrumental
rationality collapses into Kantian rationality. For, this move seems to embrace categorical
imperatives: value internal consistency and present/future feasibility (as they are means
to being instrumentally rational)! I disagree. All of the commands issued by (stronger
accounts’ versions of) instrumental rationality are still hypothetical imperatives. For ex-
ample, consider the hypothetical imperative in the case we are considering: if you value
being instrumentally rational, value internal consistency and present/future feasibility.
Consequently, critiques of an agent’s means-end reasoning which target the epistemic

2 However, as conflicting scientific rationality shows, tension between two goals might require
balancing the trade-off, rather than dismissing a goal.
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goals instrumental to instrumental rationality will only be persuasive if that agent values
being instrumentally rational. This is not a bitter pill to swallow; one cannot persuade
people to accept one’s reasoning if they simply aren’t concerned with good reasoning
and, therefore, refuse to see the causal connection between being instrumentally rational
and achieving the goals they do care about. Thus, the weakest account of the strength
of justification fails.3

4.2 Epistemic and Instrumental Rationality

Philosophers typically recognise a distinction between epistemic and instrumental ratio-
nality. We already know that instrumental rationality concerns what means one ought
to adopt so as to achieve one’s ends/goals. Epistemic rationality, by contrast, concerns
how one ought to assess evidence so as to arrive at justified epistemic stances regarding
some claim (or set of claims). These positions might be things we believe or–––more
weakly–––accept, and may constitute knowledge or may not. Those who work on these
concepts disagree regarding how these skeletal definitions ought to be fleshed out, and
on how these two types of rationality relate to one another. With the concept of ‘instru-
mental rationality’ already fleshed out–––to a certain extent––– in section 4.1, epistemic
rationality receives a similar treatment in subsection 4.2.1. Subsection 4.2.2 outlines and
argues for voluntarism in epistemic rationality. Subsection 4.2.3 outlines and argues for
rational instrumentalism.

4.2.1 Fleshing Out Epistemic Rationality

Section 4.2 gave a skeletal definition of ‘epistemic rationality’: the rationality concerning
how one ought to assess evidence so as to arrive at justified epistemic stances. Arguably,
this definition incorporates three necessary conditions for being epistemically rational:

ER1 One’s reasoning process must concern evidence assessment

ER2 Non-epistemic factors must not play a role in one’s first-order reasoning pro-
cess

3 For reasons of scope, this project will remain agnostic regarding what remains of this problem.
However, eagle-eyed readers may observe that the different reasoning cases developed throughout
this project seem better suited to different strengths of justification. It might be fine to select criteria
which are merely suitable to science’s success (since ‘best’ is of questionable relevance here). Yet,
in aggregating one’s theory rankings into an all-things-considered ranking, one needs to select the
computational steps best fitted to one’s chosen theory-choice rule.
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ER3 The output of one’s reasoning process must be a decision to adopt a justified
epistemic stance regarding some claim (or set of claims)

How one fleshes out this skeletal definition will depend upon one’s favoured epistemic
theories (Pritchard, 2018, Ch. 5).

The link between the skeletal definition on the one hand, and ER1 and ER3 on the
other is clear. (One might worry about ER3 being worded in terms of outputting a
decision, this critique is addressed in subsection 4.2.3.) The link with ER2 comes from
the definition’s focus on arriving at justified epistemic stances. Before considering this,
ER2’s meaning is outlined along with its justification.

A‘first-order reasoning process’ solely concerns one’s method for carrying out the
process in question (to arrive at its output), rather than considering the causal factors
underlying the epistemic tools being used. For example, consider the theory ranking
process. This process is underpinned by certain epistemic tools, since it requires assessing
the evidence from the perspective of the criteria and ranking the theories according to
how they ‘do’ by each criterion. The first-order reasoning process is simply the use
of these epistemic tools to carry out this ranking process. The second-order reasoning
process would be the selection/consideration of the tools underlying this ranking process.
Suppose that John selected the epistemic tools he uses to rank theories on the basis of
his personal dedication to his favourite lecturer, who outlined her process for doing so.
A non-epistemic factor (personal dedication) has played a role in John’s second-order
reasoning process, but does not mean he carried out the actual ranking of the theories
(his first-order reasoning process) in an epistemically competent manner. However, if the
reasoning process in question was selecting epistemic tools for the task of theory ranking,
then John would count as epistemically irrational. This is because personal dedication
(a non-epistemic factor) has played a role in his first-order reasoning process.

It might be objected that this makes epistemic rationality too subjective, since the
epistemic rationality of a reasoning process is ‘interest relative’: those interested in differ-
ent aspects will assess the same judgment as either rational or irrational. This objection
fails for two reasons. Firstly, Lipton (2004b) has shown that interest relativity only really
amounts to the claim that different agents are interested in different things, and their
judgments proceed from this. This is not a bitter pill to swallow for account of epis-
temic rationality given in terms of voluntarism (see subsection 4.2.2) and instrumental
rationality (see subsection 4.2.3). Secondly, it is wrong to say that those interested in
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different aspects will assess the same judgment as either rational or irrational. Rather,
those interested in different aspects of the same judgment complex–––incorporating the
first- and second-order reasoning processes (and beyond)–––will focus on those different
aspects in assessing epistemic rationality. John’s theory-ranking judgment is not the
same judgment as his theory-ranking-tool selection.

The link with ER2 comes from the definition’s focus on arriving at justified epis-
temic stances. The epistemic justification of one’s position depends upon whether non-
epistemic factors played a role in one’s first-order reasoning process. For example, sup-
pose that Tazeem and Hasnain are choosing between the theories ‘climate change is
real and human caused’ and its negation. Suppose that both accept the former theory.
However, only epistemic factors play a role in Tazeem’s first-order theory-choice process
(how she goes through each theory-choice stage to arrive at her choice). That is: her
criteria set is constituted by epistemic goals, her criteria weightings are not gerryman-
dered (so as to favour some theory ex ante), her theory rankings are determined by her
(non-gerrymandered) evidence set, and her method of aggregating these rankings is not
justified on non-epistemic grounds. By contrast, a non-epistemic factor does play a role
in Hasnain’s first-order theory-choice process. His criteria set includes the criterion ‘fit to
progressive ideology’ and this criterion receives the most weight. Furthermore, perhaps
he has removed some inconvenient data points from the evidence set which determines
his theory rankings. Arguably, both Tazeem and Hasnain adopted the most epistemically
justifiable position (Pachauri et al., 2014, SPM1.1-1.2; Cook et al., 2016), but Tazeem’s
choice exemplifies her epistemic rationality, whereas Hasnain’s is simply luck.4

As noted in section 4.1, academics have disagreed regarding how to flesh out ‘instru-
mental rationality’–––particularly the strength of justification required for a particular
means-end inference to be rational. It was argued that certain epistemic goals are re-
quired for being instrumentally rational, but, beyond that, there is rational leeway to
decide one’s own goals. The strength of justification problem has also been considered
with regard to epistemic rationality. For example, David B. Annis’s (1978, §III) original
theory of ‘contextualism’ holds that the strength of epistemic justification required is
dependent upon one’s context.5 This project’s answer to the strength of justification in

4 This usage of ‘luck’ is linked to the concept of ‘epistemic luck’. Specifically, it is linked to the
popular account of epistemic luck as lack of control (Riggs, 2009, §4). On this account: agent1 is
epistemically lucky iff agent1 selects the most justifiable position, but this event was either: not the
result of agent1’s epistemic “powers, abilities, or skills”, or not something agent1 meant to achieve.

5 Annis’s (1978, §II) framework arguably anticipated the notion that epistemic rationality is a type of
instrumental rationality, as the goals relevant to justification change depending upon one’s task.
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the epistemic (and scientific) context is voluntarism; the next subsection characterises
this theory.

4.2.2 Voluntarism

Voluntarism is an epistemic theory which characterises epistemic rationality in terms of
a constrained liberalism. It was named and articulated by van Fraassen6 but Kuhn’s
account of scientific rationality has retroactively been interpreted as voluntarist (Lipton,
2004a, §2-§3).7 van Fraassen’s own characterisation of this view is rather opaque, but has
been helpfully elucidated by Lipton (ibid.). To understand voluntarism, one must under-
stand the difference between believing an epistemic doctrine and adopting an ‘epistemic
stance’. We turn to this next.

The notion of believing in an epistemic doctrine is clear. It is to hold the strongest
possible epistemic attitude in relation to some theory concerning justification or knowl-
edge. By contrast, the adoption of an epistemic stance is not the same as “having beliefs
or making assertions about what there is” (van Fraassen, 2002, p. 48). Rather, it is
the adoption of an epistemic policy (Lipton, ibid., p. 148). Such a policy may come
in the form of an attitude, commitment, or approach towards some epistemic theory
(van Fraassen, ibid., p. 47). Alternatively, it may come in the form of a cluster of such
things, which potentially includes some propositional attitudes–––such as acceptances
and beliefs–––as well as values, goals, attitudes, commitments, and/or approaches (ibid.,
p. 47-48).

For van Fraassen, the value of stances comes in their ability to rescue empiricism
from a troubling critique. He (ibid., p. 41-42& 47-48) raises the issue of whether taking
a philosophical position entails a belief in some doctrine or–––more weakly–––just the
adoption of some stance. His (ibid., 43) worry with the stronger view is that it seems to
undermine empiricism. For, if it is true, then taking the position of empiricism amounts
to believing (something like) that experience is the only source of information. This belief
rules out other views–––such as rationalism–––as permissible alternatives. However, em-
piricism is supposed to be the importation of a scientific approach to philosophy, and, in

6 See van Fraassen (1984, §V-§VI), van Fraassen (1989, Ch. 7, §5), and van Fraassen (2002, Lecture 3,
§5-§6).

7 Given the account of epistemic and scientific rationality–––and their relationship–––argued for in
this project, this means that voluntarism can be extended to incorporate scientific rationality (via
incorporating pragmatic criteria). At this stage though (prior to having justified this account) the
reader should note that this might also mean that scientific rationality is just epistemic rationality.
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science, disagreement with any factual hypothesis is treated as a permissible alternative
hypothesis. This is illustrated by null hypotheses–––standard assumptions which conflict
with the hypothesis under consideration–––in Neyman-Pearson hypothesis testing (see
appendix A). Thus, the stronger view seems to undermine empiricism. By contrast, van
Fraassen (ibid., p. 48) argues that the weaker view–––that taking a philosophical posi-
tion amounts to taking a stance–––does not undermine empiricism. (Since stances are
not factual hypotheses, then accepting the empirical stance does not make rationalism
impermissible.) Thus, he (ibid., p. 61) concludes that empiricism should be treated as an
epistemic stance, not an epistemic doctrine.

Voluntarism is the theory that epistemic stances are rationally underdetermined (Lip-
ton, ibid., p. 149). Certain principles may be said to be necessary for being rational if
flouting “them would be a mistake, whatever one’s epistemic values and goals” (ibid.,
p. 156). To the extent that such principles exist, they may be labelled ‘objective’.8

Abiding by internal consistency and the rules of the probability calculus are two salient
examples. Insofar as an epistemic stance goes beyond such bare necessities, the further
details are a matter of subjective justification. For example, the disagreement between
American and European geologists regarding the legitimacy of scope as a desideratum
(see section 2.5.1) may be characterised by the notion that increasing scope is/was not
a rational requirement, but a matter of subjective justification regarding which there
is leeway for rational people to disagree. Not surprisingly, the link between Kuhnian
scientific rationality and voluntarism was made explicitly by Lipton (ibid., §2-§3). If one
accepts the leeway inherent in descriptive theory choice and Kuhnian rationality (see
sections 2.6-2.7), then one accepts one of the two key parts of voluntarism: liberalism
regarding rationality. However, the objective aspect of voluntarism is harder to square
with Kuhnianism (see subsection 8.1.5). For now, since we are providing a bottom-up
analysis of scientific rationality, we can accept Lipton’s point.

Finally, the link between voluntarism and the account of instrumental rationality
outlined in section 4.1 is clear. Both accounts treat certain epistemic criteria–––internal
consistency and some related to probability–––as necessary conditions for being rational.
However, the specific relationship between epistemic and instrumental rationality has
proved fairly controversial. The next subsection considers this controversy.

8 Note that this use of ‘objective’ is not the same as the notion captured by ‘objectivism’ (see subsection
4.3.2).
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4.2.3 The Case for Rational Instrumentalism

The relationship between epistemic and instrumental rationality has been the subject of
debate in philosophy of science and epistemology. The two main camps in this debate
are: those who believe that epistemic rationality is a type of instrumental rationality
(whom we will call ‘rational instrumentalists’) and those who deny this (whom we will
call ‘rational separatists’). What does it mean for epistemic rationality to be a ‘type’
of instrumental rationality? It means that instrumental rationality is the over-arching
concept of rationality–––means-end reasoning–––whereas epistemic rationality is a par-
ticular version of means-end reasoning–––means-end reasoning using epistemic goals.
These might be broad epistemic goals–––such as justified belief and truth–––or more
fine-grained goals–––such as empirical fit and predictive accuracy.

L. Laudan (1990, p. 320) was the most prominent defender of rational instrumentalism.
His view was that the assessment of evidence must be with regard to some particular set of
epistemic goals. This is best shown through noting that the same set of evidence warrants
different conclusions if we adopt different epistemic goals. Imagine that scientist1 and
scientist2 deploy different criteria sets, but each is composed entirely of epistemic criteria.
When these criteria pull in different directions, the justification of a theory choice will
often be relative to one’s criteria set. An example comes from statistical regression
analysis. If one’s only epistemic goal is empirical fit, then the curve one would select
for one’s data set would differ from the curve one would select for the same data set
if one’s epistemic goal is predictive accuracy. The appropriate curve, given the goal of
maximising empirical fit, is given by the ‘sum-of-squares’ rule (Forster and Sober, 1994,
§2).9 The appropriate curve, given the goal of maximising predictive accuracy is given
by ‘Akaike’s information criterion’ (see appendix H). This provides support for rational
instrumentalism, as it shows that even purely epistemic reasoning varies depending upon
which epistemic goals one accepts.10

An obvious objection to rational instrumentalism is that instrumental reasoning and
epistemic reasoning have different outputs. As noted in section 4.1, instrumental reason-
ing outputs decisions. However, surely epistemic reasoning outputs epistemic stances, not
decisions. This objection fails, as epistemic reasoning can be characterised as outputting
decisions. As noted in subsection 4.2.1, one could argue that a person’s epistemic reason-

9 See subsection 7.1.6 for an outline of this rule.
10 This argument dispenses with Thomas Kelly’s (2003, §3) claim that rational instrumentalism fails

because epistemic reasoning is categorical, and thus succeeds or fails irrespective of one’s goals.
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ing outputs the (implicit or explicit) decision to adopt a particular epistemic stance, not
the epistemic stance itself. If the decision is implicit, then the position is automatically
adopted. If the position is explicit, then the position is not automatically adopted. Evi-
dence in favour of this characterisation comes from cases where one’s (explicit) epistemic
reasoning pulls in a different direction to one’s beliefs. Suppose that Elizabeth has been
raised in the Church of Scientology. After studying epistemology, she decides to assess
her religious views using purely epistemic criteria. This exercise points her towards a
sceptical position on Scientology’s commitments, and so she explicitly decides to adopt
this sceptical position. Yet, for reasons beyond her understanding, she simply cannot
find a way to make herself give up her religious beliefs.11 The output of Elizabeth’s
epistemic reasoning process is not disbelief in Scientology, but the decision not to believe
Scientology.

Another objection to rational instrumentalism utilises the characterisation argued
for in section 4.1. Several epistemic criteria–––internal consistency and current/future
feasibility–––are necessary conditions for being instrumentally rational. Thus, the jus-
tifications given for means-end decisions must incorporate good evidence assessment to
be instrumentally rational. For example, if I am instrumentally rational for deciding to
calorie restrict and engage in extensive cardiovascular exercise in order to bring about
my goal of losing fat, it is surely because I have good evidence that these means would be
suited to achieving this end. Consequently, this objection holds that, to be instrumentally
rational, one’s reasoning must be epistemically rational. This would be disastrous for ra-
tional instrumentalism, because epistemic rationality could not be a type of instrumental
rationality if it is necessary for any case of instrumental reasoning. (To give a familiar
analogy, if being a man entails one is mortal, then the set of mortal beings–––which
includes men, women, and all non-human animals–––cannot be a proper subset of the
set of all men.)

This objection fails when we reconsider the three necessary conditions for being in-
strumentally rational outlined in subsection 4.2.1. To begin, a reasoning process incor-
porating evidence assessment is arguably not the same as a reasoning process concerning
evidence assessment (ER1). The latter entails that evidence assessment is the main fo-
cus of the reasoning process, whereas the former does not. More strongly, contra (ER2),

11 The causal explanation for Elizabeth’s predicament is not clear. Perhaps she has an implicit, con-
flicting process of instrumental reasoning running in parallel to her explicit epistemic reasoning.
Alternatively, perhaps cherished beliefs are ‘sticky’: to overturn them, an epistemic case must be
bolstered by non-epistemic criteria–––religious, spiritual, aesthetic, political, etc.
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non-epistemic factors play a role in one’s first-order reasoning process. Reconsider the
case of Hasnain (outlined in subsection 4.2.1). When deciding whether or not to accept
the theory that climate change is real and human-caused, his (first-order) theory-choice
process includes the criterion fit to progressive ideology. His reasoning process might
still be instrumentally rational–––for example, one of his ends might be social accep-
tance among progressives–––but, given the deployment of this criterion, it cannot be
epistemically rational. Finally, contra (ER3), the output of instrumentally rational rea-
soning is not a decision to adopt a justified epistemic stance regarding some claim (or
set of claims). It is a decision to adopt some means to one’s ends–––that ‘means’ can be
epistemic, but often will not be.

The failure of these objections points to the comparative strength of rational instru-
mentalism over rational separatism. For this reason, we will accept rational instrumen-
talism: epistemic rationality is a type of instrumental rationality. But what of scientific
rationality? We consider this next.

4.3 Instrumental and Scientific Rationality

This section considers the relationship between instrumental and scientific rationality.
Subsection 4.3.1 argues that scientific rationality is a type of instrumental rationality.
Subsection 4.3.2 considers the consequences of this position on two views: objectivism and
Bayesianism. Subsection 4.3.3 considers which goals/criteria are permissible according
to scientific rationality.

4.3.1 Scientific Rationality is a Type of Instrumental Rationality

What is the relationship between instrumental and scientific rationality? We start by
considering the (descriptive) relationship between instrumental and scientific reasoning
before considering the (normative) relationship between instrumental and scientific ra-
tionality. Two features of science indicate that, as a descriptive fact, scientific reasoning
is a type of instrumental reasoning. Firstly, the historical record justifies the descrip-
tive characterisation of scientific reasoning as instrumental. Chapters 2-3 covered many
cases where scientists’ theory choices were a product of the idiosyncratic goals/criteria
that they accepted. Moreover, subsection 4.3.4 and appendix B provide case studies
which illustrate the important role which pragmatic goals/criteria have played in real-
world theory-choice cases. Secondly, disagreements regarding criteria-set selection seem
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to be fairly prevalent within science (see subsection 3.3.2). These features indicate that
scientific reasoning is instrumental.

Alone, these descriptive features do not entail that scientific rationality is instrumen-
tal. To come to that conclusion, these descriptive features must be supplemented with an
additional claim. Namely, that any account of scientific rationality ought to accurately
represent the way that real scientists make their decisions–––which means embracing
means-end reasoning. The rejection of Kantian rationality legitimises instrumental ra-
tionality’s liberal attitude to goal/criteria selection. A consequence of the rejection of
Kantianism is the acceptance that we ought not impose goals upon scientists. We may
point out that certain goals/criteria are required to be instrumentally/scientifically ratio-
nal. Beyond this, scientists have rational leeway to choose their own scientific criteria.12

Since scientists’ decisions are instrumental, we have our first necessary condition for
being scientifically rational:

SR1 One’s reasoning process must be instrumental

This necessary condition brings with it an associated guideline which any solution to this
project’s main puzzles must meet:

Guideline1 Kantian solutions will not suffice

4.3.2 Guideline1, Objectivism, and Bayesianism

Guideline1 provides a critique of one tyoe of ‘objectivist’ view in the philosophy of
science. J. L. Mackie (1977, p. 29) eloquently defined ‘objectivism’ as the view that
certain values are imposed on us in a Kantian way. Thus:

“[. . . ] my thesis that there are no objective values is specifically the denial that any such
categorically imperative element is objectively valid”

Quotation 11: Mackie on Subjective Values and Categorical Imperatives

One might import this version of objectivism into the philosophy of science. There, it
would amount to the view that the scientific criteria are derived from the prefixeds of
categorical imperatives. For example, value predictive accuracy, which T1 is a means to.

Guideline1 provides a critique of this view, because (in line with Mackie’s view) no

12 Whether this claim can be justified for the other theory-choice stages is considered in section 4.4.
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such categorical imperatives exist. In virtue of scientific rationality’s instrumental nature,
some criteria are necessary for being scientifically rational (namely internal consistency
and feasibility).13 However, as argued in section 4.1, this is not Kantian. The imperatives
here are hypothetical. For example, if you value being scientifically rational, value
internal consistency. Thus, guideline1 informs us that this form of objectivism fails.

There is, however, another form of objectivism within the philosophy of science. Wor-
rall (2000, p. 140) characterises ‘objectivism’ as the view that: at any point in time, there
is an objective fact regarding the relative merits of two (or more) theories. Presumably,
this is according to some set of evidence–––e.g. the set of all publicly available data. This
view goes beyond which criteria to accept, to the claim that, at any time, there is an
answer to the question: which theory is best? Yet, guideline1 also provides a counter to
this form of objectivism. In subsection 4.2.3, we considered L. Laudan’s (1990, p. 320) ar-
gument that the assessment of some evidence set must be with regard to some particular
set of epistemic goals. This was demonstrated via an example from statistical regression
analysis: if one’s only goal/criterion is empirical fit, then the curve that one will select
for one’s data set will differ from the curve one will select if one’s goal/criterion is predic-
tive accuracy. Crucially, this is part of Laudan’s argument for rational instrumentalism:
his instrumental account of epistemic rationality. Therefore, in ruling out Kantianism,
guideline1 rules out this other type of objectivism. For, once we acknowledge that ac-
cepting different criteria brings us to different conclusions, there cannot be an objective
fact regarding which theory is best without an objective criteria set. (And this is be-
fore we get to the other leeway stages build into scientists’ theory-choice methods (see
subsection 4.4.1).)

Guideline1 also informs us as to why adopting standard Bayesianism is an inappro-
priate solution this project’s main problems. The standard Bayesian view is that theory
confirmation is a probabilistic phenomenon, to be judged by Bayes’s rule’s combination
of prior probability and likelihood. Two theories can be directly compared via the ratio
of the product of their prior probability and likelihoods (see appendix A). This view is
also Kantian. Recall, from section 4.1, that–––since categorical imperatives rule abso-
lutely within their domain of applicability–––Kantian prefixed categorical imperatives
determine what all of one’s values should be. Standard Bayesianism follows this trend,
13 Feasibility informs scientists’ selection of criteria. For example, it would be infeasible (and therefore

utopian) for a social scientist to use a 5� discovery criterion. Why? Because, a 5� discovery criterion is
applicable to cases where one obtains a measurement, x, which has a probability of roughly 1

3,500,000
,

given the assumption of the null hypothesis (Mayo, 2018, §3.8). Such a standard would retard
discovery within social science.
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it specifies two (and only two) criteria that scientists ought to accept and whose ‘scores’
(of the theories) ought to be aggregated in a particular way (Okasha, 2011, §8).

Beyond being overly dictatorial, there is scant evidence that scientists (on aggregate)
make their theory choices via these criteria (combined in this manner). Clark Glymour
(2010) argues convincingly that–––whilst there are a small number of exceptional cases
in which scientists either give Bayesian arguments for theory choice, or explicitly discuss
methodology in probabilistic terms–––the vast majority of the historical evidence points
towards the use of non-Bayesian criteria. The examples considered in this project are in
line with this observation. Some examples covered include importance of scope in the
debate regarding continental drift (see subsection 2.5.1), the trade-off between empirical
fit and simplicity in statistical-model selection (see subsection 4.2.3), the importance of
geometric parsimony in the Copernican revolution (see appendix B), and the importance
of visualisability and computational ease in the debate regarding valence bond and elec-
trical orbital theory in quantum chemistry (see subsection 4.3.4). These cases are not
the exception in the historical record, they are the rule; non-Bayesian criteria are the
standard criteria via which theory choices are made. Given this and our commitment to
guideline1, the standard Bayesian account will not suffice.

What guideline1 does not do is give us a reason to dismiss a more sophisticated
account of Bayesianism which interprets the scientific criteria that scientists actually use
as concerning assessments of prior probability and likelihood (Salmon, 1990, §8). This
account–––commonly called ‘Kuhn meets Bayes’–––is considered in subsection 4.4.1.

4.3.3 Scientific Rationality’s Permissible Goals/Criteria

Having established that scientific rationality is a type of instrumental rationality, we can
characterise it further by understanding the goals/criteria which it treats as permissible.
To do so, we first consider the distinction between ‘intrinsic’ and ‘instrumental values’.
This distinction is then used to determine permissible scientific goals/criteria.

Ethics has long distinguished between ‘instrumental’ and ‘intrinsic’ values (Korsgaard,
1983).14 If x is instrumentally valued, it is valued because it is a means to something else.
If y is intrinsically valued, it is valued for its own sake. For example, I (instrumentally)
value certain novels because they are a means to vividly experiencing the world from a

14 Indeed, Kant’s (1788) distinction between hypothetical and categorical imperatives was an attempt
to build off this distinction.
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different vantage point, but I (intrinsically) value this vivid experience for its own sake.
(Since this project takes ‘goal’, ‘end’, and ‘value’ to be equivalent, general labels for
desiderata (see section 2.1), the instrumental–intrinsic distinction can also be applied
to goals.) What is the relationship between the instrumental–intrinsic value distinction
and instrumental rationality? Both types of goal are relevant to instrumental rationality,
but–––aside from some exceptions, considered in section 4.1–––instrumental rationality
only has something to say about the instrumental goals that one should accept. This
is because instrumental goals are a means to something further: intrinsic goals (and
potentially higher-order instrumental goals). Consequently, they can be assessed by
how well they aid in achieving their corresponding end(s). For example, someone could
provide a legitimate instrumental critique of my goal to read an elementary children’s
book–––such as Go,Dog.Go!–––on the basis that it would not be a means to achieving
my intrinsic goal of vividly experiencing a different vantage point on the world.

Scientific goals fit the categorisation provided by the instrumental-intrinsic distinction.
The scientific criteria are instrumental goals, which function as means to an intrinsic
goal: furthering science’s success. Scientific rationality’s relationship with instrumental
and epistemic rationality is illuminated by an understanding of how the goals of the
former relate to those of the latter. Section 2.7 outlined Kuhn’s characterisation of
science’s short-term success (K-SS1) and long-term success (K-SS2). The first necessary
condition for science’s short-term success—which, if sustained, would impede long-term
success—is K-SS1a : a commitment to the scientific criteria must be maintained. Kuhn
held that the ‘scientific criteria’ were epistemic criteria (such as accuracy and consistency)
and pragmatic criteria (such as fruitfulness, scope, and simplicity). Thus, his account of
success holds that a commitment to the standard set of epistemic and pragmatic criteria
needs to be maintained. Recall (from section 2.7) Kuhn’s argument for this condition:
if standard criteria were rejected it would be the end of science, as in the case of the
Lysenko affair.

When considered in terms of the types of permissible criteria, the Kuhnian account
of scientific rationality upholds epistemic and pragmatic criteria. Yet, it doesn’t provide
us with an explicit explanation of why these types of criteria promote science’s success
but others do not. Kuhn’s (1970, p. 263) argument for K-SS1a touches upon this issue.
The standard epistemic and pragmatic criteria are the permissible ones because theories
developed and chosen solely on the basis of non-standard criteria could have no reliable
success in solving scientific puzzles. To see this, we must understand the nature of
scientific puzzles. Science is in the business of providing descriptive representations of
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nature. Scientific puzzles generally concern how to ‘get at’ nature and how to represent
it. Epistemic criteria provide a means of assessing attempts to ‘get at’ and represent
nature–––from the perspective of whether the representation in question is getting at
the phenomena in question. For example, empirical fit leads us to ask whether a theory
captures what we know (or, think we know) about the phenomena in question. Pragmatic
criteria provide a means of assessing attempts to represent nature, from the perspective
of allowing scientists to carry out work in the domain more efficiently. For example,
computational ease leads us to ask whether a theory’s tools are easy to deploy, or overly
laborious.

Following L. Laudan (1984, p. xi-xii) we will label any goal which is either epistemic or
pragmatic (or some combination) ‘cognitive’, and any goal which is not ‘non-cognitive’.
In contrast to the cognitive criteria, non-cognitive criteria do not aid in solving scientific
puzzles. For example, social criteria, such how authoritarian the leaders of the different
theories’ research programmes are (see appendix F), do not aid in this task. Such a
criterion is irrelevant to getting at the domain in question and representing it in the way
that epistemic and scientific criteria are. The same is true for moral, personal, political,
and religious goals.15

This has implications for scientific rationality. In subsection 4.2.3, epistemic rational-
ity was characterised in terms of three necessary criteria:

ER1 One’s reasoning process must concern evidence assessment

ER2 Non-epistemic factors must not play a role in one’s first-order reasoning pro-
cess

ER3 The output of one’s reasoning process must be a decision to adopt a justified
epistemic stance regarding some claim (or set of claims)

In light of the importance of epistemic criteria to scientific rationality, this latter ratio-
nality concept has an analogous set of necessary conditions. (But, due to the importance
of pragmatic criteria, not an identical set.) ‘SR1’ was already assigned to a condition in
subsection 4.3.1; thus, the analogues of ER1-ER3 are:
15 Religious goals are an interesting case, as their relevance to scientific-puzzle solving seems to be

temporally relative. Before we knew as much about the workings of nature, religions provided useful
explanatory hypotheses. As scientific domains mature, such explanatory hypotheses are superseded
by hypotheses with greater puzzle-solving ability. However, no matter what one thinks of religious
explanatory hypotheses, it would be unhelpful to judge a scientific theory by a purely religious
criterion, such as piety.
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SR2 One’s reasoning process must concern evidence assessment

SR3 Non-cognitive factors must not play a role in one’s first-order reasoning pro-
cess

SR4 The output of one’s reasoning process must be a decision to adopt a justified
cognitive position regarding some claim (or set of claims)

SR2 is uncontroversial: the scientist, qua scientist, assesses evidence. This allows them
to ‘get at’ and represent nature. The scientist might not always assess evidence via the
criteria that a strict epistemologist would approve of (van Fraassen, 1980, §1.3 & §4) (the
epistemic criteria) but they still assess how the theories ‘do’ by the evidence (and/or
its interpretation) via certain cognitive criteria. SR3 claims that non-cognitive factors
should not play a role in one’s first-order reasoning process. This follows from the justifi-
cation given above for holding that scientific rationality’s only permissible criteria are the
cognitive criteria, and from the first- versus second-order reasoning distinction outlined
in subsection 4.2.1. SR4 is the counterpart to ER3 which follows from the legitimacy of
the pragmatic criteria: because pragmatic criteria play a legitimate role in science, the
justified positions scientists adopt are not epistemic, they are cognitive.

A potential objection to this schema is that conflicting scientific rationality con-
cerns the trade-off between two necessary conditions for science’s (long-term) success:
theory incubation and consensus building (see subsection 3.4.5). Surely, criteria which
help to achieve one of these necessary conditions for science’s success, but prove too
great an impediment for the other, should not be called ‘scientific’–––as they fuel the
problem. Pragmatic criteria are clearly helpful for theory incubation (see, for example,
appendix B), but what of consensus building? If they cannot prove instrumental to this
goal, then they may still have to be excluded. Thankfully, pragmatic criteria can, and do,
contribute towards consensus building. The next subsection shows this via a historical
case study.

4.3.4 Case Study: Visualisability and Computational Ease

Not only do pragmatic criteria contribute towards consensus building, they have some-
times been so important that they have been the decisive factor in the formation of a
consensus around one theory. An interesting example concerns the choice between two
theories of molecular structure in quantum chemistry: valence bond (‘VB’) theory and
molecular orbital (‘MO’) theory. Both theories yield approximations for a ‘molecular



123 4.3. Instrumental and Scientific Rationality

 A(e1)  B(e2)

NucleusA NucleusB

Figure 4.2.: Basic Visualisation (Hydrogen Gas): VB Model

wave function’,  : the region of space in a molecule in which an electron–––involved
in bonding or anti-bonding–––has a high probability of being found (Housecroft and
Constable, 2010, §4.10).

VB theory localises the molecular wavefunction to the electrons involved in bonding
(ibid., §4.11). Thus, it describes the bonding within a ‘diatomic’ (two atom) molecule
as determined by the perturbation that the two atoms have upon one another as they
come into close proximity. This is modelled via a combination of the atoms’ interacting
electron’s wavefunctions (see figure 4.2). By contrast, MO theory does not require that
electrons are localised to specific atoms. They can be ‘delocalised’ from specific atoms
(ibid., §4.12). The wavefunctions for these delocalised electrons are MOs (molecular
orbitals). MOs are constructed by combining a molecule’s individual ‘atomic orbitals’:
wavefunctions for the electrons involved in bonding (or anti-bonding), which encompass
the entire atom (see figure 4.3).

VB theory quickly gained (almost) universal acceptance. Epistemic reasons certainly
contributed to VB theory’s initial dominance (Brush, 1999a, §7), but visualisability–––a
pragmatic criterion–––also played a key role. Visualisability was partly constitutive of
chemistry as a discipline (Gavroglu and Simões, 2012, p. 25). Chemists’ devotion to
visualisable theories was partly a relic of the pre-quantum age (ibid., p. 29). However,
in explaining this devotion, a more important factor was/is chemistry’s focus on the
categorisation of entities whose structures’–––at least in part–––could/can be visually
accessed (‘got at’), via techniques such as spectroscopy (see below) and x-ray diffraction
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 = (Bonding) MO

Figure 4.3.: Basic Visualisation (Hydrogen Gas): Two Atomic Orbitals (top)
Combining to Make a Single (Bonding) MO (bottom)

(Roberts and Caserio, 1977, §9-3).16 17 During the 1930s, MO theory did not offer any vi-
sual representation of benzene (Brush, ibid., p. 57-58). In contrast, VB theory allowed for
the visualisation of benzene in the form of the structures required to represent its differ-
ent states (ibid., p. 44-45 &47-49). (In subsection 3.2.2, we covered both Slater’s (1931)
and Pauling and Wheland’s (1933) theories of benzene. Slater represented benzene’s
structure as a superposition of Kekulé’s (1872) two (oscillating) structures (see figure
3.1). Pauling and Wheland extended this analysis by including three other structures
into the superposition.) The pattern of theory acceptance changed over the 1950s-1960s,

16 This factor is more important, because quantum mechanics did not banish visualisability from physics
(Brush, 1999a, p. 57-58). For example, a key factor in wave mechanics’ triumph over matrix mechan-
ics was that matrix mechanics does not provide “a space-time description of the motion of atomic
particles” (Bohr, 1984, p. 280), whereas wave mechanics does.

17 To see that this devotion to visualisability is alive and well in modern chemistry, one need simply
consult any recent textbook.
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with MO theory emerging victorious (Brush, 2015, §10.2-§10.5). By the time that the
tide started to change, MO theory had evolved in its representative abilities. Charles A.
Coulson (1947) developed an MO visualisation of benzene’s ring (see figure 4.4; explained
below). By this point, MO theory could often give approximate visualisations of larger
molecules too (Brush, 1999b, p. 270).

Another pragmatic criterion, computational ease, arguably played the decisive role in
MO theory’s triumph. During this period, chemists became more interested in molecu-
lar spectroscopy.18 The calculation of spectra, via MO theory, is computationally easier
(Brush, 2015, §10.5). Most notably, it allows one to more easily predict properties rele-
vant to spectroscopy, such as ionization energy.19 Computational ease was also relevant
in the comparison of these theories’ ability to model aromatic compounds.20

Both theories were competent at modelling benzene: MO theory was slightly more
accurate, whereas VB theory was better fitted to standard chemical theories of bonding
(Brush, 1999a, §8). Here are two examples which exhibit VB theory’s better fit to stan-
dard chemical theories. Firstly, as touched on in subsection 3.2.2, both Slater’s (ibid.)
and Pauling and Wheland’s (ibid.) theories of benzene were simply quantum-mechanical
modifications of Kekulé’s (1872) classical theory. Slater merely replaced oscillation with
superposition. Pauling and Wheland introduced three other structures into this super-
position, but weighted Kekulé’s structures higher (80% to 20%) (Brush, ibid., p. 48-49).
Secondly, Arthur Lapworth and Robert Robinson (1932) objected to the account of ‘sub-
stitution reactions’–––reactions in which an atom/set of atoms in a molecule is replaced
with another atom/set of atoms–––given in Hückel’s articulation of MO theory. This
account held that, of two carbon atoms, that with the greater ‘electron deficiency’–––the

18 Molecular spectroscopy is primarily used to identify and quantitatively analyse molecules by exposing
them to electromagnetic radiation (Wenzel, 2020, §1.1). The sample will either absorb or emit this
radiation, leading to changes in its (quantised) molecular energy levels (Earley, 2016, §2.2). This
results in a graph of the intensity with which the sample absorbs or emits the radiation (as a function
of wavelength) (Wenzel, ibid., §1.1). Such graphs are called ‘spectra’.

19 ‘Ionisation energy’ is defined–––via its simplest application–––as the quantity of energy that must be
absorbed by an (isolated, gaseous) atom (in its lowest energy state) for it to discharge an electron
(Brown et al., 2017, §7.4).

20 Aromatic compounds–––such as benzene (see figure 4.4)–––are identified via four criteria (Morsch,
2015, §13.7). Firstly, they are ‘cyclic’: each ‘p-orbital’ (lobe shaped wavefunction) must overlap with
p-orbitals on either side. We can call such lateral overlaps ‘⇡-MOs’. Secondly, they are ‘planar’: all
adjacent p-orbitals (within the cyclic system) must lie on the same plane. (In figure 4.4, this is the
plane which corresponds with the atom’s nuclei and �-bonds (end-to-end bonds).) Thirdly, they are
‘fully conjugated’: every atom in the cyclic system has a p-orbital. Finally–––in line with ‘Hückel’s
Rule’–––the number of ‘⇡-electrons’ (the electrons within ⇡-MOs) must be 4n + 2 (where n is any
integer, rather than a property of the chemical system) (Brush, 1999a, p. 47).



Chapter 4. Scientific Rationality Clarified 126

p-orbital

�-bond

⇡-MO2

⇡-MO1

Figure 4.4.: Coulson’s Visualisation of Benzene’s Ring

one which is furthest away from the number of electrons needed for stability–––is substi-
tuted. By contrast, they held that substitution targets excess electrons.

When it came to larger aromatic compounds, however, VB theory was far more
computationally laborious (Brush, 1999b, §3). The resonance articulation of VB the-
ory merely requires five structures to model benzene. Yet, as the size of the modelled
aromatic molecules increases, the number of structures required soon becomes imprac-
tical.21 Brush (ibid., p. 291) concludes by weighing up the role of computational ease
against the other relevant criteria. He argues that the greater computational ease–––and
accuracy–––of MO theory in modelling large molecules was the decisive reason for its
triumph. The importance of accuracy–––to the chemists of the day–––is undermined by
the fact that 8 of the 11 review articles and monographs on quantum chemistry published
between 1961-1980 gave no reason for the triumph of MO theory besides computational
ease (Brush, 2015, §10.8).

21 Since the Kekulé structures generally become less and less important when modelling larger and
larger aromatic molecules, the fit to classical theories of bonding is also greatly diminished (Brush,
1999b, §3).



127 4.4. Process Models of Rationality

4.4 Process Models of Rationality

Here, it is argued that the mental models produced by the ‘bounded-reasoning pro-
gramme’22 (in decision science) share a common property with those generated by Kuh-
nianism. Both are ‘process models’: they attempt to generate cognitively accurate models
of reasoning (Gigerenzer and Todd, 2012, p. 489-490). It is shown that Kuhnian scien-
tific rationality is a process model, and that this yields another guideline for solving this
project’s problems.

The bounded-reasoning programme was founded by Herbert A. Simon. Simon’s (1955,
p. 99-102) goal was to replace economics’ idealised (homo economicus) representation
of agents with one which realistically reflects their cognitive limitations and contexts.
Thus, although he (ibid., p. 101) took this task to be of interest to normative rational
choice, Simon’s bounded-reasoning programme focused on how agents actually reason,
given their cognitive limitations and context (Gigerenzer and Todd, ibid., p. 489-492).
‘Ecological rationality’ emerged as the normative extension of the bounded-reasoning
programme (Gigerenzer and Todd, ibid., p. 492-496). Its focus is on how agents ought
to reason, given their cognitive limitations and context. If questions concerning how
one ought to act should make reference to one’s cognitive limitations and context, then
the reasoning methods endorsed by ecological rationality will often depart from those
specified in rational choice theory.

When Simon (ibid., p. 99-102) set about replacing the economicus representation of
agents, he moved away from the ‘as-if’ modelling assumptions famously defended by
Milton Friedman (1966). As-if assumptions are a type of idealised modelling assumption.
Entities of typea are modelled as though they are actually of typeb (Mäki, 1998, p. 26).
For example, computable general equilibrium models represent agents as if they maximise
expected utility (Raihan, 2017, p. 10), which is descriptively inaccurate (Kahneman and
Thaler, 2006). Rather than accepting ‘as-if’ modelling assumptions, Simon set his sights
on the creation of ‘process models’: accurate representations of the cognitive processes
deployed by real agents (ibid., Gigerenzer and Todd).

Galilean idealisations are a type of as-if assumption. Aki Lehtinen (2013, p. 185)
identifies three types of as-if assumptions. Two of these assumptions are (a kind of)
Galilean idealisation, those which: negligibly inaccurate and accurate behaviourally but

22 It is typically referred to as ‘the bounded rationality ’ programme. However, this usage of ‘rationality’
is not in line with this project’s usage–––which is purely normative.
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inaccurate cognitively. In subsection 3.4.2, it was argued that Kuhn did not intend to
make (inaccurate) Galilean idealisations. He intended for his individual-level claims to
accurately capture how scientists make theory choices. Kuhn’s reliance on psycholog-
ical theory and mechanisms in outlining his philosophy demonstrates that–––although
writing before cognitive science reached its modern maturity–––he was concerned with
cognitive accuracy (Kuhn, 1996, Ch. VI, VIII, X,& 3; Bird, 2001, p. 13-14, 71-75). There-
fore, Kuhn’s accounts of theory choice are process models.

Importantly, both the bounded-reasoning programme and Kuhnian historicism reject
the strict distinction between descriptive and (idealised) normative reasoning. Conse-
quently, their normative extensions (ecological rationality and Kuhnian scientific rational-
ity) are also process models. The bounded-reasoning programme rejects this distinction
because its normative extension defines ‘normative reasoning’ as reasoning which proves
to be successful in the real world, given certain cognitive limitations and a context. Kuh-
nianism is similar. Recall Kuhn’s ultimate argument against the discovery-justification
distinction: the subjective factors which influence theory choice actually contribute to
theory incubation, and therefore science’s success (see section 2.2). (Recall that this
distinction–––so hated by Kuhn–––functioned so as to maintain the strictly normative
(idealised) approach to philosophy of science.) Furthermore, some of the criteria which
contribute towards theory incubation–––such as mathematical parsimony, computational
ease, and ease of visualisability–––have been instrumental to the acceptance of some of
science’s most successful theories (see subsection 4.3.4 and appendix B). Therefore, Kuh-
nian scientific rationality sets great stock in reasoning that aids science’s success, and
acknowledges that such reasoning often strays from idealised (logical empiricist) models.
Thus, Kuhn’s account of scientific rationality is also a process model.

In light of this, we have another guideline, which any solution to this project’s main
problems must adhere to:

Guideline2 Ceteris paribus, avoid idealised modelling assumptions

An independent reason to accept guideline2 is that–––in line with the motivation behind
framing unhelpful scientific rationality as a problem–––prescriptions which do not
adhere to it are unhelpful. It is unhelpful to provide prescriptions which rely upon
idealised modelling assumptions, because this increases the probability that scientists
will be unable to follow them. For example–––leaving aside the other arguments against
the discovery-justification distinction–––a prescription which requires scientists to not
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allow any subjective factors to influence their reasoning cannot be followed. Thus, it is
unhelpful to offer such a prescription.

4.4.1 Guideline2 and ‘Kuhn Meets Bayes’

Guideline2 is of immediate help in explaining why adopting a non-standard form of
Bayesianism is not a satisfying solution to the problems with Kuhnian scientific ratio-
nality. The ‘Kuhn-meets-Bayes’ interpretation of Bayesianism was developed by Wesley
Salmon (1990) and John Earman (1992). It attempts to knit together Bayesianism’s
probabilistic machinery with Kuhnianism’s historical, group-focused accounts of theory
choice. In section 4.1, it was argued that guideline1–––Kantian solutions will not suf-
fice–––dispensed with standard Bayesianism. For, it is authoritarian to insist that all
scientists should only use Bayesian criteria in theory choice (prior probability and likeli-
hood)–––especially when most do not. Salmon (ibid., §9) provides a neat solution to this
problem: interpret the scientific criteria that scientists actually use as concerning assess-
ments of prior probability and likelihood. Given Kuhn’s Bayesian analogy (see section
2.6), the adoption of this form of Bayesianism is worthy of consideration.

Guideline2 helps to explain why this alternative form of Bayesianism fails to solve
the problems with Kuhnian scientific rationality. It faces a dilemma. Either the manner
in which scientific criteria ‘concern’ probabilistic assessments should be interpreted in
cognitively realist terms, or it shouldn’t. If it should, then either (contra guidelines1−2)
it is Kantian and not a process model, or it goes against burden of proof and (contra
guideline2) is not a process model. If it shouldn’t, then (contra guideline2) it is
not a process model. Consider the, simpler, second horn first. The claim is ‘it is as if
scientists use the standard scientific criteria to make probabilistic assessments of theories’.
In this case, guideline2 straightforwardly rules out such a claim. It is an idealised
modelling assumption which provides no extra theoretical power. Indeed, Kuhn meets
Bayes actively goes against how science works. For example, Salmon (ibid.) noted that
an internal inconsistency reduces the prior probability of a theory to 0. However, as
shown in subsection 9.3.5, whilst internal inconsistency is a huge problem, it does not
mean that scientists will reject the theory outright–––it might still be selected on the
grounds of its future promise. An actual process model of scientific rationality would
allow scientists the leeway to rank theories in different ways–––because this is a closer
normative model to real-world theory choice. (The same goes for the rest of Kuhn’s
leeway stages, normative process models should also honour them, because they bring us
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closer to real-world theory choice.) Kuhn meets Bayes fails this challenge.

Now, consider the first horn. The claim is that scientists actually use the standard
scientific criteria to make probabilistic assessments of theories. This could be interpreted
as conscious or unconscious behaviour. If it is conscious, then the claim is simply false;
scientists (on aggregate) do not explicitly focus on probabilistic analyses of theories. In
which case, insisting that they must falls foul of guidelines1−2: it would be Kantian
and idealised.

If, on the other hand, it is unconscious, then the claim would be something like: the
mental model for scientists’ theory choices takes consciously articulated criteria’s theory
rankings and subconsciously converts them into the Bayesian criteria’s rankings, and then
moves from these theory rankings to an all-things-considered choice. A clear problem for
this claim is that the burden of proof is on the Kuhn-meets-Bayes proponent to provide
evidence of this unconscious process.

Another issue is that the Kuhn-meets-Bayes hypothesis removes leeway from scien-
tists’ theory-choice process arbitrarily–––and, this, violates guidelines2. This guideline
tells us that the leeway stages should be preserved, in order to keep our normative model
as close to real-world theory choice as possible. The unconscious model of Kuhn meets
Bayes would have scientists use a Bayesian aggregation rule–––which takes their personal
criteria’s rankings, converts them into Bayesian criteria, and aggregates via Bayes’s rule.
This would not go against the letter of Kuhnianism because, when arguing for his no-
convergence thesis, Kuhn assumed that scientists move from a set of theory rankings
to an all-things-considered choice via a ‘Bayesian algorithm’ (see section 2.6). Kuhn’s
‘algorithm’ fits the notion of a Bayesian theory-choice rule. Yet, in subsection 6.4.2,
it is argued that Okasha’s (2011, §4& §8) application of social-choice theory to theory
choice shows Kuhn’s assumption to be misguided. There are inordinately many possible
theory-choice rules. The Kuhn-meets-Bayes rule is just one of them. Without an em-
pirical reason for supposing that this rule is favoured by scientists, there is no reason to
give any special credence to the claim ‘scientists (on aggregate) use the Bayesian theory-
choice rule’. Thus, there is scant justification for claiming that scientists actually use
the standard scientific criteria to make (conscious or unconscious) probabilistic assess-
ments of theories. For this reason, the unconscious model of Kuhn meets Bayes relies on
idealised modelling assumptions. Scientists should have the leeway to aggregate theory
rankings in different ways, because this is a closer normative model to real-world theory
choice. Thus, having laid out the dilemma, Kuhn meets Bayes fails as a solution to this
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project’s problems. Either way, it falls foul of one of our fixed guidelines (and introduces
further problems to boot).

4.4.2 Process Models and Computational Ease

Guideline2 says that, ceteris paribus, we should avoid idealised modelling assumptions.
Its prefixed proviso is important. Where there is direct empirical evidence that human
agents do reason in more idealised ways, this should be accommodated. However, we
cannot expect every claim of a process model to have direct empirical backing. Where
direct empirical evidence is not available, we will follow the reasoning used to justify
the ubiquity of the trust heuristic in subsection 3.2.4. Both the heuristics and biases
programme (Kahneman et al., 2001) and the bounded-reasoning programmes provide
evidence for the claim ‘humans are cognitive misers’ (Stanovich, 2010, p. 63-64). That
is, humans are generally willing to trade computationally powerful, but laborious, ways
of reasoning for computationally easier ways. Because of this, ceteris paribus, process
model1 will be judged as superior to model2 if, when direct evidence is unavailable,
model1 posits computationally easier cognitive processes.

How should computational ease be judged? Here are two potential criteria: ‘estimated
computational ease’ and ‘computational efficiency’. The former yields a very rough as-
sessment of computational ease, which compares processes on the basis of how mentally
taxing we estimate them to be–––on the basis of intuitions, experience, or simplifications
of computational-complexity arguments (estimated number of steps). The latter refers to
a set of technical measures of computational ease from computational-complexity theory
in computer science. All of these measures concern the number of resources required
to complete an algorithm (given an input of a particular size) (Arora and Barak, 2009,
p. xx). (See appendix E for a more expansive outline of this concept.)

Computational efficiency is the superior measure, due to its higher accuracy and
specificity. However, we do not yet have an operational computational-efficiency mea-
sure for cognitive processes. Cognitive psychologists often use ‘computational ease’ in
a relatively vague manner. It is generally agreed that the relative computational ease
of cognitive processes which require working memory, versus those which do not, stems
from working memory’s limited capacity for carrying out multiple cognitive processes at
once (Westbrook and Braver, 2015, p. 397; Stanovich et al., 2018, p. 18).23 However, this

23 Working memory is a cognitive system which holds information that is currently being processed as
part of a task (Eysenck and Keane, 2015).



Chapter 4. Scientific Rationality Clarified 132

conception of ‘computational ease’–––in terms of taking up less of working memory’s
capacity–––does not explicitly give a measure for computational ease. Presumably, there
can be differences in computational ease between those cognitive processes which do not
require the engagement of working memory.

The ‘chunking’ literature has provided some preliminary work on the measurement
of human working-memory capacity. According to the chunking theory, human working-
memory capacity is not determined by an upper limit on the number of bits processed, but
by an upper limit on the number of non-uniformly-sized ‘chunks’ (Miller, 1956, p. 92-95).
(A chunk is a “mental group” (Cowan, 2012, p. 24) composed of multiple smaller pieces
of information, recorded with a memorable (Miller, ibid., p. 93) or “concise” (Thalmann
et al., 2019, p. 37) name.24) However, recent experimental work by Mirko Thalmann et al.
(ibid., p. 47, 49-50,& 53) has brought (this characterisation of) the chunking theory into
question. They found that chunking only reduced the load on working memory in cases
in which the chunks’ elements were unique to that chunk–––thus, ‘C’ does not qualify
as a unique element as it appears in many acronyms (chunks): CNN, CDC, CCP, BBC,
etc. Their explanation for this result (and several others) was that a chunk’s elements
must first be encoded into working memory, they are then stored in long-term memory as
chunks, these chunks can then reduce the burden on working memory by being retrieved
and encoded into working memory.

One might think that the enduring success of chunking theory (albeit via different
instantiations) means that computational-efficiency measures of theory components are
doomed. I disagree. What it shows is that, cognitively, memory is more complicated
than computational efficiency. However, theory choice is not purely the function of
working and long-term memory. Scientists make use of a variety of tools to augment the
limitations of their memory–––white boards, notepads, computer software (e.g. word-
processing applications and statistics packages), etc. In this way, their minds are “ex-
tended” by such tools (Clark and Chalmers, 1998, §3-§5). The computational ease of such
aspects of theory choice seems more reasonably assessed via some measure of computa-
tional efficiency. Of course, this means that the end goal of a computational-efficiency
account of theory choice would be one which integrates both cognitive (chunk) and ex-
tended (bit) information in a single measure.

Despite this promising line of inquiry, there is no scope in this project to develop it
properly, as the task is too great. To get a picture of the enormity of this project, note

24 See Cowan (2012) for an opinionated survey (and expansion) of the literature on chunking.
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that computational-efficiency measures are further subdivided into: best, average, and
worst-case measures. We would need a reason to focus on one in particular, or else we
would need to use all three. Furthermore, even with the outline of such a measure, we
would require a fair means of converting models’ inputs into bits and a means of con-
verting models into algorithms. The first task would likely be easy, as the input could be
converted into a logical syntax, and then into a bit code. The latter task would be more
difficult, and–––more importantly–––too lengthy. Even then, we would have to justify
the use of the efficiency measure(s) we end up focusing on instead of the others. Then
would begin the hardest part: developing a chunking measure which can be integrated
with this/these computational-efficiency measure(s). For this reason–––despite its infe-
riority–––we will mostly use the estimated computational ease measure. In appropriate
places, we will signpost the use of more rigorous measures.

4.5 Summary

This chapter has fleshed out the concept of scientific rationality. Concepts from ethics,
epistemology, philosophy of science, and decision science were picked out, and used to
build (i) a set of necessary criteria for being scientifically rational, and (ii) a set of ac-
companying guidelines to aid with solving the problems of Kuhnian scientific rationality.

Here are our set of necessary (though not necessarily jointly sufficient) conditions for
being scientifically rational:

SR1 One’s reasoning process must be instrumental

SR2 One’s reasoning process must incorporate evidence assessment

SR3 Non-cognitive factors must have no influence on one’s first-order reasoning
process

SR4 The output of one’s reasoning process must be a decision to adopt a justified
cognitive stance on some set of theories

Here are our set of accompanying guidelines:

Guideline1 Kantian solutions will not suffice

Guideline2 Ceteris paribus, avoid idealised modelling assumptions
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Finally, we have determined a (heuristic) measure for avoiding idealised modelling as-
sumptions in cases in which we have no direct empirical evidence: estimated computa-
tional ease.



Chapter 5.

The Problem of Conflicting Scientific
Rationality

. . . [the historian] will not find a point at which
resistance becomes illogical or unscientific. At
most he may wish to say that the man who
continues to resist after his whole profession has
been converted has ipso facto ceased to be a
scientist

Thomas Kuhn
The Structure of Scientific Revolutions

This chapter considers three attempts to solve conflicting scientific rationality (see
subsection 3.4.5). Briefly, the problem is: how should the individual scientist balance
the trade-off between two of the necessary conditions for science’s success:

K-SS2a Promising theories must be protected from premature destruction

K-SS2b Scientific domains must build consensuses

Favouring theory incubation means disfavouring consensus building, and vice versa. This
is not simply because of the trade-off inherent in attempting to balance one’s time be-
tween any two (distinct) activities; it is deeper. The ‘extreme monist’, a scientist who
is hell-bent upon theory incubation, will tend to ignore scientific consensus. The ‘ex-
treme pluralist’, a scientist who is hell-bent upon building consensus, will tend to ignore
heterodox views–––even their own. This trade-off is particularly disconcerting when con-
sidered with reference to Kuhn’s hypothetical imperative: if you value science’s success,

135
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then behave in line with his criterial-conflict account (see sections 2.7 and 3.5). This
account permits scientists to select any trade-off between incubation and progress that
they like. From the extreme monist’s trade-off to the extreme pluralists’, and everything
in between. Yet, some trade-offs–––such as those of the extreme monist and plural-
ist–––would actively retard science’s success if they were adopted by (at least) a large
minority of scientists.

Section 5.1 justifies conflicting scientific rationality as a real–––rather than a
pseudo–––problem. Section 5.2 considers the potential role of time in solving the problem.
It is argued that a further mechanism is needed to explain why time solves the problem.
A Lakatosian mechanism is outlined and rejected because it holds that scientists must
value descriptive success (which is Kantian and must weight this criterion highly. Section
5.3 considers an attempt to solve the problem by applying L. Laudan’s (1978, p. 108-
114) distinction between the context of acceptance and that of pursuit. This distinction
claims that scientists have two modalities of appraisal for assessing theories, channelled
by different contexts. It fails, because (i) it fails to specify how context functions so as to
close off extreme trade-offs between theory incubation and consensus building, and (ii)
it faces a dilemma: it is either Kantian or has diminished theoretical power.

Section 5.4 outlines this project’s solution to conflicting scientific rationality. It
is argued that we will not find a solution which tells scientists exactly how to man-
age the trade-off between theory incubation and consensus building, which also meets
this project’s account of scientific rationality and accompanying guidelines. However, a
weaker solution is possible. Planck’s principle can specify the point at which scientific
rationality yields the following hypothetical imperative: if you value scientific rationality,
give up on theory incubation. Furthermore, scientific rationality can be used to produce
an account of ‘allegiance re-evaluation’: how to reevaluate one’s allegiance to a theory.

Our focus is on these potential solutions to conflicting scientific rationality, as
the guidelines introduced in the previous chapter block several other potential responses.
Objectivist responses would simply dictate the ‘correct’ trade-off between incubation
and progress that all scientists must follow by telling them what to value. However, such
responses are blocked by guideline1. (See subsection 4.3.2). The standard Bayesian
response would tell scientists to avoid theory incubation for its own sake, and instead
choose the most probable (acceptable) theory–––again, telling them what to value, contra
guideline1. It is not obvious that the Kuhn meets Bayes interpretation of Bayesian-
ism would go against Kuhn’s arguments–––as this programme is more about knitting
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Bayesianism and Kuhnianism together. However, to the extent that it could yield a
‘solution’ to conflicting scientific rationality, it would violate (at least) one of our
guidelines (see subsection 4.4.1).

5.1 Is Conflicting Scientific Rationality a Pseudo Problem?

One might be tempted to dismiss conflicting scientific rationality as a pseudo prob-
lem on the grounds that, whilst we may not be able to identify intersubjective reasons
not to accept an extreme trade-off between theory incubation and consensus building,
this does not really matter because subjective factors will ensure that the community (on
aggregate) does not take such extreme positions. As noted in section 2.2, Kuhn argued
that subjective factors allow the scientific community to spread the risk associated with
making theory choices. For example, it might be that risk-seeking scientists are responsi-
ble for ensuring a certain threshold of theory incubation, whereas conservative scientists
are responsible for ensuring a certain (higher) threshold of consensus building.

This argument fails because it is not true that an unguided scientific system will ensure
a good distribution to conservatives versus revolutionaries. For, a scientific system which
is ‘unguided’ by top-down principles of scientific rationality will be guided by bottom-up
forces, which may lead it astray (cf. Freeman, 1972). For example, the Lysenko affair
illustrates the possibility that cultural influences can infect science and retard progress.
David Joravsky’s (1986, Ch. 7) study of the Lysenko affair details the distinct person-
ality archetypes within Soviet plant physiology and genetics. These included ‘militant
ignoramuses’ (the militant true believers, like Lysenko himself); ‘complete opportunists’
(who surrendered to Lysenkoism once it became dominant); ‘canny opportunists’ (who
surrendered once Lysenkoism became official); ‘ignorant opportunists’ (who, as the prod-
ucts of the Lysenkoite educational system, uncritically swallowed the ideology); ‘learned
opportunists’ (who learned scientific principles in order to generate more sophisticated
Lysenkoite propaganda); ‘pliable men of principle’ (who bent to Lysenkoism “at points of
greatest pressure” to be able to carry on their work and “prevent the complete destruc-
tion of the whole enterprise” (ibid., p. 199)); and ‘intransigent specialists’ (who refused
to bow to Lysenkoism–––beyond simply remaining silent). Far from protecting biologi-
cal science, the subjective factors which created these different archetypes allowed it to
descend into pseudoscience. Bottom-up forces can bring about biased subjective factors
which retard science’s success.
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Cultural, religious, moral, and political movements have the potential to shape, or re-
shape, science through altering the opinions, values, and dispositions of scientists and (the
representatives of) scientific institutions. Nor is it the case that such influences are re-
stricted to the past. Consider a modern example, in which the proponents of each side will
take my general point (whilst disagreeing with one another). The movement for equality,
diversity, and inclusion–––no matter one’s views on its virtues or vices–––promises to
have a profound impact on how science is carried out, taught, funded, and institution-
ally structured (Neblett Jr., 2019, Fadeyi et al., 2020; Roberts et al., 2020, p. 1303-1306;
Kaiser, 2021; Stevens et al., 2021; Tilghman et al., 2021; Wild, 2022; Graves et al.,
2022; Chen et al., 2022). The opponents of this movement would hold that this bottom-
up influence will lead science astray from its intended mission. The proponents of this
movement argue that science has already been shaped by a malign set of cultural forces,
which must be redressed–––thus, they too accept the general point being made here.
Any such shaping/reshaping processes maybe for the good or for the bad. It might also
produce good ‘primary’ (direct) consequences–––on a particular group or in the short
term–––but bad ‘secondary’ (indirect) consequences–––on the community generally or
in the long term (Hazlitt, 1946, Ch. 1; cf. Macintyre and Petticrew, 2000). Resilience
against bad structural changes requires an understanding of what the goals of science are,
and how an individual ought to balance the trade-offs between them. (I make no claim
that it is sufficient; the bottom-up forces may be too much to overcome. For example,
the political ideology of the Soviet Union appears to have been far too deeply entrenched
to be overcome by a normative theory of good practice.)

Clearly, an obvious solution would be to simply enforce SR3: non-cognitive factors
must have no influence on one’s first-order reasoning process. This would help with many
cases. However, there are two problems. Firstly, this only covers first-order reasoning;
the whole point about subjective factors is that they are second-order influences on
our first-order reasoning. Secondly, there are cases in which different scientists will
disagree regarding which category (cognitive versus non-cognitive) a criterion falls in.
For example, for Stephen O. Roberts et al. (2020, p. 1305), a study-author’s race is a
legitimate target for analysis and criticism–––supposing that their race does not match
the sample under investigation–––because it carries epistemic information. For Bernhard
Hommel (2022), the exclusive focus on this trait signals that it is being used as a political
criterion.
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5.2 Time and Degenerating Research Programmes

Having established that conflicting scientific rationality is a real problem, an obvious
initial response would be to hold that there is a certain amount of time within which
theories should be incubated, but beyond which they should not be. Once we have
identified (even roughly) this period, then the conflict is resolved: up to this point,
theory incubation is legitimate, after this point, it is not.

The problem with this response is that it assumes that scientists incubate theories
whilst having access to an objective, unbiased view of how such theories are doing by
the evidence. Only this could ensure agreement regarding the right timescale for incu-
bation. However, as Kuhn’s accounts of theory choice argue, theory incubation is often
characterised by a situation in which a scientist truly believes that the theory they are
incubating is better–––despite its flaws. For example, supporters of the many-worlds
interpretation of quantum mechanics have generally acknowledged the problem it gener-
ates regarding probability (Wallace, 2012, §1.9 & §4). They just think that this problem
is outweighed by its benefits–––such as not bastardising the formalism and giving a local
account of quantum phenomena (ibid., §1.7-§1.8 & §8.5.1). Thus, time alone provides
no solution to conflicting scientific rationality, it must be paired with a mechanism
which determines how those who come to different conclusions regarding which theory is
best can converge over time.

Lakatos (1989, p. 5-6 &33-34) provided such a mechanism when he distinguished be-
tween progressive and degenerating research programmes (his version of DMs). Progres-
sive programmes are such because they have predictive success (they generate accurate
predictions); degenerating programmes are such because they merely have ‘retrodictive
success’ (post hoc changes are made to accommodate new information). Thus, whilst
theory incubation (“treat[ing] budding programmes leniently”, ibid.) is important, “[t]he
scores of the rival sides[. . . ] must be recorded and publicly displayed at all times” (ibid.,
p. 113). Phrased as a solution to conflicting scientific rationality, the idea is that
scientists have access to an objective scoreboard regarding the competing theories, be-
cause they know which are progressing and which are degenerating. Since all members
of the community have access to this scoreboard, they will be able to agree, roughly, on
the threshold at which theory incubation becomes irrational.

There are two problems with the Lakatosian ‘solution’. Firstly, contra guideline1, it
is Kantian: it holds that scientists must value predictive success. Whilst it is likely that
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they will, it is not an absolute requirement for being scientifically rational. For example,
for some scientists, it would likely depend upon the quality of the predictions–––not
just the success. (In response, one could argue that predictive success is a ‘complex’
criterion–––partly composed by quality of predictions (see subsection 5.3.4). However,
this would mean that the composite criteria which together compose predictive success
pull in different directions, further legitimising leeway regarding theory ranking–––as
different scientists might weight different composite criteria differently.) For this reason,
the Lakatosian solution fails.

As hinted at in the previous paragraph, the second problem is that, contra guide-

line2, the Lakatosian ‘solution’ is idealised: it proposes access to an objective scoreboard
which scientists do not have. Having access to information about the predictive success
of theories is not the same thing as having an objective scoreboard. The leeway built
into scientific rationality–––including criteria selection and voluntarism (see subsection
4.2.2)–––is such that scientists need not all agree that predictive success is even a rele-
vant criterion, that it ranks the theories in a unique way, or that it is the most important
criterion. To evidence the last point, Brush (1994; 2015) has shown that the relative
importance of prediction versus retrodiction/accommodation has varied throughout dif-
ferent domains and times. For these reasons, Lakatos’s philosophy does not offer a
satisfying escape route from conflicting scientific rationality.

5.3 The Acceptance-Pursuit Solution

Subsection 5.3.1 outlines the acceptance-pursuit distinction–––especially the role of con-
text in theory appraisal. Subsection 5.3.2 outlines the acceptance-pursuit solution. Sub-
section 5.3.3 argues that the acceptance-pursuit distinction fails to show how complex,
idiosyncratic contexts can consistently close off extreme trade-offs between theory incuba-
tion and consensus building. Subsection 5.3.4 argues that it faces a dilemma: either it is
Kantian (contra guideline1), or its theoretical diminishes to the extent that conflicting

scientific rationality remains unsolved.

5.3.1 Acceptance Versus Pursuit: Contexts and Appraisal

The acceptance-pursuit distinction was first addressed by L. Laudan (1978, p. 108-114).
He argued that there are two contexts of theory appraisal: the ‘context of acceptance’ and
the ‘context of pursuit’. Each context has a specific effect upon scientists’ appraisals of
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competing theories, which turns them into autonomous means of theory appraisal. After
clarifying this view, each context–––and its associated effect upon theory choice–––is
outlined.

Laudan (ibid., p. 108) referred to the effects that scientists’ contexts have upon their
appraisal of theories as “the modalities of appraisal”. The obvious interpretation of
this term is that scientists’ contexts lead to different ways of appraising theories. A
more psychologically orientated interpretation is that Laudan’s use of this term was
meant as a variation on the concept of a ‘modality effect’. Michael C. Corballis (1966)
discovered that subjects’ recall (working memory) is better if information is presented
auditorily, rather than visually. This phenomenon–––different sensory channels having
different effect upon the processing of the information (ibid., Matsumoto)–––is known
as the ‘modality effect’. Interpreted as a variation on this concept, Laudan’s use of the
term ‘modality’ was meant to convey that a scientist’s context channels their (cognitive)
theory-appraisal processes into acceptance or pursuit.

The context of acceptance invites scientists to take the more rigorous approach to
the appraisal of scientific theories (ibid., p. 108-109). The type of reasoning associated
with this context decides which theory scientists will ‘accept’: treat “as if it were true”.1

If a scientist is interacting with nature–––if they are devising and carrying out experi-
ments, undertaking an observational study, designing measurement instruments, seeking
to synthesise a certain compound (etc.)–––then they are in the context of acceptance.

Laudan’s (ibid., p. 68 &109) particular account of ‘acceptance worthiness’ relies on his
concept of problem-solving effectiveness. To calculate the problem-solving effectiveness of
T1, the problems that it solves/causes are first weighted by how important each is. The
weighted ‘solved-problem scores’ are then summed, and all weighted ‘caused-problem
scores’ are subtracted from this total. This allows for the comparison of theories by
the magnitude of their problem-solving effectiveness scores. We might visualise problem-
solving effectiveness as a single axis, with theories taking higher or lower positions depend-
ing upon their computed scores (see section figure 5.1). Despite using problem-solving
effectiveness as his account of acceptance-worthiness, Laudan did not claim that only
epistemic criteria are relevant to assessment. His (ibid., p. 46) case study of the Coperni-
can revolution makes clear that theories can have–––and can solve–––pragmatic problems

1 Note that Laudan was not making an as-if assumption here. Rather, he was arguing that–––as a
cognitively accurate fact–––when scientists accept a theory, they are willing to treat it like they would
treat one they believed to be true.
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Figure 5.1.: Laudan’s Characterisation of Acceptance (top) and Pursuit (bottom)

which figure into their overall problem-solving-effectiveness scores. For example, it was a
problem for Ptolemaic astronomy that it was geometrically bloated, and it was an advan-
tage for Copernican astronomy that it was able to solve this problem (see appendix B).
Moreover, Laudan did not restrict the set of criteria relevant to problem-solving effective-
ness to just epistemic and pragmatic criteria, he also allowed some non-cognitive criteria
too. He (ibid., p. 63) presented consistency with social/moral ideology as an example of a
criterion intimately linked with conceptual problems–––the causes or solutions of which
are considered in calculations of problem-solving effectiveness.

Laudan (ibid., p. 109-110) characterised the context of pursuit as that which brings
about the assessment of theories via “criteria which have nothing to do with the accept-
ability[. . . ] of the theories in question”. He argued that pursuit motivates early adopters
of a theory. A number of historically important cases–––Copernicanism, the mechani-
cal philosophy, 19th century atomic theory, etc.–––show that “scientists often begin to
pursue and explore a new research tradition long before its problem-solving success (or
its inductive support, or its degree of falsifiability, or its generation of novel predictions)
qualifies it to be accepted over its older, more successful rivals” (ibid.).2 He pointed to
Feyerabend’s (1993, Ch. 6-15) work as providing “many historical cases where scientists
have investigated and pursued theories or research traditions which were patently less
acceptable, less worthy of belief, than their rivals.” (ibid.). He then claimed that just
about every new DM’s incubation has relied upon such reasoning. It is also not unheard

2 A ‘research tradition’ is Laudan’s equivalent of Kuhn’s DM concept. See subsection 9.3.5 for more
on the difference between research traditions and DMs.
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of for the same scientist to work on two mutually inconsistent theories. Laudan’s view
was that pursuit helps to explain the rationality of such phenomena. If one is working on
an unacceptable theory, either one is irrational or one’s work on that theory is not justi-
fied via acceptance. Furthermore, it is inconsistent to accept two mutually inconsistent
theories, but not to pursue two mutually inconsistent theories.

Laudan’s (ibid., p. 110-112) specific characterisation of pursuit is that a theory can
be pursued if it is progressing at a higher rate (solving problems faster) than its rivals.
Figure 5.1 gives a graphical representation of Laudan’s pursuit system. Problem-solving
effectiveness is given as a function of time. The pursuit-worthiness of a theory is shown by
the slope of its curve. (A curve with a higher scale unit (see subsection 7.1.2)–––which, as
it increases, brings the curve closer to parallel with the y-axis–––means that its associated
theory will have increased its problem-solving effectiveness within a shorter timescale.)
T1 has solved more problems than T2, but T2 is more worthy of pursuit, as it has solved
more problems in a shorter time. This characterisation of pursuit, he (ibid.) argued,
makes explicit what has implicitly been referred to as a theory’s ‘promise’ or ‘fecundity’.

5.3.2 The Acceptance-Pursuit Solution

The acceptance-pursuit distinction could be deployed as a solution to conflicting scien-

tific rationality. This ‘acceptance-pursuit solution’ would claim that, when scientists
are appraising theories by their acceptance worthiness, they are promoting consensus
building. Furthermore, when they are appraising theories by their pursuit worthiness,
they are promoting theory incubation. Moreover, the scientist’s context channels their
theory-appraisal process towards acceptance or pursuit. Any scientist has access to ei-
ther context, but their situation determines which context is the more prevalent, and
therefore whether the long- or short-term track record of a theory is more salient. Thus,
the promotion of science’s success does not involve a trade-off between the promotion
of progress and that of theory incubation. These two tasks are harmonious, because
whether a scientist engages in one or the other depends upon their context.

It is context which would inhibit pursuit (theory incubation). As noted in section
5.2, one way it might do this is by determining a time threshold beyond which all scien-
tists agree that ‘the developing theory really ought to have demonstrated greater overall
problem-solving effectiveness by now’. Let’s call this threshold ‘time1’. Consider the
case of a choice between two theories–––T1 and T2–––prior to, and after, time1. Imagine
that T1 is the more established theory and T2 is the developing theory. Prior to time1,
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pursuit plays (or, can play) a very different role to acceptance. Any scientist who decides
to pursue T2 before time1 will, ipso facto, support T2 where it counts–––i.e. by actually
using the tools associated with T2 to investigate its chosen phenomena. By contrast,
prior to time1, a scientist’s acceptance of T1 might be expressed in several ways. They
might accept T1 by merely paying lip-service to it, whilst spending their time pursuing
T2. Alternatively, they might accept T1 by supporting it where it counts. Now consider
the same case after time1. It is no longer acceptable to pursue T2, because it has not
yielded the overall problem-solving effectiveness that it should have. For this reason,
after time1, acceptance takes only one form: the support of T1 where it counts.

Prima facie, this is a rather neat solution. It removes the supposed trade-off between
the promotion of progress and that of theory incubation. Furthermore, it benefits from
the fact that the acceptance-pursuit distinction is very popular among philosophers of
science (Nickles, 2017, §1.5). Thus, adopting the acceptance-pursuit solution would re-
quire minimal changes to these philosophers’ accounts of science. Despite this, I am
not convinced that the acceptance-pursuit solution works. There are two main prob-
lems. The first (outlined in subsection 5.3.3) is the problem of specifying how context
functions in this solution. Without such an account, the choice of when to engage in ac-
ceptance versus pursuit is subjective, and conflicting scientific rationality reemerges
as a problem. The second problem (outlined in subsection 5.3.4) is that the solution
faces a dilemma. It is either Kantian or not. If it is, then it falls foul of guideline1.
On the other hand, if it is not, then its theoretical power is diminished and conflicting

scientific rationality remains a problem.

5.3.3 Specifying the Function of Context

The acceptance-pursuit solution relies heavily on the role that context plays in chan-
nelling a scientist into engaging in acceptance or pursuit. It can only solve conflicting

scientific rationality if the choice to engage in acceptance or pursuit is determined by
something beyond the subjective reasoning of the individual scientist. For, if this was
allowed, then the individual scientist could simply be an extreme monist or an extreme
pluralist. If large enough groups of scientists were to adopt such extreme trade-offs be-
tween theory incubation and consensus building, then this would retard science’s success.
Thus, the acceptance-pursuit solution requires that context has the function of ensuring
that (at least, on aggregate) certain extreme trade-offs are closed off. This seems an
extremely tall order. To see why, we will consider some of contexts which scientists’
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theory choices are a function of.

As noted by Kuhn, many factors lie behind scientists’ theory choices (see subsec-
tion 2.5.2). These include intersubjective factors–––such as the standard scientific cri-
teria3–––but also many subjective factors. Kuhn (1996, p. 152-153) argued that these
include “idiosyncrasies of autobiography and personality”, along with factors concern-
ing nationality and reputation. Subjective factors play a second-order role in scientists’
reasoning (see subsection 4.2.1) regarding the stages of the theory-choice process. The
interplay between these subjective and intersubjective factors creates complex contexts
specific to individual scientists, hence why there can be no-unique-method for rational
theory choice (see quotation 1 in chapter 1, section 2.2, subsection 2.5.2, and section
2.6). The onus is on the proponent of the acceptance-pursuit solution to show how such
complex, idiosyncratic contexts can consistently close off the extreme trade-offs identified
by conflicting scientific rationality.

For example, if interacting with nature always channels a scientist into the acceptance
modality, then pursuit can’t really exist in much of science–––including chemistry, data
science, experimental physics, and experimental biology. Consequently, the acceptance-
pursuit solution fails to apply to these domains. The mechanism outlining the role that
context plays needs a precise specification, not a hand-wavy one.

5.3.4 Dilemma: Kantianism Versus Diminished Theoretical Power

Even if we assume that the acceptance-pursuit solution has some answer to the problem
of specifying the function of context, it still faces a dilemma. It is either Kantian or it is
not. If it is, then it violates guideline1: Kantian solutions to the problem of conflicting

scientific rationality will not suffice. If it is not, then its theoretical power is diminished
to the point where conflicting scientific rationality remains a problem.

The acceptance-pursuit solution is Kantian to the extent that it dictates the criteria
that scientists engaged in acceptance or pursuit should hold. As noted in subsection
5.3.1, L. Laudan characterised acceptance and pursuit in terms of specific criteria. He
characterised acceptance in terms of problem-solving effectiveness and pursuit in terms
of rate of problem-solving effectiveness. (Laudan’s (1978, p. 122-123) argument was not
totally normative: he felt the need to defend its normative component against the claim

3 Certain of which, such as internal consistency, would be called ‘objective’ by voluntarists (see sub-
section 4.2.2).
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that it is “purely descriptive”.) As with standard Bayesianism, two aspects of his account
might be called ‘Kantian’ (see section 4.1 and subsection 4.3.2). Firstly, it tells us what
to value. Secondly, it tells us what not to value–––through telling us the only permissible
values.

Starting with the first sense of ‘Kantianism’, scientists might not wish to accept
problem-solving effectiveness and/or rate of problem-solving effectiveness as scientific
desiderata. The salient reasons why concern the fact that these criteria are ‘com-
plex’–––made up of several composite criteria (number of empirical problems solved,
number of conceptual problems solved, etc.). A scientist may not sign up to all of the
composite criteria which make up these complex criteria. One reason why is that some
of these composite criteria are limited in their measurement ability: they do not provide
a complete picture of the information that is there to be measured regarding the the-
ories qua tools for problem solving. If one organises theory choice around the number
of solved problems, then each problem is simply counted on the basis of whether it has
been adequately solved or remains unsolved (Laudan, ibid., p. 17-18). This leaves no room
for comparing competing theories beyond this nominal measure. Laudan (ibid., p. 13-
14 &23-24) actually noted that two theories can solve the same problem, but one solution
might be superior to the other. For example, one point in favour of Mendeleev’s periodic
system–––though it has been overstated–––was that its predictive (rather than accom-
modatory) aspect was beyond that of its rival systems (Scerri, 2020, Ch. 5; Brush, 1994,
p. 139-140). In other words, it didn’t simply account for the phenomena it classified post
hoc, it foretold their coming. Laudan’s (ibid., p. 66-69 & 82) characterisation of problem-
solving effectiveness considers the importance of the problems a theory solves/fails to
solve, but not the strengths or weaknesses of the solutions themselves. By contrast, no-
tice that standard criterial-conflict accounts can account for this via the deployment of
criteria whose measurement incorporates comparison of solution quality. For example,
imagine a toy case of Mendeleev’s table versus a rival system where both have equal
empirical fit, but the former has greater predictive accuracy and predictive scope. A sec-
ond, related, reason is that the computational effort of deploying Laudan’s acceptance
or pursuit criterion is considerable. The number of composite criteria involved increase
the number of steps required to measure it. A scientist may be more comfortable using
simpler criteria.

The second type of Kantianism is that of telling us what not to value. As noted
in section 4.1, since categorical imperatives rule absolutely within their domain of ap-
plicability, prefixed categorical imperatives determine what all of one’s values should



147 5.3. The Acceptance-Pursuit Solution
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Figure 5.2.: Acceptance and Pursuit Assessed Within a Single Theory Choice

be. By characterising acceptance and pursuit via problem-solving effectiveness and rate
of problem-solving effectiveness, Laudan did not allow scientists to augment his cho-
sen criteria set with their own favoured criteria. This is especially troubling given the
informational limitations of his favoured criteria (see above).

In response, the proponent of the acceptance-pursuit solution might reply that these
problems concern Laudan’s account specifically, but there are other ways of conceptual-
ising the acceptance-pursuit distinction. Laudan characterised judgments of a theory’s
pursuit worthiness just in terms of its actual track record–––of problem-solving–––over
a certain period. Whitt (1992, §II) notices that McMullin (1976) arguably preempted
Laudan’s concept of pursuit. However, his (ibid., p. 400 & 424) notion concerned apprais-
ing theories based on their as-yet-unproven fertility–––their potential–––not their track
record. In this way, McMullin’s characterisation is the opposite of Laudan’s (Whitt,
ibid., p. 615-616). By contrast, Whitt (ibid.) allows both a theory’s track record and its
potential to figure in judgments of a theory’s pursuit worthiness. Whitt’s account is the
most liberal–––providing the most leeway for scientists to conceptualise pursuit worthi-
ness as they see fit. However, to the extent that any characterisation avoids slipping into
Kantianism, it must leave the decision regarding which criteria are used in acceptance
versus pursuit to the scientist making the choice. For, a scientist could very feasibly
utilise the same criteria for both kinds of appraisal, but change the threshold at which
they categorise what they’re doing as ‘pursuit’ or ‘acceptance’. Figure 5.2 depicts such
a case. The scientist in question utilises the same set of criteria, but, depending on how
the theories ‘do’ by them, categorises them as unworthy, pursuit worthy, or acceptance
worthy. To be clear, a scientist need not do this, but acceptance and pursuit worthiness
are complex criteria which the individual scientist must have the leeway to construct as
they see fit (perhaps, so long as they do not commit concept creep).

Note however, that the acceptance-pursuit solution loses theoretical power once it
is freed from Kantianism. For, the exact same context (minus any factors which have
defined a scientist’s conceptualisation of acceptance versus pursuit) may channel two
scientists into different modes of appraisal because they conceptualise acceptance and
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pursuit differently. This is clear in the case of a Laudanian and a McMullian scientist,
as their characterisations of pursuit are diametrically opposed.

To end, we will consider the link between Kuhnian theory choice, the acceptance-
pursuit distinction, and this project. Kuhn’s CA-IC account of theory choice makes
a great deal of acceptance, since it is acceptance which powers the circular-assessment
argument (see subsection 2.5.1). By contrast, Kuhn’s criterial-conflict account is not
fundamentally wedded to acceptance. True, Kuhn (1977b) did deploy the term ‘accep-
tance’ (and its various inflected forms) in outlining his account. However, this is not a
central commitment of the account. The account still applies to cases in which a scientist
conceptualises their choice as something besides acceptance. (The same is true for this
project’s deployment of ‘acceptance’: it has generally been deployed pragmatically, to
refer to the act of choosing a theory.) It is a general framework for theory choice via con-
flicting criteria, however that choice is conceptualised. The important thing, ultimately
is which theory is chosen more.

From the perspective of this project, the acceptance-pursuit distinction is an impor-
tant individual-level conceptualisation. Indeed, we could easily go further and accept
that scientists can (and, likely, often do) conceptualise their theory choices in a variety
of ways: belief worthiness, acceptance worthiness, pursuit worthiness, heuristic-building
potential, puzzle-solving ability, etc. The distinction (along with the others just pro-
posed) also helps to explain behaviour which might otherwise seem irrational, such as
scientists working on multiple, inconsistent theories–––as happened often with physicists
in the early 20th century. (Though such behaviour might also be explained by these
inconsistent theories existing in different domains and those scientists recognising that
each is the best within its domain.) However, at the group-level, the most important
question is which theory is most successful?

5.4 Planck’s Principle and Allegiance Re-Evaluation

With the acceptance-pursuit ‘solution’ refuted, we are in need of an alternative. Subsec-
tion 5.4.1 argues that a strongly specified solution to conflicting scientific rationality

is impossible, given this project’s account of scientific rationality and accompanying
guidelines. Subsection 5.4.2 argues that SR3 excludes the extreme pluralist’s trade-off
between theory incubation and consensus building (which favours the latter). Given this,
conflicting scientific rationality reduces down to Kuhn’s problem of theory incuba-
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tion. Planck’s principle provides a threshold at which giving up on theory incubation
becomes a hypothetical imperative. This deals with the most extreme of extreme monists,
but not all extreme monists. Subsection 5.4.3 provides a heuristic method for allegiance
re-evaluation for theory holdouts. Some of the hypothetical imperatives it offers are
hypothetical imperatives of scientific rationality itself, others merely follow from one’s
valuing of the project of allegiance re-evaluation.

5.4.1 The Impossibility of a Strongly Specified Solution

Sections 5.2 and 5.3 considered attempts at providing a solution to conflicting scientific

rationality. To the extent they were able to solve the problem (conditional upon their
assumptions) they assumed that scientists have access to an objective, unbiased view of
how the competing theories are doing by the evidence. For Lakatos (1989, p. 5-6& 33-34),
this came in the form of being able to distinguish between progressive versus degenerating
research programmes. For L. Laudan (1978, p. 108-114), this came in the form of the
acceptance modality (versus the pursuit modality).

Let’s assume that there is a means of solving conflicting scientific rationality

without providing such a rational ‘view from nowhere’ (Nagel, 1986), and which meets the
guidelines laid out in chapter 4. This solution would have to tell scientists how the trade-
off between theory incubation and consensus building is to be managed without telling
them what to value–––which would violate guideline1. (That is, beyond the values which
are hypothetical imperatives for being scientifically rational, such as internal consistency
(see section 4.1 and subsection 4.2.2 and 4.3.2).) Furthermore, it should not remove the
leeway built into scientific rationality in other ways–––theory ranking, criteria weighting,
etc.–––which would violate guideline2 (see subsection 4.4.1). Notice that ‘managed’ can
be cashed out in a strong or a weak way. In its strong form, the solution would have to
tell scientists exactly how the trade-off should be managed, for all scientists at all times.
Yet, this straightforwardly violates guideline2. Thus, it would have to be cashed out
weakly. It is weak form, the solution would tell scientists roughly how the trade-off should
be managed. Some will not view such a weakly specified ‘solution’ as a true solution.
Note, however, that this is the best we can hope for: given this project’s account of
scientific rationality and accompanying guidelines, it’s either a weakly specified solution
or nothing.

With that in mind, a weakly specified solution is outlined in the proceeding subsec-
tions. It consists of two parts. The first concerns outlines a threshold at which scientific
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rationality yields a hypothetical imperative to stop incubating a theory. The second
outlines the role that scientific rationality can play prior to reaching this threshold.

5.4.2 Back to Kuhn’s Problem of Theory Incubation

The last subsection’s conclusion was that, when it comes to solving conflicting scien-

tific rationality, it’s either a weakly specified solution or nothing. This means that
solutions which tell scientists exactly how the trade-off between theory incubation and
consensus building should be managed, for all scientists at all times, fail. Given this,
we seek a weakly specified solution to avoiding the extreme trade-offs between theory
incubation and consensus building. (The extreme monist only values the former, the
extreme pluralist only values the latter.)

One argument against the extreme pluralist’s position is that it violates SR3: non-
cognitive factors must have no influence on one’s first-order reasoning process. The idea
here is that the extreme pluralist gives up on evidence assessment, in favour of social
conformity, thus introducing an all-important non-cognitive criterion into theory choice.
However, this argument might be countered by appealing to the literature on peer dis-
agreement. A central question within this literature is: to what extent does the fact
that one’s epistemic peers disagree with one’s position constitute evidence against that
position? (King, 2012). ‘Conciliatory positions’ hold that peer disagreement does pro-
vide such evidence (Frances and Matheson, 2019). Yet, there are several problems with
appealing to the peer disagreement literature. The first is that an ‘epistemic peer’ is
meant to be someone who shares the exact same evidence set, which is hard to find
(King, ibid., §1 & §1.2; see subsection 3.2.2). The second is that, even if we assume peer-
hood, no conciliatory position argues for complete deference. At most, they argue that
disagreement is an important extra consideration–––on top of one’s other considerations.
Applying this to the case of theory choice, it complete deference is clearly unworkable.
For one thing, it could mean giving up on criteria which are necessary conditions for
being scientifically rational (see section 4.1, and subsections 4.2.2 and 4.3.2). For exam-
ple, a consensus might form around an internally inconsistent theory because it is great
in many ways and the community is confident that the inconsistency can be resolved.
However, the extreme pluralist–––who only works off complete deference to the commu-
nity–––completely disregards internal consistency, unlike the rest of the community are
not. Another issue is that the scientist who runs off this criterion solely ceases to be a
practising scientist–––since carrying out scientific work simply means that a variety of
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criteria are deployed. Instead, they become a science communicator. Thus, the extreme
pluralist position can be viewed as being motivated by evidence assessment of a sort,
but it is higher-order evidence assessment, not first-order evidence assessment (Frances
and Matheson, ibid., §5.2.3). However as noted, it is first-order evidence assessment that
scientists engage in. Thus, we must tweak SR2:

SR2
′ One’s reasoning process must incorporate first-order evidence assessment

It is SR
′
2 which refutes the extreme pluralist’s position.

Given this, the problem has essentially been reduced to Kuhn’s problem of theory
incubation: at what point, if any, does theory incubation become irrational? (Since, the
issue now becomes tackling the problem of the extreme monist.) This brings us neatly to
Kuhn’s solution to answer to the problem of theory incubation (covered in subsections
2.5.1 and 2.5.2), which is to take a strong (but not extreme) pluralist view. As this
chapter’s epigraph notes (see quotation 7 in subsection 2.5.2), Kuhn held that the scientist
who chooses in line with his hypothetical imperative is never irrational (“unscientific”).
However, in line with Planck’s principle, given enough time, a holdout will find that
they are no longer able to practice their craft, as the enterprise has moved on. This
is a mechanism for expelling anachronistic scientists from the discipline. However, the
threshold beyond which the scientist can no longer operate in their field is not determined
by scientific rationality. It is determined by one’s ability to use the up-to-date tools. Such
expulsions are the end point of a process which starts with holdouts falling foul of the
consensus position, and continues with them holding on as that position becomes more
and more entrenched.

When it was first introduced in subsection 2.5.2, we noted the strangeness of say-
ing that extreme holdouts are “unreasonable”, but denying that they are “illogical or
unscientific”. Instead, it was argued that, in the sense connected with Kuhn’s own sci-
entific rationality, such holdouts certainly are ‘reasonable’. Indeed, their reasonableness
follows from the fact that they make their choice in line with his descriptive account.
However, the instrumental account of scientific rationality developed in chapter 4 reveals
why Kuhn’s initial point–––and my initial reframing of it–––is unsatisfactory. Once we
understand that the boundaries of scientific rationality are governed by hypothetical im-
peratives–––of the form if you value being scientifically rational, value (e.g.) internal
consistency–––Planck’s principle becomes a clear principle of rationality.

Recall that consensus building is a necessary condition for science’s long-term success
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(see section 2.7). Planck’s principle gives us the threshold of minimum consensus: the
agreement that must exist among all (legitimate) practitioners and theoreticians within
a particular scientific domain. For example, to the extent one is interested doing work
within the Aristotelian DM, one is not doing physics–––the modern discipline has moved
on to the point where the tools of this outmoded theory simply don’t apply. The exact
form that the threshold of minimum consensus comes in will be domain relative. In the
mature sciences, to keep within the minimum margin of consensus, one must work within
the agreed upon DM–––or the set DMs agreed to be legitimate. For example, Margulis’
defence of endosymbiosis theory (see section 2.6) kept within the minimum margin of
consensus because it is fundamentally a Darwinian theory which can be tested via the
standard methods of biology. In the immature sciences, it is more the case that one must
meet minimum standards of rigour–––e.g. using Neyman-Pearson hypothesis testing to
test frequency-related hypotheses.

To tie this together, scientific rationality offers hypothetical imperatives conditional
upon valuing science’s success (see chapter 4). One of the necessary conditions for sci-
ence’s success is consensus building. Planck’s principle comes about, because there exists
a threshold of minimum consensus which scientists must stick to in order to practice
within that domain. Thus, it yields the threshold at which scientific rationality tells us
that, to the extent we value being scientifically rational, we should stop holding out.
Thus, Planck’s principle means that the most extreme of extreme monists is doing some-
thing scientifically irrational: they are trying to work in a domain using tools that no
longer make sense within it; hence, they can do no work.

This hypothetical imperative is far weaker than we might have hoped. It yields advice
if we are supporting a theory which is so antiquated that it doesn’t even count as being
science within the domain in question–––thus ruling out the extreme-extreme monist’s
trade-off. However, it doesn’t provide good advice for cases involving a vague boundary
between the threshold of minimum consensus. As argued in the previous subsection,
a strongly specified solution to managing the trade-off between theory incubation and
consensus building is not possible–––given guidelines1−2. However, scientific rationality
can go beyond this hypothetical imperative: it can yield guidance regarding when to stop
holding out, some of which will come in the form of additional hypothetical imperatives
of scientific rationality. When generalised, this guidance comes in the form of a heuristic
method for allegiance re-evaluation. We turn to this next.
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5.4.3 A Heuristic Method for Allegiance Re-Evaluation

It is possible to provide a heuristic method for allegiance re-evaluation: a generalised
list of steps for judging whether or not to stop incubating a theory. To be within the
bounds of scientific rationality, this account must fit with the necessary conditions for
being scientifically rational and the associated guidelines specified in chapter 4. Given
guideline2, this method should be broadly in line with scientists’ actual theory-choice
methods. In other words, it should be close enough to how they actually choose between
theories to make its prescriptions feasible. Some of its steps are straightforward hypo-
thetical imperatives of scientific rationality, of the form: if you value being scientifically
rational, then carry out stepx. Others are not. In which case, given our wish to avoid
Kantianism (guideline1), what are they? They are ‘weak hypothetical imperatives of
allegiance re-evaluation’: if you value allegiance re-evaluation, then consider carrying
out stepx. In other words, they are reasonable suggestions, given an interest in this
process.

With this in mind the most obvious first step is:

Step1
Write out your theory-choice method, and (first-order) reasons for each
stage’s choice

Step1 asks scientists to make their theory-choice process explicit. This means writing
out one’s criteria selection, theory ranking, criteria weighting, etc. As of this point, our
understanding of this process is inchoate. Chapters 6-9 help to illuminate this process
by fleshing out the notion of a theory-choice rule, and its role in theory choice.4 Chapter
10 provides a full account of the theory-choice process. There, it is shown that making
one’s process explicit allows us to do considerable work in providing advice to deadlocked
scientists–––by targeting heuristics for persuasion and good conduct at each theory-
choice stage. For now, it is enough to note that step1 will more easily shed light on
any obvious flaws implicit in a scientist’s reasoning. Prima facie, it does not seem that
scientists are under any obligation to undertake step1. However, this is not exactly
true: to the extent that other hypothetical imperatives (in later steps) require that one
has completed this step, it becomes a hypothetical imperative for anyone who values
being scientifically rational. In any case, the added rigour of this approach will appeal
to scientists generally–––especially those keen to engage in allegiance re-evaluation.

To ensure that step1’s consideration of first-order reasoning is in line with SR3, non-

4 Though, their main focus is on solving no rational rule.
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cognitive factors cannot be allowed to play a role in one’s first-order reasoning process.
This straightforwardly leads to the second step:

Step2

Determine if any non-cognitive factors are playing a role in one’s first-
order reasoning process. If so, remove them and re-run the theory
choice-process

Given that it is a necessary condition for being scientifically rational that one’s first-
order reasoning process is not biased by non-cognitive factors, step2 is a hypothetical
imperative of scientific rationality. To give a flavour of what this would look like, at
the criteria-selection stage, scientists would check if any non-cognitive criteria are incor-
porated, and, if so, remove them. (Non-cognitive factors might be removed by simply
carrying out step1, since they may more easily infiltrate a scientist’s semi-implicit theory-
choice process than their fully explicit process. This is because the former is partially
black boxed, whilst the latter is completely white boxed. This provides further support
for step1 being a hypothetical imperative for being instrumentally rational.) To give
another, familiar example, one’s reasoning should not be gerrymandered so as to de-
rive one’s leeway-stage judgments from one’s all-things-considered choice (see subsection
3.4.5). Such reasoning is inherently prone to biases–––such as accessibility and affect.

Another issue, given that there is a minimum threshold of consensus which scientists
must meet to be scientifically rational (see subsection 5.4.2), is ensuring that one’s theory-
choice process keeps within this margin. In general, Planck’s principle will ensure that one
can no longer practice one’s trade if one crosses this boundary. However, this takes effect
slowly and there is time to alter one’s method to avoid it–––for example, an academic
on a one- or two-year contract will have time to reassess and make changes. This grace
period is targeted by the next step:

Step3
Remove any judgments which do not fall within the bounds of mini-
mum consensus

Once again, this step is a hypothetical imperative of scientific rationality. As noted
in subsection 5.4.2, the threshold of minimum consensus is domain relative. Thus, the
scientist engaged in this process of allegiance re-evaluation will be in a better position
than I to characterise it honestly for their own domain.

The scientist interested in allegiance re-evaluation will have to engage with the sub-
stance of the arguments against their favoured theory or in favour of its rival(s). To a
greater or lesser extent, this will be incorporated into their initial semi-explicit–––and
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latter fully explicit–––theory-choice process (prior to and as part of step1). It may play
a role in step2, as their biases against rival theories (and/or their proponents) may in-
troduce non-cognitive factors into their theory-choice process. For example, if the leader
of the rival research programme has (what one views as) unconscionable political views,
this might bias one’s reasoning against the theory connected to this programme. It might
also play a role in step3, as there may be some disagreement regarding what falls within
the bounds of minimum consensus. Meaning that the boundary may be vague, and deter-
mining where it lies will involve engaging with the views of the other side to distinguish
legitimate disagreement from required consensus (again, given that one values scientific
rationality).

Beyond the engagement build into these prior steps, those who value allegiance re-
evaluation might wish to build it more analytically into their process. As noted above,
chapter 10 goes into great depth on this–––which is unsurprising, given that conflicting

scientific rationality is a sub-problem of that chapter’s problem of focus: unhelpful

scientific rationality. The steps outlined in that chapter for heuristics for persuasion
and good conduct targeted each stage of the theory-choice process–––so that deadlocked
scientists have a set of tools to deploy in trying to resolve their disagreement–––might be
added as further formal steps here. For a slightly less in-depth process, scientists might:

Step4

Collect a list of the problems facing one’s favoured theory (according
to one’s rivals), and update it over time. Rank the problems from most
to least problematic. Work through the list with strict attention paid
to the principals of scientific rationality

Step4 takes a problem-focused approach to allegiance re-evaluation. As opposed to
chapter 10’s approach–––which requires a cooperative process of communication with a
representative of the rival faction–––this approach can be carried out alone. It merely
requires a grasp of the critical literature. This lends step4 some pragmatic support: it
will likely be an easier, less arduous process, with less risk of professional embarrassment.
In general, the two approaches will be better suited to different contexts.

Note that this heuristic process does not deal with the entire problem of conflicting

scientific rationality. The extreme monist is still free to take this trade-off (so, long as
they do not cross the threshold of minimum consensus). However, they must now do so
in a far more constrained way, if they value being scientifically rational–––and especially
if they value allegiance re-evaluation. Anything beyond this is unfeasible, given this
project’s account of scientific rationality and its accompanying guidelines.
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5.5 Summary

In this chapter, three potential solutions to conflicting scientific rationality have been
considered: the ability to distinguish between progressing and degenerating research pro-
grammes, the acceptance-pursuit solution, and Planck’s principle coupled with a heuristic
method for allegiance re-evaluation. The reasons for the failure of the first two ‘solutions’
are complex, but mostly boil down to violations of guidelines1−2. The third solution’s
success depends upon the degree to which what we seek from a solution should be de-
termined by what is possible, given our constraints. If it should not be, then the third
‘solution’ falls short of offering the rigid guidance regarding how to manage the trade-off
between theory incubation and consensus building we are looking for. If it should be,
then use of Planck’s principle coupled with a heuristic method for allegiance re-evaluation
succeeds in the only way that a sensible solution can: by offering hypothetical impera-
tives for certain patterns in reasoning, conditional upon the values the reasoners hold.
Thus, the trade-off should be managed by keeping within the margin of minimum con-
sensus, and following steps1−4 to determine if one’s incubative activity is justified. The
value of these steps is not merely conditional upon valuing allegiance re-evaluation, as
steps1−3 are yielded by hypothetical imperatives of scientific rationality. As noted, fur-
ther guidance relevant to allegiance re-evaluation is contained in chapter 10. However,
to get there, we must first tackle no rational rule, so that we can use the lessons of
the SCTC literature to target unhelpful scientific rationality. We turn to this in the
next chapter.



Chapter 6.

Arrow’s Social-Choice Theory and Its
Application to Theory Choice

Where Kuhn saw an embarrassment
of riches, Arrow tells us that there is
nothing at all

Samir Okasha
Theory Choice and Social Choice:

Kuhn versus Arrow

This chapter considers the Arrovian model of social-choice theory, and its application
to criterial-conflict accounts of theory choice. We start, in section 6.1, by outlining
the basic problem of social choice, and the two possible analogies it has with theory
choice. With this in hand, section 6.2 outlines Arrow’s account of social-choice theory.
This incorporates his mathematical framework, his normative conditions, and how these
concepts combine into his impossibility result. Section 6.3 outlines Okasha’s application
of Arrow’s social-choice theory to the theory-choice context. In particular, it is the
application of Arrow’s impossibility theorem which establishes no rational rule as the
organising problem of the SCTC programme. Section 6.4 considers foundational issues
within the SCTC programme. These are a collection of conceptual issues which require
clarification, such as whether a Kuhnian ‘theory ranking’ is the same thing as a ‘theory
ordering’, and the extent to which group-level aggregation poses a problem for scientific
rationality. Finally, section 6.5 ends by framing no rational rule as a paradox of
scientific rationality, and outlining the argument that this project makes regarding its
resolution. Namely, that no rational rule dies a death by several cuts, rather than
a single blow. In line with the leeway built into scientific rationality, a combination of
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escape routes yields a cumulative effect which, it is argued, solves no rational rule.

6.1 Analogies Between Social Choice and Theory Choice

Social-choice theory centres around an aggregation problem: how should a set of different
individuals’ preferences, regarding a set of alternatives, be aggregated into an all-things-
considered ranking? This encompasses quite a broad range of cases, from small-scale cases
with fewer individuals to large-scale cases with many. Consider a small-scale case. The
Bristol Film Club are deciding which film to watch from a choice of three: Cosmopolis,
Goodfellas, and Oldboy. Prima facie, it may be hard to see the analogy between the
aggregation of (the members of) the Bristol Film Club’s preferences, and theory choice.
However, there are actually two analogies to consider.

Group-to-

Group

A scientific community’s theory choice can be represented
as a standard social-choice case, where individual scientists
have preferences regarding a set of alternatives (theories),
which need to be aggregated into a social preference

Group-to-

Individual

Individual scientists’ theory choices can be represented as-if
the scientific criteria are individuals with ‘preferences’ re-
garding a set of alternatives (theories), which need to be
aggregated into an all-things-considered ‘preference’

The ‘group-to-group’ analogy is generated on the basis that the aggregation of theory
choices is a special case of Arrovian social choice: aggregation of preferences. Thus,
standard social choice and group-level theory choice are related qua being group-level
aggregation processes. The ‘group-to-individual’ analogy differs from the first in drawing
out a similarity between social choice and individual-level theory choice; they are related
qua being aggregation processes. In the social-choice context, what is being aggregated
is individuals’ preferences. In the theory-choice context, what is being aggregated is
criteria’s theory rankings.

Clearly the individual-level aggregation process—of moving from a set of theory rank-
ings to an all-things-considered choice–––is directly concerned with part of the individual-
level theory-choice process. However, it could also capture the pattern of choice at the
group level, so long as there is unanimity among scientists regarding their theory-choice
method. If all scientists have exactly the same criteria set, criteria weightings, theory
rankings, and means of moving from these to an all-things-considered choice, then their
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individual all-things-considered choices will agree (see chapter 10). A group-level theory
choice will follow as a consequence. This is important, as it shows the potential link
between individual-level theory choice and group-level theory choice. However, in line
with the general perspective of this project–––and as will be argued later–––this is a
mistake. It is a mistake to assume that all individuals are bound, on pain of irrationality,
to a common theory-choice method (means of aggregation). Furthermore, I am not just
sceptical of the group-to-individual analogy interpreted as capturing capture the pattern
of choice at the group level. I also sceptical of the scope and usefulness (beyond certain
obvious cases) of applying the group-to-group analogy to theory choice. My views are
outlined in subsection 6.4.5. With the basics of these two analogies grasped, the relevance
of social-choice theory to theory choice is hopefully a little clearer. We will, therefore,
press on with exploring social-choice theory in a little more detail.

6.2 Arrow’s Social-Choice Theory

Arrow’s version of social-choice theory assumes a function for moving from a set of in-
dividuals’ preferences to a social preference: a ‘social-choice rule’.1 Arrow introduced
two tools for studying social-choice rules: frameworks and normative conditions. Ar-
row’s framework (outlined in subsection 6.2.1) specifies the inputs and outputs which
characterise (that framework’s concept of) a social-choice rule. By contrast, his norma-
tive conditions (outlined in subsection 6.2.2) stipulate the minimal necessary conditions
that he wanted any social-choice rule to meet. Subsection 6.2.2 also outlines Arrow’s
impossibility theorem, which proves that no social-choice rule (defined via the Arrovian
framework) meets every normative condition (for three, or more, alternatives).

6.2.1 Arrow’s Framework

Arrow’s (1963, Ch. II, §2) framework characterises social-choice rules through axiomatic
assumptions.2 For any social choice, there is a set of individuals whose preferences are
aggregated, N = {1,2, . . . , n} (n ≥ 2), and a set of alternatives X = {x, y, z, . . . , m}

1 This is not Arrow’s (1963, Ch. III) terminology. Following Abram Bergson (1938) and Paul A. Samuel-
son (1947, Ch. VIII), Arrow used the term ‘social-welfare function’. This terminology is slightly con-
fused, as the Bergson–Samuelson social-welfare function is distinct from Arrow’s concept–––it is the
(real-valued representation of the) social preference itself, not the function that output that social
preference (Sen, 1979, §3.2). Furthermore, the term implies that the aggreganda are measurements
of welfare, when social-choice theory’s application is much broader than this.

2 Generally, we will follow the conventions of the modern social choice notation, as presented by
Gaertner (2009, §1.3& §2.1).
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(m ≥ 2). Regarding the representation of preferences (both of the individuals and the
group), Arrow was committed to the ‘ordinalist revolution’ in welfare economics, which
had two basic tenants (Cooter and Rappoport, 1984, p. 507). Firstly, that individuals’
preferences are not measurable beyond the rank order they give to alternatives.3 (This
assumption is called ‘ordinal-scale measurability’ (see subsection 7.1.2).) This means, for
example, that our measurement of individual1’s preference can tell us that he prefers the
liberal candidate to the totalitarian candidate, but it cannot tell us anything regarding
the intensity of his preference. Secondly, that preferences are not ‘interpersonally compa-
rable’: there can be no meaningful comparison of one individual’s preferences relative to
those of another. Arrow (ibid., Ch. II, §1) believed that ‘utility’ is not meaningful beyond
its ability to account for individuals’ behaviour, and that an ordinal interpretation can
achieve this just as well as any other. He (ibid.) was even more dead set against interper-
sonal comparability of preferences. He argued that, even if we could measure more than
individuals’ ordinal preferences, the troubles caused by interpersonal comparison would
resign us to only using ordinal information anyway. The fact that different individuals
would have different utility functions outputting different values–––even when they agree
ordinally–––would introduce value judgments where Arrow wanted only measurement.
How should we trade-off one individual’s utility function for another’s? This problem is
avoided if we stick to ordinal, non-comparable information.

For these reasons, Arrow formalised preference via a ‘weak-preference relation’ R ⊂
(X ×X ). This a binary relation on X; a subset of ordered pairs of X’s elements. It
is ‘weak’ in the sense that it incorporates cases of strict preference, P , and indifference,
I.4 5

xRy means that x is either strictly preferred to y, or there is an indifference
between them; xPy means that x is strictly preferred to y; and xIy means that, on
aggregate, the individuals are indifferent between x and y. R is the relation output by
the aggregation function; the ‘group-level weak-preference relation’. Ri is individual i’s
weak-preference relation (ibid., Ch. 1 & §3). Since binary relations only either represent
the ordinal preference of an individual, Ri, or the group-level ordinal preference, R, weak-
preference relations allow no interpersonal comparability of preferences. They cannot

3 Individuals’ preferences are typically represented via utilities (Varian, 2014, p. 54), though not on
Arrow’s framework. The ordinal non-comparable form of individuals preferences allows for a repre-
sentation in terms of binary relations. However, it still makes sense to talk of ‘utilities’ as a short
hand for ‘preferences’ in the context of his framework. Furthermore, as Sen’s (1979; 1986) framework
shows, Arrow’s framework can be captured using utility functions–––so there is not a deep-seated
structural issue with this language.

4 xPy iff: (xRy ) ∧ (¬(yRx ) ).
5 xIy iff: (xRy ) ∧ (yRx ).
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represent claims like ‘Amanda’s level of preference for x is greater than Bob’s for y’,
because the weak-preference relation is not designed to apply to such cases.

Three axioms are explicitly built into Arrow’s weak-preference relation (ibid., p. 13):6

Reflexivity ∀x ∈X ∶ ( xRx )

Completeness ∀x, y ∈X � x ≠ y: ( xRy ) ∨ ( yRx )

Transitivity ∀x, y, z, ∈X ∶ � ( xRy ) ∧ ( yRz )� �⇒ �xRz�

Binary relations which meet these three axioms are ‘ordering’ relations (Sen, 1979, p. 9).7

The reflexivity axiom says that the indifference aspect of a weak-preference relation
holds between two identical alternatives. For example, recall (from section 6.1) the choice
faced by the members of the Bristol Film Club. Eric’s preference meets reflexivity iff
he is indifferent between each film and itself. Thus, he is indifferent between watching
Cosmopolis and Cosompolis, Goodfellas and Goodfellas, and Oldboy and Oldboy.

The completeness axiom says that there is a weak (strict or indifferent) preference
between all pairs of alternatives, as opposed to an inability to form one. For example,
Eric would prefer to watch Cosmopolis over Goodfellas, Goodfellas over Oldboy, and
Cosmopolis over Oldboy. Thus, his preference is complete. The transitivity says that
the relation of weak preference is transferred from a first alternative to a third, so long
as there is a chain of binary weak preferences linking the two. For example, Eric would
prefer to watch Cosmopolis over Goodfellas, and Goodfellas over Oldboy, then he would
prefer to watch Cosmopolis over Oldboy. These axioms have intuitive force, though their
application to theory choice will be questioned in chapter 8.

A set of individuals’ preferences is known as a ‘profile’, � R1, R2, . . . , Rn � = �Ri�.
Profiles are input into social-choice rules to derive a social preference. Unlike Bergson–
Samuelson social-welfare functions, Arrow’s (ibid., Ch. III, §1) social-choice rules can take
multiple profiles as inputs, rather than just one. Arrow rejected the Platonist view that
the “objective social good” is independent of the values and desires of the individuals

6 Arrow (1963, p. 13) only used two axioms: ‘connectedness’ and transitivity. Connectedness is the
combination of reflexivity and completeness: it is formally identical to completeness, only not defined
exclusively over cases where x ≠ y. This combined axiom is often used in modern microeconomics,
under the label ‘completeness’ (e.g. Jehle and Reny, 2011; List, 2013, §3).

7 Note that this applies to R but not to P (which violates reflexivity) or I (which violates completeness).
Still, R can still be seen as incorporating the other two relations in that (xPy ) �⇒ (xRy ), and(xIy ) �⇒ (xRy ).
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who constitute the relevant group. He sought to recapture the spirit of Bentham’s move
of defining the ‘social good’ in terms of the aggregation of the goods of individuals. But,
if we do not have knowledge of the preferences of individuals prior to selecting a social-
choice rule, then we need one which can accommodate multiple profiles. This seems to be
the way social choices are actually made. For example, governments do not ask citizens
to vote, and then decide what voting rule to use.

Let R denote the set of all logically possible orderings of X’s elements. R∗ ⊆ R

denotes the set of all ‘admissible orderings’; the set of all orderings meeting domain
restriction *. R∗n = (R∗ × . . . × R∗ ) denotes the set of all profiles. A social-choice rule
is a group-level-aggregation function, f ∶R∗n �⇒R (Gaertner, 2009, p. 20). It takes any
admissible profile, and returns a social ordering. It maps from the set of all admissible
profiles in order to leave social-choice rules’ domains an open question. Perhaps domain
restriction should be null, perhaps it should not. Either way, this (normative) issue is
not dictated by Arrow’s framework.

6.2.2 Arrow’s Normative Conditions

Whereas his framework defines what a social-choice rule is, Arrow’s (1963, p. 25, 27, & 30)
normative conditions are deployed to define the set of “reasonable” social-choice rules.
They are normative conditions, rather than ‘axioms’–––as they are sometimes called in
the literature–––because they do not define what a social-choice rule is. Instead, they
define the minimum rational constraints on social-choice rules, since they represent basic
aspirational properties for social-choice rules. The issue is not that social-choice theorists
who label the conditions ‘axioms’ have misunderstood their theory as a purely descriptive
one.8 The issue, as Morreau (2014, §3) points out, is that this terminology is misleading.
Arrow (ibid., p. 30-31) was aware of this issue, and named these normative properties
‘conditions’ because he saw them as “value judgments [that] could be called into question”.
Arrow viewed his own favoured conditions as ‘normative’, in the sense that they capture
general properties of “citizens’ sovereignty and rationality”.

We will not consider the set of conditions given in Social Choice and Individual Values,
as they are not the most parsimonious means of deriving the impossibility result (Arrow,
2008, §3). Following the trend of the literature, we consider this more parsimonious set
instead. Let R�x,y denote the ‘restriction’ of social ordering R to the alternatives x and

8 For example, Charles R. Plott (1976) outlines the normative character of Arrow’s conditions very
clearly, despite labelling them ‘axioms’, and labelling Arrow’s approach ‘axiomatic social choice’.
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y: the particular way that x and y are ordered by R. Whereas �Ri��x,y denotes the
restriction of profile �Ri� to alternatives x and y. With this noted, consider the more
parsimonious set of conditions:9

Unrestricted

Domain
R∗n = Rn

Weak Pareto ∀x, y ∈X; ∀i ∈ N ∶ (xPiy ) �⇒ (xPy )

Non-

Dictatorship
¬� ∃i ∈ N � ∀x, y ∈X ∶ (xPiy ) �⇒ (xPy )�

Independence

of Irrelevant

Alternatives

∀�Ri�, �Qi� ∈R
∗n
; ∀x, y ∈X ∶

� ( �Ri��x,y = �Qi��x,y ) �⇒ (R�x,y = Q�x,y )�

We will consider these conditions in turn and see if Arrow’s (1963, p. 30-31) claim that
they capture general properties of “citizens’ sovereignty and rationality” holds up.

Unrestricted domain (‘UD’) says that the domain of admissible profiles is the set
of all logically possible profiles. This condition clearly captures an aspect of individual
sovereignty: an individual should be able to have any preference they like. Yet, there are
reasons why we might consider restricting the domain. For example, Duncan Black (1958,
p. 8-9) argued that, in cases where a committee is choosing between alternatives which
can be represented numerically–––say, the yearly health care budget–––individuals will
tend to have an optimum numerical value in mind, either side of which is less preferred.
Consequently, we could exclude all preferences which do not have an optimum–––which
are not ‘single-peaked’–––from the domain. Yet, though there are prima facie legitimate
reasons for restricting the domain of social-choice rules, clearly the maximisation of
individual sovereignty is not among them.

Weak Pareto (‘WP’) says that if everyone strictly prefers x to y, then the social
ordering must rank x strictly above y. This is clearly a rationality condition. This
is easily seen when framed in terms of an analogous individual-level choice problem.
Imagine Cassie is choosing a flat, and has a set of criteria for doing so: location, price,
space etc. Imagine they all unanimously point to flat1 being superior to flat2. It would
be irrational for Cassie to define the choice in terms of the criteria, but then ignore
this unanimous strict preference. As it is on the individual level, so it is on the group

9 See Christian List (2013, §3.1).
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level. We cannot define a choice in terms of the preferences of individuals, only to ignore
unanimous strict preference which emerge.

Non-dictatorship (‘ND’) says that there does not exist an individual such that when-
ever they strictly prefer x to y, then x is guaranteed to be strictly preferred to y in the
social ordering. If ‘individual sovereignty’ is synonymous with ‘individual autonomy’,
then non-dictatorship captures an aspect of sovereignty, by ensuring that social decisions
are not dictated to individuals. More usually, non-dictatorship is characterised as a weak
fairness condition (Myerson, 2013, p. 314). Of course, these characterisations are not
mutually exclusive. Either way, non-dictatorship is entirely sensible to any democrat.

Independence of irrelevant alternatives (‘IIA’)–––sometimes referred to as ‘binary
independence’–––says that if two profiles contain exactly the same orderings regarding
x and y, then our social-choice rule must give the same social ordering of x relative to
y. More intuitively: whether or not x is weakly preferred to y in the social ordering
can depend only upon x and y’s relative positions in the individual orderings, and not
upon any other alternative, z. For example, whether or not Cosmopolis is ordered higher
than Goodfellas, in the Bristol Film Club’s social preference, can only depend upon the
members’ relative orderings of Cosmopolis versus Goodfellas, not upon where they order
Oldboy. Does it capture a property of individual sovereignty or rationality? Clearly
this condition has nothing to do with individual sovereignty. It concerns the parts of
individuals’ orderings to be used in aggregation, but its violation does not entail that
individual autonomy has been restricted. Does it capture a property of rationality? This
is a highly contentious issue (see subsection 7.2.2, section 9.1, and appendix K).

Having grasped the conditions, Arrow’s theorem can be stated:10

Arrow’s Theorem (Arrow’s
Framework, Social Choice)

For any social-choice case with a finite
number of individuals and at least three
distinct alternatives, no social-choice rule
meets all of Arrow’s conditions: UD, WP,
ND, and IIA

Clearly Arrow’s result is very troubling. If the framework captures the correct kind of
social-choice rule, and the conditions are all normatively justifiable, then a reasonable
social-choice rule is simply a will-o’-the-wisp, and our reverence of democracy is mis-
guided. This result has inspired a vast literature of responses. We will consider some of

10 See Gaertner (2009, §2.2-§2.4) for three accessible proofs of Arrow’s theorem. Masochists may wish
to study Arrow’s (1963, Ch. V, §3) own proof.
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these responses, imported into the theory-choice context, in chapters 7-9.

6.3 Okasha’s Application of Arrow’s Social-Choice Theory

Okasha’s (2011) application of social-choice theory to theory choice is initially unintu-
itive, since it does not focus on the obvious analogy between the two subjects. In the
introduction to this chapter, two analogies between social choice and theory choice were
outlined. The first analogy is between theory choice and a standard case of social choice:

Group-to-

Group

A scientific community’s theory choice can be represented
as a standard social-choice case, where individual scientists
have preferences regarding a set of alternatives (theories),
which need to be aggregated into a social preference

A focus on this analogy would lead to one applying the standard problem of social choice
directly to the context of theory choice (see subsection 6.4.5). Thus, one’s project would
concern how individual scientists’ preferences ought to be aggregated into a group-level
preference.

Instead of focusing on this obvious analogy, Okasha (ibid., p. 91) identifies an incon-
spicuous structural analogy between social-choice theory’s group-level aggregation prob-
lem and criterial-conflict accounts of individual-level theory choice. Prima facie, this may
seem questionable. Not only are the goals of individual-level theory choice and social
choice divergent; the referents of their central terms are too. A small conceptual leap
is required to reveal the analogy. The structural analogy holds between individual-level
theory choice and a contrived type of ‘social’ choice, wherein an individual scientist’s
theory-choice process is represented as if it were a social choice.

Group-to-

Individual

Individual scientists’ theory choices can be represented as
if the scientific criteria are individuals with ‘preferences’
regarding a set of alternatives (theories), which need to be
aggregated into an all-things-considered preference

This merely amounts to imagining that theories can be ordered according to how accurate,
consistent, fruitful, well-scoped, and simple (etc.) they are. In other words, each criterion
has a weak-‘preference’ relation.

(Recall, from section 6.1, that the group-to-individual analogy does not presuppose
that one’s analysis of theory choice focuses on the individual level. Clearly, the aggre-
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gation of theory rankings into an all-things-considered choice is something that occurs
purely on the individual level. However, it could also capture the pattern of choice at
the group level, so long as there is unanimity among scientists regarding their theory-
choice method. As will be explored in later chapters, Okasha has been criticised for
assuming unanimity at the group level, descriptively and/or normatively (Bradley, 2017,
§5-§6; Marcoci and Nguyen, 2019, §4). Meaning that he dismisses idiosyncrasy and lee-
way from theory choice, and so doesn’t follow the group-to-individual analogy closely
enough. These critiques are generally fair, although Okasha’s stance may be more an
artefact of the need for brevity on an already complex topic than a reflection of his deeply
held views. As will be shown throughout the next three chapters, the distinction between
individual-level theory choice and the group-level patterns created by those individual
choices is a useful one. However, Okasha’s innovation was already complex and (as shown
below) requires a great deal of unpacking, perhaps some of its clarity would have been
lost had he got bogged down in the issues that this distinction creates.)

To outline the weak-‘preference’ relation concept, other theory-choice analogues of
social-choice concepts need to be defined. Taking the place of the set of individuals, N ,
is the set of criteria C = { c1, c2, . . . , cn } (n ≥ 2). Moreover, if we take the standard set
of alternatives, X, to be the set of social choice alternatives, then we must define a set
of ‘theory-choice alternatives’–––a set of theories–––T = { T1, T2, T3 . . . , Tm } (�T � ≥ 2)
for the criteria to order. The theory-choice weak-‘preference’ relation, R ∈ (T × T ), is
formally identical to the social-choice weak-preference relation. Thus, it meets reflexiv-
ity, completeness, and transitivity (see subsection 6.2.1). What does ‘weak-‘preference’
relation’ actually denote? It cannot denote a criterion’s preference, since that would
be nonsensical. According to Okasha, a weak-‘preference’ relation orders theories by
how they ‘do’ by the relevant criterion. For example, if Ra denotes accuracy’s weak-
‘preference’ relation, then T1RaT2 means that T1 is at least as accurate as T2. However,
this characterisation is slightly misleading. This application of social-choice theory con-
cerns individual -level aggregation. The orderings given by the criteria’s weak-‘preference’
relations correspond to Kuhnian theory rankings. Recall (from section 2.6) that theory
ranking is a ‘leeway stage’: a stage of the theory-choice process regarding which there
is room for some legitimate disagreement between scientists. Subsection 3.4.2 argued
that cases of disagreement regarding the stages of the theory-choice process are fairly
prevalent. Thus, the weak-‘preference’ relation concept concerns how the theories ‘do’
by the relevant criterion according to an individual scientist. Consequently, scientist1’s
accuracy weak-‘preference’ relation might be different from scientist2’s.
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Okasha (ibid., p. 91-92) considers a counterexample to the view that all of the scientific
criteria can be represented via a weak-‘preference’ relation: the scope criterion. He
outlines an intuitive formal definition of ‘T1’s scope’: T1’s set of logical consequences,
CT1 . Given this definition, the proposition ‘T1 has at least as much scope as T2’ would
mean that CT2 ⊆ CT1 ; CT1 has at least the same elements as CT2 . If this definition is
correct, then scope’s weak-‘preference’ relation is incomplete, due to cases where CT1

and CT2 do not stand in a nested relationship to one another. I am not convinced that
scope provides a counterexample to this claim. There are several alternative definitions
of ‘scope’ which can be represented via a weak-‘preference’ relation. ‘T1’s scope’ could
be defined as either: the minimum number of propositions required to represent T1 or
the number of different topics which T1 touches upon. (See appendix I for more details).

With the weak-‘preference’ relation defined, Okasha (ibid.) defines a theory-choice
analogue of a social-choice rule. Let R denotes the set of all logically possible orderings
of T ’s elements. R∗ ⊆R denotes a subset of the set of all orderings which meets domain
restriction *. R

∗n
= (R

∗
× . . . × R

∗
) is the set of all profiles. A theory-choice rule is

an individual-level aggregation function, f ∶R∗n �→R. It takes any admissible profile,
�Rc�, and returns an all-things-considered ordering.

Okasha (ibid., p. 92-93) then defines the theory-choice analogues of Arrow’s normative
conditions:

Unrestricted

Domain
R
∗n
= R

n

Weak Pareto ∀T1, T2 ∈ T ; ∀c ∈ C ∶ (T1PcT2 ) �⇒ (T1P T2 )

Non-

Dictatorship
¬� ∃c ∈ C � ∀T1, T2 ∈ T ∶ (T1PcT2 ) �⇒ (T1P T2 )�

Independence

of Irrelevant

Alternatives

∀�Rc�, �Qc� ∈R
∗n
; ∀T1, T2 ∈ T ∶

� ( �Rc��T1,T2 = �Qc��T1,T2 ) �⇒ (R�T1,T2 = Q�T1,T2 )�

UD is the theory-choice analogue of UD. It says that the domain of admissible profiles is
the set of all logically possible profiles of criteria’s theory orderings. WP becomes WP :
if all criteria order one theory strictly over another, then so does the all-things-considered
ordering. ND becomes ND: there does not exist a criterion such that whenever it orders
one theory strictly over another, then so does the all-things-considered ordering. IIA



Chapter 6. Arrow’s Social-Choice Theory and Its Application to Theory Choice 168

becomes IIA, which says that the all-things-considered ordering of T1 and T2 should
depend only upon their positions in individual criteria’s orderings, and not upon the
position of any other theory in those orderings.

Okasha (ibid.) considers whether the appeal of Arrow’s conditions survives their
importation into the theory-choice context. He holds that, prima facie, UD is “unex-
ceptionable”. That is, as long as the theory orderings of certain criteria aren’t inversely
related. For example, if the scope ordering is inversely related to the accuracy ordering,
then some logically possible orderings will never arise. Even if this is the case, perhaps
we still want to accept UD. For, the evidence set that a theory choice is based on can
change, and with it the theory orderings themselves. As long as it is possible that the
evidence set changes such that any (e.g.) scope ordering is possible, then any inversely
related accuracy ordering will also be possible. The reasonableness of WP also survives
importation into theory choice. So much so that WP seems “undeniable”. ND also
seems indispensable given that �C� > 1. Of course, a dictatorship allows more than one
criterion to help determine the all-things-considered ranking, as sometimes the dictating
criterion will be ‘indifferent’ (ibid., p. 96). Yet, if we think that all other deployed cri-
teria should not be used merely as tiebreakers, then ND is required. Regarding IIA,
Okasha (ibid., p. 93) highlights its intuitive strength, concluding that it is also a necessary
condition for a reasonable theory-choice rule.

Unfortunately, if the appeal of these conditions survives their importation into the
theory-choice context, then so does Arrow’s theorem:

Arrow’s Theorem (Arrow’s
Framework, Theory Choice)

For any theory-choice case with a finite
number of criteria and at least three dis-
tinct theories, no theory-choice rule meets
all of Arrow’s conditions: UD, WP ,
ND, and IIA

Okasha (ibid., p. 93-94) contrasts this with Kuhn’s ‘no-unique-algorithm’ thesis (his term
for Kuhn’s no unique method thesis; see quotation 1 in chapter 1, and subsection 2.5.2).
The application of Arrow’s theory to theory choice provides us with another ‘no algo-
rithm’ thesis; one which implies the opposite of Kuhn’s. As noted in this chapter’s
epigraph, Kuhn characterised theory choice in terms of a superabundance of reasonable
theory-choice rules. By contrast, the Arrovian characterisation of theory choice is of a to-
tal deprivation of reasonable theory-choice rules. The problem of dealing with the threat
that this impossibility result poses to scientific rationality was termed ‘no rational rule’



169 6.4. Foundation Issues in the SCTC programme

in chapter 1. In introducing this result, Okasha launched the SCTC programme.

6.4 Foundation Issues in the SCTC programme

The last section outlined Okasha’s application of Arrow’s account of social-choice the-
ory to theory choice. This section considers some conceptual issues motivated by this
application. As in the rest of this thesis, the discussion is weighted towards the consider-
ation of no rational rule with regard to Kuhn’s criterial-conflict account.11 Subsection
6.4.1 considers the relationship between the terms ‘theory ranking’ and ‘theory ordering’.
Two questions are considered. Firstly, does the term ‘theory ranking’ comes loaded with
social-choice-theoretic assumptions? Secondly, if so, does the use of the term ‘theory
ranking’ beg the question in favour of the SCTC programme? It is argued that ‘theory
ranking’ does come loaded with such assumptions, but this does not beg the question,
as these assumptions are arguably present in Kuhn’s work. Subsection 6.4.2 considers
the relationship between theory-choice rules and theory-choice methods. It is argued
that Okasha’s (2011, p. 93-94) main comparison between these concepts is slightly mis-
taken. Subsection 6.4.3 contrasts two approaches to judging solutions to no rational

rule: ‘idealised’ and ‘process’ approaches. It is argued that the process approach is more
appropriate, especially given the commitments of this project. Subsection 6.4.4 consid-
ers the extent to Okasha’s application of social-choice theory to theory choice concerns
accounts of theory choice beyond Kuhn’s. It is highlighted that Okasha’s arguments
apply equally to all criterial-conflict accounts. Finally, subsection 6.4.5 considers the
problem of group-level aggregation of theory choices. It is argued that, although group-
level aggregation of theory choices is a legitimate problem, it is not as pernicious as the
individual-level aggregation problem.

6.4.1 Theory Rankings Versus Theory Orderings

In section 2.6, ‘theory ranking’ was given as the label for Kuhn’s second leeway stage.
The application of Arrovian social-choice theory to theory choice (see section 6.3) brings
with it a different term: ‘theory ordering’. This term is used because criteria’s weak-
‘preference’ relations are ordering relations: relations which meet reflexivity, complete-
ness, and transitivity. This difference in terminology brings up two questions. Firstly,
what difference is there between a theory ranking and a theory ordering? Secondly,
if there is a difference, then surely ‘theory ranking’ comes loaded with social-choice-
11 See chapter 1 and section 3.5 for a justification of this focus.
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theoretic assumptions; thus, does it not beg the question to use this label for Kuhn’s
leeway stage?

In answer to the first question, the term ‘ranking’ is arguably equivalent to the term
‘ordering’. For, the act of providing a ranking seems to require that reflexivity, complete-
ness, and transitivity are met. The intuition behind this claim relies upon a particular
account of what constitutes a ranking. Arguably, a ranking is a tool used to achieve
certain goals through the comparison of alternatives via arranging them in hierarchies.
Moreover, an alternative’s relative position in such a hierarchy indicates its value. Since
a ranking is a tool used to achieve certain goals, something cannot be a ranking if it is
not operationalisable. Something which does not fit alternatives into a hierarchy, such
that their relative position is a guide to their value, cannot be operationalised.

On this account, it would be nonsensical for anyone to claim to have ranked a set
of alternatives without meeting all of the ordering axioms. Reflexivity just ensures that
every alternative has a determinate position in the hierarchy. If this were not ensured,
then alternatives could have contradictory positions. A contradictory ‘hierarchy’ is not
operationisable. Completeness just ensures that all alternatives are incorporated within
the hierarchy. It would be nonsensical to claim to have ranked x and y, when they
cannot be positioned in the same hierarchy relative to one another. Finally, transitiv-
ity just ensures that preferences/‘preferences’ are structured in a hierarchy rather than
‘cyclically’. (A cyclical preference/‘preference’ has the form: x is preferred to y and y

to z, but z is preferred to x.) A hierarchy cannot be cyclical, it must have a definite
direction of value. Moreover, because they lack this definite direction of value, cyclical
preferences/‘preferences’ are contradictory, and so cannot be operationalised in the way
necessary for them to count as rankings. ‘x is preferred to y’ is supposed to mean that
x has greater value than y. Yet, a cyclical preference/‘preference’ holds both that x has
higher value than y and that y has higher value than x. Such a contradictory set of
propositions fails as a problem-solving tool. In summary, for something to count as a
ranking, it must meet all of the ordering axioms, and so there is arguably no difference
between a theory ranking and a theory ordering.

Regarding the second question, if no evidence of these social-choice-theoretic assump-
tions can be found within Kuhn’s work, then the label ‘theory ranking’ does beg the
question in favour of the application of social-choice theory. However, such evidence is
there to be found in Kuhn’s work. Kuhn’s (1977b, p. 323-324) view is consistent with
the arrangement of theories in a hierarchy, because he was interested in the compari-
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son of theories, according to criteria, via ‘more than’, ‘equal to’, or ‘less than’ relations.
For example, he was happy to state that Kepler’s theory was more “more accurate”
than Ptolemy’s. He also stated that Copernicus’ theory “was the simpler” with regard
to mathematical parsimony, meaning it was more mathematically parsimonious. Thus,
when discussing the leeway stage that we have labeled ‘theory ranking’, Kuhn charac-
terised the comparison of theories as the arrangement of theories in a hierarchy in order
to achieve the goal of choosing an appropriate theory (given scientists’ idiosyncratic
influences). Furthermore, since the scientific criteria used to compare theories indicate
virtuous aspects those theories, a theory’s relative position in a hierarchy is an indication
of its value. As we have agreed, if the processes of comparing theories via arranging them
into hierarchies–––whereby an alternative’s relative position indicates its value–––is to
be operationalisable, then the hierarchies must meet reflexivity, completeness, and tran-
sitivity.

Moreover, Kuhn’s (1996, p. 147) characterisation of scientists’ ‘theory rankings’ fits
neatly with Arrow’s (1963, Ch. II, §1) characterisation of individuals’ preferences. Kuhn
believed that theory rankings can only encompass information regarding whether theories
do better or worse by the relevant criteria. They can be “no more precise” than this.
In other words, like Arrow, he held that theory rankings are ordinal.12 Moreover, he
characterised the theory ranking process as one which is carried out “when theories are
taken collectively or even in pairs”.13 This fits the pairwise structure of orderings.

Therefore, in answer to this section’s questions, there is no difference between a theory
ranking and a theory ordering, and ‘theory ranking’ does come loaded with social-choice-
theoretic assumptions. However, use of the label ‘theory ranking’ does not beg the
question in favour of the application of social-choice theory to theory choice. The label
is appropriate given that Kuhn characterised (what we have labelled) ‘theory rankings’
as theory orderings.

In subsequent sections, it will be necessary to refer to a more generalised forms of
‘ranking’, which does not necessarily meet all of the ordering axioms–––an ‘arrangement’.

12 Morreau (2015, p. 5-6) pointed this out first.
13 My emphasis.
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6.4.2 Theory-Choice Rules Versus Theory-Choice Methods

In some sense, Kuhn anticipated Okasha’s theory-choice rule concept. In his Bayesian
argument in favour of the no-convergence thesis (see section 2.6), he recognised that
there was something important beyond a scientist’s criteria set, theory rankings, and
criteria weightings. Namely, a means of moving from the a set of theory rankings to an
all-things-considered choice. This is more grist to Okasha’s mill. Furthermore, Okasha’s
theory-choice rule concept arguably reveals a serious limitation with Kuhn’s Bayesian
argument in favour of the no-convergence thesis: it fails to live up to the spirit of this
thesis, because it assumes a universal theory-choice rule. Yet, social-choice theory tells
us that there are an enormous number of means of moving from a set of theory rankings
to an all-things-considered choice. Without an empirical reason for supposing that the
Bayesian rule is favoured by scientists, there is no reason to give any special credence to
the claim ‘scientists (on aggregate) use the Bayesian theory-choice rule’. We will return
to this issue in chapter 10.

Despite this, it might be contended that Okasha’s main comparison between Kuhn’s
and Arrow’s work–––which is arguably the organising principle of his paper–––is slightly
mistaken. Okasha (2011, p. 93-94) contrasts Kuhn’s no-unique-algorithm thesis–––his
term for Kuhn’s no-unique-method thesis–––with his own ‘no algorithm’ thesis–––his
term for no rational rule. He argues that the characterisations of theory choice which
underlie these theses are “diametrically opposed”. Kuhn characterised theory choice in
terms of a superabundance of reasonable theory-choice rules, whereas the Arrovian view
characterises theory choice in terms of a total deprivation of reasonable theory-choice
rules.

This is arguably a mistake. By ‘algorithm for theory choice’ Kuhn meant scientists’
entire theory-choice method:

“There is no neutral algorithm for theory-choice, no systematic decision procedure which,
properly applied, must lead each individual in the group to the same decision.” 14

Quotation 12: Kuhn’s no-unique-method thesis

Thus, a Kuhnian algorithm–––if properly applied–––would lead all scientists to the same
choice. This is different than Okasha’s ‘theory-choice algorithm’, which is simply a
function for moving from a set of theory rankings to an all-things-considered choice (a
‘theory-choice rule’). Two scientists could share the same theory-choice rule but arrive
14 My emphasis.
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at different all-things-considered choices. They could not share the same theory-choice
method but arrive at different all-things-considered choices (see section 10.3).

Despite this, Okasha’s main comparison between Kuhn’s and Arrow’s work is as-
tute, when characterised broadly. Kuhn’s characterisation of theory choice is optimistic,
whereas the Arrovian characterisation is pessimistic. Furthermore, despite the fact that
the two characterisations are focused on different concepts within theory choice, they still
work in opposition. If Kuhn is correct, then there must be at least one reasonable theory
choice rule. (This is entailed by there being many reasonable theory choice methods.)
If the Arrovian characterisation is correct, then there cannot be an overabundance of
reasonable theory choice methods. In fact, there cannot even be one. (This is entailed
by there being no theory choice rule which meet the minimum rational constraints on
theory choice.)

Finally, a curious feature of theory-choice rules–––which we will ignore until chapter
10–––should be noted. A theory-choice rule incorporates criteria weighting within it (see
subsection 8.1.6). This raises a conundrum from the point of view of Kuhnianism: should
criteria weighting, as an autonomous theory-choice stage, be jettisoned? In Chapter 10,
it is argued that we do not have to jettison criteria weighting as an autonomous stage.

6.4.3 Solving No Rational Rule: Idealised Versus Process Approaches

Arrow’s impossibility result is a normative phenomenon; no social-/theory-choice rule can
meet all of the conditions that we think (at a minimum) it should. Thus, no rational

rule is unequivocally a normative problem. However, this clarity regarding how to
categorise the problem does not lead to clarity regarding how to go about solving the
problem. The impossibility result necessarily holds if we subscribe to Arrow’s framework
and his conditions. Thus, any solution to no rational rule must come in the form of
what Okasha (2011, §5) refers to as an “escape route”: a justification for jettisoning some
aspect of Arrow’s framework, or one of his conditions.

There are two salient approaches to judging solutions to no rational rule: the ‘ide-
alised approach’ and the ‘process approach’. In the same way that no rational rule

is a problem imported from social-choice theory, the idealised approach to judging solu-
tions to this problem simply imports the approach that has been taken in the standard
social-choice-theory literature to the theory-choice context. This strategy judges escape
routes to the impossibility result solely on the basis of their ability to maintain as many
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of Arrow’s framework and conditions as possible whilst explaining away the normative
significance of the jettisoned aspects. The process approach is slightly more complex. It
judges escape routes to the impossibility result both on the basis of their normative jus-
tification (the idealised approach’s criterion) and on the basis of how cognitively realistic
they are.

The process approach is superior to the idealised approach. The foundational intuition
of this project is that solutions the problems faced by both Kuhnian historicism and the
SCTC programme are made more easily attainable by drawing them closer together (see
chapter 1). In the context of no rational rule, this means that our approach to judging
escape routes should take the goals of Kuhnian historicism into account. Recall, from
section 2.2, that Kuhn’s most persuasive reason for rejecting the discovery-justification
distinction was normative. An account of theory justification which failed to accept
that subjective factors are pertinent will fail to account for theory incubation, which is
a necessary condition for science’s long-term success (see section 2.7). This means that
even a normative account of theory choice needs to pay attention to the subjective factors
which influence scientists’ choices. In section 4.4, it was argued that Kuhnianism and
the bounded-reasoning programme share some similarities. Each starts with a descriptive
model, which attempts to provide a cognitively accurate account of reasoning: a ‘process
model’. They then give a normative extension of this descriptive model, which clings to
the descriptive detail in providing prescriptions. Thus, their normative extensions can
also be viewed as process models. The superiority of process models over idealised models
was then captured via a guideline which any solution to this project’s main problems must
adhere to:

Guideline2 Ceteris paribus, avoid idealised modelling assumptions

Thus, a clear line of reasoning throughout this project motivates the power of pro-
cess models over idealised models, even in the normative domain. The power of process
models is maintained when considering no rational rule. The idealised approach works
well in the social-choice context, as the group-level aggregation process is not a cognitive
process.15 In the theory-choice context, the approach needs to be tweaked to acknowl-
edge that individual-level aggregation is a cognitive process. Individual scientists engage
in individual-level aggregation in the face of cognitive limitations and contextual factors
(such as the differences in their subjective factors and theory-choice processes). Note,

15 Note that this is different from claiming that social-choice rules are not the result of cognitive pro-
cesses.
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however, that the process approach need not weaken the justificatory requirement that
any escape route must meet. Indeed, the particular version of the process approach ad-
vocated for here actually strengthens it. Not only must potential escape routes maintain
as many of Arrow’s framework and conditions as possible whilst explaining away the
normative significance of the jettisoned aspects, they must also be realistic.

Though the explicit presentation of these two approaches is original to this project,
the process approach has been adopted by multiple philosophers when assessing escape
routes to no rational rule. For example, Okasha (ibid., §7) judges his favoured escape
route partly by how realistic it is, as well as its normative strength. However, keeping this
approach explicitly in mind reveals new avenues for critiquing the escape routes proposed
in the literature. (Even those proposed by those following the process approach.)

6.4.4 The Goal of Okasha’s Project

Kuhn’s criterial-conflict account is Okasha’s (2011, §2 & §4) main instrument in setting
up his application of social choice to theory choice. Yet the goal of his project is not
to give a social-choice characterisation of Kuhn’s criterial-conflict account specifically.
His goal is the application of social-choice theory to accounts focused on “[t]he idea that
theory choice is based on multiple criteria that may pull in different directions” (ibid.,
p. 87). This is not unique to Kuhn’s criterial-conflict account. Indeed, Okasha cites the
accounts of inference to the best explanation given by Paul Thagard (1978) and Lipton
(2004b), and the accounts of Bayesian confirmation theory given by Colin Howson and
Peter Urbach (2006) and Earman (1992) as other criterial-conflict accounts of interest.
He (ibid., §8) goes on to use Bayesianism as a case study to illustrate the effectiveness
of his favoured escape route to the impossibility result.

I agree with Okasha that Kuhn’s project has flaws (see chapter 3). I am not certainly
not uncritically wedded to every aspect of his criterial-conflict account. I also agree that
the domain of theory-choice applications for social-choice theory is larger than Kuhn’s
account. However, since Kuhn’s criterial-conflict account of science is (roughly) justified
(again, see chapter 3), we will keep Kuhnianism centre-stage in considering solutions to
no rational rule.
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6.4.5 Group-Level Aggregation and Theory Choice

Almost all of the literature produced by the SCTC programme has focused exclusively
on the individual-level aggregation problem illuminated by the group-to-individual anal-
ogy. A notable exception is Wulf Gaertner and Nicolas Wüthrich’s (2016, §5) discussion
of group-level aggregation of theory choices. This case aside, further analysis of the
group-level aggregation of theory choices–––the problem illuminated by the group-to-
group analogy–––seems warranted. For, if we manage to escape the individual-level
impossibility result, it seems reasonable to assume that, surely, it simply re-emerges at
the group-level. Given this project’s limited scope, we cannot give a detailed analysis
of this problem. However–––despite the evident worthiness of further research on this
topic–––there are several reasons to think that group-level impossibility result is not as
pernicious as the individual-level result. Firstly, we consider what the application of
social-choice theory even represents in the theory-choice domain. It is argued that it
might be used to capture how scientists, on aggregate, see the state of play of a given
theory-choice problem. Secondly, we analyse how capturing the state of play of a given
theory-choice problem. It is argued that this process fits neither with Arrow’s framework
nor with his IIA condition. Thirdly, one might reasonably wish to alter the group-level
aggregation process such that it more closely resembles the problem posed by Arrow.
This reignites the impossibility problem. However, it is argued that–––since group-level
aggregation of theory choices is just a special case of Arrow’s problem: group-level aggre-
gation of preferences (see appendix J)–––the escape routes devised for Arrow’s problem
are directly applicable to this case.

The first important issue is what the application of social-choice theory/formalism
even represents in the theory-choice domain. To be sure, given the group-to-group anal-
ogy, it represents some aggregation of individual scientists’ preferences into a social pref-
erence. However, what is this being used to capture? Presumably, it might be used
to capture how scientists, on aggregate, see the state of play of a given theory-choice
problem. However, if so, there are several important things to note. One is that the
ability to apply such a process does not led renewed credence to the Laktosian solution
to conflicting scientific rationality (considered in section 5.2). The ‘objective score-
board’ that this escape route proposes is not provided by social-choice theory. There are
many ways to aggregate individuals’ preferences and social-choice theorists are divided
regarding the best normative conditions to impose on any such social-choice rule–––and,
to some extent, what framework assumptions to impose. What it might be able to do,
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however, is provide some indication–––depending on how sensitive the result is to swap-
ping out one highly regarded social-choice rule for another–––of the minimum consensus
within a scientific domain (see section 5.4). Another thing to note is that, in applying
social-choice theory to science in this way, we should not expect it to settle debates. This
is partly because of the subjectivity built into the social-choice process (as noted above)
and partly the leeway built into scientific rationality. Thus, it does not remove the need
to care about conflicting scientific rationality nor unhelpful scientific rational-

ity. Indeed, when considering the latter in chapter 10, persuasion, communication, and
co-production are the focus, not group-level aggregation.

How is the actual how state of play of a given theory-choice problem captured? Oc-
casionally, there are surveys of expert opinion which formally quantify a sample of scien-
tists’ theory choices. These studies seem particularly prevalent in politcally controversial
theory-choice cases. One case (covered in section 3.1) concerns the numerous studies
which attempt to determine the proportion of relevant scientists who accept the hypoth-
esis that recent global warming is human-caused. Another is Heiner Rindermann et al.’s
(2020) survey of intelligence researchers’ opinions on a range of hypotheses. However,
note that these are polls which aggregate a sample of the relevant scientific community’s
choices. They do not aggregate the theory choices of the entire relevant community.

Generally, there is no formal group-level aggregation process. The emergence of a con-
sensus is inferred on the basis of inductive reasoning regarding the number of scientists
who choose to work on, and pay lip-service to, each theory. This means that how the
state of play of a given theory-choice problem is intuitively–––in scientists’ heads, rather
than formally–––captured is not in line with Arrow’s version of social-choice theory. Ar-
rovian social-choice rules are functions which map from the set of all admissible profiles
of orderings to the set of all orderings. Whereas, the intuitive aggregation of scientists’
theory choices only takes account of their top choices, not their all-things-considered or-
derings.16 For, this is all that can be assessed from the number of scientists who choose to
work on, and pay lip-service to, each theory. This yields information regarding individual
scientists’ top choices. This information could be used to determine a group-level order-
ing of the contending theories. However, it is questionable whether this informal process
actually yields this output. Of course, a formal study could aggregate from the set of all
admissible profiles of top choices to the set of all possible orderings. Such a social-choice
rule is possible. (For example, ‘first-past-the-post’ is a social-choice rule which does just

16 Even the formal studies on scientists’ theory choices do not–––at least, typically–––ask scientists to
order the competing theories.
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this.) However, it is unclear whether, across all scientific domains, the members generally
have an understanding of the group-level ordering of the contending theories, over and
above the group-level top choice. I suspect that this is a level of granular detail which is
lost when scientists make these intuitive inferences.

In light of this, scientists’ intuitive inferences regarding how well supported the dif-
ferent theories are does not seem to fit the Arrovian model. Furthermore, one of Arrow’s
conditions is irrelevant on a framework defined by social-choice rules which only take ac-
count of scientists’ top choices: IIA. IIA requires that x and y’s relative ordering in the
group-level preference depend only on their position in the individuals’ orderings. This
condition imposes a requirement on the information input into, and output from, social-
choice rules: both must concern orderings. Yet, a top choice is not an ordering. Thus,
IIA is unsuited to frameworks which define a social-choice rule as either: a mapping
from the set of all admissible profiles of top choices to the set of all possible orderings or
a mapping from the set of all admissible profiles of top choices to the set of all possible
top choices.

A reasonable response would be to argue that group-level aggregation may not actu-
ally fit with Arrow’s version of social-choice theory, but it should. Arrow’s framework is
superior in that it utilises ordering information. Scientific communities would be better
served by having accurate information regarding how their members order the competing
theories (both individually and collectively). Many–––including myself–––would argue
that this more specific information regarding scientists’ theory choices is intrinsically
valuable. Beyond this, it also has clear instrumental value in several key areas. For one
thing, such information would prove useful for those deciding how to allocate research
funding.17 Such information would also prove useful for educators deciding which theories
to cover in curricula, thereby ensuring that trainee scientists receive an education that
is representative of the relevant scientific community’s views. In some circumstances,
it would also provide more power to the advocates of theories with minority support.
Imagine, for example, that instead of knowing simply that T1 is not the community’s
top choice, T1’s advocates knew that a healthy (minority) proportion of the community

17 There is reason to think that, at least some, research funding should be allocated by lottery. Donald
Gillies (2014) argues that lottery allocation is superior to peer-reviewed allocation. (Though he (ibid.,
§6) suggests it could be tested to see if it has undesirable secondary consequences.) Shahar Avin (2018,
§5) argues that there are cases–––such as the funding of extremely expensive projects–––for which
lottery allocation would not be reasonable. This more-specific information might be useful for cases
where lottery allocation would not be reasonable. Furthermore, such information would also allow for
funding models which fall in between the extremes of peer-review allocation and lottery allocation,
such as allocation proportional to community support.
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favoured it. This information would incentivise T1’s advocates to organise. They might
arrange conferences, press for special issues in leading journals, and/or develop new re-
search proposals (etc.). Thus, the Arrovian framework would provide a far more desirable
level of information for group-level aggregation in the theory-choice context.18 Still, it
seems that only samples (which capturing ordering information) would be needed–––not
a community-level social-choice process.

Still, we might characterise such a sampling process as one where N represents a
sample, rather than the entire community. A commitment to Arrow’s framework allows
the threat of an impossibility result to reemerge at the group level. This is not surprising,
as group-level aggregation of theory choices is simply a special case of Arrow’s problem:
group-level aggregation of preferences (see appendix J). However, the threat posed by the
impossibility result at this level is not as severe, because we can simply utilise the work
that social-choice theorists have done to solve this problem. Though there is certainly
debate within the literature, my view is that Saari’s (2001) solution is the best. Saari
argues that IIA should be jettisoned due to its tension with the transitivity axiom. (See
appendix K for an outline of this escape route.)

6.5 Summary: The Paradox of No Rational Rule and Its
Death by Several Cuts

This chapter has outlined the basics of Arrow’s approach to social-choice theory, with
particular attention paid to his framework, conditions, and the impossibility result which
follows from them. The application of social-choice theory to theory choice was also
considered. Two analogies between theory choice were outlined. The group-to-group
analogy recognises that social choice and group-level theory choice are related qua being
group-level aggregation processes. The group-to-individual analogy recognises that social
choice and individual-level theory choice are related qua being aggregation processes; the

18 As will be covered in section 7.1, Amartya Sen (1979) provided a distinct framework for social choice
which allows for richer informational assumptions than ordinal non-comparability. Meaning that
greater intensity and comparability of preferences can be measured. Such a move might be desirable
in allowing super-ordinal preference information to be measured. However, as covered in subsection
7.1.5, it is the removal of the non-comparability assumption that is required in order to allow social-
choice rules to meet (analogues of) all of Arrow’s conditions. Whilst interpersonal comparability of
preferences is possible (Binmore, 2009, §4)–––via ‘extended sympathy’ (empathy)–––it is a subjective
affair, and an unfeasible undertaking for those generating data on scientists’ theory choices. Thus,
even those who prefer Sen’s framework for group-level aggregation of theory choices still need to
grapple with the choice between (analogues of) Arrow’s conditions.
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former a group-level process, the latter an individual-level process. Okasha’s application
of social-choice theory to theory choice focuses on the group-to-individual analogy. In
this context, Arrow’s framework defines what a theory choice rule is: a mapping from
the set of all admissible profiles of theory rankings to the set of all theory rankings.
Given this framework and the theory-choice analogues of Arrow’s conditions, Arrow’s
impossibility result follows, leading to no rational rule.

Despite the progress made in understanding the application of social-choice theory
to theory choice, and how the impossibility result comes about, we end this chapter in
quite a paradoxical position. The historical record points towards scientific criteria as
the main instrument of theory choice. This has resulted in criterial-conflict accounts of
theory choice. Okasha shows that, in order to formally cash out these accounts, we must
commit to a further concept: the theory-choice rule. Yet, upon listing the conditions
which we want our theory-choice rule to meet, we find that it cannot possibly meet all of
them at once. A series of apparently reasonable judgments have led us to a conclusion
which cannot be true. Scientists definitely have methods for choosing between theories.
Furthermore, we generally assume that such methods meet all of the minimum necessary
conditions for being reasonable–––or, basic aspirational properties. And our reasons for
this assumption are in line with Kuhn’s (1996, p. 207-208) argument that the success
of science shows that normative scientific methodology follows from descriptive scientific
methodology. An impossibility result does not seem plausible, and yet it is the conclusion
of a seemingly reasonable argument. Thus, no rational rule is a paradox in need of a
solution.

In the next three chapters we will consider various ‘escape routes’ to this problem.
Taking for granted that it is correct to allow the historical record and this project’s
account of scientific rationality (see chapter 4) to point us towards criteria as the main
instrument of theory choice, and that this points us towards a criterial-conflict account,
then the formal analogy between social choice and theory choice holds, and so the problem
must lie within either the framework assumptions which define a theory-choice rule, or
the conditions which define the set of minimally reasonable theory-choice rules. Chapter
7 considers two escape routes, each of which challenge the informational assumptions
implicit in Arrow’s framework. Chapter 8 reviews two escape routes which each jettison
one of Arrow’s framework axioms. Chapter 9 looks at three escape routes which each
jettison one of Arrow’s conditions.

In subsection 6.4.3, it was agreed that the best approach to judging solutions to no
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rational rule is the process approach. Thus, escape routes are to be judged both on the
basis of their normative justification and how cognitively realistic they are. The conclu-
sion reached, via providing a process-centered assessment of the escape routes presented
in chapters 7-9, is that no rational rule dies a death by several cuts, rather than a sin-
gle blow. More expansively, no single escape route provides a universal explanation for
how individual scientists avoid the impossibility result. Different explanations are suited
to different individuals, in different contexts. For example–––as argued in subsection
7.1.10–––richer informational assumptions are realistic for certain scientists considering
certain theory-choice problems. However, for other scientists, in other situations, such
assumptions are not realistic. These scientists escape no rational rule via some other
route.

Initially, it might be thought that the death-by-several-cuts argument doesn’t work.
For, aren’t some of these different escape routes inconsistent? For example, accepting
richer informational assumptions means giving up on Arrow’s framework, so how can
this be consistent with an escape route which sticks with Arrow’s framework but gives
up one of his normative conditions? This counterargument enjoys some limited success
at the individual level, but none at the group level. For example, it is inconsistent for
scientist1 to both jettison Arrow’s framework for a richer one and keep his conditions
defined on that framework (since they do not make sense except on Arrow’s framework).
However, it is not inconsistent for scientist1 to accept framework which allows for richer
informational assumptions and jettison certain analogues of Arrow’s conditions defined
on this new framework. Furthermore, it is all a matter of context. If scientist1 is presented
with a theory-choice problem at time1 and does not have access to richer information in
that context, then an escape route which appeals to richer information is unworkable.
However, if he encounters a different theory-choice problem at time2 and does have
access to richer information in that context, then an escape route which appeals to richer
information becomes viable. A scientist need not subscribe to one, and only one, escape
route–––for all contexts and for all time. Different escape routes will be suited to different
contexts. At the group level, this counterargument totally fails. It is not inconsistent for
the individuals who make up a community of scientists to subscribe to different escape
routes. The main issue becomes whether a proposed escape route falls within the bounds
of rational leeway. If it does, then the escape route is viable for some scientists, in some
contexts. If it does not, then it is viable for no scientists, no matter the context. The
death-by-several-cuts argument maps out the proposed escape routes which fall within
rational leeway, and differentiates them from those that do not.





Chapter 7.

Escape Routes I: Challenges to Arrow’s
Informational Assumptions

Arrow’s theorem can be interpreted. . . as a
demonstration that even some very weak
conditions. . . cannot be simultaneously satisfied
in a world of such informational privation

Amartya Sen
Collective Choice and Social Welfare

This chapter considers the extent to which no rational rule can be escaped via chal-
lenging Arrow’s informational assumptions. Okasha’s (2011) escape route is considered
in section 7.1. He follows Sen (1979) in enriching Arrow’s informational assumptions,
arguing that this move enjoys context-dependent success. For the most part, I agree
with Okasha’s argument. A counterargument, courtesy of Patrick and Hodesdon (2017),
is outlined in section 7.2. Their main point is well taken, though they overstate its
justification.

Two papers relevant to this topic are not discussed. Jacob Stegenga (2015, §4-6)
argues that Okasha’s escape route fails, as it only allows for the avoidance of Arrow’s
theorem in a select few cases. Okasha (2015, §2) argues convincingly that the real
substance of Stegenga’s attack fails to identify anything beyond the limitations he has
already pointed out. I have nothing to add to Okasha’s analysis, so Stegenga’s argument
will not be considered here. Gaertner and Wüthrich (2016) focus on the task of modelling
theory choice using social-choice formalism. For reasons of scope, rather than quality,
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their argument is not considered in any detail in this project.1

7.1 Okasha’s Escape Route

Okasha (2011) considers three types of escape route to the impossibility result. The
first (ibid., p. 94-95) is to restrict �T � to 2, as Arrow’s theorem requires �T � ≥ 3. This is
rejected, because only large-scale theory choices–––such as Lorentzian ether theory ver-
sus special relativity–––reliably concern only two competing theories. Quotidian theory
choices–––such as a choice between statistical models–––often involve far more than two
contenders. A second potential escape route would be to jettison a normative condition.
Okasha (ibid., p. 95-96) considers the option of jettisoning ND, but ultimately rejects it
(see subsection 9.2.1 for more details). Okasha’s preferred escape route involves switch-
ing from Arrow’s framework to Sen’s. The basic formalism of this framework is covered
in subsection 7.1.1. In subsections 7.1.2-7.1.4, the role of informational assumptions is
unpacked. Subsection 7.1.5 outlines some salient possibility and impossibility results
given (analogues of) Arrow’s axioms on Sen’s framework. Okasha’s application of this
framework is outlined in subsection 7.1.6. This application yields an escape route to
the impossibility result in the theory-choice context. Subsection 7.1.7 argues that the
term ‘theory scoring’ should be used in place of ‘theory ranking’ when considering theory
choice on Sen’s framework. Subsection 7.1.8 outlines and assesses Okasha’s approach
to judging escape routes to no rational rule. Subsection 7.1.9 argues that Okasha
underestimates the number of cases where the most-accurate scale of measurement is
super-ordinal. Subsection 7.1.10 puts forward some arguments regarding the most re-
alistic measurability assumption (in general). Despite the machinery available—from
computational-complexity theory and cognitive psychology—to start this analysis, it is
argued that this is an open question.

Sen (1986, p. 1073) traces the two distinct origins of social-choice theory: welfare
economics and voting mathematics. A key difference between the early works of each

1 The main strength of their view is that they have a reasonable justification for why ‘cardinal unit
comparability’ applies, given their modelling assumptions. The main problem is their claim: ‘scien-
tists can judge the contribution of a theory to a broad epistemic project, in cardinal terms, on the
basis of ordinal information alone’. This seems false. Whilst the question which theory is better?
can be answered using only ordinal information, the question ‘how does T1 contribute to ‘broad
epistemic projectx?’ appears to require some absolute information. For example, to judge the contri-
bution of T1’s fruitfulness to broad epistemic projectx it is not enough to know that it is more fruitful
than T2. One must know–––at least approximately–––how many novelties it generates, which is an
absolute-scale measurement.
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origin discipline lies in the informational assumptions they made. Classical utilitari-
anism–––welfare economics’ first DM–––posited access to fairly rich information: some
non-arbitrary intensity information, which is interpersonally comparable (Gaertner, 2009,
p. 122& 124). Traditional voting methods–––and Arrow’s framework–––made compara-
tively modest informational assumptions: ordinal-scale non-comparable preferences. Un-
like Arrow, Sen’s framework subsumes informational assumptions within a further nor-
mative condition. It can therefore model both the utilitarian approach, and Arrow’s own.
This, in turn, allows us to study the effect of keeping (analogues of) Arrow’s conditions,
but altering his informational assumptions. When analogous versions of Arrow’s con-
ditions are defined, and committed to within Sen’s framework, the impossibility result
does not hold unless one commits to the condition representing Arrow’s informational
assumptions: invariance regarding ordinal-scale non-comparability.

7.1.1 The Move From Arrow’s Framework to Sen’s

Sen’s (1986, p. 1111) framework is not concerned with Arrow’s particular social-choice
rule concept. Instead, Sen introduces his own social-choice rule concept, and distinguishes
it from Arrow’s by removing intrinsic informational assumptions. We will call this type
of social-choice rule a ‘social-choice functional’.2 3 Instead of taking a profile of orderings
as input, social-choice functionals take a profile of continuous utility functions. We will
briefly consider utility functions before considering the formal definition of ‘social welfare
functional’.

A utility function is a mapping from the set of alternatives to the set of real num-
bers, u: X �→ R (Varian, 1992, p. 95). It is simply a convenient means of representing
individuals’ preferences, and thus meets any axioms that one ascribes to those prefer-
ences (Jehle and Reny, 2011, p. 13).4 Arrow’s axioms–––reflexivity, completeness, and
transitivity–––are among the standard assumptions made regarding individuals’ prefer-
ences (see, for example, Varian, ibid., p. 94-95; Jehle and Reny, ibid., p. 5). Economists
typically subscribe to a further axiom, which, when combined with Arrow’s axioms,
guarantees that an individual’s preferences can be represented by a continuous utility

2 This diverges from Sen’s (ibid.) chosen terminology: ‘social-welfare functional’. As with Arrow
(1963), Sen’s choice of terminology reflects the historic debt that social-choice theory owes to Bergson
(1938) and Samuelson’s (1947, Ch. VIII) concept of a social-welfare function.

3 We will talk of ‘social-choice functionals’ here and move back to the more intuitive (and broader)
term ‘social-choice rules’ in later chapters.

4 ‘Convenient’ because some technical analyses of preferences are not possible with when using mere
binary relations.
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function: ‘continuity’. Gerard Debreu (1971) defined continuity formally as:

Continuity
∀x ∈X ∶ ( ⋅Rix = {y ∈X � yRix} ) ∧ ( xRi⋅ = {y ∈X �xRiy } )

are both ‘closed in X’

Although this is generally treated as an axiom (Varian, ibid., p. 95; Jehle and Reny,
ibid., p. 8), we will treat it as a condition (see below). See appendix L for a detailed
outline of this condition and its motivation. In layman’s terms, continuity ensures
that a function is represented by an unbroken curve. This is useful in ensuring that
arbitrarily small modifications to the alternatives do not have disproportionate effects on
individuals’ preferences.

What, precisely, is a ‘social-choice functional’? �u1(X), u2(X), . . . , un(X) � = �ui�
denotes a profile of utility functions. Un is the set of all logically possible utility profiles.
U∗n is the set of all admissible utility profiles. f ∶ U∗n �→ R denotes a social-choice
functional: a mapping from the set of all admissible utility profiles concerning X to the
set of all orderings of X’s elements. It is an aggregation function which takes a profile
of utility functions as input, and returns a single social ordering of the alternatives (Sen,
2017, §8.2). Note that the type of utility function which should be used is left unspecified.
Different axiomatic assumptions regarding individuals’ preferences lead to different types
of social-choice functional (ibid.). A social-choice functional that takes a profile of utility
functions, which represent individuals’ preferences in line with Arrow’s axioms only is the
closest approximation to an Arrovian social-choice rule on Sen’s framework.5 Since we are
concerned with Arrow’s theorem, we will assume his axioms. We will treat continuity

as a condition, rather than an axiom, since it will make the discussion of possibility and
impossibility results on Sen’s framework (in subsection 7.1.5) clearer, if we know when
continuity makes a difference.6 The utility analogues of Arrow’s conditions are defined
as follows (Sen, 1986) (ibid., p. 1114):

Unrestricted

Domain
U∗n = Un

Weak Pareto ∀x, y ∈X ∶ ∀i ∈ N ∶ ( ui(x) > ui(y) ) �⇒ (xPy )

5 Note that such a functional is not equivalent to a social-choice rule, as the utility representation
of such preferences–––which uses real numbers rather than mere binary relations–––does not require
that the preferences are only ordinally measurable and interpersonally non-comparable.

6 This is in line with Sen’s (1986, p. 1082-1083& 1126) approach in considering such results.
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Non-

Dictatorship
¬�∃i ∈ N �∀x, y ∈X ∶ (ui(x) > ui(y) ) �⇒ (xPy )�

Independence

of Irrelevant

Utilities

∀�ui�, �vi� ∈U
∗n
;∀x, y ∈X ∶

� �ui��x,y = �vi��x,y ) �⇒ ( f�ui��x,y = f�vi��x,y�

(We will not use a new typeface to refer to these analogues of Arrow’s axioms. This is
partly for simplicity, and partly because each analogue is just a different representation
of the same concept. The difference is that between representing individuals’ preferences
via weak-preference relations versus utility functions. Hence why Sen’s analogue of IIA

is called ‘independence of irrelevant utilities’ (‘IIU’).)

These conditions are consistent: without a further condition, representing Arrow’s in-
formational assumptions, they do not entail an impossibility result. Arrow (1963, Ch. II,
§1) made two informational assumptions. ‘Ordinal-scale measurability’ is his assumption
regarding the scale on which preferences are measured: his ‘measurability assumption’
(Sen, ibid., §6.1). ‘Non-comparability’ is his assumption regarding interpersonal com-
parability of preferences: his ‘comparability assumption’. Sen’s framework gives a more
precise picture of these assumptions, which are the topics of the next two subsections.

7.1.2 Measurability Assumptions

There are a range of scales which can be used to measure individuals’ preferences. These
include, but are not limited to: ordinal, cardinal, ratio, and absolute scales. The higher
up this range we go, the richer the information measured. A measurability assumption
specifies the measurement scale used. Each measurement scale is defined by the infor-
mation preserved when a particular type of transformation is applied to an individual’s
utility function:  (ui(x) ) = ( ∶ R �→ R). Thus, measurability assumptions are
defined by the kinds of transformations,  (⋅) that can be applied to an individual’s util-
ity function, ui(x), to produce an ‘informationally equivalent utility function’, vi(x): an
equivalent representation of i’s preferences (Gaertner, 2009, p. 124).

An ordinal scale is characterised by its ability to merely capture rank-order infor-
mation: how individuals’ order the alternatives by preference. (When preferences are
conceptualised via utilities, these rankings are commonly called ‘utility levels’.) The
numbers used only represent utility levels, they are arbitrary beyond the ranking they
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Figure 7.1.: Strictly Increasing Transformation

provide. More technically, the ordinal scale is defined by the information preserved when
a ‘strictly increasing transformation’ is applied to a function (ibid., p. 13).7 Strictly in-
creasing transformations, are not characterised by a strict equation, but—when applied
to utility functions—they have the following form:8

Strictly Increasing

Transformation

∀x, y ∈X ∶

�ui(x) > ui(y)� �⇒ � (ui(x)) >  (ui(y) )�

In other words, any transformation applied to individual i’s utility function on X must
preserve its ordering of X’s elements. Figure 7.1’s graphical representation shows the
ever-positive slope of a strictly increasing function.9 It is this slope which guarantees
that none ui(x)’s orderings are reversed.

A cardinal scale preserves utility levels and the ratios of the intervals between the
utilities (Borgatti, 2019).10 Interval ratios are preserved across ‘positive affine trans-
formations’,  

PA
(⋅) (Jehle and Reny, 2011, p. 108) via (what we will call) ‘the intervals

property’:

7 Economists often refer to these as ‘strictly monotone transformations’ (see, for example, Gaertner,
2009, p. 13; Varian, 2014, p. 56). However, technically, a ‘monotone’ function is simply any function
which is increasing or decreasing (Binmore, 1982, p. 109), rather than one which is only strictly
increasing.

8 Though the antecedent of this conditional does not reference indifference, recall that, for any well-
defined function: �x = y� �⇒ � f(x) = f(y)�.

9 All of the graphical representations of utility transformations we consider assume continuity.
10 Cardinal scales are sometimes called ‘interval’ scales (see, for example, Peterson, 2017, §2.3; Bandalos,

2018, p. 7-8).
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Positive Affine

Transformation
 
PA
(ui(x) ) = (aui(x) + b ) (a > 0)

Intervals

Property

� (ui(y) − ui(x) ) > (ui(z) − ui(z) ) ∧ ( vi(x) =  PA
(ui(x) )�

�⇒

� ( vi(y) − vi(x) ) > ( vi(z) − vi(z)�
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Figure 7.2.: Positive Affine Transformation

In other words, imagine that utility function ui(x) represents the utility difference be-
tween x and y as greater than that between z and z. If we suppose that and vi(x) is a
positive affine transformation of ui(x), this would mean that, on vi(x), the utility differ-
ence between these alternatives is preserved. The positive affine transformation depicted
in figure 7.2 gives a visualisation of the intervals property. i’s utility difference between
x and y on the one hand, and z and z on the other, is preserved in moving from ui(x)

to vi(x).

A ratio scale also preserves utility levels and utility differences. However, it also
accurately represents the ratios of the utilities themselves (Borgatti, ibid.). The trans-
formations which preserve utility ratios are known as ‘positive linear transformations’,
 
PL
(⋅) (Sen, 1986, p. 1112):
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Figure 7.3.: Positive Linear Transformation

Thus, if ui(z) is twice ui(y)–––as in the case depicted in figure 7.3–––then vi(z) is twice
vi(y). Ratio scales include a non-arbitrary-zero point, as their function’s formula does
not include addition or subtraction of a constant, b (Borgatti, ibid.). Ratio scales can,
therefore, accurately capture claims such as ‘i gets no utility from x’.

Finally, absolute scales preserve all the properties of the previous scales: utility levels,
utility differences, and utility ratios, plus the exact utility values. Thus, there is only
one acceptable representation of one’s utility. The only transformations that preserve
absolute information are ‘identity transformations’,  

I
(⋅):

Identity Transformation  
I
(ui(x) ) = ui(x)

In other words–––as depicted in figure 7.4–––identity transformations make no changes
to utility quantities.

The free parameters introduced above, a and b, deserve further elucidation. b is
called the ‘origin unit’ (Gaertner, ibid., §7.2). A transformation which adds or subtracts
a quantity from the original function changes the y-axis intercept of the transformation’s
curve away from zero (slides the curve up or down the y-axis). This is only an option for
scales with arbitrary zero points, such as the cardinal scale, because it means that the
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Figure 7.4.: Identity Transformation

origin of i’s transformed utility function–––what is 0 for vi(x)–––changes in comparison
to the origin of i’s original utility function–––what is 0 for ui(x). When considering scales
with a non-arbitrary-zero point, such as the ratio scale, b is removed (kept constant at
0) since this fixes the y-axis intercept at 0. This means that the origin of i’s transformed
utility function must be identical to the origin of i’s original utility function.

a is the ‘scale unit’. A transformation which multiplies the original function by some
quantity rotates the transformation’s curve, which either lengthens or shortens the dis-
tance between points (say, 0 and 1) on the x-axis versus the y-axis (the transformation’s
curve). Such rotation can be seen in the different curves shown by figures 7.3 and 7.4.
Thus, the value of the scale unit determines the relative scale between the original and
transformed utility functions.

Regardless of scale, for each individual, i, there is a set of utility functions, Li, each
element of which is equivalent in representing their preference (Sen, ibid., p. 1112). Sup-
pose that i1’s utility is measured on an ordinal scale. Consequently, each utility function
ui1(X) ∈ Li1 , is a strictly increasing transformation of every other. Furthermore, suppose
that i2’s utility is measured on a cardinal scale. Consequently, each ui2(X) ∈ Li2 is a pos-
itive affine transformation of every other. And so on. Li therefore represents a family of
utility functions, each of which is equivalent in representing i’s utility, according to a par-
ticular measurability assumption. Moving from the individual level to the group level, let
�Li� = �Li1 × Li2 × . . . × Lin � denote the ‘measurability set’. �Li� is the n-fold Cartesian
product of every individual in N ’s family of equivalent utility functions (Li). What is the
relationship between a pair of profiles, �ui� and �vi�, and �Li�? Any profile would contain
one utility function for each individual in N , representing their utility. If �ui� ⊂ �Li� and
�vi� ⊂ �Li�, then �ui� and �vi� are equivalent utility profiles with respect to a measurabil-
ity assumption. Meaning that they are simply information-preserving transformations of
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one another, and so represent the same individuals’ preferences equally accurately with
respect to, for example, ordinal-scale measurability.

In summary, measurability assumptions are assumptions about the richness of indi-
viduals’ preferences. As we progress up the range of scales, richer and richer preference
information is measured. In the scales outlined above, this goes from utility levels (rank
orders) all the way up to absolute quantities. Furthermore, unless we are using an
absolute scale, there will be multiple utility functions which provide equally accurate
representations of the same preference. These equivalent representations are revealed by
a type of transformation which preserves a utility function’s information at each scale.

7.1.3 Comparability Assumptions

Comparability assumptions settle how much preference information can be meaning-
fully compared interpersonally. Initially, we will focus on the two polar cases: non-
comparability and full comparability. Non-comparability is the appropriate assumption
when we cannot meaningfully compare different individuals’ preferences at all. Full com-
parability is the appropriate assumption when we can meaningfully compare all aspects
of different individuals’ preferences. A precise formal definition can be given if we define
a subset of the measurability set (introduced in subsection 7.1.2), and the requirement
that this set places on social-choice functionals.

Sen (1986, p. 1111-1112) defines the ‘comparability set’ as a subset of the measura-
bility set: �L̄i� ⊂ �Li�. Note that this definition makes the comparability-set concept
dependent upon that of the ‘measurability set’. Moreover, since the formal concept of
comparability is defined in terms of this set, it makes ‘comparability’ itself dependent
upon that of ‘measurability’. Thus, �L̄i� meets a particular comparability assumption
and a particular measurability assumption. Hence why Sen (ibid., p. 1112) points out
that “the specification of the measurability-comparability assumptions takes the form of
characterising [�L̄i�]”.

The operational importance of the comparability set comes from Sen’s (ibid.) invari-
ance requirement:

Invariance Requirement ∀�ui�, �vi� ∈ �L̄i� ∶ f�ui� = f�vi�

This requirement states that, for any two profiles which are equivalent representations
of the preferences of the individuals in N–––according to a particular measurability and
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comparability assumption–––that are input into the same social-choice functional, the
social preference they output must be identical.

With these concepts in hand, we can give a precise definition of non-comparability
and full comparability. ‘Non-comparability’ means that the comparability set is simply
the measurability set, �L̄i� = �Li�. If �ui� and �vi� are both elements of �Li�–––and so
both represent the utilities of every i ∈ N equivalently with regard to some measurability
assumption–––then, when input into the same social-choice functional, they both yield
the same social preference. Consequently, in moving from �ui� to �vi�, one need not
apply a common transformation to each ui(x) ∈ �ui�. For example, assuming ordinal-
scale measurability and non-comparability, one could transform every utility function
ui(x) ∈ �ui� via any strictly increasing transformation and preserve all the information
contained in the profile. Thus, non-comparability applies no further restriction to the
set of equivalent utility profiles than that they be elements of the same measurability set.

All other comparability assumptions apply some further restriction to the compara-
bility set, such that it is a proper subset of the measurability set: �L̄i� ⊂ �Li�. With
full comparability, the comparability set is that proper subset of the measurability set in
which every single utility function (in every single profile) is bound to a common trans-
formation. Not only does this transformation have to be common, it must be a common
transformation which preserves all informational properties–––e.g. utility levels, interval
ratios, etc.–––that are captured by the scale in question. Imagine our informational as-
sumptions are: ratio-scale measurability and full comparability. In such a case, the com-
mon transformation would have to be a positive linear transformation, such as 5ui(X).
Only this type of transformation, universally applied, allows for the full comparison of all
individuals’ utility levels, interval ratios, and utility ratios. Thus, for �ui� and �vi� to be
elements of �L̄i�, it must be the case that this same transformation is applied to all the
utility functions representing the preferences of the individuals in N when moving from
�ui� to �vi�.

There are other measurability assumptions intermediate between non-comparability
and full comparability. ‘Level comparability’ and ‘unit comparability’ are two popular
examples, because they are utilised by the Rawlsian and utilitarian social-choice func-
tionals respectively (Gaertner, 2009, §7.2). With level comparability, the comparability
set is the proper subset of the measurability set where every single utility function (in
every single profile) is bound to a common strictly increasing transformation (Sen, ibid.,
p. 1113). This is so, whether the measurability assumption in question is ordinal, cardi-
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nal, or ratio. Thus, level comparability allows for the comparison of different individuals’
utility levels.

With unit comparability, the comparability set is the proper subset of the measurabil-
ity set where every transformation applied to all the utility functions in the profile has a
common scale unit. Recall (from subsection 7.1.2) that the scale unit determines the rela-
tive scale between the original and transformed utility functions. If a unique relative scale
is set–––whilst allowing transformations to differ with regard to their origin unit–––then
utility differences are preserved across transformations. Thus, unit comparability means
interpersonally comparable utility differences.

7.1.4 Measurability-Comparability Assumptions and Invariance

We have considered four different measurability assumptions: ordinal, cardinal, ratio,
and absolute measurability. We have also considered four comparability assumptions:
non-comparability, level, unit, and full comparability. The combination of a measur-
ability assumption with a comparability assumption is a ‘measurability-comparability’
assumption (Sen, 1986, §6.1).11 However, not every combination works. For example,
subscribing to absolute-scale measurability entails subscribing to full comparability, as
only one permissible transformation can be applied to an absolute-scaled utility function.
Thus, all individuals’ utility functions would be bound to the identity transformation.
More broadly, a measurability assumption cannot be combined with a comparability
assumption which requires the comparability of information that cannot be measured
on that scale. For example, no comparability assumption richer than level compara-
bility can be combined with ordinal measurability (‘full comparability’ is equivalent to
‘level-comparability’ in this case; see below).

For concision, we will only consider two measurability-comparability assumptions
here: ordinal-scale non-comparability and ordinal-scale full comparability. The defi-
nitions of other measurability-comparability assumptions should be intuitive given these
blueprints. Let  i be the transformation which i’s applies to their utility function,
whereas  is a common transformation that all i ∈ N are bound to. ∀�ui�, �vi� ∈ �L̄i�;

11 This talk of ‘combination’, along with the non-formal definitions of measurability and comparability
assumptions, may give the misleading impression that these two types of assumption are completely
autonomous from one another. However, as shown in the last subsection, this is not true. The
formal definition of a comparability assumption, via the comparability set, relies upon that of the
measurability set.
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∀i ∈ N ∶ vi(x) =  i(ui(x) ) (Sen, ibid., p. 1112-1113): 12

Ordinal-Scale

Non-Comparability
Each  i is a strictly increasing transformation

Ordinal-Scale Full

Comparability

∀i ∈ N ∶  i =  , where  is a strictly increasing
transformation

With these in hand, informational conditions–––often known as ‘invariance assump-
tions’–––become clear. An informational condition is simply the application of Sen’s
invariance requirement to a particular measurability-comparability assumption. Sen’s
invariance requirement states that, for any two profiles which are equivalent represen-
tations of the individuals in N ’s preferences–––according to a particular measurability-
comparability assumption–––that are input into the same social-choice functional, the
social ordering that is output must be identical (see subsection 7.1.3). An informational
condition takes the form of the invariance requirement with a particular measurability-
comparability assumption plugged in. For example:

Invariance Regarding

Ordinal-Scale

Non-Comparability

∀�ui�, �vi� ∈ �L̄i�, where �L̄i� is characterised by
ordinal-scale non-comparability: f�ui� = f�vi�

The other invariance assumptions are defined in the same way, with ‘ordinal-scale non-
comparability’ swapped for whichever measurability-comparability assumption the in-
variance requirement is being applied to.

On Sen’s framework, informational conditions are invariance assumptions. We have
covered exactly how invariance assumptions work, but we will conclude this subsection
with a simplified summary. Essentially, informational conditions (invariance assump-
tions) take the set of all logically possible utility profiles, U, and partition it up into sets
of profiles deemed equivalent with respect to the preference information they contain (in
line with a measurability-comparability assumption), �L̄i� (Okasha, 2011, p. 100). Thus,
when input into a social-choice functional, these equivalent profiles must yield the same
social preference. The richer the measurability-comparability assumption, the smaller the
set of equivalent profiles, �L̄i� (Sen, 1977, p. 1541). For example, the strongest invariance
requirement would be ‘invariance regarding absolute-scale full comparability’ (‘AFC’).
Given AFC, �L̄i� would be a small set, as there is only one information-preserving trans-

12 ‘Ordinal-scale full comparability’ is identical to ordinal-level comparability (Sen, 1986, p. 1113). For
super-ordinal assumptions (which contain more than just utility-level information) this relationship
between full and level comparability does not hold.
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formation which can be applied to a utility function which measures preference on the
absolute scale: the identity transformation. Thus, given AFC, the set of equivalent
profiles would only have one element, as only one profile would accurately capture the
individuals’ preferences.

7.1.5 Possibility and Impossibility Results on Sen’s Framework

With an understanding of informational conditions, we can consider the extent to which
different informational conditions lead to different results regarding the possibility, or
impossibility, of social-choice functionals which meet Arrow’s conditions. We start with
informational conditions which include the assumption of non-comparability.

Arrow’s theorem for social-choice functionals holds via the assumption ‘invariance
regarding ordinal-scale non-comparability’ (‘ONC’) (Sen, 1986, §6.2):

Arrow’s Theorem (Sen’s
Framework, Social Choice)

For any social-choice case with a finite number
of individuals and at least three distinct alter-
natives, no social-choice functional meets all of
the utility analogues of Arrow’s conditions: UD,
WP, ND, and IIA, plus ONC

This result can be extended to social-choice functionals which meet ‘invariance regarding
cardinal scale non-comparable information’ (‘CNC’).

What about ‘invariance regarding ratio-scaled non-comparable information’ (‘RNC’)?
Kai-yuen Tsui and John A. Weymark (1997, p. 252-254) have shown that a social-choice
functional which allows utilities to take any value, positive or negative—thereby meet-
ing UD–––and which meets RNC and continuity, will be a dictatorship. However,
a social-choice functional, which can take any profile of all non-negatively valued util-
ity functions–––thereby violating UD–––which meets: WP, RNC, and continuity can
be represented by a Cobb-Douglas social-choice functional with non-negative values.13

Therefore, social-choice functionals that meet WP, RNC, and continuity, which are
not dictatorships, must violate UD. It is not clear if the impossibility result would be
maintained were continuity to be jettisoned. However, given the reasonableness of
continuity–––see appendix L–––this hypothetical is only of interest for determining the
logical relationship between conditions.

13 Cobb-Douglas social-choice functionals have the form: f�ui� = u↵

i (⋅)u�

j
(⋅) . . . u�

n(⋅) where (↵ +
� + , . . . , +� = 1 ).
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In short, social-choice functionals which meet informational conditions that include
non-comparability are problematic. ONC and CNC are problematic from a strictly
Arrovian perspective, as the impossibility results stem from the logical relationship be-
tween only (analogues of) Arrow’s conditions. RNC is potentially problematic from a
strictly Arrovian perspective, but it is certainly problematic for those who subscribe to
continuity.

What about functionals which meet informational conditions with richer comparabil-
ity? Are they similarly doomed to such impossibility results? No. Positional dictator-
ships–––including maximin, maximax and their lexicographic versions–––meet all of Ar-
row’s conditions plus ‘invariance regarding ordinal-scale full comparability’ (‘OFC’) (Sen,
ibid., p. 1115-1116). Since OFC is identical to ordinal-scale level comparability, posi-
tional dictatorships also meet informational conditions which include level comparability:
‘invariance regarding cardinal-scale level comparability’ (‘CLC’), ‘invariance regarding
cardinal-scale full comparability’ (‘CFC’), ‘invariance regarding cardinal-scale level com-
parability’ (‘RLC’), ‘invariance regarding ratio-scale full comparability’ (‘RFC’), and
AFC. Utilitarianism meets all of Arrow’s conditions plus ‘invariance regarding cardinal-
scale unit comparability’ (‘CUC’) (ibid., §6.6). This means that utilitarianism meets
other informational conditions which include unit comparability: ‘invariance regarding
ratio scale unit comparability’ (‘RUC’), CFC, RFC, and AFC. In summary, the switch
to Sen’s framework shows that a social-choice functional can meet all of the analogues of
Arrow’s conditions if Arrow’s assumption of non-comparability is dropped.

7.1.6 Okasha’s Application of Sen’s Framework to Theory Choice

To provide an escape route to no rational rule, Okasha (2011, §7) imports Sen’s
framework into the theory-choice context. Thus, how theories ‘do’ by the criteria must
be allowed to be super-ordinally measured and more comparable. This is represented
by–––what we will call–––real-valued ‘score functions’, s ∶ T �→ R.14 Rather than
scientists using theory-choice rules in moving ‘theory scores’ (see subsection 7.1.7) to
all-things-considered rankings, they use ‘theory-choice functionals’. These functionals
take profiles of criteria’s score functions, and return a single ordering of the theories. S

n

is the set of all logically possible score profiles and S
∗n is the set of all logically possible

score profiles which meet domain restriction ∗. In light of the use of score functions,

14 In reality, it would more likely–––given the limitations on human working-memory capacity (see
section 4.4)–––that scores would be represented via a proper subset of the real numbers, such as the
rational numbers.
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rather than utility functions, the theory-choice analogue of IIU is renamed:

Unrestricted

Domain
S
∗n
= S

n

Weak Pareto ∀T1,T2 ∈ T ∶ ∀c ∈ C ∶ ( sc(T1) > sc(T2) ) �⇒ (T1PT2 )

Non-

Dictatorship
¬�∃c ∈ C �∀T1,T2 ∈ T ∶ ( sc(T1) > sc(T2) ) �⇒ (T1PT2 )�

Independence

of Irrelevant

Scores

∀�sc�, �sc� ∈ S
∗n
;∀T1, T2 ∈ T ∶

� �sc��T1,T2 = �sc��T1,T2 ) �⇒ ( f�sc��T1,T2 = f�sc��T1,T2
�

Okasha’s asks: which informational condition is appropriate in the theory-choice con-
text? He considers measurability assumptions and comparability assumptions in turn.
He argues that different measurement scales are appropriate for the measurement of dif-
ferent criteria. For example, ordinal-scale measurability is appropriate for fruitfulness,
as the intervals property does not seem evident in its measurement. In other words, the
following type of claim appears meaningless: ‘the difference in fruitfulness between T1

and T2 is greater than that between T3 and T4’.

Furthermore, some contexts justify the use of super-ordinal measurement scales. He
highlights statistical regression analysis as a case in point. Within this context, empirical
fit is standardly measured via a sum-of-squares score (Forster and Sober, 1994, p. 4)
(see appendix H). Okasha highlights that the dependent variable’s measurement scale
determines the measurement scale for the sum-of-squares rule. If the dependent variable
is temperature, then a cardinal scale is appropriate. If the dependent variable is length,
then a ratio scale is appropriate.

Absolute-scale measurability is also an accurate assumption in some contexts, such
as statistical-model selection. One can increase a curve’s empirical fit via building more
free parameters into one’s function on the dependent variable. For example, f(x) = ax
only has one free parameter, a, so it can only generate a positive linear function (see
figure 7.3 in subsection 7.1.2). These functions are ill fitted to, for example, data with an
origin other than zero. In such cases, one could improve the empirical fit of one’s curve
by building in a non-zero origin unit: f(x) = ax + b. This means switching to a positive
affine function (see figure 7.2 in subsection 7.1.2). However, the fewer free parameters in
a function, the mathematically simpler it is. (In our example, the positive linear function
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has one less free parameter than the positive affine function.) Importantly, number of
free parameters is measured on an absolute scale, since there is only one accurate way
of counting free parameters. Consequently, absolute-scale measurability might be an
accurate measurability assumption to impose upon a theory-choice functional.

In light of these contextual differences, Okasha (ibid.) points out that the question
‘which measurement scale is “appropriate” for the criteria used in theory choice?’ does
not yield a simple answer. Fruitfulness is suited to an ordinal scale, because it can
only be measured on that scale. Empirical fit can be measured on multiple scales,
depending on the theory-choice context. Number of free parameters is measured on
an absolute scale. He concludes that context “may be” the factor which decides the
appropriate measurability assumption. In cases of theory choice within specific areas of
science–––such as the choice of a curve in model selection–––where the criteria explicitly
baked into the relevant methodology are all super-ordinally measurable, super-ordinal
measurability assumptions seem appropriate. In cases of choice which straddle multiple
specialisms, where the criteria are not all super-ordinally measurable, then ordinal-scale
measurability would be appropriate. (We can flesh out Okasha’s intuition here. In
such a case, some criteria will be measurable on super-ordinal scales. However, on
Sen’s framework, informational conditions require a measurability assumption to apply
uniformly to all scoring functions within a profile. It doesn’t matter that number of free
parameters, for example, is measurable on an absolute scale; if just one criterion is only
ordinally measurable, then ordinal-scale measurability is the appropriate assumption.15)

With regard to comparability assumptions, Okasha (ibid., p. 103-105) considers an
intuitive view: it is unlikely that inter-criterial comparisons can be made. This view is
intuitive, because the following kind of statement appears meaningless: ‘the difference
between T1 and T2’s accuracy is greater than the difference between T3 and T4’s simplic-
ity’. (That covers inter-criterial comparisons of score differences. Arguably, the intuitive
view should also be based on the questionable nature of inter-criterial comparisons of
score levels. For example, ‘T1’s level of accuracy is greater than T2’s level of simplicity’
also appears meaningless.) Thus, on the intuitive view, score functions don’t appear to
be the kind of thing that are comparable with one another.

Okasha makes two points against this intuitive view. Firstly, as noted in subsection
7.1.4, if all criteria’s score functions are measured on an absolute scale, then this implies
full comparability. For example, scope–––defined in appendix I as the number of topics

15 This aspect of Sen’s framework is questioned by Patrick and Hodesdon (2017); see section 7.2.
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a theory covers–––is fully comparable with ‘simplicity’ as the number of free parameters.
Secondly, he points out that, when RNC is the appropriate informational condition,
limited comparability is available and impossibility can be avoided. He cites Peter C.
Fishburn’s (1987) point that percentage increases in utility across criteria can still be
meaningfully compared on a ratio scale, even given RNC. (Recall that ‘NC’ in RNC

stands for non-comparability.) Applied to the theory-choice context, this means that
percentage increases in scores across criteria can still be meaningfully compared on a ratio
scale, even given RNC. For, if RNC holds, it makes sense to say, for example, that T1

is 10% more empirically fit than T2, but T2 is 100% more simple than T1. This is because
of the ratio scale captures the ratios between scores (see subsection 7.1.2). Suppose that
�sc� and �sc� are treated as equivalent representations of the same preferences via RNC.
If s1(T1) is twice that of s2(T2) in �sc�, this must also be the case in the transformed
profile, �sc� (see figure 7.3 in subsection 7.1.2). The comparability of T1 and T2’s empirical
fit is intra-criterial, as is the comparability of their simplicity, but this intra-criterial
information can be compared inter -criterially, because the ratios of these theory scores
(see subsection 7.1.7) will be preserved given any information-preserving transformation.
Okasha then recalls Tsui and Weymark’s (1997) finding that functionals which meet
RNC avoid impossibility if the domain is restricted to non-negative values. He argues
that, because ratio scales have a non-arbitrary-zero point, a theory-choice functional
which meets RNC need not meet UD. He highlights scope as a case in point. If we
define a theory’s ‘scope’ as the number of topics it covers, then it makes no sense to claim
‘theories can have negative scope’. For it makes no sense to say that a theory covers, for
example, −2 topics.

Okasha’s conclusion is that the appropriate informational condition depends on the
context of one’s theory-choice problem. When the criteria are not all super-ordinally
measurable, ONC is the appropriate informational condition. This would be so with
cases of “large-scale” theory choice (meaning: DM choice and instantiation choice; see
section 2.3). When all deployed criteria are measurable on an absolute scale, AFC is
appropriate. This would be so with particular cases of ‘small-scale’ theory choice; choices
between competing hypotheses in normal science. When (at least) the informationally
weakest criterion is measurable on a ratio scale, then RNC is appropriate. However, even
in such a case, some comparability is available and the impossibility result is avoidable,
since UD is not justifiable.
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7.1.7 Theory Ranking Versus Theory Scoring

In subsection 6.4.1, it was argued that ‘theory ranking’–––the term used to refer to
the stage of the theory-choice process wherein scientists decide how the theories ‘do’ by
the criteria–––is equivalent with ‘theory ordering’–––the arrangement of theories via a
binary relation which meets reflexivity, completeness, and transitivity. Furthermore, it
was argued this commitment is–––to some extent–––there to be seen in Kuhn’s writing,
rather than being a pure artefact of exegesis. Okasha’s application of Sen’s framework
to theory choice introduces a new problem: the label ‘theory ranking’ now seems ill
fitted to actual scientific practice (as opposed to Kuhn’s account of scientific practice).
If scientists sometimes measure criteria on super-ordinal scales, then ‘theory ranking’ is
not an appropriate label for this theory-choice stage.16 Given this, it is appropriate to
change the label which we use to refer to this theory-choice stage from ‘theory ranking’
to ‘theory scoring’. This new label can capture the assumptions built into the Kuhnian
accounts of theory choice and the Arrovian SCTC account, as well as informational
assumptions which these accounts do not capture. (However, when discussing the parts
of the literature which focus on Arrow’s framework, ‘theory ranking’ will be used instead.)

7.1.8 Assessment of Okasha’s Approach to Judging Escape Routes

Recall the two approaches to judging solutions to no rational rule that were outlined
and assessed in subsection 6.4.3: the idealised approach and the process approach. The
idealised approach judges escape routes to the impossibility result solely on the basis of
their ability to maintain as many of Arrow’s axioms and conditions as possible whilst ex-
plaining away the normative significance of the jettisoned aspects. The process approach
judges escape routes to the impossibility result both on the basis of their normative justi-
fication (the idealised approach’s criterion) and on the basis of how cognitively realistic
they are. It was argued that the process approach is superior.

Okasha’s (2011) approach is mixed. His analysis of Arrow’s conditions is more ide-
alised. He (ibid., §5) argues for their reasonableness on the basis that their normative
significance cannot be explained away. His analysis of informational conditions borrows

16 Ordinal interpersonal (and, therefore, inter-criterial) comparisons can be captured with orderings via
an ‘extended-sympathy’ framework (Suzumura, 1996). Essentially, rather than the weak-preference
relation holding between alternatives, xRiy, it holds between pairs from the Cartesian product X ×
N . Thus, (x, i )Ri(y, j ) means that i weakly prefers x from his own perspective to y from j’s
perspective. Yet, ordinal-scale inter-criterial comparisons do not seem intelligible (see subsection
7.1.6 and subsection 7.1.10).
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aspects from the process approach, but is not wholly wedded to it. For Okasha, the
‘appropriateness’ of a particular informational condition seems to mean that it is the
richest condition which one could apply in the context. This definition breaks down into
two necessary—and jointly sufficient—conditions. Firstly, for informational conditionx

to be appropriate, it must be possible, given the context, for all the criteria to be mea-
sured on the scale it specifies, and for the scores to be compared in the way that it
specifies. Secondly, informational conditionx must be the richest condition for which this
is possible. For example, if it is possible to use a strong informational condition–––such
as AFC–––then it is possible to use weaker conditions–––such as ONC. One can sim-
ply focus on the score levels discernible from absolute measurement, whilst ignoring any
comparisons between these levels. Yet, Okasha (ibid., §7) argues that AFC would be
the “appropriate” condition in such a case.

Okasha’s appropriateness criterion for judging informational conditions is partly in
line with the process approach, and partly out of sync with it. The first necessary
condition for appropriateness fits the process approach, as it requires that informational
conditionx must be possible in order to be appropriate. This is in line with the most basic
requirement for a normative process model of reasoning: that ought implies can (Grüne-
Yanoff and Lehtinen, 2012, §3.4). However, alone, the conditions for appropriateness do
not capture everything that a process model aims at. A process model is supposed to
skirt close to the cognitive reality of individual agents’ reasoning processes. Okasha’s
appropriateness criterion cannot do this, as it does not focus on the individual agent
making the choice (see also Bradley, 2017, §6). To capture this, we need some notion of
how well the scientist in question’s reasoning—in this context—is suited to informational
conditionx. For example, a qualitative scientist might be far more used to scoring theories
ordinally than super-ordinally. Whereas, a quantitative scientist might naturally score
theories super-ordinally. Thus, Okasha’s approach to judging escape routes does not take
adequate account of the (descriptive and normative) role of idiosyncrasy in theory choice.

Another problem with Okasha’s approach concerns the second necessary condition
for informational conditionx’s appropriateness: it must be the richest condition possible.
The assumption behind this necessary condition is that there is something better about
richer measurement and comparability. Okasha gives no arguments supporting this as-
sumption, but two could easily be given. Firstly, the use of informational conditions
richer than ONC is instrumental to avoiding impossibility results when some compara-
bility is available (see subsection 7.1.5). This argument seems reasonable enough, but
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note its weakness: it gives no intrinsic reason to favour richer information.17

Consider a second argument for the assumption that richer information is better:
intuitively, there seems something amiss about a theory choice made on the basis of in-
complete information. Consider a choice between two theories on the basis of two criteria:
‘predictive accuracy’–––number of successful predictions–––and ‘empirical fit’–––number
of relevant phenomena captured. Each of these are measurable on an absolute scale, and
thus are fully comparable. Suppose that T1 has generated one more successful predic-
tion than T2, but T2 captures 100 more relevant phenomena than T1. As noted above,
scientist1 could use a theory-choice functional which ignores the comparability informa-
tion and simply focuses on the score-levels information, thereby meeting ONC. The
Borda count is one such functional (see appendix K). The all-things-considered choice
that this functional would output is: T1I T2. There seems something intuitively sus-
pect about scientist1’s use of the Borda count, since it ignores the enormous discrepancy
between T1’s predictive accuracy and T2’s empirical fit.

This argument can be questioned, as it denies the leeway built into this theory-choice
stage. Surely, it is legitimate for scientist1 to hold that the discrepancy between T1’s
predictive accuracy and T2’s empirical fit is not relevant to his choice. That is, so long
as he honestly sees this view as within the bounds of minimum consensus. No doubt,
in switching from a situation in which a semi-implicit theory-choice process is the norm
(the ‘semi-implicit paradigm’ of theory choice) to one in which a fully explicit process
is the norm (the ‘fully explicit paradigm’), a minimum consensus on this might start to
emerge. It might come to be held, for example, that this is simply another means of
gerrymandering one’s theory-choice process. (Beyond, minimum consensus, this area is
also a prime target for persuasion for disagreeing scientists (see chapter 10).) For now,
however, we should note that there may be context-specific cases where scientists1’s move
is justifiable.

In summary, Okasha’s approach to judging escape routes to no rational rule meets
one necessary condition for being a process approach: ought implies can. However, it
does not meet another: approximation to cognitive reality. Furthermore, his assumption
that richer informational conditions are better is slightly questionable. Instrumentally,
some richer informational conditions are superior in helping to escape no rational rule.

17 Perhaps Bradley (2017, §5) was also getting at this point in critiquing Okasha on the grounds that
there do not seem to be any “objective measures of [scientific criteria] and objective, rationally
compelling exchange rates between them”.
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Moreover, scientists might subjectively hold such richness to be better–––perhaps as a
means of avoiding gerrymandering. If enough agree, then such a view would become in-
tersubjectively vindicated as a requirement for remaining within the margin of minimum
consensus.

7.1.9 What Is the Most-Accurate Scale of Measurement?

Beyond assessing Okasha’s approach to judging escape routes to no rational rule, we
should also assess the details of his favoured escape route. It hinges on the ‘appropriate-
ness’ (as defined in subsection 7.1.8) of informational conditions besides ONC. Assess-
ment of this appropriateness can be split into the assessment of the appropriateness of
a measurability assumption, and that of a comparability assumption. Rather than give
an exhaustive assessment of the appropriateness of each type of assumption–––which is
a project in itself–––we will instead focus on the appropriateness of one informational
condition: AFC. It is argued that Okasha underestimates the extent to which the criteria
that scientists deploy are most accurately measured on an absolute scale (and are thus
fully comparable). Far from being a flaw with his escape route, this is grist to his mill.
However, in subsection 7.1.10, it is argued that the extent to which this legitimises his
escape route qua process model is complicated.

Consider the distinction between a criterion’s most-accurate scale of measurement and
a realistic measurability assumption. The former is the richest scale on which some crite-
rion can be measured. The latter concept is contextual. Which measurability assumption
is realistic will depend upon the context in question and the scientist making the choice.
For example, imagine that the criteria’s highest common scale of measurement cardinal.
In this case, ratio and absolute measurability would be unrealistic assumptions for all
scientists (see subsection 7.1.6). However, ordinal measurability might be realistic for
scientist1—due to his preference for thinking in terms of rank order—whereas cardinal
measurability is realistic for scientist2—due to her preference for thinking in terms of
score differences (see subsection 7.1.8). To remain cognitively realistic, a process ap-
proach to judging solutions to no rational rule must take account of this distinction.
Okasha is more concerned with the most-accurate scale of measurement. We will follow
his argument, and consider realism where appropriate.

For Okasha (2011, §7), different criteria have different most-accurate measurement
scales. For example, he argues that fruitfulness appears measurable only on an ordinal
scale, as the intervals property (see subsection 7.1.2) does not seem evident in the mea-
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surement of fruitfulness. In other words, the following claim appears meaningless: ‘the
difference in fruitfulness between T1 and T2 is greater than that between T3 and T4’. I
disagree. Fruitfulness might not seem measurable on super-ordinal scales, but clearly it
is an ambiguous criterion in need of subdivision. Kuhn himself had multiple uses for
the term. The first is a theory’s ability to highlight potential research projects. Fruitful
theories “guide a scientist into the unknown, telling him where to look and what he may
expect to find” (Kuhn, 1957, p. 40). The second refers to a theory’s demonstrated yield
of “new phenomena or previously unnoted relationships among those already known”
(Kuhn, 1977b, p. 322). We can therefore distinguish between theories’ yield and poten-
tial yield of novelties. Moreover, we can distinguish between the number of yielded, and
potentially yielded, novelties and the importance of these novelties.18 Thus, fruitfulness
itself may be subdivided into four criteria: number of yielded novelties, number of po-
tentially yielded novelties, importance of yielded novelties, and importance of potentially
yielded novelties.

Number of yielded novelties is measurable on an absolute scale; only identity trans-
formations will accurately preserve this information. The same is true for the number
of potentially yielded novelties–––though the room for legitimate disagreement regarding
theory scoring is far greater here. It is harder to determine the correct measurement scale
for the two sub-criteria which deal with the importance of novelties. I am sceptical that
individuals have general access to super-ordinally measurable information regarding im-
portance. However, sometimes our intuitions are so strong that we clearly have cardinal
information about the importance of research. For example, the difference in the impor-
tance of (potential and yielded) novelties between cancer research and astrology research
is greater than that between ant sociality research and bee sociality research. Ant and
bee sociality research are both important, but neither is clearly far more important than
the other. So the quantity left after this subtraction would not be far from zero. By
contrast, cancer research is clearly very important, and astrology research is clearly very
unimportant, so the quantity left after this subtraction would be very high. This case
yields cardinal information to those who share my strong opinions about the importance
of cancer research, the unimportance of astrology research, and the closeness of impor-
tance between ant and bee sociality research. In most cases, however, I am not convinced
that we have strong enough intuitions for cardinal information. If this is true, then, in
most cases, criteria centred on importance–––of phenomena, novelties, etc.–––will only
18 Here, ‘importance’ is meant in a positive sense. A novelty could be important but overwhelming

negative. For example, Marxism spawned Marxist-Leninism and Maoism, which both had incredibly
negative consequences. However, the generation of such novelties would not be a desideratum.
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be measurable on an ordinal scale. As stated above, however, importance of (yielded and
potential) novelties could be accounted for in the criteria weighting stage, rather than in
the theory-scoring stage.

(In response, it might be argued that the explanation for this case is simply that
ant and bee sociality research is equally important. However, that is not what explains
this case. We cannot simply conjure up cardinal information from a case of indiffer-
ence between two theories versus a strict preference between another two. The cardinal
information stems from the differing intensities of the judgments of the importance of
the different theories in this case. In turn, the differing intensities stem from our strong
intuitions.)

Consistency is similar. If we conceptualise ‘consistency’ as one criterion, then an ordi-
nal scale is appropriate. Ceteris paribus, scientists will strictly prefer consistent theories
to inconsistent theories. However, this analysis acknowledges an obvious subdivision of
the consistency concept. It makes sense to subdivide ‘consistency’ into internal and ex-
ternal consistency, since we would naturally count the number of internal inconsistencies
separately from the number of external inconsistencies. On this subdivided account, the
relationship between internal and external consistency would be accounted for via the
criteria-weighting stage. Scientists will tend to think a single internal inconsistency more
damaging than a single external inconsistency. Despite this, there will likely be disagree-
ment regarding the number of external inconsistencies it takes to damage a theory as
much as a single internal inconsistency. To some, it might be two, to others it might be
slightly more, to still others it might be many more.

Okasha’s (ibid., §4) definition of ‘scope’ runs into a problem: it appears to violate the
completeness axiom. Appendix I considers this problem and suggests several alternative
definitions of ‘scope’, each of which is measured on an absolute scale.

Where does this leave us regarding Okasha’s argument that context decides the ap-
propriate measurability assumption? Clearly he is correct that a super-ordinal measura-
bility assumption is appropriate for cases wherein a select few super-ordinally-measurable
criteria are deployed. I have argued that the disambiguations of ‘fruitfulness’ and ‘con-
sistency’ are further grist to his mill, as it is possible to measure each super-ordinally.
Thus, contra Okasha, absolute-scale measurability might be appropriate in cases which
go beyond a niche area, such as cases of DM choice. However, Okasha is correct that
cases where many criteria are deployed are more likely to include criteria not measurable
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on an absolute scale. For example, I suspect that the disambiguations of ‘fruitfulness’
concerned with the importance of potential, or yielded, novelties will mostly be merely
ordinally measurable. Neatness and suitability–––two aesthetic criteria that Kuhn (1996,
p. 155-158) mentioned in Structure–––also seem unsuited to super-ordinal measurement.
As do two of Lipton’s (2004b, p. 66 & 144) criteria: theoretical elegance and mechanism
quality. Ordinal-scale measurability seems appropriate when criteria which require value
judgments–––of importance, aesthetics, or goodness–––are deployed.

Thus, I am in agreement with Okasha’s view that a strong proportion of criteria
are most accurately measured on a super-ordinal scale. Moreover, this is true for more
criteria than he thinks. Indeed, were a scientist to only deploy (disambiguations of) the
five Kuhnian criteria–––endorsed in Objectivity–––then potentially all of them would be
most accurately measured on an absolute scale. However, for a process approach to solve
no rational rule, we must also ask: which measurability assumption is realistic? This
is the subject of the next subsection.

7.1.10 What Is the Most Realistic Scale of Measurement?

As noted in the previous subsection, the answer to the question ‘what is the most realistic
measurability assumption?’ depends upon context and the individual making the choice.
For the purpose of scope, we will only consider general answers which we can give to
this question. Arguably, our commitment to computational ease (see subsection 4.4.2)
presents a problem for Okasha’s view. Many criteria are indeed measurable on absolute
scales. However, wouldn’t modelling scientists as generally measuring criteria on abso-
lute scales needlessly increase the computational labour of their theory-choice processes?
(Call this the ‘greater complexity �⇒ greater labour ’ argument.) This is especially so
considering the semi-implicit nature of prototypical theory choice (considered below and
in chapter 10).

An initial response to the greater complexity�⇒ greater labour argument is that some-
times absolute-scale measurements (and the greater labour they entail) are unavoidable.
Some of the criteria considered in the previous subsection appear to be most sensibly
measured on an absolute scale. Consider the consistency criteria; clearly one must count
the absolute number of internal and external inconsistencies in order to understand how
they would order the competing theories–––in this way, absolute measurement comes
before ordering for some criteria (see below). In response, arguably scientists can some-
times avoid making these absolute-scale measurements themselves. When judging how a
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set of theories ‘do’ by the criteria, they might rely upon testimony from other scientists.
This is likely to be a fairly common state of affairs, since scientific theories often straddle
different specialisms. Scientists who specialise in area1 will often rely on the testimony
of their colleagues who specialise in area2, and vice versa. Even for scientists within a
particular specialism, there will often be a received view regarding how the theories ‘do’
by the criteria relevant to the specialist area. For example, review articles and mono-
graphs on quantum chemistry (published between 1961-1980) stated clearly that MO
theory is computationally easier than VB theory (see subsection 4.3.4). Despite this,
scientists cannot always avoid making absolute-scale measurements. Thus, this response
only takes some of the sting from the greater complexity �⇒ greater labour argument.

This being noted, the success of (what remains of) the greater complexity �⇒ greater
labour argument depends on whether the complexity of a concept is a good inverse mea-
sure of the computational ease of its deployment. This view is undoubtedly intuitive. For
example, it is plausible that the greater complexity of Einstein’s concept of motion, over
Aristotle’s, makes it more computationally laborious to deploy. More pertinently, it also
seems plausible that the greater complexity of absolute-scale measurement, over ordinal-,
makes it computationally easier. Despite this intuitive appeal, a counterargument can
be leveraged against it. To set up this counter, let’s quickly review the context and posi-
tions under consideration. In our context, the criteria are measurable up to an absolute
scale. Our question is: what scale would scientists, in general, measure them on? The
greater complexity �⇒ greater labour argument holds that ordinal measurability is the
most realistic assumption. Its antithesis (‘greater complexity ��⇒ greater labour ’) denies
this.

One means of cashing out greater complexity ��⇒ greater labour utilises the basic logic
of computational-efficiency measures of ease (see subsection 4.4.2 and appendix E). The
lowest number of basic steps that a scientist would need to complete in order to finish
task1 functions as an intuitive measure of task1’s computational ease. Now consider an
analogous case: Napoleon measures the distances between Paris and Cairo, and Paris
and Moscow, in metric units. Distance in metric units is measurable up to a ratio scale,
which is equivalent to the claim ‘metric distance is defined in terms of a ratio scale’.
Suppose that Napoleon wants to measure this distance on a cardinal or ordinal scale,
how would he go about doing this? The first step would be to carry out a ratio-scale
measurement. From there, he would find either the ratios of the intervals between these
two distances, or the rank order of their magnitudes. Unless there is any other way of
carrying out these measurements, his algorithm for ordinal-/cardinal-scale measurement
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would have to incorporate his algorithm for ratio-scale measurement. Thus, it could not
contain fewer basic steps. The same is true when considering the measurement of criteria
(for aggregating theory scores). The claim ‘all c ∈ C are measurable up to an absolute
scale’ is equivalent to the claim ‘the measurement of all c ∈ C is defined in terms of
an absolute scale’. Unless there is another way to carry out (for example) ordinal-scale
measurements for criteria defined in this way, then the algorithm for carrying out ordinal-
scale measurements cannot contain fewer basic steps than the algorithm for carrying out
absolute-scale measurements.

Several responses to greater complexity ��⇒ greater labour should be considered. The
first is rather ill-fated, the second is slightly successful, and the success of the third
is a more complicated question. The first response holds that, because absolute scales
preserve score levels, differences, and ratios, it must be just as computationally easy to
attain sub-absolute measurements as the absolute measurements themselves. This reply
fails, because it conflates the preservation of sub-absolute information with its explicit
understanding. For example, if T1 covers 10 topics and T2 covers five, then implicit within
this absolute information is the ordinal information that T1 has greater scope than T2.
Yet it takes further cognitive effort to understand that this rank-order information is
implicit in the absolute numbers. The same goes for the cardinal and ratio scales.

The second response is more successful. In some cases, we do not need to know the
absolute scores to derive sub-absolute information. For example, consider ‘empirical fit’
defined as: the number of relevant phenomena a theory captures. If we know the total
number of relevant phenomena, then we will sometimes be able to derive theories’ score
levels without knowing the exact number of relevant phenomena they capture. Imagine
there are 100 relevant phenomena and two contending theories: T1 and T2. Scientist1
goes through the list of relevant phenomena one by one to see if the theories can capture
them. If he is up to phenomenon90, and T1 has captured 90

90 , whereas T2 has captured
20
90 , then he knows that T1 has greater empirical fit than T2. (T2 cannot make up a 70

phenomena gap via the 10 remaining cases.) Thus, in such cases we do not need to
arrive at the final absolute number in order to derive score levels. Arguably it would also
be computationally easier to derive the ordinal information than it would be to derive
the absolute information in this case, as stopping at (for example) phenomenon90 means
fewer basic steps than stopping at phenomenon100. However, this response only captures
a proper subset of theory-choice cases.

The third response–––and the task of determining how successful it is–––is more
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complicated. Consider the distinction between the computational labour required to
generate theory scores and that required to aggregate those scores–––via some theory-
choice functional–––into an all-things-considered choice. When all deployed criteria are
measurable on an absolute scale, the generation of absolute-theory scores will often be
computationally easier than that of, say, ordinal-theory scores (see above). However,
perhaps the aggregation of ordinal-theory scores will be computationally easier than that
of absolute scores. The third response holds that this is the case, because once we have
ordinal-theory scores, their aggregation—unlike that of absolute (as well as cardinal and
ratio) scores—is not plagued by the laborious processing of magnitude information.

The psychological literature on ‘serial learning’–––the learning of ordered information,
such as rankings and lists–––aids in making this case. When engaging in serial-learning
tasks, agents exhibit a ‘magnitude effect’. When tasked with judging which of two
elements comes first in a list, agents’ reaction times increase if the magnitude of the
elements in question is greater (Terrace, 2012, p. 629-630). For example, reaction times
are greater when asked to judge if a set of eight items contains fewer elements than a set
of nine items, than when asked the same for a set of three items versus a set of four items.
An intuitive explanation of this effect is that reasoning with greater absolute numbers is
more difficult than reasoning with lower absolute numbers. A theoretical explanation for
this intuition can be given in terms of the number of basic steps involved in the tasks
(à la computational-efficiency measures of computational ease). It is not surprising that
reaction times are greater when asked to judge if a set of eight items contains fewer
elements than a set of nine, than when asked the same for a set of three items versus a
set of four. For, the former task involves counting 10 more items than the latter task.
Thus, it contains, at least, 10 more basic steps. Hence the third response: given this
magnitude effect, aggregation of ordinal theory scores will be computationally easier, as
one simply aggregates rank orders rather than magnitudes.

This response to the greater complexity ��⇒ greater labour holds clear intuitive power.
Magnitude effects make intuitive sense; this intuitiveness gains explanatory precision
when considered in terms of computational efficiency. However, the success of this re-
sponse really depends upon two things. Firstly, whether the greater ease of reasoning
with ordinal (versus absolute) theory scores translates into a general greater ease of ag-
gregating ordinal (versus absolute) theory scores. This will depend on the aggregating
rules in question, but seems prima facie intuitive. Secondly, even if this is granted, the
success of this argument depends on the comparison of the (typically) greater ease of
generating absolute theory scores versus the greater ease of aggregating ordinal scores.
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The trade-off between the computational ease of these two theory-choice stages is an
open empirical question. It might be that, in all cases, the relative ease of one stage is
so great that it outweighs the relative ease of the other. Alternatively, it might be that,
in some cases, the relative ease of generating absolute-theory scores outweighs that of
aggregating ordinal scores, but in other cases it does not. A solution to this problem
requires going beyond the basic logic of computational-complexity theory; it requires
a fully fleshed out measure (or, measures) of the computational efficiency of cognitive
processes. In subsection 4.4.2, it was decided that the development of such a measure is
beyond the scope of this project. Thus, it is not clear whether or not a process model of
scientific reasoning based upon computational ease favours the use of ordinal or absolute
measurability. This means that, as yet, a process model of scientific reasoning based
upon computational ease does not give a clear picture regarding how cognitively realistic
Okasha’s escape route is.

Despite this, there is still useful work to be done here. We have been concerned with
the question ‘which is the most realistic measurability assumption?’. We agreed with
Okasha that super-ordinal measurability assumptions are realistic within specific areas of
science—such as statistical-model selection—where super-ordinally-measured criteria are
explicitly baked into the relevant methodology. We have been wrestling with how realistic
super-ordinal measurability assumptions are in cases of theory choice which straddle
multiple specialisms, and thus do not have an explicit methodology which demands super-
ordinal measurability. We have agreed that this is an open empirical question (see above).
However, it is useful to make the distinction between what is realistic given the state
of science at time1 versus what is realistic given the state of science at time2. This
distinction can clarify the value of Okasha’s escape route.

Suppose that, given the current state of science, super-ordinal measurability assump-
tions are not generally realistic (as they are not favoured by the trade-off outlined above).
This would limit the present usefulness of Okasha’s escape route for a process model of
theory choice. However, even if this is true at present, it is not a necessary state of af-
fairs. In chapter 10, it is argued that the SCTC programme holds great future promise for
normative philosophy of science. By providing a precise account of theory-choice stages
which Kuhn alluded to, but did not explicitly outline (see section 2.6)—rule selection and
computation—the SCTC programme allows us to think about theory choice in deductive
terms (see subsection 10.3). One’s theory choice follows from one’s set of answers to the
problems posed by each theory-choice stage. This deductive conception of theory choice
yields a framework for solving theory-choice disagreements (for solving unhelpful sci-
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entific rationality). If scientist1 and scientist2 have considered the same theory-choice
problem and come to different conclusions, then the route of their disagreement must be
caused by a disagreement regarding one, or more, of the theory-choice stages. Heuristics
for resolving disagreements can then be aimed at each individual theory-choice stage.
One clear advantage of this framework is that it takes scientists’ semi-implicit theory-
choice processes, and makes them wholly explicit. Once this is accomplished, Okasha’s
escape route appears a more sensible option for a process model of theory choice.

A process model for scientists who have adopted this wholly explicit approach to
theory choice would not need such an emphasis on computational ease. Recall (from
subsection 4.4.2) that computational ease was appealed to on the basis of guideline2:

Guideline2 Ceteris paribus, avoid idealised modelling assumptions

It was argued that computational ease should be appealed to when we do not have direct
empirical evidence which bears on the descriptive accuracy of a modelling assumption.
Given the consensus in cognitive psychology that humans are cognitive misers, compu-
tational ease is a suitable indirect assumption for process models of human reasoning.
However, for scientists following the wholly explicit approach to theory choice, making
the assumption of greater computational ease seems far less justified. The main justifica-
tion for switching from the semi-implicit paradigm of theory choice to the fully explicit
paradigm is that the greater computational effort is worth it.19 Why? Because, dead-
locked scientists will be able to pinpoint the precise locus/loci of their disagreement. If
scientists are already putting more computational effort into their theory choices, it is
not ridiculous to assume that they might want to put in slightly more effort to aggregate
super-ordinally measured criteria.20 This would be intuitive when the criteria are most
accurately measured on a super-ordinal scale. Moreover, it would be tempting for those
scientists who see salience in super-ordinal information (see subsection 7.1.8).

When the criteria are all measurable on super-ordinal scales, but are not all on abso-
lute scales, the switch to the wholly explicit approach to theory choice would incentivise
the explicit adoption of comparability assumptions stronger than non-comparability,
where possible. (Recall that full comparability is guaranteed given absolute-scale mea-

19 The greater computational effort of this wholly explicit approach stems not from its explicitness,
but from its required use of working memory, its engagement of ‘mental simulation’ (working models
designed to capture the reasoning context; e.g. the theory-choice process), and ‘cognitive decoupling’
(the ability to conceptually separate our working models from the actual world) (Evans and Stanovich,
2013, p. 235-236; Stanovich et al., 2018, p. 18, 21-22, & 33-37).

20 This, in turn, would incentivise automation—via computer software—to reduce the cognitive labour.
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surability; see subsection 7.1.5.) For, such assumptions are instrumental in avoiding
impossibility results (see subsection 7.1.5). Yet, although such comparability assump-
tions also avoid impossibility given ordinal-scale measurability, the theory scores they
would aggregate do not seem meaningful (see subsection 7.1.6 on the meaninglessness of
ordinal, fully/level comparable theory scores on Sen’s framework).21 Thus, richer mea-
surability assumptions allow for the adoption of richer comparability assumptions, which
are instrumental in avoiding impossibility results.

In summary, the success of Okasha’s escape route can be judged by its realism (for a
normative process model) given the state of science. Given the current state of science, it
is difficult to judge this escape route’s realism for two reasons. Firstly, because we do not
currently have a measure for the trade-off between the (typically) greater ease of generat-
ing absolute-theory scores versus the greater ease of aggregating ordinal scores. Secondly,
suppose that the latter task is indeed—at least typically—computationally easier than
the former: the current semi-implicit paradigm of theory choice does not incentivise sci-
entists to put in the extra computational effort required to aggregate absolute-theory
scores (which are fully comparable and thus avoid Arrovian impossibility). However, the
move from the semi-implicit paradigm to the fully explicit paradigm would solve this
incentive problem. Furthermore, it would give an instrumental reason to accept richer
comparability assumptions.

7.2 Patrick and Hodesdon: Against Informational Escape
Routes

The last section considered the reasonableness of Okasha’s escape route under the as-
sumption that Sen was right to formulate informational conditions—and, in particular,
measurability assumptions—in the way that he did. Recent work by Patrick and Hodes-
don (2017) questions Sen’s formulation. They argue in favour of a framework which
allows for ‘multi-scale aggregation’: where theory scores are measured on different scales,
and then aggregated without alteration. In subsection 7.2.1, Patrick and Hodesdon’s
project is specified, and their argument is outlined. In subsection 7.2.2, their argument

21 Ordinal, fully/level comparable theory scores are not made any more meaningful given (a theory-
choice analogue of) an ‘extended sympathy’ framework (see subsection 7.1.7). Indeed, it seems
that the only reasonable means of interpreting the extended sympathy claims of ordinal fully/level
comparability that such a framework permits is to treat them as standard comparability claims: ‘T1

is more accurate than T2 is simple’, thereby removing reference to extended sympathy. Introducing
references to extended sympathy simply makes such claims even more non-sensical.
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is assessed.

7.2.1 Patrick and Hodesdon’s Project and Argument

To begin, we will consider the reason for Patrick and Hodesdon’s (2017) focus on multi-
scale aggregation. They argue that there is an important disanalogy between the social-
choice context and that of theory choice. Namely, that the measurement of individuals’
preferences on different scales is not obviously a desideratum in the social-choice context,
but it is in the theory-choice context (ibid., p. 140-141). In the social-choice context, a
uniform scale of preference measurement has an anti-biasing effect. No individual gains an
advantage from the mere fact that they have a richer preference than others. By contrast,
in the theory-choice context, there is no reason to think that every criterion “is measured
with the same scale, or that it is meaningful to assign the same richness of information
to measurements of each virtue”. For this reason, they focus on multi-scale aggregation,
where the theory scores are measured on different scales, and then aggregated without
alteration. Imagine that there are only two criteria: number of accurate predictions
and mechanism quality. The former criterion is measurable up to an absolute scale, the
latter up to an ordinal scale. This case could be made compatible with Sen’s framework
by measuring all criteria on the scale that the informationally poorest criterion is most
accurately measured on–––in this case, the ordinal scale. Patrick and Hodesdon’s multi-
scale-aggregation framework allows each criterion to be measured on its most-accurate
scale, the scores are then aggregated as they are.

Patrick and Hodesdon’s project is not simply aimed at considering cases of multi-
scale aggregation. It concerns a specific subset of criterial-conflict accounts of theory
choice: ‘epistemic-virtue accounts’ (ibid., §7.2). Such accounts focus solely on epistemic
criteria. Despite this, their main arguments can be applied neatly to criterial-conflict
accounts generally, and thus do not require that pragmatic criteria are jettisoned. Beyond
their focus on epistemic criteria, Patrick and Hodesdon give three further necessary
conditions for epistemic-virtue accounts. Firstly, that there are multiple criteria. Thus,
an aggregation process is required.

Secondly, that the all-things-considered ranking of two theories is decided only by
their theory scores. Both WP and IIA/IIS are entailed by this necessary condition
(ibid., §7.3.1). WP says that if all criteria score T1 higher than T1 then so should
the all-things-considered choice. If this consequent fails to follow from its antecedent—
violating WP—then the all-things-considered ranking of two theories is not decided only
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by their theory scores. IIS says that if two profiles score T1 and T2 in the same way
(relative to one another), then the all-things-considered ranking of T1 and T2 should be
identical. Something else would override the unanimous scoring of these two theories. If
this antecedent fails to follow from its antecedent—violating IIS—then the all-things-
considered ranking of two theories is not decided only by their theory scores. Something
else (e.g.T3’s score) would override the identical scoring of these two theories.

Thirdly, that c1 scoring T1 over T2 does not entail that T1PT2 (ibid., §7.2). If all
criteria are ordinally measurable, the other criteria’s scores could overturn c1’s score. If all
criteria are super-ordinally measurable, then a small enough gap between two theories in
c1’s score can always be overcome by a large enough inverse gap between them according
to other criteria (ibid., §7.2). This necessary condition entails ND (ibid., §7.3.1). ND

requires that there exists no criterion such that, whenever it scores one theory above
another, this relative ordering is carried over into one’s all-things-considered choice. If
such a criterion existed, then the third necessary condition of epistemic-virtue accounts
would not be met–––c1 scoring T1 over T2 would entail that T1PT2 (ibid., §7.2).22

Patrick and Hodesdon (ibid., §7.3.2) start with a geometric proof of Arrow’s theorem
which reduces the minimum number of theories necessary to achieve the result from three
to two. This is achieved via adding another condition:

Pareto

Indifference
∀T1,T2 ∈ T ∶ � ∀c ∈ C ∶ ( sc(T1) = sc(T2) )� �⇒ �T1IT2�

Pareto indifference says that if all criteria give an equal score to T1 and T2, then T1 and
T2 are ranked as indifferent in the all-things-considered ranking. Patrick and Hodesdon
depart from Sen’s framework in not allowing comparability assumptions to vary inde-
pendently of one’s measurability assumption (ibid., p. 150). They argue that Okasha’s
examples of realistic inter-criterial comparability are all entailed by the measurability
assumptions relied upon in each case. Absolute-scale measurability entails full compara-
bility, and Fishburn-style percentage comparisons are entailed by RNC (see subsection
7.1.6).

22 Patrick and Hodesdon (ibid., §7.2) actually word this necessary condition thus: “a small enough
deficit in one epistemic virtue can always be outweighed by a big enough surplus in other epistemic
virtues”. However, the notion of a ‘small deficit in the score of a single criterion’ assumes some
measure of the distance between two theories. Thus, it purely concerns super-ordinal information.
They wrongly (ibid., §7.3.1) characterise this necessary condition as entailing ND. ND concerns a
dictator’s relative ordering of two theories, not the intensity of their preference. Thus, the tweaked
definition of this necessary condition is superior, since it applies to all cases covered by ND.
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Another, (signposted) departure from Sen’s framework concerns their approach to
measurability assumptions. These assumptions are incorporated, but they need not ap-
ply to more than one criterion (ibid., p. 151). Furthermore, Patrick and Hodesdon are
sceptical regarding the applicability of absolute-scale measurability, both as an assump-
tion which applies to all criteria (ibid., p. 149-150) and an assumption which applies to
any single criterion (ibid., p. 151-152). Their scepticism seems to stem from two sources
(ibid., p. 150). Firstly, they do not know absolute quantities for criteria such as empirical
fit, simplicity, and unity. Secondly, they question whether such quantities, if they existed,
would be meaningful.

They (ibid., p. 153 & §7.5-§7.7) characterise the ‘theory-choice functionals’ available
when Arrow’s conditions–––plus continuity (see subsection 7.1.1 and appendix L) and
Pareto indifference–––and framework assumptions–––minus ordinal-scale measurabil-
ity–––are kept fixed, but criteria have different measurability assumptions. Due to the
differences in their framework, these are not ‘theory-choice functionals’ as defined by Sen.
However, we will continue to use this term, since—in line with Sen’s intention when in-
troducing the term—they lack intrinsic informational assumptions (see subsection 7.1.1).

Patrick and Hodesdon consider an extra scale which we have not yet introduced: the
‘translation scale’ (ibid., p. 151).23 The translation scale preserves information across
translations parallel to the y-axis (‘y-axis translations’),  

yT
(⋅). In the theory-choice

context, these are transformations of the form:

y-Axis Translation  
yT
( sc(T ) ) = sc(T ) + b

These are positive-affine transformations with a scale unit of 1 (see subsection 7.1.2).
Recall that a transformation with an origin unit (b) greater or lesser than (but not equal
to) 1 changes the y-axis intercept from that of the original function (slides it up or down
the y-axis). Thus, the translation scale preserves utility levels, utility differences, and
the absolute distances between utilities. The y-axis translation depicted in figure 7.5
gives a visualisation which allows one to see these properties. In moving from sc(T ) to
sc(T ), the rank order of the theories is preserved. As is the ratio of the intervals between
the scores: c’s score difference between T1 and T2 on the one hand, and T3 and T4 on
the other, is preserved in moving from sc(T ) to sc(T ). Moreover, the absolute distance
between these scores is preserved–––e.g. 3 remains the absolute distance between T1 and
T2, no matter how much we slide the function up or down the y-axis.

23 Following Sen (1986, p. 1113), Patrick and Hodesdon use the term ‘unit scale’. I follow Charles
Blackorby, Walter Bossert, and David Donaldson (2005, p. 113) in using the term ‘translation scale’.
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Figure 7.5.: y-Axis Translation

Considering theory choice regarding just two criteria, Patrick and Hodesdon (ibid.,
§7.5-7.6) show that no theory-choice functionals are possible for the following measurabil-
ity pairings: ordinal–cardinal, ordinal–unit, cardinal–unit, ordinal–ratio, and cardinal–
ratio measurability. They (ibid., §7.6.3) then distinguish between ‘weak criteria’–––those
measured on an ordinal scale or cardinal scale–––and ‘strong criteria’–––those measured
on a translation scale or ratio scale. For more than two criteria, if only one criterion
is strong and all others are weak, then an impossibility result holds. If there is more
than one strong criterion and the rest are weak, then the only theory-choice functionals
which do not violate their conditions, or framework assumptions, are those where the set
of weak criteria only have tiebreaking power. Finally, they (ibid., §7.7) again consider
theory choice regarding two criteria, with a focus on the unit–ratio pairing. Arrow’s con-
ditions and assumptions are consistent on this pairing, allowing for the Cobb-Douglas
functional. However, when two further uncontroversial conditions–––‘trade-off ’ and
‘strong Pareto’–––are added, an impossibility result holds (ibid., §7.7.1).

Trade-Off

∀T1,T2 ∈ T ∶

� ∀�sc� ∈ S
∗
∶ �sc��T1 ≠ �sc��T2

� ��⇒ � (T1PT2 ) ∨ (T2PT1 )�

Strong

Pareto

∀T1,T2 ∈ T ;

� ( ∀c ∈ C ∶ sc(T1) ≥ sc(T2) ) ∧ (∃c � sc(T1) > sc(T2) )� �⇒ �T1PT2�
Trade-off says that if two theories are not scored equally by the criteria within

a profile, it is still possible that one is indifferent between them in one’s all-things-
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considered choice. This condition will likely seem reasonable to those who accept the
third necessary condition for having an epistemic-virtue account, and therefore ND

(ibid.): c1 scoring T1 over T2 does not entail that T1PT2. If the other criteria’s scores
could overturn c1’s score, why can’t we aggregate a profile in which �sc��T1 ≠ �sc��T2 such
that T1IT2?

Strong Pareto says that if all criteria’s scores for T1 are greater than or equal to
those for T2, and at least one criterion’s score for T1 is greater than its score for T2, then
T1 must be strictly preferred to T2, all-things-considered. Patrick and Hodesdon (ibid.)
argue that this condition is appealing to realists who wish to appeal to extra criteria as
tiebreakers when empirical fit underdetermines theory choice.

With these two conditions added to Patrick and Hodesdon’s set of conditions (Ar-
row’s conditions plus continuity and Pareto indifference), an impossibility result
holds. Therefore, the absolute scale remains the only scale which guarantees no im-
possibility result, since it comes equipped with full comparability. Their (ibid., §7.8)
conclusion is that subscribers to epistemic-virtue accounts have two options: reject UD

or reject epistemic-virtue accounts in general. UD is singled out because, unlike Ar-
row’s other conditions, it does not follow from any of the necessary conditions for having
an epistemic-virtue account (see above). Alternative measurability assumptions are not
viable, because they are either too weak to stop devastating impossibility results–––as
with any assumption up to, and including, ratio-scale measurability–––or too strong to
be descriptively realistic–––as with absolute-scale measurability. If so, then not only is
Okasha’s focus on aggregation of criteria measured on a common scale wrongheaded, his
favoured escape route is compromised.

7.2.2 Assessing Patrick and Hodesdon’s Argument

To begin, Patrick and Hodesdon’s rejection of the absolute scale is questionable. They
reject absolute measurability as an assumption which applies to all criteria, but also as
an assumption which applies to any single criterion. Their first reason for this move is
that they do not know absolute quantities for criteria such as empirical fit, simplicity, and
unity. Their second reason is that they question whether such quantities, if they existed,
would be meaningful. I don’t see a justification for either of their reasons. Okasha’s
(2011, §2) tool of subdividing ambiguous criteria (see subsection 3.3.2) seems to work
well in generating meaningful absolute-scaled versions of their criteria of interest. With
empirical fit, one could either count the number, or calculate the frequency (as a proba-
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bility), of relevant phenomena that each theory captures. Both of these subdivisions of
empirical fit are perfectly meaningful and are measured on absolute scales. Furthermore,
Okasha’s original case study for subdivision concerned simplicity. Number of free param-
eters, number of entities posited (ontological parsimony), and number of operations as a
function of the number of inputs (computational ease; see appendix E) are all subdivi-
sions of simplicity which are meaningful and are measured on absolute scales. Of course,
not all subdivisions of simplicity are measured on absolute scales. One such example
is ease of visualisability, an important simplicity criterion in chemistry (see subsection
4.3.4). However, Patrick and Hodesdon are incorrect to dismiss absolute-scaled simplicity
criteria out of hand. Regarding ‘unity’, I take this to mean unification. Unification is a
type of simplicity criterion which concerns the number of basic entities/phenomena/laws
(etc.) that the contending theories posit (Schindler, 2018, §1.1.4). Each of these subdivi-
sions are meaningful and measured on absolute scales. In subsection 7.1.9 it was argued
that consistency and fruitfulness can be measured on an absolute scale. Appendix I gives
several meaningful absolute-scaled measures of scope. These cases falsify their justifica-
tions. This lessens the impact of their impossibility results, all of which preclude absolute
scales, and contained no comparability. With absolute scales back in play, those theories
measured on such scales would be fully comparable. Recall, from subsection 7.1.5, that
non-comparability seems the major driver of impossibility results on Sen’s framework.

Next, we will consider Patrick and Hodesdon’s justifications for focusing on cases
of multi-scale aggregation. Their justification is that “there is no reason to suppose
that every [scientific criterion] is measured with the same scale”. Their specific meaning
is not clear. Do they mean that there is no reason to suppose that every scientific
criterion shares the same most-accurate scale of measurement? If so, then they are
clearly correct (see subsection 7.1.9). However—even leaving aside the assumption of a
uniform scale of measurement for all criteria—knowledge of a criterion’s most-accurate
scale of measurement does not indicate the scale on which it is measured for the purpose
of aggregation. Take the example of ontological parsimony. In a debate, scientist1 might
denigrate T1 for positing 10 more entities than T2 in order to capture the same number
of phenomena. Yet, when making their theory choice, scientist1 might simply focus on
the fact that T1 is more ontologically parsimonious than T2. The same person is making
an absolute-scale measurement in the former case, and an ordinal-scale measurement in
the latter case. There is nothing contradictory about this.

Alternatively, do they mean that there is no reason to suppose that scientists actually
measure every criterion on the same scale? If so, then I agree that we cannot make a
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good empirical case in favour of the claim: ‘in general, scientists measure every crite-
rion on the same scale for the purpose of aggregation’. Neither can we make a good
empirical case against it. Likewise—similarly to the substance of subsection 7.1.10—
whilst a computational-efficiency analysis holds promise, we are not yet in a position to
say whether it would support this claim. In a sense, this supports Patrick and Hodes-
don’s project. If there is no reason to accept this claim, then we should not assume it.
Thus, their alternative analysis is truly a welcome addition to the literature. However,
this also goes against Patrick and Hodesdon’s (ibid., §7.8) conclusion. There they set
out two options for escaping the impossibility results they consider: reject UD or re-
ject epistemic-virtue accounts in general. Yet, they ignore the option of rejecting the
multi-scale aggregation framework. Given the lack of positive evidence for multi-scale
aggregation, this is a problematic oversight.

What would be the best escape route from the perspective of a process model of
theory choice? This is a difficult question. The necessary conditions of epistemic-virtue
accounts include a commitment to IIA/IIS. Appendix K outlines Saari’s (2001)
argument that IIA should be jettisoned due to its tension with the transitivity axiom.
This is a powerful argument, which applies equally to the theory-choice context because
it strictly concerns the formal relationship between these two concepts. Thus, from a
strictly normative perspective, this condition is highly questionable. From the perspective
of a process model of theory choice, IIA’s justification is a trickier issue (considered in
appendix K). For now, it is not clear whether one would arrive at multi-scale-aggregation
impossibility results which include ordinally measured criteria were IIA to be jettisoned
as a condition. However, since this only incorporates pairs of measurability assumptions
which include ordinal-scale measurability, we should not expect to escape Patrick and
Hodeson’s impossibility results by jettisoning this condition. In which case, multi-scale
aggregation might fall foul of guideline2: ceteris paribus, avoid idealised modelling
assumptions. We know that scientists have some means of moving from theory scores
to all-things-considered choices. To the extent that multi-scale aggregation contradicts
this–––which depends on how realistic their conditions are–––it cannot provide a process
model of theory choice.

One final point of contention concerns Patrick and Hodesdon’s claim that there is
an important disanalogy between the social-choice and theory-choice contexts, which le-
gitimises multi-scale aggregation in the latter, but not the former. In the social-choice
context, a uniform scale of preference measurement has an anti-biasing effect. No indi-
vidual gains an advantage from the mere fact that they have a richer preference than
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others. Patrick and Hodesdon never explain why a biasing effect infects the theory-choice
case. Arguably, the intensity of the biasing effect varies. For an easy case in which we
see this effect, recall Patrick and Hodesdon’s result that, if there is more than one strong
criterion and the rest are weak, the only theory-choice functionals which do not violate
their conditions or framework assumptions give the weak criteria only tiebreaking power.
Yet, this biasing effect in favour of some set of criteria (a single strong criterion) against
another set (the weak criteria) can be categorised simply as the criteria weighting of
the scientist who chooses that theory-choice functional. Meaning that no bias is allowed
except that which is already legitimate under the banner of criteria weighting.

Overall, Patrick and Hodesdon were right to point out that the other SCTC accounts
of theory choice assume uni-scale aggregation, and that this might not be the right
assumption. Though, they seem to assume that multi-scale aggregation is the correct
assumption on the basis of fairly poor evidence. Their argument for justifying multi-scale
aggregation in the theory-choice context, by claiming that biasing effects are not carried
over, is incomplete. The concept of criteria weighting was used to make this case for them,
though some problems remain: it assumes richer information is better and appears more
problematic given the fully explicit paradigm of theory choice. It was suggested that the
descriptive question of whether scientists (generally) engage in multi-scale versus uni-
scale aggregation is open. Both an empirical analysis and a computational-complexity
analysis would be welcome. Regarding the (normative) justification of multi-scale aggre-
gation, it was suggested that a social choice analysis of this framework sans IIA would
be useful.

7.3 Summary

This chapter has considered informational arguments concerning no rational rule in
depth. Okasha’s escape route of enriching the informational assumptions is, by his own
admission, workable in only certain contexts. We agreed that super-ordinal information
is available to scientists in certain contexts. However, given the current state of science,
I share Okasha’s scepticism regarding how realistic super-ordinal measurability assump-
tions are in cases where they are not explicitly baked into the methodology. (Given that
ONC seems to be the only meaningful ordinal-informational condition, this casts doubt
on richer comparability assumptions also.)

It was suggested that we need a fleshed out computational-efficiency analysis of the
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trade-off between the (typically) greater ease of generating absolute-theory scores versus
the greater ease of aggregating ordinal scores. Supposing that the latter task is (typically)
computationally easier, it was suggested that moving from the semi-implicit paradigm
of theory choice to the fully explicit paradigm would incentivise scientists to put in the
extra computational effort required to justify super-ordinal measurability assumptions
(and therefore richer comparability assumptions). In such a context, Okasha’s escape
route would have clear success as a process model. Patrick and Hodesdon’s multi-scale
aggregation framework was welcomed as an excellent addition to the SCTC frameworks
that have thus far been proposed. However, their assumption that scientists engage in
multi-scale aggregation is questionable. It was suggested that investigating the role of
IIA versus multi-scale aggregation in generating their impossibility results is a fruitful
avenue for further investigation.



Chapter 8.

Escape Routes II: Challenges to Arrow’s
Axioms

. . . if you take out every axiom. . . one by
one, you may quarrel with them and bend
them and break them at your pleasure

Francis Bacon
The Advancement of Learning

This chapter considers two escape routes to no rational rule, each of which challenges
one of Arrow’s framework axioms. Bradley’s (2017) position on the application of social-
choice theory to theory choice is considered in section 8.1. His argument is very broad,
but one particular aspect of it is the denial that rationality demands that scientists’
all-things-considered choices be complete. I generally agree with Bradley’s broad points
on theory choice and extend his consideration of theory-choice rules on this framework
by appealing to Weymark’s (1984) work. It is argued that this escape route enjoys some
(contextual) success. Section 8.2 examines Marcoci and Nguyen’s escape route. They
question Okasha’s removal of leeway from theory ranking1, arguing that theory choice
does not provide a determinate profile. They also allow that the preference relations
incorporated within scientists’ all-things-considered choices are intransitive. I agree that
their escape route enjoys some success; it survives some key counterarguments which
focus on issues concerning rationality. Its modelling assumptions are also assessed. It
is shown that these assumptions are generally reasonable–––despite some clear failure
cases.

1 Note the change in terminology (theory ranking not theory scoring), since this escape route assumes
Arrow’s informational assumptions.
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8.1 Bradley, Voluntarism, and Incompleteness

Bradley’s (2017) main argument is that a view of scientific rationality which takes ade-
quate account of the boundary between objective and subjective constraints on theory
choice–––namely, voluntarism (see subsection 4.2.2)–––provides a means of bolstering
Okasha’s escape route and reorientating our thinking regarding no rational rule. In
putting forward this argument, he appeals to a theory-choice rule defined on a frame-
work which jettisons completeness. This move can also be assessed as an escape route in
itself (‘Bradley’s escape route’). I agree with Bradley that the rule he specifies does not
provide a workable escape route–––albeit for a different reason than his. However, the
viability of his escape route can be assessed by appealing to Weymark’s (1984) work on
the Arrow-consistent rules within this domain.

Subsection 8.1.1 outlines Bradley’s appeal to voluntarism as a way of characterising
scientific rationality. Subsection 8.1.2 considers his interpretation of a conditional state-
ment in Okasha’s (2011) original paper applying social-choice theory to theory choice.
Subsection 8.1.3 outlines his position regarding how the distinction between subjective
and objective constraints on theory choice can be used to reinterpret Okasha’s escape
route. Subsection 8.1.4 focuses on Bradley’s argument that a rule defined on a frame-
work which jettisons incompleteness–––and which meets (analogues of) Arrow’s condi-
tions–––can be seen as embodying the minimum objective constraints on theory choice.
With Bradley’s position outlined, subsection 8.1.5 considers whether Kuhnianism counts
as a voluntarist view; it is argued that it is not a perfect fit, but a certain interpretation
of Kuhnianism is voluntarist. Subsection 8.1.6 assesses Bradley’s position qua escape
route. It is argued that it does not provide a universal solution; however, it is an option
which some scientists might exploit–––and which they have the rational leeway to choose.

8.1.1 Bradley’s Reliance on Voluntarism

Voluntarism was outlined in subsection 4.2.2. Briefly, it is the theory that epistemic
stances are rationally underdetermined (Lipton, 2004a, p. 149). That is, beyond abiding
by certain basic epistemic criteria–––such as internal consistency and the rules of the
probability calculus–––there is rational leeway to select one’s own epistemic stances.
Different accounts of voluntarism may cash this leeway out in different ways–––especially
in terms of the constraints placed upon it. For example, Kuhn’s account of scientific
rationality builds in leeway via his stages of the theory-choice process (see chapter 2).
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Bradley (2017, p. 8) characterises voluntarism’s key idea as the claim that “rationality
doesn’t determine a unique best theory for each possible evidential state”. He interprets
van Fraassen’s motivation as the idea that the value of some theory choices cannot be
rationally assessed prior to making it. Inspired by L.A. Paul (2014), he characterises
some theory choices as ‘transformative experiences’, in that, in switching from one DM
to another, “the shift in values and standards of evaluation required by such a shift
cannot be anticipated” (Bradley, ibid.). However, Bradley’s (ibid.) favoured version of
voluntarism applies to theory choices within DMs too–––choices between normal-scientific
theories (see section 2.3). For example, scientist1 and scientist2 might agree on the
same DM, but have different criteria weightings. Scientist1 might emphasise replication
whereas scientist2 might emphasise scope. This may lead to disagreements regarding
normal-scientific theory choice. Such a disagreement does not require that either is
irrational. This latter kind of disagreement is Bradley’s focal point in considering the
SCTC programme.

Voluntarism is the lens through which Bradley’s subsequent arguments should be
viewed. This position motivates a concept which he relies upon heavily: ‘rational silence’.
This concept is defined via two exemplifying cases (ibid., p. 6-7); we will cover one of
them.2 Suppose we face a choice between two incommensurable goods. Many would
classify a ‘Sophie’s choice’ case as an example of incommensurable goods. There may
be no way to trade-off the lives of two loved ones. In such a case, rationality does not
determine our choice. Yet, it still constrains our choice in that, were one of our mortal
enemies to be introduced as an alternative, we could easily trade-off his life for that of
either of our loved ones. Bradley summarises cases of rational silence as those where
“the constraints on choice can be satisfied, but such satisfaction does not necessarily
determine a choice” (ibid.).

Bradley (ibid., p. 10) suggests that–––far from being problematic–––rational silence
is actually “a desirable property of scientific rationality”. His argument partly rests up
the formal case he makes. However, at this stage, we can partly see where he is coming
from given that he (ibid., p. 7) sees rational silence as “akin” to voluntarism. Voluntarism
introduces into epistemology (and scientific rationality) the (constrained) liberal attitude
to rationality exemplified in the concept of instrumental rationality (see section 4.1 and
subsection 4.2.2). Arguably, because Kuhnianism is a particular version of voluntarism

2 I am sceptical that rationality is ‘silent’ regarding the other type of case–––arguably, a case where
rationality tells us to be indifferent. However, since it would take time to unpack the various inter-
pretations of this case, it seems a distraction from the main thrust of Bradley’s argument.
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(Lipton, ibid., §2-§3), voluntarism can also capture the leeway built into the theory-
choice process (required for theory incubation; see section 2.6). The extent to which
Kuhnianism is a voluntarist view is assessed in subsection 8.1.5.

8.1.2 Bradley on Okasha’s Conditional

A focal point of Bradley’s argument is a conditional statement within Okasha’s (2011,
p. 93) paper. Bradley (2017, p. 6 & 10) interprets Okasha’s conditional as “if theory choice
is constrained by Arrow’s conditions, then rational theory choice is impossible”. From
Okasha’s endorsement of dropping Arrow’s framework for Sen’s, Bradley takes him to
accept the truth of the conditional, but not of the antecedent. Bradley (ibid., p. 10)
questions the truth of the conditional itself. Implicit within the application of Arrow’s
theorem to theory choice is, he argues, the assumption that ‘rational theory choice’
means determining an all-things-considered ranking of the competing theories.3 Bradley
suggests a weaker interpretation of ‘rational theory choice’: determining an all-things-
considered ‘quasi-ordering’ of the competing theories–––an arrangement which is reflexive
and transitive, but not complete. This interpretation makes the conditional false, since
Bradley (ibid., §4) proves that a theory-choice rule–––which we will call the ‘unanimity
rule’–––defined on a quasi-ordering framework can meet (generalisations of) the Arrovian
conditions (see subsection 8.1.4).

I question Bradley’s interpretation of Okasha’s conditional. The conditional, as
Okasha (ibid., p. 93) actually wrote it, is:

“If we agree that [UD], [WP ], [ND], and [IIA] are conditions on reasonable theory choice,
then it is obvious that an Arrovian impossibility result applies. . . [which implies] that there
is no single algorithm for theory choice, over three or more alternatives, which is rationally
acceptable.”

Quotation 13: Okasha’s written conditional

This conditional holds an implicit commitment to Arrow’s framework, as the conditions
are defined on it. Arrow’s framework holds that weak-preference relations are order-
ing relations. Orderings are input into a social-/theory-choice rule, and an all-things-
considered ordering is output. The definitions of Arrow’s conditions (on this framework)
incorporate Arrow’s axioms. (This is made clear throughout Okasha’s paper. For exam-
ple, he (ibid., p. 89-90) defines Arrow’s social-choice conditions in terms of “preference

3 Bradley does not use the standard economic terminology regarding relations. Instead, he uses termi-
nology from order theory (see, e.g., Roman, 2010, p. 2-3).
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orders”–––both individual and social–––not quasi-orders. Granted, when he (ibid., p. 92-
93) defines their theory-choice analogues he does not use this language, referring instead
to ‘rankings’ and ‘final rankings’, but ‘ranking’ and ‘ordering’ are equivalent (see 6.4.1).
He (ibid., p. 91 & 11) also clarifies that his theory-choice argument takes place within
Arrow’s framework. It would not make sense to propose a switch to another framework
(Sen’s) were this not the case.) Thus, the interpreted conditional, if it is to be accurate,
must commit to orderings both within the antecedent–––where ‘Arrow’s conditions’ are
said to constrain theory choice–––and the consequent–––where this constrained theory
choice is said to be impossible. The fully explicated conditional would say: if theory
choice is constrained by Arrow’s framework (which requires aggregation rules to take
orderings as inputs and give an all-things-considered ordering as output) and conditions
(defined via the axioms of this framework), then ‘rational theory choice’ (the outputting
of an all-things-considered ranking) is impossible, due to Arrow’s theorem. This condi-
tional is true. No proof that a theory-choice rule defined on the quasi-ordering framework
can meet (versions of) Arrow’s conditions will falsify it.

8.1.3 Objective Versus Subjective Constraints on Theory Choice

In line with voluntarism, Bradley (2017, p. 14) distinguishes objective from subjective
constraints on theory choice. The former are rational requirements which “apply equally
to all agents” (ibid.). The latter are those regarding which scientists have leeway, and
have elected to impose on their decision-making process. He (ibid.) gives (subjective)
Bayesian confirmation theory as an illustrative example of this distinction. On this
account of scientific rationality, Bayes’s rule applies equally to all agents as the rationally
required theory-choice rule, but scientists are given leeway to decide (for example) the
prior probabilities assigned to each theory.

He applies the objective-subjective-constraints distinction to Okasha’s escape route
(see section 7.1). Okasha (2011, p. 105) pessimistically concludes that, if we escape no

rational rule via enriched-informational assumptions, we land right back in Kuhn’s
problem: there is no rationally unique method for theory choice (his no-unique-method
thesis; see quotation 1 in chapter 1). Okasha’s (ibid., p. 86 &105) specific concern is the
problem of choosing between the many theory-choice methods. He argues that:

“To escape both predicaments, we need reasonableness conditions that are satisfied by exactly
one algorithm.”

Quotation 14: Okasha on escaping Arrow’s and Kuhn’s problems
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Bradley (ibid., p. 13) interprets Okasha’s claim as follows.

“[. . . ] unless we can find a unique set of exchange rates between theoretical virtues that are
rationally compelling, it looks like we have many possible theory choice rules again.”

Quotation 15: Bradley on Okasha’s pessimistic conclusion

This interpretation–––which is focused on comparability assumptions–––does not capture
the full scope of Okasha’s point, as it rather than a method for reducing the choice
between multiple theory-choice rules/methods to one. The latter requires specifying
a complete set of minimally reasonable conditions (plus axioms and assumptions) for
choice which are only met by one rule/method–––which, of course, would include a
unique informational condition, as Bradley notes.

Bradley (ibid., p. 13) then interprets Okasha (ibid., §7) as claiming that scientific
rationality requires “objective cardinal measures of the [criteria]”4 and that “they be
comparable in general”.Subsection 7.1.8 critiqued Okasha’s ‘appropriateness’ criterion for
assessing the effectiveness of informational conditions. � being the richest informational
condition one could apply in contextx does not make � intrinsically superior to rival
conditions. To the extent that Bradley was getting at this issue, his point is well taken.
Bradley is also correct that Okasha (ibid., p. 86-87 &94) characterises Arrow’s conditions
as ‘objective’ in the specific sense used by voluntarists (see subsection 4.2.2): “minimum
standards” which constitute necessary conditions for scientific rationality. Bradley takes
it that this is what Okasha is getting at in quotation 14 in writing of “reasonableness
conditions”. He (ibid., p. 15) bolsters this interpretation by pointing out that Okasha is
not interested in the theory choices of individual agents, given that he does not really
set up his choice scenarios in this way. Of course, it may be that Okasha chose to
use ‘reasonableness conditions’, rather than ‘minimum standards’, because he saw the
referents of these terms as distinct. On this interpretation, quotation 14 leaves open the
possibility that there are certain constraints, beyond the objective ones, which might
be utilised by individual scientists in escaping no rational rule. However, as noted
in section 6.3, the critique that Okasha assumes unanimity at the group level–––and so
doesn’t follow the group-to-individual analogy closely enough–––is generally fair. So,
I share Bradley’s interpretation. Recall, however, that Okasha’s focus may be more an
artefact of the need for brevity on an already complex topic than a reflection of his deeply
held views.

4 My emphasis.
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Regardless of which interpretation is correct, Bradley’s explicit consideration of this
issue is important and allowing for idiosyncrasy in the SCTC account is more in line with
Kuhn’s project (Marcoci and Nguyen, 2019, §4). He (ibid., §6) argues that voluntarism is
the key to success for Okasha’s escape route. He (ibid., p. 11) proposes that the unanimity
rule (outlined in the next subsection) embodies a minimum, objective constraint that
scientists’ theory choices must meet. However, this is “not all there is to theory choice”
(ibid.) and scientists fill in the gaps it leaves with their own subjective constraints. The
next subsection will consider the unanimity rule and its role in Bradley’s argument.

8.1.4 The Unanimity Rule

Bradley (2017, p. 9-10) outlines the unanimity rule5, and proves that it meets analogues
of Arrow’s conditions. These analogues are defined on a framework which outputs quasi-
orderings: ‘preference’ relations which are reflexive and transitive, but incomplete. This
framework defines theory-choice rules as mappings from the set of all theory-ranking
profiles to the set of all quasi-orderings of the theories, f ∶ R∗n �→ R (for more on quasi-
orderings, see appendix I). R denotes the quasi-ordering weak-‘preference’ relation6, with
P and I denoting its associated strict and indifferent relations.

Bradley (ibid.) starts by generalising a stronger form of WP (defined for the quasi-
ordering framework), which holds that, if all criteria weakly ‘prefer’ T1 to T2, then this is
preserved in the all-things-considered ranking. We will call this relation ‘unanimity’. If
f meets unanimity, then it meets WP 7, as WP is simply its strict ‘preference’ aspect.
The rest of Arrow’s conditions remain the same, save for framework-induced changes.

Unrestricted

Domain
R∗n = Rn

Unanimity ∀T1, T2 ∈ T ; ∀c ∈ C ∶ (T1RcT2 ) �⇒ (T1R T2 )

Non-

Dictatorship
¬� ∃c ∈ C � ∀T1, T2 ∈ T ∶ (T1PcT2 ) �⇒ (T1P T2 )�

5 This rule had already been outlined by Weymark (1984, p. 238) as the ‘strong-Pareto rule’.
6 Sometimes denoted with Q for comparative purposes.
7 WP defined on the quasi-ordering framework.
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Independence

of Irrelevant

Alternatives

∀�Rc�, �Qc� ∈R
∗n
; ∀T1, T2 ∈ T ∶

� ( �Rc��T1,T2 = �Qc��T1,T2 ) �⇒ (R�T1,T2 = Q�T1,T2 )
�

The unanimity rule is defined to meet the unanimity condition. R∩ = ∩�Rc� (the
intersection of all criteria’s (∈ C) theory rankings) gives its output. It therefore produces
an all-things-considered ranking of T1 relative to T2 iff all criteria agree regarding the
ordering of T1 relative to T2. If there is inter-criterial disagreement, then–––in line with
the incompleteness of the relation–––R∩ fails to yield an all-things-considered ranking of
the theories in question. Why? Because, those pairs of theories regarding which there
is not a unanimous ordering are treated as incommensurable. Thus, we can define the
unanimity rule as a theory-choice rule, f ∶ �Rc��→ ∩�Rc�.

Reflexivity and transitivity transfer to R∩ from the weak-‘preference’ relations of the
individual criteria. Reflexivity holds, since all criteria would unanimously be ‘indiffer-
ent’ between a theory and itself. Transitivity also holds because, for all theories and
criteria, unanimity that ( T1RcT2 ) ∧ (T2RcT3 ), would entail unanimity that T1RcT3.
Consequently, ∀T1,T2,T3 ∈ T ∶ ( (T1R∩T2 ) ∧ (T2R∩T3 ) ) �⇒ (T1R∩T3 ).

R∩ will also meet UD8, as it delivers a quasi-ordering for any profile of theory
rankings.9 Likewise, R∩ meets N D (ibid., p. 9-10). Any inter-criterial disagreement
will have the effect of stopping the disagreeing criteria from being dictators. Since the
unanimity rule meetsUD, R∩ treats such profiles as admissible, and soN D will be met.
Finally, R∩ meets IIA , which requires that, if two profiles order any two theories in the
same way, then their position must be the same in the all-things-considered arrangement
derived from the profiles. R∩ guarantees this, as, if there is intra-profile unanimity
regarding T1 and T2, they are guaranteed to be ordered the same way in the all-things-
considered arrangement. If they are not unanimously ordered in the profile, then they
will not be ordered (at all) in the all-things-considered arrangement.

Since the unanimity rule will often take a non-unanimous profile as input, it will
often yield very little advice. Such cases are cases of rational silence (see subsection
8.1.1). Bradley (ibid.) suggests that, far from being a negative feature, this is actually a
“desirable property of scientific rationality”, since:

8 UD defined on the quasi-ordering framework.
9 Though, Bradley (ibid., p. 3, 10, & 13) is “agnostic” regarding this condition, given the debate about

it (see section 9.3).
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“[. . . ]it could be an indication that both theories are legitimate objects of study given the
current state of evidence.”

Quotation 16: Bradley on the benefit of rational silence

Bradley (ibid.) indicates that R∩ is “too silent”; imagining a case where T1 is far
better fitted to the data than T2, but T2 is only slightly simpler than T1 (see, e.g., the
case given in subsection 7.1.8). These two criteria would not be unanimous in their
‘preference’, so no ranking of T1 relative to T2 would be output by our theory-choice rule.
Yet, for Bradley, the far greater accuracy of T1 is enough to outweigh the slightly simpler
T2. For this reason, the unanimity rule merely embodies a minimum constraint on theory
choice: “however preference among theories is determined, it should be a superset of [R∩];
whatever function[. . . ] represents theory choice, it had better return a superset of [R∩]”.

Let’s consider Bradley’s characterisation of the unanimity rule as a minimum, objec-
tive constraint on theory choice. The idea that, whichever theory-choice rule scientists
pick, it ought to yield a superset of R∩ presumably means that the set of reasonable
theory-choice rules includes those which output quasi-orderings and orderings, but not
those which fail to meet unanimity. Yet, Bradley (ibid., p. 13) goes on to cash out the
constraints on rational theory choice via the other conditions which the unanimity rule
meets (with some doubt expressed regardingUD and the aspect of IIA which assumes
ordinal information). Thus, the set of reasonable theory-choice rules is (somewhat) con-
strained via the framework axioms and conditions which this rule meets. Bradley (ibid.,
p. 16) further characterises his view on theory choice thus: “the objective constraints on
theory choice fail to always determine which theory is (objectively) better[. . . ] Hence
the (objective) aggregate betterness relation is incomplete”.

For Bradley (ibid., §6-§7), individual scientists fill in the gaps left by these minimum
constraints by adding further constraints. Not surprisingly, he (ibid., §7) argues that his
view is in keeping with Kuhn’s views on theory choice (see chapter 2). Scientist’s sub-
jective factors influence their theory choices by filling in the gaps left by the minimum,
objective constraints. One such way they might do this is by noting super-ordinal infor-
mation about how the theories ‘do’ by the criteria (ibid., §6 & §8). Therefore, Okasha’s
escape route is legitimate for Bradley, but only when interpreted as the result of this pro-
cess of scientists subjectively adding to the objective constraints on theory choice–––or,
exercising rational leeway.

Thus, instead of proposing a new escape route, Bradley outlines a framework which
provides a greater incentive to follow Okasha’s escape route, by tying it back to the
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subjective leeway built into Kuhnianism. In the next two subsections, his position is
assessed by the extent to which (i) voluntarism is a legitimate Kuhnian view, (ii) Bradley’s
position provides an escape route to no rational rule.

8.1.5 Is Kuhnianism a Voluntarist View?

Is Kuhnianism a voluntarist view? In some ways, it is. As Lipton (2004a, p. 153) noted,
Kuhnian scientific rationality concerns the extent to which different options are open to
scientists–––who are influenced by different subjective factors (see subsection and section
2.6). Furthermore, the role that subjective factors play is a positive one, as they allow
the community to hedge its bets (ibid.)–––via incubating developing theories (see section
2.2). This fits well with the liberal aspect of voluntarism: the leeway built into the
position.

However, voluntarism also appeals to objectivity. Recall Lipton’s (ibid., p. 156) char-
acterisation of the necessary, objective conditions for being scientifically rational: those
principles which it would be a mistake to flout “whatever one’s epistemic values and
goals”. Does Kuhnianism fit with this notion? Yes and no. No, because the leeway in
Kuhn’s accounts is very strong. In his criterial-conflict account, scientists generally accept
the standard scientific criteria but are free to disambiguate them as they see fit (Kuhn,
1977b; see section 2.6). (With accuracy being the most important, since the things it
yields are things which “scientists are particularly unwilling to give up” (ibid., p. 323).)
In Reflections–––written in between his CA-IC and criterial-conflict accounts–––Kuhn
(1970, p. 263) argued that the standard scientific criteria are the permissible ones, be-
cause they allow for puzzle-solving success (see subsection 4.3.3). However, Kuhn never
went as far as to make any criteria mandatory.

Despite this, a Kuhnian gloss can be given to the voluntarist position. His justification
for scientists generally utilising the standard criteria can be extended to justify the vol-
untarist’s argument. For example, one must value internal consistency if one cares about
science’s success, because, without it, one cannot hope to solve scientific puzzles. If a
scientist is willing to accept inconsistencies, then their whole apparatus for investigating
puzzles will crumble. If a scientist happens not to care about consistency, then they will
not be able to practice their craft properly and so will cease to be a scientist (Kuhn, 1996,
p. 159). Thus, valuing internal consistency (and some other such criteria) a hypothetical
imperative of scientific rationality: if you value science’s success, then value internal
consistency (see subsection 4.3.2). And it is within the margin of minimum consensus
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(see subsection 5.4.2). This criterion therefore counts as ‘objective’ in the specific sense
used by voluntarists. Whereas, other criteria (and principles) are those regarding which
there is room for legitimate disagreement. These would include criteria such as scope
(see subsection 2.5.1). This argument is ‘Kuhnian’ in the sense that it utilises key ideas
from Kuhnian philosophy–––including the ultimate goal of scientific rationality (science’s
success).

8.1.6 Assessing Bradley’s Position Qua Escape Route

Does Bradley’s position provide the leeway necessary for escaping no rational rule?
Given that Bradley’s position has two aspects, both must be addressed to answer this
question. The first is a means of conceptualising scientific rationality such that what
counts as an escape route is characterised in terms of a constrained liberalism. Thus,
it bolsters Okasha’s escape route by allowing us to conceive of a scientist’s choice of an
informational condition in voluntarist terms–––in terms of rational leeway. In offering a
framework for thinking about the legitimacy of multiple escape routes it also arguable pre-
empts the death-by-several-cuts argument presented in this project. However, note that
Bradley closes off the possibility of leeway regarding axioms and conditions which have
(albeit sometimes subsequently) been legitimately questioned in the literature. These
include transitivity (Marcoci and Nguyen, 2019; see section 8.2), IIA (Rizza, 2014; see
section 9.1), and ND (see section 9.2).10

The second aspect of Bradley’s position is the possibility of escaping no rational

rule via jettisoning the completeness axiom (‘Bradley’s escape route’). Bradley seems
to have been concerned with the unanimity rule more as a device for cashing out the
objective, minimal constraints on theory choice than as a desirable escape route in its
own right. This is because the unanimity rule seems “too silent” (Bradley, 2017, p. 10-11).
His rationale considers a case in which T1 is far better fitted to the data than T2, but T2 is
only slightly simpler than T1. Subsection 7.1.8 considered a similar case as a rationale for
thinking that richer information is better. There, it was argued that, even in this case,
informational-condition choice falls within rational leeway–––not minimum consensus.
(However, in switching from the semi-implicit paradigm of theory-choice process to the
fully explicit paradigm, a minimum consensus on this might start to emerge regarding
this choice.) A difference between that case and Bradley’s (ibid.) is that the latter is
partly motivated by one of the criteria being “relatively unimportant”. Yet, this again

10 Although, Bradley (2017) does emphasise the controversy of IIA.
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falls within rational leeway, not minimum consensus. For example, who are philosophers
to tell quantum chemists that computational ease (a simplicity criterion) is relatively
unimportant (see subsection 4.3.4)? Even if the voluntarist can show that one criterion
is yielded by a hypothetical imperative of scientific rationality (if you value science’s
success, then deploy this criterion) but the other is not, it does not follow that the
‘objective criterion’ (in the voluntarist sense) should be treated as more important–––such
that it should be measured on the richest scale possible. Indeed, in subsection 9.2.9, it
is shown that internal consistency can play a crucial role, even as a nominal category: is
this theory internally consistent, or not?

Despite this, I agree that the unanimity rule will generally be too silent. The sci-
entist, qua scientist, makes choices. These choices might be conceptualised in epistem-
ically strong terms (belief), or weaker terms (acceptance), or still weaker terms (such
as pursuit and heuristic-building potential; see subsection 5.3.4). Regardless, a scien-
tist working within a domain will have to make some theory choices, broadly construed.
The unanimity rule will generally be too silent to function as a useful tool for scientists
in making such choices. As noted in subsection 3.4.3, for almost every major theory-
choice case, consensus has been achieved despite criterial conflict. There is a consensus
that Einstein’s theory of general relativity is superior to Newtonian mechanics. How-
ever, Newtonian mechanics is ‘simpler’ in the sense of using less technical mathematics
than general relativity. Quantum mechanics is superior to Newtonian mechanics, but
Newtonian mechanics has greater metaphysical clarity. Percival Lowell’s theory that the
appearance of channels on the surface of Mars was caused by canals dug by Martians is
universally shunned in favour of the theory that the appearance was caused by an opti-
cal illusion. However, Lowell’s theory has greater scope than the optical illusion theory.
Likewise, the theory that cold fusion exists (as well as ‘hot’ fusion) has greater scope than
the theory that only hot fusion exists. Mendelism is agreed to be superior to biometry.
Yet, biometry has arguably been more ‘fruitful’ in the sense that the statistical methods
developed by biometricians–––ordinary distributions, statistical correlation, regression
analysis etc. (Radick, 2005, p. 35)–––have been applied to a greater number of scientific
domains than the methods developed by Mendelians. For a theory-choice rule to be of
use in such real-world cases, it must be able to derive an all-things-considered ranking
without requiring criterial unanimity.

Despite the unanimity rule being too silent, all is not lost for Bradley’s escape route.
Weymark (1984, p. 242) has proved that the unanimity rule is a specific instance of a
broader family of rules: �-oligarchies. Weymark’s work maps out the domain of aggrega-
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tion rules which meet (analogues of) Arrow’s conditions–––because the only rules which
meet these conditions on the quasi-ordering framework are (certain) �-oligarchies. It is
argued that �-oligarchies will not work as a universal approach to escaping no rational

rule. However, within the context of the death-by-several-cuts argument (see section
6.5), �-oligarchies provide an option for escaping no rational rule that some scientists
will find appealing, and which they have rational leeway to pursue.

Decisiveness ( G ⊆ C is decisive ) ⇐⇒
�

�

∀�Rc�, �Qc� ∈R
∗n
;∀T1 T2 ∈ T ;

( ∀c ∈ G ∶ T1PcT2 ) �⇒ ( T1PT2 )

�

�

A group of criteria is decisive if any unanimous strict ‘preference’ of the individual criteria,
regarding any two theories, entails the same unanimous strict preference in the all-things-
considered ranking. An oligarchy takes the decisiveness property and adds veto power:

Oligarchy ( G ⊆ C is an oligarchy ) ⇐⇒
�

�
�
�

�

(i) G is decisive

(ii) ∀�Rc�, �Qc� ∈R
∗n
; ∀T1 T2 ∈ T ;

( ∃c ∈ G ∶ T1PcT2 ) �⇒ (¬( T2PT1 ) )

�

�
�
�

�

A group of criteria is an oligarchy iff that group is decisive, and, if at least one criterion
in the group has a strict ‘preference’ regarding any two theories, then the all-things-
considered ranking of the two theories is not the inverse of this criterion’s. A �-oligarchy
strengthens the veto power of the select group:

�-Oligarchy (G ⊆ C is a �-oligarchy ) ⇐⇒
�

�
�
�

�

(i) G is an oligarchy

(ii) ∀�Rc�, �Qc� ∈R
∗n
;∀T1 T2 ∈ T ;

(∃c ∈ G ∶T1PcT2 ) �⇒ (¬(T2RT1 ) )

�

�
�
�

�

A group of criteria is a �-oligarchy iff that group is an oligarchy, and if at least one
criterion in the group has a strict ‘preference’, regarding any two theories, then the theo-
ries cannot take opposite positions in the all-things-considered arrangement. The output
arrangement can be a quasi-ordering, because, when two criteria in G have the opposite
strict ‘preference’ regarding two theories, those theories fail to be ordered (relative to one
another) (ibid., p. 236).

The �-oligarchy is a family of theory-choice rules defined on the quasi-ordering frame-
work (ibid., p. 240-241). The unanimity rule is a �-oligarchy in which G = C (ibid., p. 241-
242). It clearly meets �-oligarchy conditions (i) and (ii), yet R∩’s indifference relation is
not explicitly referenced in the definition of a �-oligarchy. This is easily proved. Assume
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that G = C, and that every criterion is ‘indifferent’ regarding two theories. A �-oligarchy
cannot output a strict preference, as that would require all of the criteria to have a strict
‘preference’ regarding the pair. Nor could it output an incommensurate arrangement, as
that would require at least two criteria to have opposing strict ‘preferences’. The only
option remaining is that it outputs an indifferent all-things-considered ranking.

Weymark (ibid., p. 240-242) proved that only �-oligarchies meet the constraints rel-
evant to Bradley’s escape route. When imported into the theory-choice context, his
theorem says:

Weymark’s

�-Oligarchy Theorem

For any theory-choice rule on the quasi-ordering
framework which meets UD, WP , and IIA ,
there exists a unique �-oligarchy

One type of �-oligarchy fails to meet N D: that in which G is constituted by a single
criterion, a dictator (ibid.). This is the only �-oligarchy which also meets complete-
ness, because the dictator’s strict pairwise rankings are simply carried over into the
all-things-considered ranking. Even when the dictating criterion is ‘indifferent’ regarding
two theories, that cannot bring about an incommensurate arrangement, because–––on a
�-oligarchy–––incommensurability is the product of opposing strict ‘preferences’ within
the oligarchic set. So, it requires more than one oligarchic criterion and only concerns
their strict ‘preferences’. All other �-oligarchies meet N D. We have already noted that
R∩ is too silent. What about the other �-oligarchies, those regarding which G ⊂ C, where
�G� > 1; how viable are they?

The viability of the �-oligarchies which fall in between the two extremes of dictatorship
and unanimity is a complex issue. To understand it, we can consider three possible cases.
Suppose that, in all cases, C = {c1, c2, c3}, G = {c1, c2}, and T = {T1,T2,}. In the first
case:

Case1 � (T1Pc1T2 ) ∧ (T1Pc1T2 )
� �⇒ �T1PT2�

There is unanimity among the oligarchic criteria that T1 is strictly ‘preferred’ to T2. Thus,
by decisiveness, this unanimous strict ‘preference’ is carried over into the social choice:
the �-oligarchy outputs this strict preference as its all-things-considered arrangement. In
the second case:

Case2 � (T1Pc1T2 ) ∧ (T2Pc2T1 )
� �⇒ � (¬(T1RT2 ) ) ∧ (¬(T2RT1 ) )�
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The oligarchic criteria are split: one strictly ‘prefers’ T1, the other strictly ‘prefers’ T2.
Thus, by the definition of a �-oligarchy, the two theories are not ranked (relative to one
another) in the all-things-considered arrangement. (Recall, from subsection 6.2.1, that
completeness means that (T1RT2 ) ∨ (T2RT1 ).) In the third case:

Case3 (T1Ic1T2 ) ∧ (T1Ic2T2 ) ∧ (T1Pc3T2 )

Unlike in the other cases, the definition of a �-oligarchy doesn’t tell us anything specific
about what occurs in case3. Perhaps, given the oligarchic criteria do not have a strict
‘preference’, the further specification of this type of �-oligarchy would tell us that the
all-things-considered ranking of these theories should be: T1IT2. Alternatively, it seems
reasonable that, given that c3 has a strict preference, it should be used as a tiebreaker.
Meaning that the further specification of this type of �-oligarchy would tell us that the all-
things-considered ranking of these theories should be: T1PT2. (And, in the counterfactual
case where c3 has the opposite strict preference, the output should be: T2PT1.)

What do cases1−3 tell us about the viability of �-oligarchies regarding which G ⊂ C?
Cases1−3 present a complex picture in which the amount of weight that the non-oligarchic
criteria (∈ C G) receive is either zero or contingent upon the theory rankings of the oli-
garchic criteria. This is clarified by considering a strengthening of theN D: ‘anonymity’
(May, 1952, p. 681; Gaertner, 2009, p. 37).11 Let ⇢�Rc� denote the permuting the profile:
reordering the entries such that it is not clear which theory ranking belongs to which
criterion (List, 2013, §2.2).

Anonymity ∀�Rc�, �Qc� ∈R
∗n
∶ ( �Qc� = ⇢�Rc� ) �⇒ (f�Rc� = f�Qc� )

Anonymity says that permuting the profile–––thereby disguising which ranking belongs
to which criterion–––does not change the all-things-considered ranking/arrangement. In
the social-choice context, anonymity is equivalent to the equal weighting of all individ-
uals. In the theory-choice context, it is equivalent to the equal weighting of all criteria.12

Anonymity is, therefore, a useful tool for understanding the weighting structure of a
theory-choice rule. The unanimity rule clearly meets anonymity: since all criteria are
members of the oligarchic set, G, they are weighted equally (ibid., p. 238 & 241). They
all have the same amount of decisive and veto power. By contrast, if G ⊂ C, then the
�-oligarchy does not meet anonymity: some criteria are in the oligarchic set, G, others

11 Named for the anonymity it provides to individuals in the social-choice context.
12 Anonymity tells us that the labels attached to the criteria makes no difference to f�Rc�. Equal

weighting tells us the same. See section 10.1.
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are in the non-oligarchic set C�G. Thus, some criteria have more decisive and veto power
over others.

The form that this differential weighting takes depends on how we further specify
the �-oligarchy to deal with case3 (and other similar cases). Above, we considered two
potential specifications:13

Specification1 � (T1Ic1T2 ) ∧ (T1Ic2T2 ) ∧ (T1Pc3T2 )� �⇒ �T1I T2�

Specification2 � (T1Ic1T2 ) ∧ (T1Ic2T2 ) ∧ (T1Pc3T2 )� �⇒ �T1PT2�

Specification1 is unworkable, because it has the following weighting structure. All
criteria in G are weighted equally. All criteria in G are weighted above all criteria in
C � G. All criteria in C � G are weighted equally, as having no weight. Such a rule is not
viable, because it is contradictory to deploy a criterion (meaning that it must have some
importance) and then deploy a theory-choice rule which gives it no weight.

By contrast, specification2 is potentially workable, because it has the following
weighting structure. All criteria in G are weighted equally; all criteria in G are weighted
above all criteria in C � G; all criteria in C � G are weighted equally, as having tiebreaking
power. Equal weighting of the non-oligarchic set is trivially true in this case, as it contains
just one criterion. This is just for simplicity in outlining the intuition behind the case. If
C � G had more elements, this equal-weighting claim would be non-trivial, but it also need
not be true. There would, of course, also be the possibility of giving different weights to
the criteria in C � G. For example, a lexicographic weighting structure might be specified,
giving the highest-weighted criterion in C � G tiebreaking power–––and deferring to the
second highest in the case of indifference, etc. So, still further specification would be
needed.

Is the rule outlined in specification2 viable? It is certainly strange. So much so
that it would not be a desirable rule for many scientists. However, this strangeness only
indicates why some individual scientists would not wish to use it. It does not show that
the rule is objectively unworkable. Some scientists might be happy to use the two-tier
weighting system for their deployed criteria. Perhaps, for example, they weight epistemic
criteria over pragmatic criteria. Alternatively, perhaps they have a small number of

13 These are not the only possible specifications. It could also possibly output T2PT1. However, this
is so unreasonable that it is not worthy of consideration.
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criteria which they consider equally very important. However, others will see this as
overly constraining. This might be because they feel that the non-oligarchic criteria are
not given adequate weight–––due to only receiving tiebreaking power. Alternatively, it
might be because the veto power of the oligarchic criteria is too strong. As noted in
subsection 3.4.3, for almost every major theory-choice case, consensus has been achieved
despite criterial conflict. Many scientists will, I believe, want a theory-choice rule which
can take the–––often conflicting–––theory rankings generated by important criteria and
aggregate them without reaching an impasse. A final thing to note is that we have not
yet mapped out the entire domain of viable rules in this domain–––there may be other
rules which jettison some of the (analogues of the) Arrovian conditions which also work.
Thus, scientists have the rational leeway to determine the viability of this specification
for themselves. In light of this, Bradley’s escape route is not a universal solution to no

rational rule, however, it is an option which some scientists might exploit–––and which
they have the rational leeway to choose.

8.2 Marcoci and Nguyen’s Escape Route

Marcoci and Nguyen (2019) provide an escape route which has two components. The first,
outlined in 8.2.1, critiques Okasha’s choice to build determinate profiles into his social-
choice model of theory choice, as it goes against the leeway built into theory ranking.
The second, outlined in subsection 8.2.2, is an SCTC model of the role of ambiguity in
theory choice, which escapes no rational rule–––as well as another famous paradox.
The assessment of Marcoci and Nguyen’s escape route is divided into the assessment
of general issues concerning rationality (in subsection 8.2.3) and issues concerning their
modelling assumptions (subsections 8.2.4-8.2.5).

8.2.1 The Implications of Kuhnian Ambiguity

Marcoci and Nguyen (2019, p. 346-347) critique Okasha’s use of determinate profiles.
First, they outline a (generally reasonable) interpretation of Kuhn. With this in hand,
they give two cases where the Kuhnian criteria fail to yield a unique profile. In the first,
scientist1 disambiguates the same criterion differently in theory-application scenario1
than in theory-application scenario2. A ‘theory-application scenario’ is a case in which
the set of theories is fixed, but applied to different “target systems”. Single theories often
straddle multiple domains of specialisation, so a set of theories can be constant across
cases without the strict context of choice being the same. For example, Wegner’s the-
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ory of continental drift and its alternatives–––Eduard Suess’ ‘collapsing Earth’ theory,
James Dana’s ‘permanence theory’, and the negation of continental drift–––can be as-
sessed according to evidence gathered from multiple disciplines: geology, palaeontology,
and geophysics. When assessing these theories only according to the geological evidence,
‘accuracy’ would be taken to mean fit with the geological data. When assessing the theo-
ries according to all available evidence, ‘accuracy’ would be taken to mean empirical fit (to
all data). Since it is possible that these different disambiguations of the criteria–––across
different application scenarios–––yield different theory rankings, we cannot claim that a
determinate profile has been specified across application scenarios. In their second, more
salient, case: scientist1 and scientist2 disambiguate the same criterion differently in the
same theory-choice context. Again, since it is possible that different disambiguations of
the criteria–––given by different scientists–––yield different theory rankings, we cannot
claim that a determinate profile has been specified.

Marcoci and Nguyen (ibid., p. 348) argue that Okasha’s determinate profiles are “un-
satisfactory”. This move jettisons leeway from the theory-ranking stage. Consider a
theory-choice case in which scientist1 and scientist2 disambiguate the same criterion dif-
ferently. Marcoci and Nguyen argue that Okasha’s approach is to treat the disambiguated
theory rankings as compatible. Thus, the two scientists would be modelled as agreeing
that both theory rankings ought to be used in arriving at an all-things-considered rank-
ing. By contrast, Marcoci and Nguyen hold that the disambiguated theory rankings are
rival interpretations. For them, such ambiguous criteria do not have a unique (“objec-
tive”) ordering. They (ibid., p. 346-347) stress the importance of the leeway built into
the theory ranking process, as it is one of the two means through which Kuhn accounts
for the “impact of subjective[. . . ] factors”.14 Okasha’s model “multiplies the objective
element of theory choice”–––which I interpret as the claim that Okasha assumes una-
nimity at the group level (see subsection 6.3)–––but the point of Kuhn’s criterial-conflict
account was to capture its subjective factors (ibid., p. 348) (see chapter 2). In light of
this, they (ibid.) argue that the ambiguity of scientific criteria ought to be captured as
a formal feature of the SCTC programme.

8.2.2 Kuhnian Ambiguity Formalised

Marcoci and Nguyen’s (2019) formal account of ambiguity in theory choice is developed
with an eye to capturing Kuhnianism more accurately, and escaping no rational rule.

14 The criteria-weighting stage being the other means to this end (Marcoci and Nguyen, 2019, p. 346).
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Since their issue is not with any of Arrow’s conditions, Marcoci and Nguyen (ibid., p. 352)
subscribe to all four of them.15 Hence, their solution cannot take place within Arrow’s
framework. Their (ibid., p. 349-350) idea is that the ambiguity built into the Kuhnian sci-
entific criteria legitimises the removal of transitivity as a defining axiom of theory-choice
rules. Scientists must ultimately avoid intransitivity because they ultimately make the-
ory choices. However, this is consistent with intransitivity being a potential intermediate
stage between the start and ultimate resolution of their aggregation processes. The op-
portunity for a scientist to reflect and change the way they disambiguate the criteria, in
light of a paradoxical result, is what brings about an ultimate resolution.

To provide such intermediate intransitivity, Marcoci and Nguyen (ibid.) appeal to a
theory-choice rule known as ‘pairwise majority rule’ (‘PMR’). In the social-choice context,
this rule was famously used by the Marquis de Condorcet (1785) in his early exploration
of voting methods–––undertaken before the development of modern social-choice formal-
ism. PMR cannot be defined on Arrow’s framework, since it does not meet the tran-
sitivity axiom. Its definition requires a more relaxed framework. Marcoci and Nguyen
(ibid., p. 345) utilise an extremely relaxed framework which defines ‘theory-choice rules’
as mappings from the set of all admissible theory rankings (R∗n) to the set of all arrange-
ments–––which need not be reflexive, complete, or transitive. This allows them (ibid.)
to build in the Arrovian axioms as a rationality condition: ‘overall rationality’. However,
one could also achieve their ends via a stricter framework: ‘Condorcet’s framework’. This
framework defines a ‘theory-choice rule’ as a mapping from the set of all admissible theory
rankings to the set of all reflexive and complete theory arrangements, f ∶ R∗n �→R. R

is the weak-‘preference’ relation for Condorcet’s framework, with P and I representing
its associated strict and indifferent relations. Given this project’s focus on presenting
escape routes via keeping all but one of Arrow’s assumptions fixed (and consideration of
Condorcet’s framework in appendix K) we will–––for the most part–––consider Marcoci
and Nguyen’s escape route via Condorcet’s framework.

To define PMR, let #c(T1RcT2) denote the number of criteria which order T1 over T2

(List, 2013, §3).

Pairwise

Majority Rule

Take any �Rc� ⊂R
∗n, where R

∗n
=R

n. Compare the theories
in pairs, such that ∀T1,T2 ∈ T ,∀c ∈ C ∶

15 This seems to be an assumption for the sake of argument, rather than being the result of a deep
commitment to Arrow’s conditions (Marcoci and Nguyen, 2019, p. 345).
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�f�Rc��T1,T2
� = � (T1RT2 ) ⇐⇒ (#c(T1RcT2) ≥ #c(T2RcT1) )�

PMR is intimately tied to an aggregation paradox that bears the name of its discoverer:
‘Condorcet’s paradox’. The paradox occurs when a profile of (transitive) orderings is
input into PMR, but an intransitive arrangement is output. Table 8.1 outlines the sim-
plest case of Condorcet’s paradox: the ‘Condorcet triplet’. For Condorcet, this result was
baffling: why do a set of (transitive) orderings yield an intransitive all-things-considered
arrangement?16

Marcoci and Nguyen’s escape route to no rational rule also yields a novel solution to
Condorcet’s paradox.17 Their (ibid., p. 349-350) solution utilises their concept of ‘close-
ness’. Suppose that Grace’s subjective factors cause her to disambiguate the criteria in a
particular way; she then uses PMR to generate a theory arrangement. This arrangement
is reflexive and complete but intransitive. Grace has fallen foul of Condorcet’s paradox.
However, this need only be an intermediate step in her aggregation process and a reso-
lution–––in the form of an all-things-considered ranking–––is possible. Since the criteria
are ambiguous, their theory rankings are not set in stone. A different disambiguation of
any of them could yield a different ranking, and therefore a different profile for aggre-
gation. When input into PMR, some of these profiles will yield an all-things-considered
ranking and some won’t. Grace has the freedom to pick between these profiles and there-
fore to select one which yields a ranking. Grace’s disambiguation of a particular criterion
may be unchangeable for subjective reasons (ibid., p. 350-351). Perhaps she accepts a
view of scientific progress which puts an enormous emphasis on unification as a marker of
progress, and so is unshakable in her disambiguation of ‘simplicity’ as unificatory simplic-
ity–––number of (seemingly disparate) phenomena explained. Yet, Marcoci and Nguyen
believe that, for many, an intransitive result would be evidence that something has gone
wrong with their theory-choice process, and the selection of a different disambiguation
of a criterion would be an attractive solution (ibid., p. 349-350).

Marcoci and Nguyen (ibid., p. 348-349) do not set up their model such that all changes
to scientists’ criterial disambiguations are equal. Instead, they hold that minimal changes
are preferable. A change which yields a new ordering for a criterion is ‘�-close’ iff the
new ordering disagrees with the original ordering on up to � pairs of theories (∈ T ). The
maximum value which � can take depends upon the number of criteria in C: n(n−1)

2 .

16 This question is further addressed in appendix K.
17 They follow Saari (2001) in linking Arrow’s theorem with Condorcet’s paradox (see appendix K).
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Criteria T1 vs. T2 T2 vs. T3 T1 vs. T3

Criterion1: T1 wins T2 wins T1 wins

Criterion2: T2 wins T2 wins T3 wins

Criterion3: T1 wins T3 wins T3 wins

Output: T1PT2PT3PT1

Table 8.1.: The Condorcet Triplet (Social Choice)

(They do not explain the reasoning behind the choice of this formula. Since it yields a
parabola when represented graphically, it may have been chosen to allow for low max-
imum values when n is small and high maximum values when n is moderately sized.)
A change which yields a new profile is ‘↵-close’ iff the new profile disagrees with the
old profile with regard to ↵ criteria’s orderings. Marcoci and Nguyen (ibid., p. 349-351)
suggest that scientists should avoid falling foul of Condorcet’s paradox by changing the
way they disambiguate the criteria, provided that their new profile is ↵-�-close. That is,
so long as the new profile only changes a certain number (↵) of criteria’s orderings, and
only changes them up to a certain number (�) of pairwise disagreements.

Regarding their commitment to �-closeness, Marcoci and Nguyen (ibid., p. 350) stop
short of claiming that it is “the only (or even the best) way of thinking about ambiguity
in the formal framework under consideration”. Along with their use of PMR, this is a
modelling assumption. Yet, they (ibid.) do stress that there is something “undesirable”
about a scientist’s new profile differing radically from their original one.

Finally, note that this avoids Arrow’s theorem. If represented in terms of Condorcet’s
framework, then Marcoci and Nguyen have argued for theory-choice rules which meet all
of Arrow’s conditions. Furthermore, they have provided a novel solution to Condorcet’s
paradox. So long as Grace is not adamant regarding all of her disambiguations of the
criteria she deploys, they can be altered as a reaction to intransitivity. The new profile
is justified if it is ↵-�-close to the old one. If represented in terms of Marcoci and
Nguyen’s (ibid., p. 352) (extremely relaxed) framework, then their escape route justifies
the acceptance of a “weak rationality” condition:

Weak

Rationality

A theory-choice rule should be such that, for �% of ad-
missible profiles, it takes the profile or a profile which
is ↵-�-close to it and generates an all-things-considered
ranking/ordering
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They do not cash out �% even roughly. Though, we can reasonably assume that it
would be above 50%. If not, they couldn’t really claim to have provided a solution to the
problems they are concerned with. They (ibid., p. 350-351) also seem fairly confident in
the power of Condorcet’s paradox as an incentive for scientists to change their profile.

With Marcoci and Nguyen’s escape route understood, it can be assessed. General
issues concerning the rationality of the escape route are considered in subsection 8.2.3.
Issues concerning their modelling assumptions are considered in subsections 8.2.4-8.2.5.

8.2.3 Assessing the Rationality of Marcoci and Nguyen’s Escape Route

As noted in subsection 8.2.1, Marcoci and Nguyen’s argument is built upon the Kuhnian
notion that the scientific criteria are ambiguous and can therefore be cashed out in
different ways. They criticise Okasha’s (2011, p. 85) move of subdividing the ambiguous
criteria and modelling the choice case as one where the resulting unambiguous criteria
are deployed as discrete desiderata. They argue that, if two scientists disagree regarding
how to disambiguate a criterion, Okasha would model them as agreeing that the two
disambiguations are to be used in generating an all-things-considered ranking. I agree
with Marcoci and Nguyen that, by not accounting for the possibility of disagreement,
Okasha is assuming group-level unanimity regarding this. (As noted in 6.3, this may be
more an artefact of the need for brevity on an already complex topic than a reflection of
his deeply held views.)

The basic point behind this critique is well-taken, yet there is a problem with it.
Namely, that it also seems to remove some leeway from the theory-choice process. By
insisting that the disambiguated theory rankings be treated as rival interpretations, they
remove the possibility of scientists deciding for themselves whether to treat the dis-
ambiguated criteria as rival interpretations or discrete desiderata. Their argument is
certainly more accurate from the perspective of Kuhn exegesis (see section 2.6). How-
ever, this is arguably an area where Kuhn fell foul of guideline1: Kantian solutions to
this project’s problems will not suffice (see section 4.1). By specifying that scientists
must treat different disambiguations of the same criterion as rival interpretations, Kuhn,
Marcoci, and Nguyen are appealing to a Kantian account of scientific rationality which
ignores the actual set of goals/criteria that scientists have in favour of one in which no
two disambiguations of the same ambiguous criterion are allowed. This immediately
limits the scope of Marcoci and Nguyen’s escape route: it is only open to scientists who
treat the different disambiguations of the same criterion as rival interpretations.
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Several problems remain. Firstly, subsection 3.3.2 covered the label–desiderata dis-
tinction. Subdividing ambiguous criteria arguably moves away from modelling theory
choice via labels (whose referents share family resemblance), towards modelling it in
terms of the actual desiderata that scientists care about. In light of this, we might ques-
tion the rationality of Marcoci and Nguyen’s escape route: how is it rational to cling to
ambiguous labels in order to escape no rational rule? The answer is that it is that a
scientist need not fixate on these labels. They might even conceptualise their original the-
ory choice in terms of the disambiguated criteria. However, the usefulness of such labels
comes in the form of identifying other criteria which share family resemblance with their
chosen criterion. If a scientist encounters a paradox, they can use such family resemblance
relations to identify another rival interpretation as their chosen desideratum. Arguably,
Marcoci and Nguyen (2019, p. 346-347) make the implicit point that there would have to
be some reason to deploy the other rival interpretation in the case in question, beyond
the vague label attached to them. Thus, for a choice between mathematical theories,
number of degrees of freedom could be swapped out for largest exponent because both
concern notions of simplicity which target mathematics. Yet, it would be a greater jump
to swap out number of degrees of freedom for ontological parsimony–––one which may
not be warranted by the context.

A second remaining problem is that there is reason to think that, in many cases,
scientists will not actually treat the desiderata as rival interpretations. Scientists will of-
ten be concerned with both internal and external consistency, ontological parsimony and
computational ease, empirical fit and predictive accuracy, current and potential novelties
yielded, etc. This will often be because, while some family resemblance is shared between
these criteria, they are aimed at different problems. For example, ontological parsimony
concerns explanatory simplicity, whereas computational ease concerns calculatory sim-
plicity. Thus, any attempt to force this is Kantian (see subsection 4.3.1). Does this
mean that, in such cases, Marcoci and Nguyen’s escape route cannot apply? Not neces-
sarily. To see why, first note that just subdividing the Kuhnian criteria does not lead to
totally disambiguated criteria. A criterion is not truly disambiguated until a single mea-
sure captures it. For example, computational ease–––a ‘disambiguation’ of the Kuhnian
simplicity criterion–––is ambiguous since there are a variety of potential measures of it
(see subsection 3.3.2 and appendix E). However, the separate measures of computational
ease are all related qua being concerned with the same problem. A scientist could very
well use two different measures of computational efficiency (for example, best-case time
efficiency and worst-case space efficiency), but clearly it is more likely that such closely
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related criteria would be treated as rival interpretations than two more distantly related
simplicity criteria–––such as computational ease and ontological parsimony. Thus, Mar-
coci and Nguyen’s escape route can still function, even when subdivisions of the standard
Kuhnian criteria are not treated as rival interpretations.

Finally, one might worry that their escape route falls foul of a normative principle
which we have considered with respect to conflicting scientific rationality (see subsec-
tion 3.4.5). Namely, the rational impermissibility of gerrymandering. The basic problem
with gerrymandering is that it reverses the logic of theory choice: rather than inferring a
choice from one’s leeway-stage judgments, one infers one’s leeway-stage judgments from
one’s choice. Yet, there seems something more rational about Marcoci-Nguyen-style ger-
rymandering than standard gerrymandering. The decision to alter one’s criteria set in
the face of paradox is different from the decision to do so in the face of a choice one does
not feel invested in. The latter displays one’s rejection of the epistemic and pragmatic
criteria deployed in favour of affect. The former displays one’s rejection of the deploy-
ment of certain epistemic and pragmatic criteria in favour of a deeper commitment to
evidence assessment and coherence. In light of this, Marcoci and Nguyen’s escape route
proves rather resilient to obvious arguments concerning rationality.

8.2.4 Assessing Marcoci and Nguyen’s Modelling Assumptions

To assess Marcoci and Nguyen’s escape route to no rational rule, we must distinguish
between those modelling assumptions which they treat as central commitments, and
those they treat as dispensable. As covered in subsection 8.2.2, the latter set includes
their use of PMR, and their concept of �-closeness. The elements of the former set are
harder to pick out, as there are likely other auxiliary commitments within their model.
However, three clearly central commitments can be picked out. Firstly, their model hinges
on the possibility of scientists utilising a theory-choice rule to generate an intermediate
arrangement which might be intransitive, so this must be included. Secondly, it also
requires that scientists be malleable enough to alter their theory rankings–––via changing
the way they disambiguate one criterion, or more–––in the face of paradox. Thirdly, their
notion of ↵-closeness is arguably a central commitment. This might be questioned on
the grounds that, in claiming that their (ibid., p. 350) “notion of closeness, in terms of
pairwise disagreements with the original disambiguations” is not a central commitment,
they may have meant to include ↵-closeness in this alongside �-closeness. For, they (ibid.,
p. 349) reference pairwise disagreements in their definition of ↵-closeness. However, their



247 8.2. Marcoci and Nguyen’s Escape Route

reference to pairwise disagreements in this definition appears to be because they introduce
↵-closeness after �-closeness, and so use the language relevant to the latter to emphasise
the interaction with the former (ibid., p. 350).

Beyond its vagueness, the third central commitment is uncontroversial. It merely
reflects a commitment to parsimonious reasoning for scientists. For, why would they
bother changing all of their theory rankings when changing only one would do? This
leaves us with their central commitments to intransitive intermediate arrangements and
the malleability of scientists’ disambiguations of the Kuhnian criteria. We will consider
the latter first, and the former in subsection 8.2.5.

Does anything in Kuhn’s (1977b) account explicitly touch upon the possible malleabil-
ity of scientists’ criterial disambiguations in the face of paradox? He (ibid., p. 325) gave
examples of subjective factors which play a role in scientists’ theory-choice processes.
These examples fit into three types: factors related to scientific experience, non-scientific
interests, and personality. The malleability of subjective factors from each category
must be judged on a case-by-case basis. We could clearly pick out some subjective fac-
tors which would likely be unchangeable in the face of paradox. For example, Michael
Faraday’s devotion to the Sandemanian denomination of Christianity–––along with his
lack of natural mathematical ability (Cantor, 1993, §8.4.2)–––informed his view of the
simplicity of nature (ibid., p. 172). In particular, it informed his belief that mathemati-
cal modelling should be computational easy. Thus, arguably, Faraday would have been
unlikely to change his disambiguation of ‘simplicity’ in the face of paradox. Marcoci and
Nguyen (2019, p. 350-351) do, of course, allow for this in their model, but hold that many
scientists would see the paradox as evidence that something has gone wrong. Here we
agree. An intransitive result is clearly evidence that something has gone wrong. I also
agree that, if real scientific deliberation obeyed the rules of their model, then scientists
would generally be willing to edit their disambiguations rather than face paradoxical
results. However, one of the rules built into their model is the possibility of intransitive
theory choices. The next subsection considers the merits of this assumption.

8.2.5 Intransitivity in Theory Choice?

Marcoci and Nguyen’s weak rationality condition allows theory-choice rules to gener-
ate an intransitive intermediate arrangement for (100−�)% of admissible profiles. They,
therefore, rule out all theory-choice rules which guarantee an all-things-considered rank-
ing in all cases–––such as the Borda count and Black’s rule. Is there any empirical
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Criteria Orderings

Intelligence: xP
I
yP

I
z

Looks: yP
L
zP

L
x

Wealth: zP
W
xP

W
y

Table 8.2.: May’s Marriage Candidate Rankings

reason to do this? Since they are interested in individual-level analyses of theory choice,
we can look to empirical results which seem to show that individuals have intransitive
preferences.

The first, and most comparable, empirical result is Kenneth O. May’s (1954, p. 6-7)
marriage-candidates experiment. 62 university students were asked to provide strict all-
things-considered arrangement of potential marriage candidates: x, y, and z. They were
given some initial rankings of these candidates according to three criteria: intelligence
(P

I
), looks (P

L
), and wealth (P

W
) (see table 8.2). If a particular subject used PMR in

aggregation, then these candidate rankings function as a Condorcet triplet–––they yield
an intransitive all-things-considered arrangement. When asked for an all-things ranking
of the marriage candidates, 27% of subjects gave an intransitive all-things-considered ar-
rangement. May’s interpretation was that these candidates had intransitive preferences.
Was this a fair explanation of the data? Perhaps not. Since indifference was ruled out as
an option, there is not enough evidence to reach this conclusion. It might be the case that
those subjects who gave intransitive all-things-considered arrangements were actually in-
different between the candidates, and conceptualised intransitivity as a way of sneaking
indifference into their ranking. We should not expect the average university student to
understand the strict distinction between indifference and intransitivity. For the results
to suggest intransitive preferences, these subjects would need to choose the intransitive
arrangement over an indifferent ranking. Therefore, May’s marriage-candidates exper-
iment does not provide sufficient backing for Marcoci and Nguyen’s assumption that
scientists sometimes generate intransitive intermediate theory arrangements.

However, May’s experiment is not the only one to consider. Graham Loomes, Chris
Starmer, and Robert Sugden (1991) developed an experimental programme to test the
assumptions of regret theory, which touches on this issue.18 In a case of intransitivity over
18 Regret theory was first developed by Loomes and Sugden (1982). It introduces regret (and rejoicing)
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three alternatives, there are two possible cycles19
xPyPzPx and xPzPyPx. If subjects

who give an intransitive ranking genuinely believe they are sneaking indifference into their
choice, then either cycle would be equally likely, because the two would be equivalent
(ibid., p. 435). Loomes et al. made this their null hypothesis. Their initial experiment
involved choice over three lotteries, across 10 cases, with 200 subjects (ibid., §4). In every
case, the xPzPyPx cycle was more likely to occur. In seven of the 10 cases, the results
were significant (p < 0.01) (ibid., p. 436).20 In all, between 14 − 29% of preferences were
intransitive (ibid.). A similar study by Loomes and Caron Taylor (1992) was carried
out as part of this experimental programme. The subjects were participants in a pre-
university economics course (ibid., p. 360). The results showed that 21.6% of subjects
had intransitive preferences over triples of lotteries (ibid., p. 362). Once again, the results
were significant (p < 0.05).21

The evidence that a strong minority of typical agents reliably violate transitivity is
compelling. However, there are three reasons to think that the probability of generat-
ing intransitive intermediate theory arrangements is dampened in the scientific context.
Firstly, typical agents do not have the training of working scientists. Intransitivity is
an internal inconsistency (and from a contradiction anything follows). This is a very
serious issue to those who understand it. Scientific training and experience do stress
the importance of consistency, as Kuhn himself noted by including it among his criteria.
This criterion has also been important in historical cases. For example, subsection 9.3.5
covers the aftermath of the discovery that Descartes’ vortex theory was inconsistent with
Kepler’s laws of planetary motion (Baigrie, 1988). If consistency is so important, one
would expect a somewhat lower rate of intransitivity in the scientific case. However, this

formally into decision theory, through the comparison of the actual outcome with the outcome that
would have happened given a different choice. It was created to explain the descriptive problems
with expected-utility theory (Kahneman and Tversky, 1979, §2). It also provided an opportunity to
drop transitivity, which they questioned on both normative and descriptive grounds (Sugden, 2015,
p. 4). Their original theory only dealt with pairwise comparisons between the actual situation and a
counterfactual one.

19 ‘Cycles are output arrangements which are intransitive, and so produce cyclical preferences–––no
clear strict preference emerges.

20 If we consider May’s (1954, p. 6-7) case in the same terms, the results were also significant, but
the popularity of the cycles was reversed. The xPzPyPx cycle was not picked once, whereas the
xPyPzPx was picked by 17

62
subjects.

21 The ‘preference reversals’ literature, going back to Lichtenstein and Slovic (1971), also provides prima
facie evidence of intransitive preferences. Agents seem to reverse their preferences when considering
lotteries through different procedures: comparative preference ranking versus successive bidding.
When the preferences given via both procedures are concatenated, the resulting preferences are
often intransitive. Amos Tversky, Paul Slovic, and Daniel Kahneman (1990, p. 205-206) generated
experimental data which suggests that truly intransitive preferences account for only 10% of the
concatenated intransitive preferences. This is still a non-trivial proportion.
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does not refute Marcoci and Nguyen’s argument.

Secondly, one would expect different results had these experimental tasks been carried
out by economists. Loomes et al.’s (1991, p. 433) lotteries had objective expected values
which were easy to compute. Likewise in Loomes and Taylor’s (1992, p. 361) experiment.
May’s case, too, is similar; it is like a theory-choice case in which rational choice is
constrained by criteria, but not determined. There is leeway to aggregate the marriage
criteria differently, and so derive different all-things-considered arrangements. A trained
economist would likely not produce an intransitive preference, as they would understand
this as a failure to choose. However, again, this does not refute Marcoci and Nguyen’s
argument. It merely questions the extent to which it would apply to experts in the
relevant field: economists.

The strongest argument against Marcoci and Nguyen’s escape route concerns the lack
of evidence for intransitivity within science. If scientists actually do generate intransitive
intermediate choices, then there would surely be some evidence for it within the historical
record. If such evidence exists, it is not widely disseminated. In response, they might
argue that it is not clear that the accuracy of an intransitive intermediate arrangement
would leave a trace within the primary sources, because theory-choice aggregation is a
semi-implicit process. An obvious reply here would be to point out that although the
aggregation process might be semi-implicit, the output of the aggregation process–––the
intermediate theory arrangement–––would not be. An intransitive intermediate theory
arrangement would likely be a noteworthy result for any scientist considering the extent
to which it impedes upon their job. Once again, however, I don’t see this as a defeating
problem. The reply assumes that scientists would experience the generation of an intran-
sitive intermediate theory arrangement in a particular way. Specifically, it assumes that
such scientists would be wholly aware that this is what they are experiencing. However,
it is also possible that this would be registered phenomenologically in other ways, such
as the feeling of a state of deep confusion.

It is also worth considering the role that this escape route might play in the fully ex-
plicit paradigm of theory choice (anticipating chapter 10). Does the fact that the aggrega-
tion rule posited in this escape route violate transitivity make it normatively unappealing
in such a context? Initially, one might think that this would be the case. However, I
think that such a stance is biased in favour of the axiomatic tradition in criteria-based
decision-making. The field of multi-criteria decision-making bears structural similarity
to the SCTC programme, and can be viewed as a forerunner to it (Franssen, 2005)–––one
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which started within operations research, not philosophy of science or pure economics.
(One can conceptualise the stages of the decision-making process as the same for the
two research areas.) However, within multi-criteria decision-making, meeting the axiom
of transitivity is not held in as high regard. Indeed, a popular decision-making rule
within this area violates the transitivity axiom: the analytic hierarchy process (Saaty,
1980; 1986; Triantaphyllou et al., 1998, §4.1). Marcoci and Nguyen’s escape route can be
characterised as incorporating a technique popular within multi-criteria decision-making,
sensitivity analysis: tweaking the inputs to one’s aggregation rule (rankings/score vec-
tors) and the weights used in aggregation after the fact, in order to test the extent to
which the outcome is robust in the face of changes versus highly sensitive to certain
changes (Triantaphyllou, ibid., §5; Dantzig, 1963, §12.4). Thus, although it is conceiv-
able that the fully explicit paradigm of theory choice could lead to widespread rejection
of rules which violate transitivity, it seems reasonable that some would embrace rules
which incorporate (potential) intermediate intransitivity.

Evidence that a strong minority of typical agents reliably violate transitivity has
been outlined. Furthermore, three reasons to think that the probability of generating
intransitive intermediate theory arrangements is dampened in the scientific context were
outlined. These reasons do not rule out Marcoci and Nguyen’s escape route, but they
do provide some backing to their weak rationality condition. As argued in subsection
8.2.2, this condition requires that, for over 50% of admissible profiles, a theory-choice rule
is guaranteed to output an all-things-considered given an admissible profile or a profile
which is ↵-�-close to it. The preceding three reasons provide a justification for accepting
this percentage claim. Furthermore, there is reason to think that Marcoci and Nguyen’s
escape route could enjoy success in the fully explicit paradigm of theory choice.

8.3 Summary

This chapter has considered two escape routes in depth. Bradley’s escape route jettisons
the completeness axiom. Marcoci and Nguyen’s escape route jettisons transitivity. It has
been argued that both escape routes enjoy some success–––even if they fail as universal
solutions to no rational rule. Certain �-oligarchies which meet (analogues of Arrow’s
conditions) will likely be viable options for certain scientists; namely, those which give
some weight to the non-oligarchic criteria. Furthermore, Marcoci and Nguyen’s iterative
method of using PMR followed by sensitivity analysis and changes to one’s theory-choice
stage judgments also enjoys some success. Both approaches might work as models of
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choice in the current quasi-implicit paradigm of theory choice. Yet, it was also argued
that they might enjoy success in a fully explicit paradigm. Lastly, there may be other rules
within these two domains which are viable; namely, those which drop certain (analogues
of) Arrovian conditions. However, to know which conditions can be jettisoned, if any,
we must consider how justified they are. We turn to this in the next chapter.



Chapter 9.

Escape Routes III: Challenges to Arrow’s
Conditions

These conditions are, of course,
value judgments and could be
called into question. . .

Kenneth J. Arrow
Social Choice and Individual Values

This chapter considers three final escape routes to no rational rule. Each rejects
one of Arrow’s normative conditions. The first, considered in section 9.1, concerns the
rejection of IIA. It is difficult to assess how cognitively realistic it is–––despite its
normative appeal. It is tentatively argued that IIA is not deeply ingrained in human
cognition. On this basis, it seems reasonable that a process model of theory choice can
jettison it. Furthermore, this escape route is even more attractive in the fully explicit
paradigm, where the cognitive entrenchment of the condition is less of a concern. Section
9.2 considers a set of escape routes which reject ND. The first is Okasha’s (2011, p. 95-
96) consideration of accuracy acting as the dictating criterion. It is argued that an
individual-level view on theory choice disposes with one of Okasha’s problems with this
escape route, but not the second. The second dictatorship comes courtesy of Weber
(2011), and concerns fruitfulness. It is argued that Weber’s arguments in favour of this
escape route fail. However, it is still plausible for dictatorships to play a role in theory
choice, as part of a two-stage aggregation process. The third escape route, considered
in section 9.3, is Morreau’s (2015). He argues that we can dispense with UD, because
some criteria’s orderings are necessary and not sensitive to changes in our data set. It is
argued that the success of this claim is a far more limited than Morreau makes out.

253
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9.1 Rizza’s Escape Route

Rizza (2014) argues in favour of jettisoning IIA. To do so, he imports Saari’s (2001)
argument into the theory-choice context. Since this argument is purely normative–––and
thus does not straightforwardly function as a process model when imported into the
theory-choice context–––it is outlined in appendix K. Boiled down, Saari’s issue with
IIA is its tension with the transitivity axiom. This condition always threatens to destroy
transitivity, but the presence of other Arrovian conditions allows for transitive social
preferences via various fudges–––such as dictatorships and arbitrarily restricted domains.
Rizza (ibid., §3) imports this argument into the theory-choice context. He (ibid., §2& §4)
argues that Okasha’s escape route is flawed for three reasons. Firstly, it fails when only
ordinal, non-comparable information is available. This is clearly true–––however, (as
argued in subsection 7.1.9), Okasha (2011) underestimated the extent to which scientists
have access to super-ordinal information regarding the standard criteria.

Secondly, unlike Saari’s argument, Okasha’s escape route “does not provide an ac-
curate diagnosis of the reason why Arrow’s theorem obtains” (Rizza, ibid., p. 1851). If
we interpret ‘the reason Arrow’s theorem obtains’ as the factor which is ultimately re-
sponsible for Arrow’s impossibility result–––or its most important cause–––then Rizza is
arguably correct. By analogy, consider a set of counterfactual cases. In all cases, Gavrilo
wishes to murder Franz, but the presence of a third agent makes the difference between
his carrying out the act or not. Suppose that the presence of Karl is enough to thwart
Gavrilo’s plan, but the presence of Conrad is not. In the former case, the bad outcome is
avoided, but the threat posed by Gavrilo is no less real. In the latter case, it is incorrect
to lay the blame at Conrad’s feet; Gavrilo bears ultimate responsibility due to the threat
he poses. IIA plays an analogous role to Gavrilo, transitivity plays the role of Franz,
ONC plays the role of Conrad, and some suitably enriched informational condition plays
the role of Karl. Richer information helps us escape from the impossibility result, it does
not resolve the tension that threatened to bring about that result in the first place.

Thirdly, in light of Saari’s argument, Okasha’s escape route is the product of “an
inconsistent attitude” (ibid., p. 1853). If one truly values transitivity, then one should
not accept a normative condition which threatens it. This argument seems correct for
those who are aware of the tension between these two assumptions. However, in line
with Kuhnianism, we are interested in providing a process model of theory choice (see
section 4.4). The tension between IIA and transitivity is not obvious–––if it were, Saari
would not have needed a complex argument to prove it. Thus, an individual scientist
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who explicitly commits to both may simply be unaware of the tension. This is especially
true in the current semi-implicit paradigm, as, within this context, axioms and normative
conditions might be more accurately conceptualised as revealed preferences. By contrast,
in the fully explicit paradigm, they would be explicit commitments. (Even in this context,
for the tension to be explicit, Saari’s conclusion would have to be known.) Thus, Rizza’s
third critique of Okasha’s escape route has a point, but its weight depends on the context
of the scientist who subscribes to these two assumptions.

Saari’s argument is powerful, and Rizza’s critiques of Okasha’s escape route are–––for
the most part–––successful. Thus, from a strictly normative perspective, IIA is deeply
questionable. Does Rizza’s escape route work from the perspective of providing a process
model of theory choice? This is a difficult question. According to Patrick and Hodesdon
(2017, §7.2 & §7.3.1), IIA is a necessary condition of epistemic-virtue accounts (see
subsection 7.2.1), such as Kuhn’s accounts of theory choice. However, I am not so
sure. We do not know the extent to which adherence to this condition is ingrained
within human cognition. Suppose that adherence to this condition is deeply ingrained in
human cognition. In line with guideline2–––ceteris paribus, avoid idealised modelling
assumptions (see subsection 4.4)–––a process model might accommodate this condition
into its normative extension, as long as a similarly problematic–––but not so deeply
ingrained–––assumption/axiom/condition can be jettisoned in its stead to escape no

rational rule.

Is IIA deeply ingrained in human cognition? If the divide over the intuitiveness of
IIA is any guide, it cannot be universally ingrained in human cognition.1 However, there
are several issues with this argument. Firstly, perhaps there are important differences
between the social choice and theory-choice contexts which prohibit the intuitiveness of
IIA from transferring to IIA. Secondly, as economists know well, stated preferences are
not necessarily a good guide to actual behaviour.2 Just because an agent claims to accept
IIA, it does not mean that their decision-making will be in line with this condition.
Thirdly, even this disagreement between these small factions of academics entails that
IIA is not universally ingrained in human cognition, it does not tell us whether or not
it is ingrained on aggregate. Furthermore, we do not have empirical evidence regarding

1 Arrow (1963, p. 51), Walter Garrison Runciman (1969, p. 133) Okasha (2011, p. 90) regard IIA as
intuitive. Robert Duncan Luce and Howard Raiffa (1957, p. 340-341), Brian M. Barry and Russell
Hardin (1982, p. 266), and Gerry Mackie (2003, p. 124-131) disagree.

2 This mismatch between stated and revealed preferences is known as ‘hypothetical bias’. Milad
Haghani et al.’s (2021, §6) literature review found that this phenomenon is well-evidenced, yet context
dependent.
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agents’ dispositions to act in accordance with, or violate, this condition.3

This leaves us in a less than ideal position regarding Rizza’s escape route. It’s nor-
mative appeal is clear–––especially in comparison to the other options. However, its
prospects for forming part of a process model of theory choice are slightly unclear. The
tentative conclusion of this section is that IIA/IIA is not deeply ingrained in human
cognition–––due to the divide over its intuitiveness. Of course, more work is needed to
sure up this claim. However, if it is true, then a process model of theory choice can
incorporate the jettisoning of IIA. Another thing to note is that the switch from the
semi-implicit paradigm of theory choice to the fully explicit paradigm would make it far
easier to jettison this criterion. In the fully explicit paradigm, cognitive entrenchment
would not be a concern. Clearly other process-model relevant factors would be, such as
computational ease. However, we know that there exist computationally easy theory-
choice rules which violate IIA: the Borda count, for instance. This is another point in
favour of the fully explicit paradigm.

9.2 The Dictatorship Escape Route

In his original paper, Okasha (2011, p. 95-96) considered a potential ‘dictatorship’ escape
route: ‘accuracy-as-dictator’. This escape route is outlined in subsection 9.2.1 and as-
sessed in subsection 9.2.2. Okasha’s was not the only dictatorship escape route proposed.
Weber (2011) was quick to propose his own dictatorship: fruitfulness-as-dictator. This
escape route is outlined in subsection 9.2.3, and assessed in subsection 9.2.4.

3 There is an experimental literature on a homonymous condition. As Iain McLean (1995, §1) notes,
John Nash (1950) introduced a property into game theory. Nash’s condition was then introduced
into social choice theory by Roy Radner and Jacob Marschak (1954) under the name ‘independence
of irrelevant alternatives’. Since then, it has become known as ‘property ↵’ (to differentiate it from
Arrow’s condition (Sen, 1979, p. 17). Property ↵ says that if x is weakly preferred to all alternatives in
set X, then it ought to be weakly preferred to all alternatives in X ′ ⊂X. In other words, taking away
non-contenders should not make a difference to the social choice. Paramesh Ray (1973) showed that
IIA is logically distinct from condition ↵. However, Georges Bordes and Nicolaus Tideman (1991,
§3) have provided a formal framework upon which a tweaked version of IIA, which is entailed by a
tweaked version of condition ↵, takes the place of the standard IIA condition in Arrow’s theorem.
Perhaps the experimental results can be reinterpreted–––in line with these tweaked conditions–––as
yielding empirical evidence for the violation of a condition which entails (a tweaked version of) IIA.
If these tweaked conditions make sense in the theory-choice context, then we would have empirical
evidence of their violations here too.
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9.2.1 The Accuracy-as-Dictator Escape Route

A strict empiricist might accept empirical fit as a dictatorial criterion. Okasha reminds
us that ND defines a dictator as a criterion whose strict ‘preference’, regarding any two
theories, is guaranteed to be the all-things-considered ranking of those theories. Since the
indifference relation is left out of this definition, other criteria can be used as tiebreakers.
Granting the empiricist motivation, Okasha sees two problems with this escape route.
Firstly, there seems no method of establishing a lexicographic ordering which determines
tiebreaking power. Secondly, he cites the problem of over-fitting: maximising the em-
pirical fit of a curve not only decreases its ‘simplicity’–––increases its number of free
parameters–––but also predictive accuracy (Forster and Sober, 1994, § 2). Curves over-
fitted to one particular data set perform worse over the other possible data sets turned
out by the same system, as any noise in the channel will be modelled rather than curbed.
Those who favour a dictatorship of empirical fit have no mechanism for curbing noise
from theories.

9.2.2 Assessment of the Accuracy-as-Dictator Escape Route

Okasha’s first problem with the strict empiricist’s accuracy-as-dictator escape route is
that there appears no objective method of establishing a lexicographic ordering of the
criteria to break ties. This problem assumes that one would wish to use other criteria as
tiebreakers. If we simply define a ‘dictatorship’ as any theory-choice rule which violates
ND, no single rule is picked out–––multiple, independent, rules will count as dictator-
ships. To be included in this set of dictatorship rules, a rule would need to be such that
if the dictating criterion (e.g. accuracy) has a strict ‘preference’, then it is carried over
into the all-things-considered ranking. This leaves open the issue of how to handle the
dictator’s ‘indifference’. Different dictatorship rules would handle this differently. For
example, a dictatorship aimed at most faithfully representing the dictating criterion’s
ordering–––which we might call a ‘total dictatorship’–––would be such that, if the dic-
tating criterion (e.g. accuracy) has an ‘indifferent’ ranking, then this too is reflected in
the all-things-considered ranking. By contrast, the type of dictatorship that Okasha has
in mind–––a ‘lexicographic dictatorship’–––would rank (weight) the criteria in terms of
preferability and move to the next most preferable criterion in the case of indifference.

There are several potential responses to this problem. A poor response would be
to question Okasha’s focus on the lexicographic dictatorship rule, rather than the total
dictatorship rule. Suppose, for the sake of argument, that empirical fit is the most im-
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portant criterion. Even granted this, if the other criteria were not somewhat important,
they would not have been deployed. It is inconsistent to deploy certain criteria (meaning
they have importance) and then use a rule which gives them no weight. Perhaps there
are other means of tiebreaking, but it is difficult to think of one which fits with Arrow’s
framework and other conditions. For example, one might break ties via PMR (see sub-
section 8.2.2) or the Borda count. Yet, the former solution would violate transitivity and
the latter would violate IIA. (Perhaps, given Rizza’s escape route (see section 9.1), the
latter would not be so bad, but then why violate ND in the first place?)

A more reasonable response is to question the level at which Okasha’s problem is
posed: the individual level versus the group level. In sections 6.1 and 6.3, it was
shown–––via the group-to-individual analogy–––that the application of social-choice the-
ory to theory choice targets individual-level aggregation of theory rankings, rather than
group-level aggregation of theory choices. Since the individual level is our concern, we
need not worry about settling how the criteria should be weighted; criteria weighting is
a leeway stage, and thus down to the individual scientist (see section 2.6).

Okasha’s second problem was that a dictatorship of accuracy would have no means
for curbing noise. This counter is far more effective. Scientists care about curbing noise
because–––as Okasha notes–––it is an important part of statistical inference. Hence, if
empiricism is to be relevant to how science is actually carried out, their models of theory
choice should reflect this. This can be squared with the empiricist’s commitment to
saving the phenomena by accepting that theory choice “has a pragmatic dimension” (van
Fraassen, 1980, § 4.1).4

9.2.3 Fruitfulness-as-Dictator

Weber (2011, p. 208) denies that ND is an obvious condition to impose. Whilst, in
the social-choice context, democratic values tether us to the equal weighting of voters,
scientific values do not tether us to the equal weighting of criteria. He cites a section in
Kuhn’s (1996, p. 159) Structure, which he characterises as Kuhn claiming that (actual)
fruitfulness is granted a special role in theory choice.

“At the start a new candidate for [DM] may have few supporters[. . . ]. Nevertheless, if they
are competent, they will improve it, explore its possibilities, and show what it would be like

4 In appendix M, we consider an empiricist response, courtesy of Nguyen (2019). It is argued that this
solution works well when only two criteria are deployed, but it breaks down if more are deployed as
it gives no power to at least one criterion.
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to belong to the community guided by it. And as that goes on, if the [DM] is one destined to
win its fight, the number and strength of the persuasive arguments in its favor will increase.
More scientists will then be converted, and the exploration of the new [DM] will go on.
Gradually the number of experiments, instruments, articles, and books based upon the [DM]
will multiply. Still more men, convinced of the new view’s fruitfulness, will adopt the new
mode of practicing normal science, until at last only a few elderly hold-outs remain.”

Quotation 17: Kuhn on Actual Fruitfulness’ Decisive Role in Consensus Building (Apparently)

Weber (ibid., p. 208-210) reads more into this passage. He argues that at the individual
level, scientists can be influenced by any of the Kuhnian criteria. However, the aggre-
gate pattern of choice suggests that, in general, scientists are most influenced by theo-
ries’ (actual) fruitfulness. He argues that the “experiments, instruments, articles, and
books” Kuhn (ibid.)–––the markers of a theory’s (actual) fruitfulness–––are determined
by the success of its exemplars. Furthermore, their standards for judging an exemplar’s
success are their intuitions–––similarity relations honed through training (Kuhn, ibid.,
p. 187-190)–––regarding the lateral applicability of exemplars. Weber (ibid.) claims that
scientific criteria (presumably apart from fruitfulness) are “simply irrelevant” for judging
this success. In fact, one can only truly assess the success of a DM’s exemplar “from
within” the DM itself, as only those trained with those exemplars have gained the intu-
itions necessary for puzzle-solution judgment. Weber (ibid.) takes such “problem-solving
capacity” to be “the same as fruitfulness”. Consequently, at the group level, no rational

rule is escaped via the fruitfulness-as-dictator escape route. In other words, the majority
of scientists escape no rational rule via this means, even if some scientists do not, and
this majority is enough for science to continue making progress.

In outlining the fruitfulness-as-dictator escape route, Weber’s main goal seems to be
to explain how actual scientists escape no rational rule. However, in line with Kuhnian
scientific rationality–––which is a process model (see section 4.4)–––Weber arguably reads
normative justification off of his descriptive account. This can be seen, for example, in
his (ibid.) claim that scientists taking the fruitfulness-as-dictator escape route “is the
main reason why Arrow’s theorem is not an obstacle to rational theory choice”.

9.2.4 Assessment of Weber’s Frutifulness-as-Dictator

Weber’s argument faces four problems. Firstly, the scope of his argument is poor–––it
does not cover all of the cases of theory choice which Okasha (2011) was concerned with.
Secondly, he misunderstands what a (social-choice) ‘dictatorship’ is, which makes his
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arguments in favour of dropping ND slightly muddled (see subsection 9.2.6). Thirdly, he
arguably misinterprets Kuhn (see subsection 9.2.7). Finally, the historical case provides
cases where actual fruitfulness was not the decisive criterion in consensus formation.
There is a lacuna in Weber’s argument so long as he fails to explain how the scientists
avoided no rational rule in such cases–––as will be shown, dictatorships seem unlikely.

Before outlining these problems, we will consider several problems which ultimately
fail. No rational rule is a normative problem (see subsection 6.4.3), not a descriptive
one. Ultimately, scientists do have some means of choosing between the competing
theories–––whether rational or not. However, Weber fails to explain how those scientists
who do not accept the fruitfulness-as-dictator escape route manage to choose between
the competing theories. This potential problem fails, as Weber could simply claim that
such scientists must jettison some other normative condition or framework assumption.
He need not specify exactly what they jettison, and whether such a move is rational,
because his concern is whether the issue presents a problem to scientific rationality on
aggregate. He would likely argue that if such scientists jettison something required for
scientific rationality, it does not matter that much as the majority do not. However, if
they do not, then even better.

This shows that Weber’s argument is actually far more nuanced than has been recog-
nised. Stegenga’s (2015, p. 265) criticism of Weber’s argument implies that it denies that
other criteria (such as accuracy and simplicity) can have any importance. Technically,
Weber does not deny this. The other criteria can be important for the minority of sci-
entists, just not the majority. (Thus, he avoids the dilemma regarding Kuhn exegesis
considered in subsection 2.5.1.)

9.2.5 The Scope of Weber’s Argument is Poor

A major problem for Weber’s argument is that it is based around a passage which solely
concerns DM choice. However, Okasha (2011, p. 87) was concerned with a much more
general problem of theory choice: the choice between competing theories on the basis
of criteria which pull in different directions. DM choice is one type of theory-choice
case which fits this description. However, it is not the only kind of theory-choice case
which does so. The choice between normal-scientific hypotheses (see section 2.3)–––such
as the selection of statistical models (ibid., §8)–––is a more everyday type of theory-
choice problem which also fits this description. Actual fruitfulness may play a role in
hypothesis choice, but it is very unlikely to play as major a role as it does in DM
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choice. This is because of the nature of DMs as frameworks for guiding the generation
of normal-scientific theories (see section 2.3). For this reason, even if it is successful,
Weber’s argument cannot hope to solve the problem of no rational rule generally.

9.2.6 Weber Misunderstands Dictatorships

Weber (2011, p. 205-206) clearly misunderstands what social-choice dictatorships are.
His outline of ND confuses Arrow’s actual condition with a stronger one, which we will
call ‘Strong ND’:5

Strong Non-

Dictatorship
¬� ∃i ∈ N � ∀x, y ∈X ∶ (xRiy ) �⇒ (xRy )�

Strong ND says that there exists no individual such that if they weakly prefer one
alternative to another, then this weak preference must be replicated in the social ranking.
This contrasts with ND, which only forbids the decisiveness of one individual’s strict
preference over any two alternatives. The rejection of a strong dictatorship does not
entail the rejection of a dictatorship.

Weber (ibid., p. 208) demonstrates a further misunderstanding of this condition. His
argument against the obviousness of ND confuses Arrow’s actual condition with another,
stronger, condition: anonymity. Recall (from subsection 8.1.6) that anonymity is
equivalent to the equal weighting of criteria. Weber argues against the obviousness of
ND on the grounds that, whilst democratic values ensure that we weight all voters
equally, there are not equivalent scientific values which ensure an equal weighting of the
criteria. This argument merely rejects anonymity. We could accept his point, and still
not think that one criterion should be favoured so strongly as to have decisive power
whenever it has a strict ‘preference’ (Stegenga, 2015, p. 265). Thus, it is unclear whether
Weber does actually see ND as unobvious. For the sake of argument, we will proceed
as though he does.

9.2.7 Weber Misinterprets Kuhn

Weber’s second argument is that Kuhn gave fruitfulness a special role in theory choice.
It is not merely decisive in bringing about consensus; for most of the relevant community,
it dictates their choice. This dictation is mediated through the exemplars. The com-

5 ‘Strong’ in the sense that the condition rules out the possibility of a person who is indifferent between
all candidates dictating the social ranking.
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munity’s intuitions regarding similarity relations determines the success of exemplars,
and this success determines the fruitfulness of the competing theories. This fruitfulness
dictates most of the community’s theory choices.

The problem with Weber’s argument is that it misinterprets Kuhn’s view. As cov-
ered in subsection 2.5.2, quotation 17 should not be interpreted as saying that (actual)
fruitfulness is decisive in consensus building. This is because the quotation clarifies that
consensuses are a product of both the “number” and “strength” of the points in a DM’s
favour. However, actual fruitfulness only concerns the number of novelties a DM has
yielded, not their strength–––otherwise it would encroach on other criteria, such as pre-
dictive accuracy. This conglomeration of criteria–––named ‘achievement’ in subsection
2.5.2–––cannot ‘dictate’ choice in any meaningful way. The criteria which constitute
achievement will often pull in different directions. Thus, the issue of determining which
theory achieves more is simply the standard problem of theory choice that criterial-
conflict accounts deal with (see chapter 1). Even if most scientists make their choices
on the basis of achievement, they will disagree about how to characterise this concept.
Moreover, they have the rational leeway to do so, as it is Kantian to tell scientists what
to value–––and thus that they must subscribe to the multiple composite criteria which
make up a complex criterion like achievement (see subsection 5.3.4).

9.2.8 Fruitfulness-as-Dictator is Not Well-Evidenced

In order for Weber to be correct that scientists (on aggregate) escape no rational rule

via the fruitfulness-as-dictator escape route, (actual) fruitfulness must be the decisive
criterion in the formation of a consensus around a theory in all cases. (If it were not
so for all cases, then Weber would need to explain the rational protocol in such cases.
Should scientists still accept a dictatorship? If so, what is the justification (see below)?
If not, which other condition/framework assumption should be jettisoned, and why?)
However, (actual) fruitfulness is not the decisive criterion in consensus formation for all
cases. We will consider three types of counter case and then consider the prospects for
weakening Weber’s argument (from one which applies to all cases to one which applies
to most cases).

Firstly, a DM can have greater (actual) fruitfulness than its rivals, but not be selected
until it generates the right kind of research. Take the case of continental drift. Due to
the success of the Vine-Matthews-Morley hypothesis and the transform fault hypothesis,
a consensus was formed around continental drift. Until this point, there were many hold-
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outs, despite the unrivalled novelties that continental drift theory had produced (Oreskes,
1999, p. 93-96, 265-271, 276 & 305). The Earth science community came to a consensus
regarding continental drift because their desire for precise geophysical hypotheses (with
predictive success) was satisfied, not because these hypotheses marked the stage at which
the theory became the more fruitful.

Secondly, a DM can have lower (actual) fruitfulness than its rivals, but still be selected
because it generates the right kind of research. For example, at the time of choice,
classical mechanics had greater actual fruitfulness than quantum mechanics. Classical
mechanics had yielded a staggering number of novelties over the two centuries it reigned
supreme (Truesdell, 1976a;b; Cohen, 2002; 2016). Early quantum mechanics had not
had enough time to match classical mechanics’ number of novelties. Nonetheless, it was
accepted because it could: accommodate classical mechanics; solve classical mechanics’
problems (such as blackbody radiation and the photoelectric effect); and give a single,
consistent method for calculations (Brush, 1994, p. 137).

Finally, a DM can have greater (actual) fruitfulness than its rivals, yet not be selected.
Sometimes, scientists face a choice–––not between two fleshed out DMs, but–––between
a DM and its negation (which we will call a ‘negative DM’). Rather than functioning as
a DM in its own right, a negative DM is not acknowledged as a coherent theory, does not
guide research–––save for research aimed at the destruction of the positive DM–––and
can incorporate a large amount of disagreement regarding ontology and methodology. In
such cases, the normal DM will typically have greater (actual) fruitfulness than its nega-
tive rival. The normal DM has a positive research programme, which typically generates
more actual novelties than a negative research programme. Yet, sometimes scientists
(on aggregate) choose the negative DM over the positive one. An example is the choice
between psi theory and its negation.6 Psi theory posits extra-sensory perception, psy-
chokinesis, and anomalous retroactive influence (see appendix G). Its negation denies the
existence of these hypothesised phenomena, but is not a coherent theory in its own right:
it does not guide research in the way that a DM is supposed to. Research generated by
psi theory includes anomalous retroactive influence experiments (Bem, 2011), telepathic
dream experiments (Mueller and Roberts, 2001, p. 98-100), ganzfeld experiments (Watt,
2001, p. 134-136), and psychokinesis experiments (Jahn and Dunne, 1986). One might

6 A common response to this example would probably be that psi theory is irrelevant to this project,
since it is a pseudoscientific theory, not a scientific theory. The problem with this response is that
psi theory has been generated and tested as a scientific theory. Indeed, the controversy surrounding
Bem’s (2011) study was that he had used common scientific methods and still got evidence of psi
(Nelson et al., 2018; Jussim et al., 2019, p. 354).
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also categorise the ‘methods revolution’ in social psychology as a novelty of this theory
(at least, partially), since it was one of the catalysts for this change (Nelson et al., 2018).
By contrast, psi theory’s negation merely claims that these studies are unpersuasive,
for a variety of reasons. (Reasons which sometimes conflict. For example, Bayesians
(Wagenmakers et al., 2011) rejected Bem’s (ibid.) study for different reasons than those
who embrace a frequentist approach (Mayo, 2018, p. 283-284).) However, in this case,
the negative DM is by far the most popular among psychologists, who are not convinced
that psi theory’s results are genuine.

These three types of case serve as counterexamples to Weber’s argument. However,
surely, it would be more charitable–––in light of these cases–––to interpret Weber as
claiming that in most cases, (actual) fruitfulness dictates scientists’ choices. I am not
persuaded by this argument as the historiography of theory change does not seem to em-
phasise (actual) fruitfulness. The role of prediction and accommodation (‘retrodiction’)
have been emphasised in the broad historical studies of Brush (2015).7 Beyond this,
there are many cases of consensuses built around criteria besides (actual) fruitfulness.
Examples include computational ease in the triumph of MO over VB theory in quantum
chemistry (see subsection 4.3.4) and “technical terminology and signs” in the triumph of
Luke Howard’s classification of clouds over its rivals (Wilkins and Ebach, 2014, p. 19).
Whilst we have not considered an exhaustive set of cases, we have considered enough
to put the burden of argument back on Weber. Thus, (actual) fruitfulness does not
play as decisive a role in theory choice as Weber’s argument requires. This means that
fruitfulness-as-dictator cannot be as prevalent an escape route as he hopes. However, one
might still hope that individual scientists can utilise this escape route; this is considered
in the next subsection.

9.2.9 Dictatorships at the Individual Level

The fact that most scientists do not escape no rational rule via utilising a fruitfulness-
as-dictator rule does not mean that no scientists escape this problem via utilising a
dictatorship. Is it possible for individual scientists to utilise this escape route? This
subsection generates a plausible way that individual scientists might do this, by utilising
Lipton’s (2004b, p. 57-59) two-stage account of theory choice.

7 Brush (2015, p. 496) argues that predictions are more important when the domain is dominated by
theory (not experimental information) but accommodations are more important when the domain is
dominated by experimental information (not merely theory).
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One might think that the role of certain criteria–––which we will call ‘baseline crite-
ria’–––block an individual-level dictatorship. These are criteria which a theory is required
to do well by to be a good theory. In other words, these criteria are constantly important
for all scientists. In voluntarist terms, these are objective criteria: necessary conditions
for being rational (see subsections 4.2.2 and 8.1.5). If such criteria exist, then surely
there cannot be a single scientist for whom a criterion functions as a dictator. Thus,
internal consistency is a strong contender for being a baseline criterion. If a theory is
internally inconsistent, this is an enormous problem. A case, which we cover in more
depth in subsection 9.3.5, is Descartes’ vortex theory. This theory was internally incon-
sistent because it rejected Kepler’s area law and accepted the principle of inertia, yet the
principle of inertia entails the area law.

Another plausible foundational criterion is fit-to-methodology. Oreskes (1999) ar-
gues that, on aggregate, American geologists rejected continental drift initially because
it violated their methodological standards. They held a deep-seated scepticism towards
theories with a broad scope of application, since such theories tended to require large
inductive leaps based on theory-laden observation (ibid., p. 134-135). They also aimed
for theoretical pluralism, rather than monism (ibid., p. 136-138). This meant working
with multiple competing hypotheses and striving to assess them in a non-partisan way.
To this end, it was customary to clearly delineate between raw observations and the theo-
retical explanatory frameworks designed to accommodate them (ibid., p. 142, & 144-145).
They even labelled theoretical discussions, which moved beyond definitely established
facts, ‘philosophical geology’ instead of ‘science’ (ibid., p. 149). They were also deeply
suspicious of theses presented as the product of inspiration, rather than meticulous re-
search (ibid., p. 150-151). Wegener’s theory ran contrary to this methodology. It had an
incredibly broad scope of application, it placed theory before established fact, and was
presented as a result of sudden inspiration rather than meticulous research (ibid., p. 153).
Thus, continental drift did not meet their baseline requirements for being a ‘good’ theory.

The advantage of conceiving these criteria as baseline criteria, rather than simply
highly weighted criteria, is that they assess theories in non-comparative terms. The
assessment is a nominal measurement8, which comes in the form of an answer to the
question ‘is baseline criterion1 met [yes or no]?’. For example, if �T � = 2 and both theories

8 A ‘nominal’ scale only uses numbers to differentiate separate categories which theories would either
fall into or not (Bandalos, 2018, p. 6). These numbers have no quantitative meaning. The only
transformations which destroy nominal information are those which assign the same number to two
(or more) separate categories.
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have many internal inconsistencies, but T1 has less than T2, a comparative internal-
consistency ranking would order T1 above T2, whereas a non-comparative assessment
would hold that both fail to meet the baseline requirements. A baseline fit of a DM to
one’s methodology could also be conceived of. For example, post the methods revolution
in social psychology, merely using standard Neyman-Pearson hypothesis testing (without
correcting for multiple comparisons, assessing for statistical power, etc.) does not meet
the baseline requirement for good research methodology.

If this conception is correct, then baseline criteria do not function like individuals
within Arrow’s framework. That is, they do not rank the theories, they merely measure
whether they fall within a particular category.9 To incorporate them into our account,
we would have to accept that scientists differentiate the role of the baseline criteria from
that of the ordinary criteria. This could be accommodated via appealing to Lipton’s
(ibid.) two-stage account of theory choice (as inference to the best explanation). He
argued that theory choice is a two-stage process. In SCTC terms:

Stage1 Limit T to a set of plausible theories T̄ ⊆ T

Stage2 Choose the best theory from T̄

Stage1 would be a nominal assessment of the theories. Each baseline criterion would
group the theories either into one of two categories: ‘meets c1’s baseline requirement’
or ‘does not meet c1’s baseline requirement’. At stage2, individual-level dictatorships
may be utilised. Thus, we have moved some criteria from stage2, into a new stage:
stage1. This allows individual scientists to use a single criterion in stage2: a dictator.
(Note, this dictatorship would not fall foul of Okasha’s objection that such a rule has
no means of curbing noise (see subsection 9.2.2) if one of the baseline criteria incorpo-
rates noise curbing–––e.g. fit-to-methodology.10 Alternatively, a scientist might utilise a
lexicographic dictatorship–––with one important criterion as a dictator and other (less
important) criteria serving as tiebreakers. Importantly, this two-stage approach would
be better suited to the fully explicit paradigm of theory choice, as the cognitive picture
it paints of the semi-implicit paradigm is quite elaborate. Therefore, as with the escape
routes offered by Okasha (2011), Bradley (2017), Marcoci and Nguyen (2019), this will
work for some scientists, in some contexts, but not universally.

9 Of course, to make this nominal assessment, one might have to measure these criteria in richer ways.
For example, one would need to know that the absolute number of internal inconsistencies for T1 is
in order to understand if it meets the baseline requirement.

10 Note the similarity between this argument and Nguyen’s (2019) (outlined in appendix M).
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9.3 Morreau’s Escape Route

Morreau’s escape route jettisons UD. It is outlined in subsection 9.3.1. He argues
that some criteria’s theory rankings/score vectors are necessarily fixed; thus UD can be
jettisoned. The responses given in the literature are considered in subsections 9.3.2-9.3.3.
Okasha (2015, §3) and Nguyen (2019) have responded to Morreau’s argument. Okasha
focuses on the metaphysics behind Morreau’s claim; whereas, Nguyen focuses on the
formal consequences. My focus here is on expanding Okasha’s point. It is argued that
the necessary fixity of a theory ranking/score vector is a product of one’s theory set, rather
than the criterion in question. After a consideration of the role of intuition in assessing
this debate (subsection 9.3.4), Morreau’s escape route is evaluated (in subsections 9.3.5-
9.3.7) via the tools he uses to argue for it (theory’s central commitments) and the different
‘theory’ concepts outlined in section 2.3. It is argued that the success of Morreau’s claim
is far more limited than he claims.

9.3.1 Outline of Morreau’s Escape Route

Morreau (2015, p. 5-6) praises Okasha’s recognition of the formal analogy between the
problem of social choice and that of theory choice. He even finds evidence that Kuhn
formulated the problem of theory choice in ordinal terms (see subsection 6.4.1). Morreau’s
(ibid., § 4) escape route seeks to remove UD as a condition on a reasonable theory-choice
rule. UD says that the domain of admissible profiles is the set of all logically possible
profiles of the criteria’s theory rankings/score vectors. UD appears justifiable in the
social-choice context, because the selection of a social-choice rule comes before we know
what the preferences of each individual are (Arrow, 1963, p. 24). We do not, for example,
ask citizens to vote, and then select a voting rule. Even if we did have a profile of
preferences before selecting a social-choice rule, UD would still be justified, as it would
give us a reasonable tool for choosing a rule. If counterfactual changes to our profile yield
paradoxical results, given a certain social-choice rule, then we have prima facie evidence
against it (Morreau, 2015, § 3). Thus, UD is justifiable iff it is possible that individuals
really could have, or could have had, any ordering of the alternatives. This test applies
equally to UD.

Morreau (ibid., §4) disagrees that all criteria can yield any theory ranking, though
he accepts that this is the case for some criteria. For example, a theory-choice rule must
allow for all possible empirical-fit rankings, since this criterion’s ranking is a product of
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our evidence set. A priori, the evidence—when collected—might rank the elements of
T in any way. Furthermore, evidence sets are liable to change, and conceivably could
have been different in a close counterfactual case. A particular experiment might not
have been funded, a particular measurement device might not have been invented, a
particular puzzle solution may not have been generated, and so on. Morreau calls such
criteria ‘non-rigid’, as the orderings they produce are not necessary.

He (ibid.) contrasts non-rigid criteria with ‘rigid’ criteria, meaning that the orderings
they produce are necessary. In this characterisation, he cites Susan L. Hurley’s (1985,
p. 511) phrase about a criterion which “cannot change its mind”.11 He (ibid.) offers three
examples of rigid criteria: geometric parsimony, scope, and number of free parameters.
He considers the role of ‘geometric parsimony’–––in terms of number of circles used–––in
the Copernican revolution. There is a debate regarding whether or not Copernican
models are actually more ‘geometrically parsimonious’–––in this sense–––than Ptolemaic
models (Kuhn, 1957, p. 169; Gingerich, 1975; Morreau, 2015, p. 11). However, Morreau
claims that this debate is irrelevant to his point: whether or not this is the case, it is
the way it is necessarily. His argument is an appeal to intuition. Next, he considers
scope. He asks us to imagine a case in which Copernican and Ptolemaic models have
the same scope “meaning that they are both about the same thing: where the celestial
bodies are, and when” (ibid.). He claims that Newtonian astronomy has greater scope, as
it also concerns the causes of celestial bodies’ motion. For Morreau (ibid.), “It is hard to
see how we could possibly come up with any other ordering of these alternatives, if this
is what we mean by ‘scope’”. Surely, he (ibid.) argues, the Copernican and Ptolemaic

11 The introduction of Hurley’s (1985) point arguably muddies the waters slightly. Hurley argued
for the rigidity of all (individual-level, normative) criteria. Furthermore, her reason for doing so is
questionable. Hurley applied Arrow’s social-choice framework to individual-level normative reasoning.
She (ibid., p. 510-511) argued that all criteria which an individual might utilise cannot ‘change their
minds’, given the assumption of ‘supervenience’: x (say, an artwork) supervenes on y (say, a set of
markings on a canvas) iff x cannot vary independently of y. Furthermore, criteria’s rankings cannot
vary independently of the (non-evaluative) characteristics of the theories and (interpreted charitably)
the criteria. Thus, the criteria cannot change their minds. And, if a criterion “seems to” do this,
either the criterion has changed, or the decision alternatives have. Her point seems to be that the
criteria and alternatives must remain fixed, and therefore—given supervenience—theory rankings
cannot change.

I disagree with Hurley’s view. Firstly, the alternatives need not remain fixed in all cases. For
example, political parties often make new policy pledges after postal voting has opened. Nothing
in Arrow’s formalism denies such changes, so long as alternatives have identities which endure with
changes over time. Another example is scientific theories changing in light of new evidence. Secondly,
even if the criteria and alternatives remain fixed, an individual’s interpretation of them could vary
with new information. For example, if one goes from being a Marxist to a free marketeer, then how
the same political parties ‘do’ by the criterion ‘economic prudence’ will alter with this change in
theoretical perspective.
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models “could not” have concerned things besides the position and timing of celestial
bodies. Furthermore, Newtonian astronomy could not have done without the notion of
gravity and yet remained the same theory (ibid., p. 12).

Morreau’s (ibid., §8) argument for the claim that number of free parameters is a rigid
criterion focuses on the definitions of various statistical models: models of the func-
tional relationship between an independent variable and dependent variable. He con-
siders Okasha’s (2011, §8) SCTC characterisation of statistical-model selection. Okasha
imagines a choice between three models.

Lin The set of all curves of the form:
y = (ax + b )

Par The set of all curves of the form:
y = (ax + b + cx

2
)

Exp The set of all curves of the form:
y = a

x

Okasha considers Akaike’s information criterion (a particular formula for selecting curves
which penalises curves with a higher number of free parameters; see appendix H). He
characterises this criterion as a theory-choice functional which measures the theory scores
of two absolute-scale criteria: log-likelihood and number of free parameters. Given that
this functional requires absolute-scale measurements, it fails to meet ONC. It also fails
to meet UD, as a log-likelihood score function can only take negative values (since the
logarithm of any number between 0 and 1 is negative). Moreover, a number-of-free-
parameters score function can only take non-negative integers.

Given the scale on which these criteria are measured on, Morreau (ibid., p. 16) tweaks
the definition of rigidity:

“This simplicity criterion is rigid in the sense relevant with better-than-ordinal measurement:
there is, for the given alternatives, just the one criterial function[. . . ] The domain restriction
due to this rigidity is very severe. All admissible profiles must share one and the same free
parameter function.”

Quotation 18: Morreau on Super-Ordinal Rigidity

Presumably, Morreau meant that this is the sense of ‘rigidity’ relevant to absolute-scale
measurement, not super-ordinal measurement generally. For, presumably, the notion of
rigidity relevant to each scale should be defined in terms of the (richest) information
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captured at that scale (see subsection 7.1.2). At the cardinal scale, this would be score
differences: all admissible profiles capture the same ratios of the intervals between the
scores–––the same score differences. At the ratio scale, this would be score ratios: all
admissible profiles capture the same score ratios.

Okasha and Morreau disagree about what it is which allows for the joint satisfaction of
WP , ND, and IIA. For Okasha (ibid., p. 110 & appendix), it is richer informational
assumptions. He argues for this via a technical proof that, even when we impose the
domain restriction relevant to Akaike’s information criterion, WP , ND, and IIA are
jointly unsatisfiable when ONC is assumed. Morreau (2015, § 5) questions Okasha’s
view. He argues that the domain restriction which Okasha assumes in his technical proof
is too weak, because the number-of-free-parameters criterion should not be characterised
as being able to take any non-negative integer. Rather, it should be characterised as being
able to only take one scoring of the models. In other words, number of free parameters
is a rigid criterion. To motivate this claim, Morreau considers each model in turn, and
argues that the number of free parameters contained in each is fixed by definition. Each is
defined in accordance with an equation which has a set number of free parameters. Exp
has a single free parameter, and so will always be the simplest model. Lin has two free
parameters, and so will always be the second simplest. Par has three free parameters,
and so will always be the least simple. Thus, the joint satisfaction of WP , ND, and
IIA might be due to this even more restricted domain.

We will call the thesis that some criteria are rigid the ‘rigidity thesis’. Given his
arguments for the rigidity thesis, Morreau holds that UD is an overly permissive domain
condition. As soon as one criterion’s theory ranking/score vector is rigid, the domain is
restricted, and UD ought to be jettisoned. Since Arrow’s impossibility theorem requires
a commitment to UD, it fails to apply to theory choice. A broader issue is whether or
not jettisoning UD guarantees that theory choice is in a better situation than if it—and
therefore Arrow’s impossibility result—holds. Morreau (ibid., p. 19) allows that some
impossibility result may still hold, as some do not require UD.12 However, he does not
explore this potential issue in any depth.

12 Morreau cites the results obtained by Robert Parks (1976) and Murray Kemp and Yew-Kwang Ng
(1976) as examples of impossibility theorems proved for Bergson–Samuelson (fixed profile) social-
choice rules.
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9.3.2 The Response to Morreau’s Escape Route

Both Okasha and, more recently, Nguyen (2019) have responded to Morreau’s escape
route. In his response, Okasha (2015, p. 287) highlights three questions facing the pro-
posed escape route. Firstly, is the rigidity thesis justified? Secondly, granting this, does
UD fail to apply? Thirdly, granting this, what is its consequence for rational theory
choice? The first question will be addressed in subsection 9.3.3. Nguyen’s paper tackles
the third question. It is considered in appendix M. (This is partly due to its technical
nature, and partly because I don’t have much to add to it.) Before this, we will quickly
consider the second, easier, question, as its answer will inform our discussion of the first.

Okasha (ibid., p. 288-289) grants that, given the assumptions built into Arrow’s frame-
work, if at least one criterion in C is rigid, then UD does not apply. One of these as-
sumptions is that each element of T corresponds to one, and only one, theory. This is an
interpretative assumption rather than a formal one. If we jettison it, then the elements
of T can be thought of as labels which could apply to different theories at different times
(Morreau, 2013, § 6). Given such a move, rigid criteria–––which necessarily order the
same theories in the same way–––would not necessarily order the same labels in the same
way. In the Copernican case, the label ‘T1’ might refer to Copernican theory at time1 and
Ptolemaic theory at time2 (and so on). Hence, UD would still apply. Morreau (ibid.,
§ 6) and Okasha (ibid.) do not jettison this interpretative assumption, as it would bring
needless confusion to the interpretation of the formalism. I agree with their diagnosis,
and add that it would also make the elements of T completely arbitrary, where before
their relevance to actual theory-choice cases was obvious. Thus, we agree that: if the
rigidity thesis is granted, for some theory-choice case, then UD does not apply in that
case. If the rigidity thesis is granted in all cases, then UD does not apply across the
entire theory-choice context.

9.3.3 Okasha on the Rigidity Thesis

Okasha (2015, p. 287-288) argues that whether or not one finds the rigidity thesis ap-
pealing depends on one’s modal intuitions regarding the following, Aristotelian, question:
which properties does a theory have essentially versus accidentally/contingently? In high-
lighting this as the key question, Okasha identifies the entity to which the property of
rigidity attaches. Rigidity is not a property of any criterion. It is a property of the the-
ories in T . Given a choice between particular theories, some criteria’s theory rankings
necessarily remain fixed. Why? Because the necessary commitments of the competing
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theories generate a certain theory ranking which is insensitive to changes in evidence.
Meaning that, if �T � = 2, both theories must have necessary commitments relevant to a
particular criterion’s theory ranking. Assume, for example, that Ptolemaic theory does
necessarily have more circles than Copernican theory. Not only must Ptolemaic theory
be rigidly committed to comparatively more circles than the Copernican theory, but the
Copernican theory must be committed to comparatively fewer circles than Ptolemaic
theory. If, say, Ptolemaic theory did not have this commitment, then it could simply
adopt Copernican theory’s method of reducing number of circles. This, in turn, would
change the ranking generated by this criterion.

Despite this, Okasha is fairly positive regarding the justification of the rigidity thesis.
Though, he stresses that its justification is not as clear-cut as Morreau makes out. He
points to Hull’s (1990) account of theories as historical entities as an example of a prima
facie reasonable view of the metaphysics of theories which conflicts with the rigidity
thesis. Ultimately, however, Okasha is inclined to agree that the rigidity thesis is justified,
because he shares the same intuitions as Morreau. My view is that the justification of
the rigidity thesis is a far more contextual affair. Specifically, it depends upon the
type of theories that one is choosing between: DMs, instantiations, or normal-scientific
hypotheses.

9.3.4 What Kind of Evidence Would Justify the Rigidity Thesis?

Before we consider each ‘theory’ concept in turn, it is useful to ask: what kind of evidence
would justify the rigidity thesis or its negation? As noted above, Okasha takes intuitions
to be the right kind of evidence. As noted in subsection 9.3.1, Morreau takes intuitions
and examinations of theories’ central commitments to be the right kinds of evidence. I
agree that intuitions cannot be cast from conceptual analysis. However, their influence
can, and should, be mitigated in this specific context.

The evidential status of intuitions is a vexed question. The term ‘intuition’ has various
uses. Gary Gutting (1998, p. 7) summarises this nicely:

“Intuitions range from little more than hunches to at most expert opinions on disputed issues.”

Quotation 19: Gutting on Intuitions

Okasha and Morreau’s claim that the rigidity thesis is ‘intuitive’ seems to mean that there
is a match between the thesis and either: their prior conception of theory rankings or their
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hunches concerning theory rankings. Without an explicit outline of such prior conceptions
and/or hunches, it is difficult to give much evidential weight to such intuitions.

Despite their questionable evidential weight, intuitions are an inextricable part of
conceptual analysis. When how a concept is used is incorporated into one’s method of
conceptual analysis, it takes on an empirical dimension. The addition of an empirical
dimension does not, ipso facto, remove intuition from conceptual analysis. If the concept
under consideration—or a particular aspect of it—is ambiguous or multi-faceted, then
philosophers will have to rely on intuition, to some extent, to decide which interpretation
or facet to focus on, or give more weight to. Due to this, intuition cannot be cast from
conceptual analysis. However, contextual factors can go a great way towards mitigating
its influence.

Several contextual factors can mitigate the influence of intuition when analysing the
concept of a ‘scientific theory’. Firstly, there is a clear answer to the question: should we
focus on common or expert usage? A focus on expert usage is appropriate, since only ex-
perts can be scientists. Secondly, as shown in section 2.3, a focus on expert usage reveals
that there is not one, and only one, scientific-theory concept. Rather, ‘scientific theory’
is a label attributed to three related concepts: normal-scientific hypotheses (hypotheses
about specific aspects of nature), DMs (ontological and methodological frameworks for
generating normal-scientific hypotheses), and instantiations (DMs at a particular time).
These contextual factors help to mitigate the influence of intuition. In summary, intu-
ition alone cannot justify the rigidity thesis. Furthermore, its effects can be mitigated
via contextual factors. The linguistic community whose usage is key is clear: scientists.
Moreover, it is clear that the project is not to analyse a single, ambiguous concept.
Rather, the project is to analyse three concepts whose ambiguity is more debatable.
Thus, the justification of the rigidity thesis can be judged by the fit between the thesis
and the different theory concepts.

Recall the other kind of evidence that Morreau relies on: examinations of theories’
central commitments. This kind of evidence is far more successful. Morreau’s example
of the number of free parameters in statistical-model selection works because each model
is defined by a fixed equation. For example, either a model is linear or not. Further-
more, the same model cannot be linear at time1 and exponential at time2. Moreover,
it is not just that one model is defined via a fixed equation but the others aren’t: all
of the models are defined in this way. Therefore, the boundaries between the models
are very strict. Any linear, parabolic, or exponential model, no matter its application,
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will have the same absolute number of degrees of freedom. Thus, it is completely rea-
sonable to accept the rigidity thesis in this case. However, statistical models are a very
particular kind of theory: normal-scientific hypotheses13 defined by fixed equations. It
is unclear if examining the central commitments of DMs, instantiations, and standard
normal-scientific hypotheses—those not defined via fixed equations—will generate fur-
ther evidence in favour of rigidity. The next subsection will consider the fit between the
rigidity thesis and different philosophers’ particular versions of the ‘DM’ concept.

9.3.5 Maxi-Theories and the Rigidity Thesis

What is the fit between the rigidity thesis and the ‘DM’ concept? This is a complicated
issue. Beyond Kuhn, several other historicist philosophers generated their own versions
of the ‘DM’ concept. Lakatos’s (1989) is the ‘research programme’, L. Laudan’s (1978)
is the ‘research tradition’, and Hull’s (1990) is the ‘conceptual system’.14 Laudan (ibid.,
p. 71-74) uses the term ‘maxi-theory’ to refer to the overarching concept behind DMs,
research programmes, research traditions, and conceptual systems–––rather than any
particular philosopher’s version of it. The different versions of the ‘maxi-theory’ concept
take different stances regarding rigidity.

To begin, the different ‘maxi-theory’ concepts are outlined, including their fit to the
rigidity thesis. Next, the rigidity thesis is tested for maxi-theory-choice cases. It is argued
that there is only one ‘maxi-theory’ concept which is well-fitted to the rigidity thesis: the
Lakatosian research programme. Furthermore, the history of science does not support
the Lakatosian characterisation of maxi-theories.

Lakatos (ibid., p. 48-52) drew a distinction between a research programme’s central
commitments—or, “hard core”–––and its non-central commitments—or “protective belt”.
The hard core draws the insuperable boundary between those commitments which are up
for debate and those which are not. The hard core of a research programme is the set of
necessary, and jointly sufficient, commitments for the acceptance of a particular theory.
If scientist1 accepts programme1’s hard core, then they accept programme1. If they reject
even one of programme1’s hard core propositions, then they reject programme1. Thus,

13 In the abstract, they do not appear to be about specific aspects of nature. However, when applied
to a specific data set, which relates to some specific phenomenon (or set of phenomena), they do
concern some specific aspect of nature.

14 This is slightly misleading, as Hull’s (1990, p. 113-114) ‘conceptual system’ concept is much broader
than that of a DM, incorporating scientific theories and religions (ibid., p. 207). However, the com-
parison still works as we can simply focus on conceptual systems within science.



275 9.3. Morreau’s Escape Route

upon encountering an anomaly, a true devotee cannot solve this by altering the hard core
in any way. All that can be altered is the protective belt.

Kuhn (1970, p. 256) claimed that Lakatos’s ‘hard core’ concept is a “close [parallel]” to
his ‘DM’ concept. The difference between research programmes and DMs is that research
programmes have determinate boundaries, whereas the boundaries between DMs can be
vague. In Structure, Kuhn (1996, p. 83) considered the case of a DM facing a prolonged
crisis brought about by a serious anomaly, or anomalies. He seems to have assumed that,
at time1, prior to crisis, the scientists who accept this DM are agreed on a particular
instantiation, with a determinate set of central commitments. At time2, the DM’s ac-
cepters attempt to solve the persistent anomaly by developing different instantiations of
it. They do so by altering the original instantiation’s set of central commitments. This
means that the DM goes from having a determinate set of central commitments at time1
to an indeterminate set of central commitments at time2. Thus, the set of commitments
becomes a family resemblance set, rather than a set defined by a list of necessary and
sufficient conditions.

Similarly, Hull (ibid., p. 25, 113-114, 207, 294) argued that scientific conceptual sys-
tems do not have an intrinsic essence given by a set of propositions. At best, the propo-
sitions subscribed to by the followers of a particular conceptual system share family
resemblance to one another. However, Hull believed that even this was too strict for
the typical conceptual system; the followers of conceptual systems may not even share
a single cluster of propositions. Instead, their commitments would have a ‘multimodal
distribution’: there are multiple clusters of commitments associated with each concep-
tual system. The commitments in each cluster bear family resemblance to one another.
Yet, the inter-cluster family resemblance is poor. However, conceptual systems can still
be delineated in the same way that social networks are delineated. One can delineate
a social network by picking any member and tracing their social relations. In the same
way, a conceptual system (or, network) can be delineated by picking any conceptual
element—such as an exemplar–––and tracing its ‘conceptual relations’: its genealogy
and the inferences that were made from it. In summary, conceptual systems cannot be
picked out by their essential properties. They are historical entities capable of surviv-
ing extreme modification to their propositions. This modification knows no bounds, a
proposition can be swapped for its contrary or contradictory (ibid., p. 508).

Finally, Laudan (ibid., p. 97-99 & 234) cites Hull as a major influence on his account
of research traditions. Research traditions are also historical entities characterised by
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conceptual descent. However, Laudan stresses that the changes to a research tradition’s
propositions are piecemeal, displaying enormous continuity between any two adjacent
research-tradition timeslices, but not between two distant research-tradition timeslices.
Unlike Hull, Laudan does not reject that theories have essences. Research traditions do
have hard cores, but they are relativised to a particular time. They can vary in this way
because they are open to rational debate. He argues that this has actually occurred in
the history of science, though the examples he gives in Progress and its Problems are not
really fleshed out.15

We now understand the basics of each account. Lakatos’s account has the best fit to
Morreau’s rigidity thesis for two reasons. Firstly, it can capture rigid criteria: hard-core
commitments are rigid, and so are not sensitive to changes in evidence. For example,
‘more circles than Ptolemaic theory’ might be (a logical consequence of) a hard-core
commitment of Copernican theory, whereas ‘fewer circles than Copernican theory’ might
be (a logical consequence of) a hard-core commitment of Ptolemaic theory. Thus, the
rigidity of the ‘geometric parsimony’–––number of circles used–––ranking follows from
two factors. Firstly, the ranking is determined solely by the hard-core commitments
of these two theories. Secondly, the theories’ hard cores cannot be altered. If they
are, then one has simply swapped theory. None of the other accounts of maxi-theories
can capture rigid criteria. All of them allow that the central commitments of a maxi-
theory can change over time. Whatever the details of Morreau’s particular account of
the metaphysics of maxi-theories, it requires fixity in central commitments comparable
to Lakatosian hard cores.

(My assumption here is that there is not an important difference between Lakatosian
central commitments and Morreau-style necessary commitments (the type needed for
rigidity). Suppose there is an important difference; consequently, there is some reason
for the fixity of part of a theory besides that it is of central importance–––such that
changing the commitment changes the identity of the theory. But this removes any
reason for it being necessarily fixed: the slings and arrows of the theory-choice context
might conceivably lead the follower of maxi-theory1 scientist to a dilemma: either give
up the theory or the non-central commitment in question. This chimes with the case of
statistical models, the number-of-free-parameters score vector remains fixed because a
scientist cannot alter the number of free parameters in their model without subscribing
to a different model.)

15 The mechanism for such changes is partly explored in Science and Values (Laudan, 1984, Ch. 5).
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Secondly, Lakatos’s account can also capture non-rigid criteria. As with rigidity, non-
rigidity is a property of the theories in the choice case, not any criterion in itself. Given
a particular maxi-theory-choice case, a criterion’s theory ranking is non-rigid in virtue
of the non-necessary commitments of the competing maxi-theories. Lakatos’s protective
belt of auxiliary hypotheses captures this easily. Recall, from section 2.3, Le Verrier and
Adams’ hypothesis that Uranus’ orbit was being perturbed by an undiscovered planet.
This hypothesis increased the accuracy of Newtonian astronomy, a branch of classical me-
chanics. However, this accuracy-increasing hypothesis was not a central commitment of
classical mechanics–––nor did it ever become one. Thus, the theory ranking given by the
accuracy criterion changed over time, and so is non-rigid. Whatever the details of Mor-
reau’s particular account of the metaphysics of maxi-theories, it requires changeability
in certain (other) commitments comparable to Lakatosian protective belts.

The truth of Lakatos’s account of maxi-theories is, therefore, a necessary condition for
the applicability of the rigidity thesis to real-world cases. However, it is not a sufficient
condition. Lakatos’s account might be true without rigidity applying in a particular
case. If the hard cores of the competing theories are not the sole determinants of the
criteria’s theory rankings, then the theory rankings will not be rigid. For example,
suppose that research programme1 is wholly consistent, but research programme2 is
internally inconsistent. Furthermore, research programme2’s inconsistency is the result of
an inconsistency between a hard-core commitment and a commitment from its protective
belt. Thus, research programme1 ‘does’ better by consistency than research programme2,
but (as noted above) this isn’t necessarily the case. Research programme2 can jettison the
offending non-central commitment, thereby changing the internal-consistency ranking.
We will return to this issue in the next subsection.

If the rigidity thesis is tenable in cases of maxi-theory choice, then Lakatos was right
about the identity of maxi-theories over time. If he was right, we should not be able to
find any cases where the central commitments of a maxi-theory changed over time. Yet,
the historical record shows plenty of cases with this pattern. Thus, by modus tollens,
the rigidity thesis is wrong concerning maxi-theories. We have already considered one
example of this phenomenon: the Wittenberg interpretation(s) of Copernicanism (see
section 2.3). Rather than retrace this ground, we will consider two other examples.

The first example comes courtesy of Brian Baigrie (1988, p. 96-97). Descartes’ vortex
theory was inconsistent with Johannes Kepler’s laws of planetary motion (Newton, 1687,
book 2, § 9, scholium). Descartes’ ‘vortices’–––large circular bands of particles (Slowik,
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2017, § 7)–––supposedly carry planets in uniform circular motions, whereas Kepler’s first
law posits that they move in ellipses. Isaac Newton (ibid., book 1, proposition 1) further
showed that Kepler’s second law, the law of areas–––which assumes Kepler’s first law
(Kuhn, 1957, p. 212-213)–––is a direct consequence of his own first law of motion: the
principle of inertia. Since this principle was also a fundamental commitment within
Cartesian physics, and therefore vortex theory (Descartes, 1644, part 2, § 37 & 39), this
was a glaring problem. In response, two prominent vortex theorists, Gottfried Leibniz
and Christiaan Huygens, went to great pains to alter the vortex theory such that the
planets move in Keplerian ellipses Baigrie (ibid., p. 94-95]). The vortex theory, prior to
Newton’s Principia, included uniform circular motion as a central commitment. The
vortex theory after Newton’s Principia did not.16

Pyle’s (2000) case study of the chemical revolution provides another example. ‘Phlo-
giston’ was characterised as the substance whose presence in a compound ensures that
it is combustible (ibid., p. 105). Combustion is merely the process whereby phlogiston
is removed from a substance (ibid., p. 106). Furthermore, the calcination of metals was
characterised as a case of combustion: the removal of phlogiston from a metal, leaving
only its calx. Since phlogiston’s very definition relies upon combustion, the character-
isation of combustion was central to phlogiston theory. The proposition ‘combustion
consists purely of the removal of phlogiston from a substance’ was a central commitment
of early phlogiston theories. Yet, this version of phlogiston theory faced an anomaly, pop-
ularised by Louis-Bernard Guyton (1772): some calxs actually weigh more than they did,
as metals, prior to calcination. A host of amendments were proposed to solve this prob-
lem (Pyle, ibid., p. 108-109). Priestley (1796, p. 12-13) explained weight-gain by arguing
that metals lose phlogiston and gain water during calcination. Pierre-Joseph Macquer
(1778) explained weight-gain by arguing that metals lose phlogiston and gain dephlo-
gisticated air during calcination. Thus, phlogiston theory, prior to the popularisation
of the weight-gain anomaly, had the hard-core commitment that combustion is charac-
terised purely as the removal of phlogiston. Post the popularisation of this anomaly, this
hard-core commitment was amended.

Beyond these cases, we can consider the general conclusions of others who have looked
at this question. Donovan et al. (1988) went furthest in assessing the empirical accuracy
of the different historicist frameworks. R. Laudan et al. (1988, p. 30) outlined the results

16 Though Leibniz and Huygens solved the problem in different ways, Laudan’s overall account can still
be argued for in two ways. Firstly, perhaps these differences were not hard core differences. Secondly,
if they were hard core differences, then perhaps theory-fission had occurred.



279 9.3. Morreau’s Escape Route

of their multi-case study, indicating that, if scientists cannot find a non-ad-hoc accommo-
dation of an anomaly, then they generally try jettisoning one, or several, of their central
commitments. Furthermore, they clarify that such jettisoning is done piecemeal, rather
than all at once (ibid., p. 25, 27 & 30).

This evidence shows that Lakatos’s account of the identity of maxi-theories over time
is untenable. What is the probability that any theory’s central commitments will change,
given Lakatos’s account of the identity of maxi-theories over time? Even if we are trying
to be charitable to Lakatos, his utterly rigid hard-core concept gives us no way of setting
this likelihood at anything above 0. Consequently, his account is falsified. In contrast,
this phenomenon is explicitly built into the accounts given by Hull, Kuhn, and Laudan.
Therefore, the rigidity thesis does not apply to maxi-theory choice. Maxi-theories change
over time, so criteria whose rankings are determined solely by their central commitments
are not rigid–––because their rankings are not necessary. (The same applies to their
score functions measured on super-ordinal scales.)

9.3.6 Instantiations and the Rigidity Thesis

What is the fit between the rigidity thesis and the instantiation concept? The answer
to this question is complicated. An ‘instantiation’ of a maxi-theory is the set of com-
mitments associated with that maxi-theory at a particular time, which is brought about
either by the creation of the maxi-theory, or changes to the maxi-theory’s central commit-
ments. Thus, instantiations are structured like Lakatosian research programmes. They
have central and non-central commitments. Consequently, one might think that the
rigidity thesis is well-fitted to the instantiation concept. However, recall from the last
subsection that the truth of Lakatos’s account of maxi-theories is not sufficient for the
applicability of the rigidity thesis to real-world cases. If non-central commitments partly
determine criteria’s theory rankings, then those rankings are not rigid. This was fleshed
out via considering the internal-consistency criterion.

Morreau’s response to this issue would likely be to point to the examples of rigid cri-
teria that he gave: geometric parsimony (or, number of circles used) and scope. Morreau
(2015, p. 11) cites a private correspondence from Malcolm Forster, which argues that
Copernican astronomy is more geometrically parsimonious. For any non-Wittenbergian
Copernican model, assume a corresponding Ptolemaic model with an empirically equiv-
alent submodel for each celestial body. In all such cases, the Copernican model will be
more geometrically parsimonious, as the Ptolemaic model requires more circles to cap-
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ture the Earth-Sun component. Thus, it seems that the geometric parsimony ranking
of Ptolemaic and non-Wittenbergian Copernican instantiations is solely determined by
their central commitments.

Scope is another of Morreau’s (ibid., p. 11-12) examples. He defines a theory’s ‘scope’
as what it is about. However, the cases he gives to motivate his view show that what
he means by this is quite restricted. For Morreau, Copernican and Ptolemaic astronomy
have equal scope, since they are “both about the same thing: where the celestial bodies
are, and when”. However, Newtonian astronomy has greater scope, as it also concerns
the causes of celestial bodies’ motion. This shows that Morreau’s definition of ‘scope’
only concerns maxi-theory’s central commitments.

If we assume this definition, then scope will produce rigid rankings of instantiations.
However, there are other ways to cash out ‘scope’. In appendix I, two other definitions
of ‘scope’ are outlined. The first defines a theory’s ‘scope’ as the minimum number
of propositions necessary to represent it. The second defines a theory’s ‘scope’ as the
number of different topics it touches upon. Both of these other definitions are prima
facie sensible, and broader than Morreau’s. A representation of an instantiation in
terms of a set of propositions will encompass its central and non-central commitments.
Furthermore, the number of topics that a theory touches on will incorporate topics only
touched on by bother central and non-central commitments alike.

We will consider two examples which fit with these broader definitions. Both examples
rely on a point made in section 2.3: instantiations act as specific guides to the generation
of normal-scientific hypotheses which may, or may not, be incorporated into future in-
stantiations. However, even if they are, this process is not instantaneous; it depends upon
the success of the generated hypotheses and their relationship to other central commit-
ments. Thus, scope-changing normal-scientific hypotheses generated under instantiation1

are not guaranteed to be incorporated into future instantiations. Furthermore, even in
cases where they are, it takes time.

With this in mind, recall–––from section 2.3–––Le Verrier and Adam’s Neptune hy-
pothesis. This hypothesis was generated within Newtonian astronomy, a branch of clas-
sical mechanics. Eo ipso, it increased the scope of classical mechanics, which had not yet
touched on this planet. However, this scope-increasing hypothesis was not a central com-
mitment of classical mechanics–––nor did it ever become one. Thus, classical mechanics’
scope increased in virtue of a non-central commitment.
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Secondly, consider the instantiation of continental-drift theory in which the Vine-
Matthews-Morely hypothesis was generated. It was designed to test Harry Hess’s (1962)
hypothesis that sea-floor spreading is the mechanism for continental drift. The sea-floor-
spreading hypothesis says that the sea-floor is pulled apart by new the rock formed when
convection currents carry heat up into the lithosphere. This causes “conveyor belts” of
crust and upper mantle to symmetrically move away from the mid-ocean ridges. The
continents are drifted apart by riding these ‘conveyor belts’. The Vine-Matthews-Morley
hypothesis predicted the striped pattern of differentially magnetised rock, found in the
north-east Pacific Ocean (Mason, 2003, p. 36-43). It was developed independently by
Frederick Vine and Drummond Matthews (1963), and Laurence W. Morley (2003). Vine
and Matthews suggested that Hess’ conveyor belts also act as “tape recorders” (Vine,
2003, p. 46)–––due to remnant magnetisation–––for the occasional reversals of polarity
in the Earth’s magnetic field, so we should expect to see symmetrical stripes of differ-
ently magnetised rock as we zoom out from these ridges. Morley’s hypothesis took the
same view.17 In virtue of this particular hypothesis, the scope of its contemporaneous
instantiation of continental-drift theory was increased to include some information re-
garding rock magnetisation. Whilst this information might have been incorporated into
the central commitments of later instantiations, it was not central to the contemporane-
ous instantiation.

These examples show that there are characterisations of ‘scope’ which do not generate
rigid instantiation rankings. They present cases where the theories did not change over
time, but nothing necessitated their unchanged commitments. Is there any way of justi-
fying one definition of ‘scope’ over the others? No. Different scientists will conceptualise
‘scope’ in slightly different ways. Some will take the narrower view, others the broader
view. In line with guideline1 from subsection 4.3.1, we should not impose a particular
version of this scientific goal on others.

In summary, the fit between the rigidity thesis and the instantiation concept is a con-
textual affair. If a scientist uses criteria whose rankings of instantiations are determined
solely by these instantiations’ central commitments, the rankings they generate will be
rigid. However, depending on the case in question, such criteria may not be deployed.
For example, number of circles used is not applicable in many domains. Moreover, as
shown by the broader definitions of ‘scope’, scientists may define the criteria in ways
which do not yield rigid instantiation rankings. The onus is on the supporter of the

17 The only difference between these different versions of the hypothesis was that they were formulated
through different data sets (Vine, 2003, p. 57).
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rigidity thesis to show that it is well-fitted, in general, to instantiation-choice cases.

9.3.7 Normal-Scientific Hypotheses and the Rigidity Thesis

What is the fit between the rigidity thesis and the normal-scientific hypothesis concept?
It is difficult to answer this question. Normal-scientific hypotheses have not received
the attention that maxi-theories have. Thus, unlike with maxi-theories, there are not
well-defined positions on the structure of normal-scientific hypotheses.18 To get clear on
the issue of rigidity, we will consider whether normal-scientific hypotheses change over
time.

Some normal-scientific hypotheses do not seem to change over time: ‘unit hypothe-
ses’. Unit hypotheses are limited in scope–––perhaps to one prediction or the concise
explanation of an inexpensive phenomenon–––rather than being amalgams of multiple
scientists’ work. The reason that unit hypotheses do not seem to change over time is that
there does not seem to be anything left to save once some aspect has been falsified. The
cumulative nature of normal science is characterised by the build up of unit hypotheses.
Given that they do not seem to change over time, the rigidity thesis seems well-fitted to
cases of unit-hypothesis choice in which criteria whose rankings are solely determined by
the commitments of the hypotheses are deployed.

It might be countered that some theories can be distilled down to a single proposition
(a unit hypothesis) which can change over time. One such example is the central dogma
of molecular biology. Francis Crick’s (1958) central dogma says that, once genetic infor-
mation has been encoded into a protein, it is stuck there; unable to pass to other proteins,
RNA, or DNA. Yet, the central dogma’s meaning changed with its popularisation: ge-
netic information can only flow up from DNA to RNA to protein, it cannot flow down
from protein to RNA (nor DNA), nor from RNA to DNA (Watson, 1965). Therefore,
arguably the rigidity thesis fails to apply universally in cases of unit-hypothesis choice.

The defender of the rigidity thesis could counter this by insisting that the central
18 There are other approaches to the structure of theories than that used by the historicists (which has

come to be known as the ‘pragmatic approach’). The ‘syntactic approach’ holds that “a theory is
an axiomatized collection of sentences” (Savage, 1990, p. vii). The ‘semantic approach’ holds that “a
theory is a collection of nonlinguistic models” (ibid.). One might think that these other approaches
could be fruitfully applied to normal-scientific hypotheses, since they take a less complicated view of
theories than the ‘maxi-theory’ concept. I disagree, as the application of these narrower approaches
would deny that normal-scientific hypotheses can incorporate certain theoretical notions which they
clearly can incorporate, such as metaphors (Winther, 2021, §4.1.1& §4.1.2). For example, a variety
of cell metaphors–––such as: the cell as a machine–––have been used in biology (Reynolds, 2014).
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dogma is not a single hypothesis. Rather, there are several central-dogma hypotheses
which bear family resemblance to one another. This seems the more sensible option given
that support for Crick’s central dogma did not cease altogether with Watson’s populari-
sation of it. Van Rensselaer Potter (1964, p. 1089) was careful to separate out these two
competing versions of the central dogma. Moreover, Crick (1970) passionately defended
his central dogma hypothesis in response to the notion that the discovery of the ‘reverse
transcriptase’–––the enzyme which converts viral RNA into complementary DNA for
integration–––had falsified it. (In fact, it had merely falsified Watson’s popularisation.)

Other normal-scientific hypotheses do seem to change over time: ‘consolidated hy-
potheses’. In the cumulative process of normal science, unit hypotheses are often com-
bined, in a structured way, to produce consolidated hypotheses. For example, Kieran D.
O’Hara (2018, p. 252-253) argues that the ‘Phanerozoic geological column’ belonged to
normal science–––since the underlying methodological theory that guided it (stratig-
raphy) was pre-established, and did not change over the period. (The Phanerozoic
geological column is the structured representation of the eras–––Paleozoic, Mesozoic,
Cenozoic–––and periods–––Cambrian, Ordovician, Silurian, etc.–––which comprise the
Phanerozoic eon.)19 The Phanerozoic geological column is not a unit hypothesis. Its
scope is vast, comprising three geological eras and 10 geological periods (ibid., p. 31).
Furthermore, the recognition of these periods was the work of a group of about ten dif-
ferent scientists over an 80-year period (ibid., p. 30-39 &252). The Phanerozoic geological
column was a complex hypothesis which began to take shape during this period, changing
as the work of each subsequent scientist was added in.

The fit between normal-scientific hypotheses and the rigidity thesis is complicated.
Unit hypotheses seem too small to survive even minor changes. Thus, for criteria whose
rankings of unit hypotheses are determined solely by the commitments of these hypothe-
ses, the rankings they generate will be rigid. However–––as in the case of instantiations
(see subsection 9.3.5)–––depending on the case in question, such criteria may not be de-
ployed. The onus is on the supporter of the rigidity thesis to show that it is well-fitted,
in general, to unit hypothesis choice cases. The rigidity thesis straightforwardly fails in
cases of consolidated hypothesis choice. Such theories can change over time, so criteria
whose rankings of consolidated hypotheses are determined solely by the commitments of
these hypotheses are not rigid–––because they are not necessary.

19 ‘Phanerozoic’ means visible life (Rothery, 2015, p. 244). The Phanerozoic eon is the present geological
eon: that in which the sediments deposited display “abundant and easily recognized” fossils (ibid.).



Chapter 9. Escape Routes III: Challenges to Arrow’s Conditions 284

In summary, the rigidity thesis is well-fitted only to unit hypotheses, hypotheses built
around fixed equations, and some instantiations (in cases in which some theory ranking
is determined only by the central commitments of a theory). Moreover, it is shown in
appendix M that, although Nguyen (2019) shows that jettisoning UD does not lead to
an Arrow-style impossibility result, the theory-choice rules available to us (that we know
of)–––given this domain restriction and Arrow’s other conditions–––are not generally
attractive. Though, Nguyen makes a good case for the use of this rule by empiricists.

9.4 Summary: What Remains of ‘No Rational Rule?

In subsection 7.1.6, it was signposted that none of the escape routes single-handedly
slays the dragon of no rational rule. Instead, it has been argued that the literature
has provided a death by several cuts. Chapter 7 considered Okasha’s (2011) escape
route, which works by moving to a framework which allows for enriched informational
assumptions. Not only do I agree with Okasha that this escape route works well for some
cases, I argued that Okasha underestimated the scope of application for this escape route.
More criteria seem measurable on an absolute–––and, therefore, fully comparable–––scale
than Okasha believes. Some of the various disambiguations of consistency and fruitfulness
provide a set of examples. Chapter 8 considered escape routes which jettison certain
framework axioms: completeness (Bradley’s escape route) and transitivity (Marcoci and
Nguyen’s escape route). I argued that both escape routes will work for some scientists,
in some cases. Finally, this chapter considered escape routes which jettison certain
normative conditions: IIA, ND, and UD. It was tentatively argued that the first
escape route works as an escape route at the level of ordinal, non-comparable information.
Furthermore, when following a two-stage aggregation process, a dictatorship will work
for some scientists, in some cases. However, Morreau’s escape route does not apply in
nearly as many cases as Morreau made out–––though Nguyen has identified one type of
scientist for whom this escape route might be attractive: empiricists.

The escape routes that fall within the bounds of rational leeway provide other areas
to search for more escape routes. The clearest examples are the pairwise intersections
of escape routes of the condition-based escape routes with the framework-based escape
routes. For example, given the questionable nature of IIA, the following research
questions seem obvious. What theory-choice rules are available when we jettison (the
analogue of) this condition on Sen’s framework but also swap out ONC for a richer
informational condition. What about when we jettison (the analogue of) it on the quasi-
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ordering framework? What about on Condorcet’s framework (allowing that a sensitivity
analysis may be needed to ensure transitivity)? To give another example, for those
theory-choice contexts where the rigidity thesis is actually applicable, what theory-choice
rules are available if we jettison UD on the different frameworks?

With the problem of no rational rule covered, we move on to the final task of
this project: considering solutions to the problem of unhelpful scientific rationality.
The next chapter does just this. Furthermore, it is argued that the insight which the
SCTC programme brings to the philosophical study of theory choice in science provides
a foundation upon which a solution can be built.





Chapter 10.

The Problem of Unhelpful Scientific
Rationality

How can real people–––as opposed to
imaginary, idealized, super-rational people
without psyches–––make better choices in a
way that does not do violence to their deep
cognitive concerns?

David E. Bell, Howard Raiffa,
and Amos Tversky

Descriptive, Normative, and Prescriptive
Interactions in Decision Making

Recall (from subsection 3.4.4) the problem of unhelpful scientific rationality: be-
cause, according to Kuhnianism what a scientist should do is work within the frame-
work of Kuhn’s descriptive account(s), this is the only advice it can give to deadlocked
scientists. If both are already working within the framework, then Kuhnian scientific
rationality fails to guide them. Solutions to a sub-problem of unhelpful scientific ra-

tionality–––conflicting scientific rationality–––were considered in chapter 5. As in
that chapter, the approach here is not a ‘solution’ in the sense of a neat method which
unequivocally settles this issue for all parties. As shown throughout chapter 2, Kuhnian
tells us that science is too complicated–––and too in need of rational leeway for disagree-
ment–––for such a neat method to apply. Instead, this chapter focuses on a framework
which can give deadlocked scientists useful advice regarding conflict resolution. Namely,
prescriptions for conflict resolution which involve breaking the problem down into its
components: the theory-choice stages. By allowing us to think of theory choice in de-
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ductive terms, the framework tells us that any (legitimate) theory-choice disagreement
must concern at least one of the theory-choice stages. If so, a scientist need only identify
that stage (or, stages) and deploy heuristics to persuade his interlocutor to change her
mind–––and vice versa for his interlocutor. However, at present, this framework remains
inchoate due to the lack of understanding (from scientists and philosophers of science) of
the domain of theory-choice rules. Thus, this chapter’s proposed ‘solution’ to unhelpful

scientific rationality takes the form of a preliminary analysis, with an eye towards the
future promise of the programme.

Section 10.1 tackles the problem of whether or not the SCTC programme demands
that we reject criteria selection as an autonomous theory-choice stage. It is argued that
can keep it as a separate theory-choice stage by separating out criteria weights (and
other free parameters) o from the rest of the instructions needed to compute the spe-
cific rule in question. Section 10.2 concerns the normative model of the stages of the
theory-choice process yielded by the SCTC programme–––and its relation to descriptive
models. Section 10.3 makes the case that–––despite the long march of philosophy of
science away from simplified models, built around deduction and logical principles–––the
model of the theory-choice stages that the SCTC programme yields is deductive. A sci-
entist’s answers to the problems posed by the theory-choice stages function as premises
in a valid deductive argument which gives their all-things-considered ranking as its con-
clusion. In section 10.4, it is argued that the deductive model of the theory-choice stages
provides an important opportunity for solving unhelpful scientific rationality. Dead-
locked scientists can use the model to work back from an interlocutor’s conclusion to
the judgments they made to arrive at it. Each theory-choice stage becomes a target for
discussion, targeted persuasion, and even cooperation. Prescriptions are provided which
target each stage: criteria-selection disagreements (section 10.5), theory-ranking/scoring
disagreements (section 10.6), criteria weighting disagreements (section 10.7), and dis-
agreements concerning a certain type of theory-choice rule (an abstract specification;
section 10.8).Finally, section 10.9 argues that this framework solves unhelpful scien-

tific rationality—since, even given the inchoate state of the programme, helpful advice
can be given to deadlocked scientists. However, a more difficult problem remains: max-
imising the helpfulness of scientific rationality.
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10.1 Is Criteria Weighting Replaced by Rule Selection?

As covered in subsection 6.4.2, criteria weighting appears to be inextricably linked to
rule selection. The weighting of criteria can be conceptualised in several ways. The first
is deciding the weights distributed among the criteria. The second is simply distributing
the weights among the criteria in a particular way. The former is simply a part of
rule selection, the second is part of rule computation. Either way, criteria weighting is
just a component of one’s theory-choice rule, not separate from it. Subsection 10.1.1
considers a pragmatic attempt to split the notion of a theory-choice rule into different
components: abstract specification (which leaves certain things–––number of theories and
criteria, and their weights–––as free parameters) and the specification of free parameters
(including criteria selection and criteria weighting). It is argued that this view is coherent
and has pragmatic utility. In subsection 10.1.2, a counterargument is presented: the
focus on abstract specifications assumes that the reasonableness of a theory-choice rule’s
aggregation procedure is purely a product of its abstract specification. It is argued that
this counter provides a lesson to heed, but does not defeat the conceptual separation
argued for in the previous subsection.

10.1.1 The Case for Conceptual Separation

Even though criteria weighting (conceptualised in a particular way) is a part of rule
selection, it might be thought that rule selection can be subdivided into its compo-
nents–––with each part treated as a separate theory-choice stage. The idea behind this
comes from the understanding that, whilst social-choice theorists tend to provide ‘inten-
sional definitions’ of rules (as specific functions which map from a set of individual inputs
to a set of collective outputs), ‘extensional definitions’ can also be provided (List, 2013,
§2.1). An extensional definition of a rule is a set of explicit instructions (ibid.). Impor-
tantly, the extensional definition of a rule comes in the form of an abstract specification:
a set of instructions which leave certain aspects of the function as free parameters. For
example, consider the Borda count.

Borda Count

(SCTC)

Convert each criterion’s ordering into a Borda score, Bc(⋅).
Bc(T1) = �T � iff T1 is ranked first in criterion c’s ordering;
Bc(T1) = �T � − 1 iff T1 is ranked second for c, and so on until
finally Bc(T1) = 1 iff T1 is ranked last for c. ∑n

c=1Bc(T1) de-
notes the summed Borda score of T1 for every c ∈ C. ∀�Rc� ∈

R∗n; ∀T1,T2 ∈ T :
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�f�Rc��T1,T2
� = � (T1RT2 ) ⇐⇒ ( (∑

n
c=1Bc(T1) ≥ (∑

n
c=1Bc(T2) )�

This abstract specification of the Borda count leaves certain free parameters to be filled
in for the particular theory-choice problem. For example, the number of criteria in C and
the number of theories in T . In this way, the abstract specification of the Borda count
does not pick out a single theory-choice rule/function. Rather, it picks out the family of
rules/functions computed in a particular way.

An abstract specification picks out a family of rules, not a single rule/function, because
it does not pick out a well-defined function. A well-defined function has three necessary
(and jointly sufficient) conditions (Daepp and Gorkin, 2011, p. 143). We will outline
them here with Arrow’s framework in mind: f ∶R∗n �→R–––but they work equally for
any of the frameworks considered in this project.

(1) f ⊆ (R
∗n
×R )

(2) ∀�Rc� ∈R
∗n
, ∃R ∈R ∶ ( �Rc�,R ) ∈ f

(3) ∀�Rc� ∈R
∗n
, ∀R,Q ∈R ∶ � ( �Rc�,R ), ( �Rc�,Q ) ∈ f� �⇒ �R = Q�

In this context, (1) tells us that f is a relation on the Cartesian product of the set
of all admissible profiles and the set of all ordering (of the theories). (2) tells us that
each admissible profile is related to some all-things-considered ranking. (3) tells us that
no admissible profile is related to more than one all-things-considered ranking. Given
that an abstract specification of a rule does not meet these conditions, it does not pick
out a single theory-choice rule. However, it arguably picks out a “rule in the ordinary-
language sense” (List, ibid.). Thus, we can think of the abstract specification of a theory-
choice rule as picking out an abstract rule (an ‘a-rule’). This is a superset of sets of
instructions1, which, once its free parameters (such as the number of criteria and the
profile of theory rankings/scores) are specified, yields the same mapping from profile to
all-things-considered ranking.

Criteria weights fit into this picture, but it is complicated. Criteria weights would
sometimes feature as explicit free parameters within an abstract specification of an a-
rule. An abstract specification of certain a-rules will make reference to a (well-defined)

1 Since different sets of instructions could, once their free parameters are specified, yield the same map-
ping from individual inputs to a collective output (see List, 2013, §2.1); making these sets equivalent
abstract specifications of the same a-rule.
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weighting function. For a clear example, we can consider the weighted Borda count:

Weighted

Borda

Count

(SCTC)

Convert each criterion’s ordering into a Borda score, B. Bc(T1) =

�T � iff T1 has the highest position in criterion c’s ordering; Bc(T1) =

�T � − 1 iff T1 has the second-highest position for c, and so on until
finally Bc(T1) = 1 iff T1 is ranked last for c. w ∶ C �→ R is the
weighting function which applies real-valued weights to each c ∈ C.
∑

n
c=1Bc(T1)w(c) denotes the weighted sum of the Borda scores and

weights of T1 for every c ∈ C. ∀�Rc� ∈R
∗n
; ∀T1,T2 ∈ T :

�f�Rc��T1,T2
� = �(T1RT2)⇐⇒ ((∑

n
c=1Bc(T1)w(c)) ≥ (∑

n
c=1Bc(T2)w(c)))�

In other cases, the criteria weightings do not feature as explicit parts of an abstract
specification of an a-rule. Many theory-choice rules which meet anonymity (see subsec-
tion 8.1.6) provide a set of cases in point. Equal weighting of the criteria (explicitly or
implicitly) amounts to simply meeting anonymity. (If it didn’t, then there could be a
rule in which the criteria are not equally weighted–––at least one criterion receives more
importance (explicitly or implicitly) in determining f�Rc�–––but the labels attached to
them make no difference to f�Rc�. This is contradictory.) Anonymous a-rules will often
not explicitly reference weighting as in their abstract specifications. The Borda count
is a case in point, through not introducing any means of assigning weights to the crite-
ria, it ensures that they are equally weighted. Another (potentially more controversial)
example is the lexicographic dictatorship. Lexicographic dictatorships specify that one
should order the criteria (from most to least important), with no indifference allowed,
and allow the top-ranked criterion to dictate each pairwise choice–––unless it is ‘indif-
ferent’; in which case, move to the second-place criterion, etc. In the same way that
Arrow’s framework need not mention scoring functions, the abstract specification of the
lexicographic dictatorship rule need not mention a weighting function, since its weights
can be defined in terms of orderings.

These three examples provide three types of case to explain in justifying the conceptual
separation of criteria weighting from a-rule selection. The first type of case is where a
weighting function is explicitly built into an abstract specification of an a-rule. In such a
case, the weight assignment functions as a free parameter, just as easily separable from
a-rule selection as criteria selection and theory ranking. The second type of case is where
weighting is explicitly built into an abstract specification of an a-rule, but not in the
form of a weighting function (as with the lexicographic dictatorship). If the weightings
are left as free parameters–––up to the scientist using the a-rule to determine–––then,
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again, criteria weighting is easily conceptually separable in this case. If not, then we
have an instance of the third case type, where specific weights are built into an abstract
specification of an a-rule, explicitly (as in the case just mentioned) or implicitly (as with
anonymous rules). In such cases, a specific weight assignment is assumed. However, this
doesn’t mean that criteria weighting cannot be treated as conceptually separate from a-
rule selection. By analogy, consider the relationship between the theory ranking/scoring
stage and a particular Borda count rule (whose free parameters are fully specified). This
rule assumes a certain profile of theory rankings (which, by definition, are ordinal and
non-comparable). Does this mean that theory ranking/scoring should not be viewed as
a conceptually distinct theory-choice stage to rule selection? No. It means that theory
ranking/scoring and rule selection are highly interrelated. If theory ranking/scoring is
carried out first, then this specific Borda count can be used if it is compatible with the
generated profile of theory rankings/score vectors. If rule selection is done first, then
theory ranking is carried out as part of this process, but that does not mean that the
two stage-candidates are inextricably linked. The third criteria weighting case type is
exactly the same. If criteria weighting is carried out first, an anonymous a-rule can be
deployed if the scientist weights the criteria equally. If a-rule selection is carried out first,
then criteria weighting is carried out as part of this process, but this does not mean that
these two stage-candidates are inextricably linked.

To clarify the picture of the theory-choice stages this gives us, an a-rule leaves certain
things unspecified as free parameters. The specification of C is simply criteria selection.
The specification of �Rc�/�sc� is simply theory ranking/scoring. The specification of w(⋅)
is simply criteria weighting. However, even when criteria weighting does not function as
a free parameter in an abstract specification of an a-rule, this does not mean they are
inextricably linked–––in the same way, theory ranking can be linked to rule selection,
but not inextricably so.

Criteria weighting can easily be grasped and deployed by scientists. Rule selection
is much harder to grasp and deploy. This provides two pragmatic justifications for con-
ceptually keeping criteria weighting as a discrete theory-choice stage. Firstly, a heuristic
method for simplifying a complex task is to decompose it into its constituent parts (Klein-
muntz, 1987, §4.6.1; Sadrieh et al., 2002, p. 94-96). Secondly, building from the last point,
if the SCTC programme is to win the hearts and minds of actual scientists, and therefore
become a deployed part of scientific methodology–––rather than remaining siloed within
the philosophy of science and applied economics–––then those who work on it must try
to make it conceptually approachable. Presenting it in a framework which does not hide
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some of its intuitive aspects within its non-intuitive concepts would violate this principle
of approachability.

10.1.2 A Problem With A-Rules

The main issue with the a-rule concept is that it might be taken to mean that the
reasonableness of an aggregation procedure is to be judged purely by how reasonable
the abstract specifications of an a-rule seem. The problem is that the values the free
parameters take make a difference to how reasonable the rule is. For example, PMR
(see subsection 8.2.2) might be judged to be a poor a-rule, as it can yield intransitive
arrangements. However, this is only the case if �T � ≥ 3. Thus, the number of theory
rankings in the profile can make a difference to the reasonableness of the rule. Other,
similar, examples can be constructed on Arrow’s framework (rather than Condorcet’s)
by noting that Arrow’s theorem only applies when �T � ≥ 3.

In some cases, the exact values which the free parameters take will change how reason-
able the overall rule seems (violating certain axioms or preferred conditions). However,
the problems caused by such cases can be assessed hypothetically. For example, PMR
is generally known to not ensure transitivity when �T �; this is part of the consideration
of this a-rule. So, the counterargument is correct that the judgment of a-rules cannot
always be divorced from the values their free parameters take, but this does not show
that the concept is incoherent. If this was enough to show the concept is incoherent,
then criteria weighting would be incoherent–––as the weighting of a criterion cannot be
divorced from the selection of that criterion. The reasonableness of a good weighting
to a criterion depends on whether it is a legitimate scientific (epistemic or pragmatic)
criterion (see subsection 4.3.3).

10.2 The Theory-Choice Stages: Normative and Descriptive
Models

With criteria weighting conceptually separated from a-rule selection, we are arguably
in need of a final stage: ‘aggregation completion’. A-rule selection does not involve
any aggregation of theory rankings/score vectors, rather it determines the form that
one’s aggregation process will take. By contrast, criteria weighting can be read as part
of the aggregation process: that (possibly implicit) part which concerns the weights
distributed among the criteria. Thus, a final stage is needed, wherein scientists complete
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Figure 10.1.: The Normative Model of the Theory-Choice Process

the aggregation process in line with their chosen a-rule. With this granted, consider the
normative model of the theory-choice stages laid out in figure 10.1.

The order of some stages is important; criteria selection must come before theory
ranking/scoring and criteria weighting. For, a set of theory rankings/score vectors or
criteria weightings can only be generated via a set of criteria. Furthermore, aggregation
completion must come last, as it is the final (completion of the) computation of the a-rule
which takes a set of theory rankings/score vectors (generated via a set of criteria), applies
different weights to them (or not, depending upon the rule in question), and outputs an
all-things-considered ranking. Besides those addressed above, the other pairwise stage
chronologies may vary from scientist to scientist. They may even occur concurrently.
For example, a trainee scientist may come to value criteria such as predictive accuracy
through learning to value certain rules–––such as Akaike’s information criterion.

Kuhn’s model of the theory-choice stages was descriptive and normative (see chap-
ter 2). Given that our model explicitly describes scientists as selecting an a-rule to
utilise in their theory choices, is it still descriptive as well as normative? Beyond the
examples given of cases where standard scientific reasoning entails selecting a rule to
follow–––such as statistical-model selection and Bayesian statistics–––scientists do not
seem to explicitly select theory-choice rules. To be sure, they will have some means
of moving from information about how the theories ‘do’ by certain criteria to a theory
choice. However, in general this appears to be a black-boxed area of human cognition.
In other words, presently, science is in the grips of the semi-implicit paradigm of theory
choice. Thus, the normative model is, for now, just that: normative. In the fully explicit
paradigm, scientists’ actual theory-choice processes would look like the normative model.
In the semi-implicit paradigm, descriptive models composed of the same stages have to
be flexible enough to allow for the different permutations which match real scientists’
theory-choice processes.

An extreme illustration of such a permutation begins from the recognition that the
framework need not be restricted to the consideration of theory choice; it is generalis-
able. Moving from how certain decision alternatives ‘do’ by certain criteria to an all-
things-considered decision is a general human-reasoning problem. It occurs in quotidian
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decision-making, ethical decision-making, and policy decision-making (to name just a
few examples), as well as scientific reasoning. Human agents may have an innate a-rule
for completing such tasks. Alternatively, the a-rule they follow may be internalised for
specific contexts–––i.e. not innate, but not consciously chosen either. In either case, their
a-rule does not appear to be ‘selected’ in any meaningful way–––the agent did not make
a conscious decision to aggregate in this way (despite having a revealed preference). In
such cases, the correct descriptive model of the stages is given in figure 10.2. (Though,
note that criteria weighting could come before theory ranking/scoring.) Perhaps some
other stages could be similarly innate/internalised. For example, perhaps certain crite-
ria are just fixed components of human reasoning. However, the discussion of scientific
criteria is an important part of scientific methodology, teaching, and debate. It therefore
appears that–––to the extent that criteria really are an innate/internalised feature of
human cognition–––science has already found a means of opening up the black box and
examining them.

Another way that this model departs from reality is its assumption that each stage is
carried out once and for all. In reality, the choices encapsulated in these stages would be
iterative. A scientist might carry out criteria selection and then theory ranking/scoring,
before being convinced of the need to adopt a new criterion (perhaps from the introduc-
tion of a new method or exemplar into the domain). Thus, they would revisit criteria
selection, leading to an updated round of theory ranking/scoring.

10.3 Theory Choice as a Deductive Process

Broadly, the history of philosophical accounts of science can be seen as a long march away
from simplified models–––particularly those built around deduction and logical princi-
ples–––and towards accounts which embrace the nuance, subjectivity, and/or messiness
of scientific reasoning. This can be seen via several well-known examples. Firstly, Kuhn’s
Structure is generally viewed as a landmark in the development of philosophy of science,
away from the hypothetico-deductive model of science2, and particularly Popper’s (2002,

2 According to hypothetico-deductivism, theories are to be tested via assessing how well their logical
consequences ‘do’ by the evidence (Popper, 2002, §4).
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§4 & §18) falsificationism, via modus tollens (Salmon, 1990, p. 176-177; Zammito, 2004,
Ch. 1; Nickles, 2017, §1.1). Relatedly, Okasha (2011, p. 83-84) argues that the positive
reception of Kuhn’s no-unique-method thesis was partly because it is well-fitted to the
popular view that Carnap’s project of devising an algorithm for inductive reasoning “is
an impossible dream”. Indeed, to paint an overly simplistic causal picture (with a nugget
of truth to it), the motivation for, and influence of, the historicist turn in the philosophy
of science has been the acknowledgement that the nuance and detail of actual scien-
tific practice must be factored into philosophers’ models of science (Newton-Smith, 2003,
p. 195; Okasha, 2016, p. 86; Nickles, ibid., §1.1). (This project has attempted to argue for
something similar–––on a much smaller scale–––by emphasising the need for the SCTC
programme to heed the lessons of its historicist roots.)

Given this, it is ironic that we have ended up with the model of the stages of the
theory-choice process set out in the previous section. Okasha’s (2011) application of
social-choice theory to Kuhn’s criterial-conflict account of theory choice provided the
missing piece of Kuhn’s account of the theory-choice stages (see subsection 6.4.2): theory-
choice rules–––ways of moving from information regarding how theories ‘do’ by certain
criteria to an all-things-considered ranking; a theory choice. The irony lies in the fact
that–––in both the descriptive and the normative model–––the stages model theory choice
as a deductive process. I do not mean that they characterise scientists as using deduction
as their method of theory choice. Rather, a scientist’s answers to the problems posed by
the theory-choice stages function as premises in a valid deductive argument which gives
their all-things-considered ranking as its conclusion (see figure 10.3). The validity of such
arguments is determined by the fact that Pa−d feature all the important parameters in
SCTC formalism, and Pe ensures that the rule is followed.

This does not invalidate the long march away from overly simplified accounts of sci-
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ence. At base, these are Kuhnian models. The previous subsection showed that they can
be altered to fit various cases and contexts–––though, that will typically mean building
more complexity into them in the form of iteration. Moreover, any deductive arguments
generated via them are case specific: they concern the theory choice of a single scientist
(or a faction of scientists who have made identical choices). Thus, these models are well-
fitted to the march towards accounts of science which embrace the nuance, subjectivity,
and messiness of scientific reasoning. It’s just that this nuance, subjectivity, and messi-
ness can be captured as a deductive process. As we shall see in the next section, this
feature can be exploited to help solve unhelpful scientific rationality.

10.4 Solving Unhelpful Scientific Rationality via the Theory-
Choice Stages

The normative model of the theory-choice stages provides an important opportunity for
solving unhelpful scientific rationality. Consider the case of two scientists engaged
in a theory-choice disagreement. Initially, this disagreement may strike both of them as
confusing. All each party knows is that their interlocutor disagrees with their conclu-
sion. The model of the theory-choice stages allows them to work backwards from their
interlocutor’s conclusion to the judgments they must have made to arrive at it. Each
stage/premise is an area for discussion: an opportunity to compare their working out and
how it led them to different conclusions. Importantly, it is also a viable tool for targeted
persuasion and even ‘co-production’: iterative interaction between scientists–––adhering
to certain principles of good discourse (Clark and Schaefer, 1989)–––for the purpose of
generating a shared common ground (see Bremer and Meisch, 2017). Note also that this
strategy can be applied in the semi-implicit paradigm of theory choice, but its true value
is seen in the fully explicit paradigm. With these tools, Unhelpful scientific rational-

ity can be solved, or greatly mitigated. By targeting heuristics for persuasion and good
conduct at each stage of the theory-choice process, deadlocked scientists will have a set
of tools to deploy in trying to resolve their disagreement. (We will focus on a simple case
of one-versus-one theory-choice disagreement. However, the posited heuristics could be
used in a group-versus-group case, by selecting a representative example from each side.
Moreover, work on this toy case can act as the foundation for work on more complicate
cases.) Next, we consider how the concept of co-production can be applied in the case of
theory choice–––including the principles of good discourse arguably required for it.

Given our desire to avoid Kantian solutions to unhelpful scientific rationality
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(see subsection 4.3.1), what form do the prescriptions offered take? They are weak
hypothetical imperatives, of the form: if you value deadlock resolution, then consider
abiding by prescriptionx. They might be read as stronger hypothetical imperatives, of the
form: if you value science’s success, then carry out prescriptionx. I am sceptical of this
characterisation. This is partly due to the amount of context sensitivity built into the
prescriptions. However, the more important factor is that, although consensus building is
a necessary condition for science’s long-term success (see section 2.7), scientific deadlock
generally falls within the margin of rational leeway needed for another necessary condition
for science’s long-term success: theory incubation (see subsection 5.4.2). Moreover, the
advice given does not always assume this project’s account of science’s success (as not all
scientists will agree with it). That being said, the idea behind these prescriptions is to aid
deadlocked scientists in generating persuasive arguments which target science’s success.
Thus, the hope is that they will generate–––what are interpreted by their interlocutor
as–––hypothetical imperatives of scientific rationality.

10.4.1 Co-Production and the Principles of Good Discourse

The notion of co-production is a popular way to normatively conceptualise best prac-
tice in science-policy interaction and collaboration. It has proved particularly popu-
lar for solving the policy challenges posed by climate change, which require interaction
between scientists, policymakers, and key stakeholders (Lemos and Morehouse, 2005;
Dilling and Lemos, 2011; Bremer and Meisch, 2017). Of particular salience is the
‘iterative-interactive’ characterisation of co-production–––a normative conceptualisation
which promotes repeated interaction between the producers and users of scientific re-
search, via a process designed to generate more useful information (Bremer and Meisch,
ibid.; Dilling and Lemos, ibid., p. 682). This involves improving researchers’ (produc-
ers’) understanding of users’ decision-making context–––which, via iteration, allows for a
more precise tailoring of evidence to meet the specific needs of this context (Dilling and
Lemos, ibid., p. 684). Iterative interactions between research producers and users also
provide the opportunity for the discovery of previously unknown (or unappreciated) uses
of scientific research (ibid.). Thus, this characterisation champions a model of commu-
nication which moves beyond the one-way information transfer from research producer
to research user, to the cooperative shaping of agendas, research, and/or policy (Bucchi,
2008, p. 69; Beier et al., 2017). This characterisation of co-production has proved par-
ticularly popular (National Research Council, 2001; Lemos and Morehouse, ibid., p. 58;
Cash et al., 2006; Dilling and Lemos, ibid.; Bremer and Meisch, ibid.; Wyborn et al.,
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2019, p. 320-321).

Co-production need not be confined to the interactions of scientists with policymakers
(and key stakeholders). Iterative, interactive co-production can also serve scientists who
are interacting and collaborating with one another. In particular, it can play a role in fa-
cilitating the interactions of deadlocked scientists–––and potentially breaking deadlocks
altogether. To see how, we must first note that the standard picture of the iterative-
interactive characterisation of co-production fails to acknowledge the communicative di-
mension essential to successful interaction. In particular, there are basic requirements
which must be met in order to successfully contribute to a discourse. A discourse en-
compasses the communicative interaction of multiple agents who (1) all bring their own
presuppositions to the table as their ‘assumed common ground’, with (2) additions made
to the collective common ground as the discourse proceeds, but (3) only if each agent’s
contributions are fully understood (Clark and Schaefer, 1989, p. 260-262). Without (3),
the agents’ beliefs regarding their (assumed) common ground will diverge and the ac-
cumulation of collective common ground (2)––mutual understanding––will slip through
their grasp (ibid.). There are two necessary conditions for reaching full understanding
regarding the contributions made to a discourse (ibid., p. 262-263). The first is effort: the
contributor must attempt to specify the information contained in their contribution and
the partner(s) must attempt to understand it. The second is ‘grounding’: the contributor
and partner(s) must believe that they have understood the information contained in the
contribution sufficiently for the current purpose. The development of common ground is
a requirement for cooperative action (Clark and Brennan, 1991, p. 222), especially the
act of contributing to a discourse (Clark and Scheffer, ibid.).

Discoursing agents tend to work together to minimise the collaborative effort expended
“from the initiation of each contribution to its mutual acceptance” (Clark and Brennan,
ibid., p. 226; Clark and Wilkes-Gibbs, 1986, p. 26-28). This is because the phrasing of a
contribution often requires collaboration. (E.g. the contributor may simply be ignorant
of the precise phrasing(s) that their partner(s) would accept.) Thus, the very process
of formulating contributions in a discourse is iterative and collaborative. Thus, iterative,
interactive co-production is relevant to theory-choice disagreements, as it is a requirement
for discourse contributions generally.
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10.5 Prescriptions for Criteria-Selection Disagreements

The process of criteria selection arguably involves two separate activities: criteria accep-
tance and criteria deployment. The former concerns which scientific criteria one accepts
generally. The latter concerns which scientific criteria one deems relevant to the case
in hand. For example, one might deploy number of free parameters as a criterion in
statistical-model selection, but it was not a relevant criterion for the naturalists debating
the origin of the species in the 19

th century, nor is it relevant to modern work in qualita-
tive social science. It may seem as though deployment is the only relevant question for
resolving theory-choice disagreements. In other words, the only pertinent question is the
relevance of the criterion in question to the particular theory-choice problem. However,
this is not correct. Several prominent examples of criteria-selection disagreements that
we have considered have gone beyond contextual relevance to the fundamental applica-
bility of the criterion to the scientific domain (in general or specifically). For example,
the debate regarding falsifiability (in practice) within physics goes beyond whether or
not it is relevant to cosmology, interpretations of quantum mechanics, and/or theoreti-
cal physics: the issue is whether it is even a relevant scientific criterion (Carroll, 2019,
p. 301).

“The point is not that we are changing the nature of science by allowing unfalsifiable hy-
potheses into our purview. Instead, the point is that ‘falsifiability’ was never the way that
scientific theories were judged (although scientists have often talked as if it were).”

Quotation 20: Carroll on falsifiability

The first prescription, then, is to determine whether the disagreement is about acceptance
or deployment. Advice can then be tailored to the pairing of the disagreement type
(acceptance versus deployment) with the position (pro versus anti) (see figure 10.4).

10.5.1 Pro-Acceptance Prescriptions

Suppose that the disagreement is about whether or not to accept criterion1, and one
accepts this criterion. The first thing to do is to determine where the burden of argument
lies. There may be some disagreement regarding this. Some may take the view that
the person making the positive claim–––for example, ‘criterion1 is acceptable’–––bears
the burden of argument. However, Neyman-Pearson hypothesis testing (see appendix
A) provides the (likely) more popular position: the person contradicting the domain’s
standard view/assumption bears the burden of argument. For example, if the standard
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view among physicists is that scientific theories must be falsifiable, then the burden of
argument falls upon those physicists who reject falsification. If one does not have the
burden of argument, it might do well to still formulate a positive case for one’s view.
Not only will this signal to one’s interlocutor that one is open to two-way engagement,
it will also force one to formulate–––or, revise–––specific reasons for the standard view.

The next thing to note is the intensity of one’s interloctor’s position. In the pro-
deployment case, one’s interlocutor accepts the criterion’s legitimacy to the scientific
domain, just not the specific subdomain in question. Whereas, in the pro-acceptance
case, one’s interlocutor doesn’t even accept criterion1’s legitimacy to the scientific do-
main in general! This makes following the rules of good discourse all the more impor-
tant–––and, in particular, the effort and grounding conditions necessary for reaching full
understanding regarding the contributions made to a discourse.

From here, there are numerous strategies one might deploy. The first is to try to
persuade one’s interlocutor that criterion1 is instrumental to science’s success. To begin,
we proceed from this project’s account of science’s success. We then consider the possi-
bility that one’s interlocutor does not share these views. In chapter 4, it was argued that
the cognitive criteria are the only criteria instrumental to science’s success. They con-
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tribute to science’s short-term success by appealing to more esoteric and/or assumptive
features of evidence assessment (such as modelling assumptions). They also contribute
to science’s long-term success by influencing scientists’ assessments of puzzle-solving ef-
fectiveness via evidence assessment. By contrast, to the extent that the non-cognitive
criteria enjoy any success, it is either because of luck or because they function as flawed
proxies for cognitive criteria (see section 4.2.1). Thus, the second heuristic is to attempt
to show that criterion1 is a legitimate cognitive criterion–––proved via its evidence as-
sessment ability and its instrumentality for theory incubation and consensus building.
This might be done, for example, by using historical case studies to show how criterion1

has helped to achieve these goals.

If one’s interlocutor does not accept this project’s account of science’s success–––or of
science’s intrinsic goal–––then use the principles of good discourse to uncover the nature
of their view. From there, one faces the choice of either accepting it as a legitimate
alternative account, or else rejecting it. If one accepts it, then try to show that criterion1

is instrumental to their conception of science’s success. Rejecting one’s interlocutor’s
account must not be done lightly. Scientists must deal with the facts on the ground; if a
significant proportion of one’s community supports a different view of science’s success
to oneself, it is difficult to dismiss this view–––since one will have to interact, debate,
and potentially collaborate with these scientists. If one washes one’s hands of this view
and decides to focus on other areas, then one closes off criteria acceptance as an area
of discussion. This closes off the possibility of agreeing regarding all of the premises
plugged in one’s theory-choice argument (see figure 10.3 in section 10.3). As noted by
Kuhn (1977b, p. 328-329)–––in his no-convergence thesis–––scientists need not converge
on a common theory-choice method in order to reach a consensus (see section 2.6). Yet,
if two scientists disagree, then aligning their theory-choice-stage judgments is the best
way to ensure agreement.

Importantly, the rejection of one’s interlocutor’s account of science’s success need not
close off the possibility of reaching some form of agreement here. It is still possible to
co-produce a new account. The result of such iterative, interactive co-production might
be an account that both parties agree upon. More weakly, it might be two accounts
which both parties agree fall within the bounds of rational leeway. Consequently, one
can use this new account to argue in favour of criterion1.

The second strategy is to argue that criterion1 is conceptually close to a criterion they
already accept. ‘Conceptual closeness’ can come in strong and weak forms. In a strong
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case, criterion1 is entailed by (some reasonable interpretation) of a criterion they accept.
For example, if one values non-ad hocness, then (arguably) one values a state of affairs
where it is illegitimate to change theories purely to accommodate anomalies–––and, thus,
one in which theories are falsifiable (see also Popper, 2002, p. 17-20). Thus, if one already
values non-ad hocness, then one also values falsifiability. In a weak case, there is a weaker
connection between criterion1 and some other criterion that one’s interlocutor accepts.
As noted in subsection 3.3.2, some scientific ‘criteria’ are ambiguous labels with multiple
referents, all of which share some family resemblance. For example, ‘accuracy’ is an am-
biguous term which could refer to predictive accuracy, fit-to-data, number of phenomena
accounted for, or importance of phenomena accounted for (Kuhn, ibid., p. 322-323). In
such a case, the strategy might be to proceed from the question: why are you commit-
ted to [insert label for disambiguation they accept]? If they justify their commitment
with reference to the broader, ambiguous criterion, then one can argue that criterion1 is
justified on the same grounds.

McMullin (1993, §4) offers a third strategy, related to our first. The strategy involves
deploying two sub-strategies together, “each serving as a check for the other” (ibid.,
p. 69). The first sub-strategy is to consider a criterion’s track record. Where has it been
deployed in the past? What was the outcome of that deployment? If it can be shown
that the domain has benefited from this deployment, then the criterion in question is
clearly a desideratum. The second is to offer an epistemic rationale via an analysis of
the aims of the scientific enterprise. His concern is distinguishing between those aims
intrinsic to science and those merely instrumental to these intrinsic aims. In particular,
he argues that empirical fit and explanatory power are intrinsic, whereas other criteria
are means to these ends. This view could be incorporated into this project’s account
by arguing that the instrumental chain goes one step further: to science’s–––short- and
long-term–––success. This would make the third strategy an extension of the first.

If one manages to convince one’s interlocutor to accept criterion1, this does not settle
the issue. They must be convinced to deploy it (see subsection 10.5.3).

10.5.2 Pro-Rejection Prescriptions

Suppose that the disagreement is about whether or not to accept criterion1 and one does
not accept this criterion. Once again, the first thing to do is to determine what the
standard assumption in the domain is regarding the acceptance of criterion1. The same
advice outlined in the previous subsection holds again here. The other prescriptions more
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or less follow the pro-acceptance playbook in reverse. Instead of persuading one’s inter-
locutor that criterion1 is instrumental to science’s success, one must persuade them that
it is not instrumental to science’s success. Assuming this project’s account of science’s
success, one would do this by showing that criterion1 is non-cognitive. Again, if they have
a different account of science’s success, then–––assuming one accepts it as a legitimate
alternative account–––try to show that criterion1 is not instrumental to their conception
of science’s success. Historical case studies could be used to show that criterion1 has not
played a useful role in furthering science’s success (by either conception).

Arguably, the reverse of the conceptual closeness strategy is the one given by L. Lau-
dan (1984, p. 53-55): try to show that there is a clash between criterion1 and another
criterion accepted by one’s interlocutor (see section 4.1). For example, one might call
scope into question by arguing that it forces us to go beyond the available data (see sub-
section 2.5.1). Of course, sometimes any two criteria will pull in different directions–––as
when they support two different theories–––the issue is whether they clash essentially
(by their very nature). The other strategy outlined by Laudan (ibid., p. 50-53) is also
viable: try to show that criterion1 is utopian–––there is no (or, very little) evidence that
it can be achieved. For example, it would be utopian for a social scientist to use a 5�
discovery criterion.3 Laudan justifies charges of utopianism by arguing that “the prior
specification of grounds for belief that the goal. . . can possibly be achieved” is a necessary
condition of the “rational” adoption of a goal. Note, however, that an agent would not
see utopian goals as negative if they did not value ‘current’ and/or ‘future feasibility’
(probable if attempted now/in the future).

10.5.3 Pro-Deployment Prescriptions

Pro-deployment prescriptions begin by determining what the standard assumption in the
domain is regarding the deployment of criterion1. Again, the advice outlined in subsec-
tion 10.5.1, regarding what follows from this, holds. The next thing to do is simply to
demonstrate criterion1’s relevance to the domain or to the choice case. In demonstrating
criterion1’s relevance to the domain, one takes a broad approach. For example, one might
argue that statistical significance is relevant to any domain which concerns populations

3 The 5� discovery criterion is applicable in cases of Neyman-Pearson statistical hypothesis testing
where one obtains a measurement, x, which has a probability of roughly 1

3,500,000
, given the assump-

tion of the null hypothesis (Mayo, 2018, §3.8). These events are ‘5� events’ as x is not within 5
standard deviations (�) of the null hypothesis’s mean. The 5� discovery criterion holds that: in the
case of a 5� event, one should infer the correctness of one’s hypothesis.
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(see appendix A). In demonstrating criterion1’s relevance to the choice case, one takes a
narrow approach. For example, one might argue that statistical significance is relevant to
the choice between theory1 and theory2, because one (or both) of them utilises statistical
methods. This is the only strategy that matters in this instance–––either criterion1 is
relevant or it isn’t. If it is–––and is already accepted–––then it ought to be deployed. If
it is not, then–––no matter whether it is accepted or not–––it ought not be deployed.

10.5.4 Anti-Deployment Prescriptions

As always, we begin by determining what the standard assumption in the domain is re-
garding the deployment of criterion1–––acknowledging the advice outlined in subsection
10.5.1, regarding what follows from this. Next, not surprisingly, the anti-deployment
prescription reverses the playbook outlined in the previous subsection: demonstrate
criterion1’s irrelevance to the domain or to the choice case.

10.5.5 Broader Prescriptions for Criteria-Selection Disagreement

Beyond the prescriptions targeted at resolving a disagreement regarding a single criterion,
there are several broader prescriptions to consider. The first, which might be applied to
any of the above sub-problems, is to try to show that non-cognitive factors are influencing
one’s interlocutor’s criteria selection. Of course, this assumes this project’s account of
science’s success. In particular, it assumes the third necessary condition for science’s
success (SR3): non-cognitive factors must have no influence on one’s reasoning process.
The second should be deployed when a disagreement regarding at least one criterion
cannot be resolved. Namely, take the intersection of the criteria one does share with
one’s interlocutor and try to persuade them–––of one’s theory choice–––using them.

10.6 Theory-Ranking/Scoring Prescriptions

Scattered throughout this project has been a consideration of the causes of theory rank-
ing/scoring disagreements. As shown in section 2.6, Kuhn’s (1977b, p. 322-324) criterial-
conflict account of theory choice posits two causes of theory ranking/scoring disagree-
ments.

Cause1
The use of ambiguous criteria causes different scientists to generate
different theory rankings/score vectors from them



Chapter 10. The Problem of Unhelpful Scientific Rationality 306

Cause2
Scientists generate different accuracy theory rankings/score vectors
by giving different weights to the domain’s relevant phenomena

Note that cause2 is a special case of cause1: one where the ambiguity in question is
caused by the different weighting of phenomena. A related cause concerns the evidence
set scientists use to generate their theory rankings/score vectors (see subsection 3.3.2).

Cause3
Scientists generate theory rankings/score vectors via different evi-
dence sets, causing them to diverge

Cause3 is an important addition, since it gets at the way that a criterion generates theory
rankings/score vectors–––via some evidence set.

In subsection 3.3.2, we considered Okasha’s (2011, p. 85) argument that theory-
ranking/scoring disagreements generated by cause1 can be treated as criteria-selection
disagreements if we disambiguate the Kuhnian criteria into the unambiguous desider-
ata captured by these labels. In this way, a theory-ranking/scoring disagreement can
be represented as a criteria-selection disagreement. It was argued that this is a more
cognitively accurate way of characterising the use of criteria in theory choice–––since it
focuses on the desiderata, not their labels. However, there is another issue to confront.
Whilst it is not Kantian to tell a scientist who conceptualises ‘simplicity’ as ontological
parsimony that they value ontological parsimony, it may not be helpful for persuasion.
If a scientist is wedded to their particular conception of a criterion, and does not want
it labelled in any other way than their own, then insisting on a different representation
arguably goes against the principles of good discourse. In particular, it is up to their
interlocutor to make an effort to understand why they are wedded to their conception
and representation (see subsection 10.4.1).

It was also argued that Okasha’s move works for cause2: if we disambiguate empir-
ical fit by the number of phenomena the theories might capture, then the capturing of
each phenomenon is handled by a discrete criterion–––and the weighting of these criteria
is handled by the criteria weighting stage. However, the cognitive accuracy of disam-
biguating empirical fit in this way is far more questionable. By increasing the number
of criteria, one decreases its computational ease–––not only does the number of criteria
selection choices go up, but also the number of weighting choices, the number of gen-
erated theory rankings/score vectors, and (potentially) the number of steps required to
complete the computation of one’s theory-choice rule. We will come back to this issue in
the next subsection.
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Cause3 is related to cause2 in the sense that both can be categorised as concerning
the evidence set one uses in theory choice. Consequently, we can also utilise Okasha’s
move to turn this from a theory-ranking/scoring issue into a criteria selection issue.
Scientist1 might take ‘empirical fit’ to mean how a theory does by all available data.
By contrast, scientist2 make take it to mean how a theory does by their particular data
set. Thus, in such cases, an evidence-set disagreement can be represented as a criteria-
selection disagreement. Can evidence-set disagreements always be represented as criteria-
selection disagreements? No. As noted in subsection 3.4.2, two scientists could subscribe
to a common conception of empirical fit–––fit to all available data–––and still disagree
regarding their theory rankings/score vectors, because they both infer how the theories
do by the total evidence set according to their own data sets. The next subsection
addresses this issue.

10.6.1 Prescriptions for Theory-Ranking/Scoring Disagreements

As with the prescriptions for criteria-selection disagreements, the prescriptions for theory
ranking/scoring disagreements start by determining where the burden of argument lies.
There might very well be standard views on the ranking/scoring of theories. For example,
the standard view in quantum chemistry is that MO theory is computationally easier than
VB theory. Thus, if VB theorists wish to argue against this, then they ultimately bear
the burden of argument. Once again, it would still do well to formulate a positive case
for one’s position, even if one does not bear the burden of argument.

After this, the prescriptions track causes1−3 (see section 10.6 and figure 10.5). Firstly,
is the case representable as a criteria-selection disagreement (as with cause1 and cause2
particularly, but potentially also cause3)? If so, try to persuade one’s interlocutor
to adopt this representation. One means of persuasion is to emphasise the distinc-
tion between labels and desiderata–––outlined with the example given in subsection
3.3.2–––whereby the labels get a semantic difference and the desiderata get at a sub-
stantive difference. If both parties agree, then the disagreement collapses into a criteria-
selection disagreement (see section 10.5). If one’s interlocutor disagrees, then one must
ask: do they have a good reason for their disagreement? Here, the rules of good dis-
course are important once again. One example of a (potentially) good reason concerns
the computational complexity introduced by disambiguating empirical fit (see section
10.6). If they have a good reason, then one way to attempt to solve this issue is via
(iterative, interactive) co-production (see section 10.4.1). For example, how might the
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computational-complexity problem be resolved? One potentially satisfactory resolution
(well-fitted to the fully explicit paradigm) would be to co-produce a list of all the relevant
phenomena, put them in a spreadsheet along with information about whether they are
captured by each theory, and then write an algorithm for automating the aggregation
process (say, a simple macro in Excel). This is a laborious route, yet it removes the
computational labour from working memory and innovates in providing a tool for other
researchers in the area to make use of. In the case that one’s interlocutor has a bad
reason for they have a bad reason for their disagreement, then the principles of good
discourse and co-production are even more important–––because washing one’s hands of
this debate closes off the possibility of agreeing regarding all of the premises plugged in
one’s theory-choice argument (see figure 10.3 section 10.3). In particular, co-production
could help to bring about agreement regarding what each side would need to see to
change his/her mind regarding the rankings/score vectors and/or their representation.

To go deeper on the role of co-production, suppose that one’s interlocutor never ac-
cepts that the theory ranking/scoring disagreement legitimately boils down to a criteria-
selection disagreement. How could scientists engaged in such a disagreement co-produce
their way out of it? The prescriptions here track the technical details of theory rank-
ing/scoring (see section 7.1). Firstly, can an informational assumption be agreed upon?
The point here would be to move away from the semi-implicit paradigm of theory choice
(see subsection 7.1.10) to the fully explicit paradigm. Due to its semi-implicit nature,
scientists may not have strong conscious ties to a particular informational assumption;
thus, this is fertile ground for co-production! It is important to consider the extent to
which one’s informational assumption is constrained by one’s criteria set. In subsection
7.1.9, it was argued that a strong proportion of criteria are measurable on super-ordinal
scales. Thus, it is not impossible that scientists who have a criteria-selection disagree-
ment might still agree on a common informational assumption. Agreement regarding
stronger informational assumptions would be incentivised, since they are instrumental
in avoiding impossibility results (see subsection 7.1.10). When all else fails, they could
also take the most complex informational assumption which captures both of their views,
and try to use this. Secondly, can the rankings/score vectors generated by the common
informational assumption be agreed upon? Here, clarity regarding exactly what the cri-
terion is measuring and how to go about making such measurements (e.g. is empirical fit
measuring a curve’s fit-to-data, a theory’s ability to capture a finite set of phenomena,
or something else?) is important.

Going back to the second rung of figure 10.5, suppose that the case is not repre-
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sentable as a criteria-selection disagreement. These are cases where scientists subscribe
to a common conception of a criterion, and yet diverge regarding how the theories ‘do’
by this criterion. Cause3 fits with this type of case: scientists generate different theory
rankings/score vectors via different evidence sets. It might also be argued that surely sci-
entists have theory ranking/scoring methodologies, which sometimes diverge–––without
them disagreeing regarding their evidence set or criteria set. For example, different
statistical-model-selection techniques arguably point to different ways of ranking/scoring
theories via the same data (evidence) set. Furthermore, the exclusion of evidence is
inherent in many scientific methods. One example is meta-analyses (Stegenga, 2018,
Ch. 6). Another example is prediction models, which will often split a data set into two
parts: the training set (which is used to achieve a model’s empirical fit) and the testing
set (which is used to test the predictions made via the training set) (Mayo, 2018, §1.1).
These latter two examples suggest that scientists could share the same overall evidence
set, but might disagree regarding what to exclude from that set on the basis of different
methodologies.

I do not agree with this line of reasoning, because I fail to see how a methodological
disagreement cannot be represented as a criterial disagreement. This is clearly true for
the statistical-model-selection case, wherein different techniques get at different criteria:
empirical fit for sum of squares, predictive accuracy for Akaike’s information criterion,
and likelihood for the Bayesian information criterion (Forster and Sober, 1994; Sober,
2015, 138-140; see appendix H). But it also seems to be true for the various cases of
evidence exclusion: there will be some principle according to a scientist excludes infor-
mation–––even if that principle is a rational reconstruction of a semi-implicit process. If
two scientists take the same evidence set and cut it up differently, then–––unless they
are using randomisation–––there will be some principled difference between their meth-
ods, which could be represented via a criterion. Thus, randomisation might cause two
scientists with the same evidence set and criteria set to disagree, but methodological
disagreement would be impossible, as it would be representable via a criterial-selection
disagreement. Thus, to summarise, the cases to consider are (i) different evidence sets,
and (ii) randomisation.

Suppose we have a case of different evidence sets causing a theory-ranking/scoring
disagreement–––despite agreement regarding their criteria sets. Section 3.4.2 introduced
a seemingly reasonable token of this type of case: one where two scientists could subscribe
to a common conception of empirical fit–––fit to all available data–––and still disagree
regarding their theory rankings/score vectors because they both infer how the theories
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do by the total evidence set via their own data sets. Here, it would be Kantian to tell
them not to value fit to all available data, but one might still be able to persuade them
that, in practice, their way of getting at it just amounts to the same thing as interpreting
‘empirical fit’ as fit to their data set. In other words, one might attempt to persuade
one’s interlocutor that they are not actually ranking/scoring the theories according to
all available data; they are ranking/scoring the theories by fit to their data in order to
infer the rankings/score vectors they would arrive at via fit to all available data. From
here, there seem to be two options: either one’s interlocutor could accept this repre-
sentation–––which means that the disagreement is criterial, and so the criteria-selection
disagreement prescriptions apply–––or they could seek to actually utilise all available
evidence. Consequently, co-production could play a role by providing the opportunity
for the two scientists to work together to maximise their evidence sets, in order to get as
close as possible to the criterion they value. They might also utilise sensitivity analysis to
determine the extent to which their separate profiles–––and other permutations–––yield
different results (Triantaphyllou et al., 1998, §5) (although this process works requires
access to their theory-choice rule).

Of course, even when scientists share the same criteria set and evidence set, randomi-
sation might still lead them to generate different theory rankings/score vectors. Here,
the obvious prescription would be to abide by the (frequentist) law of large numbers.
Randomisation might yield different data, which points in different directions, yielding
different theory rankings/score vectors. However, with more and more repetitions of this
process, the gap between these rankings/score vectors will start to close.4

10.7 Prescriptions for Criteria-Weighting Disagreements

As with the prescriptions of the other theory-choice stages, those for criteria-weighting
disagreements start by determining where the burden of argument lies. It is possible that
there will be rough agreement regarding some pairwise criteria-weighting choices. For
example, it will likely generally be agreed that various accuracy criteria–––such as empir-
ical fit–––are more important than various simplicity criteria–––such as ontological parsi-
mony. That is, unless we are considering a simplicity criterion–––such as number of free
parameters–––which functions as a guide to an accuracy criterion–––predictive accuracy

4 Just how much it closes by depends on the factors of the case–––such as size of the data set, the
influence of randomisation on the under/overfitting of the data, the extent to which each repetition
is independent of the last, the extent to which the process of randomisation is consistent across each
repetition, and the noise in the data.
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(see appendix H). The rationale for this prediction is twofold. Firstly, arguably it was the
empirical accuracy of science which allowed it to branch off from philosophy in the first
place. Secondly, the impression I get is that the empiricist view of the special importance
of accuracy (McMullin, 1993; Okasha, 2011, p. 95-96) is generally taken to heart–––in a
much weaker form–––among scientists (Kuhn, 1977b, p. 322-323). Beyond such domain-
general agreement regarding criteria weighting, there may also be domain-specific agree-
ment. For example, the community of chemists who chose Mendeleev’s periodic table
generally weighted successful predictions over successful retrodictions/accommodations
of facts (Brush, 1994, §VI; Brush, 2015, Ch. 5). However, as noted, such agreement is
bound to be only rough: agreement regarding the (ordinal) importance of one criterion
over another, but perhaps not regarding the measurement scale each scientist’s weights
are measured on–––say, cardinal versus ratio. Once again, it would do well to formulate
a positive case for one’s position, even if one does not bear the burden of argument.

From here, the prescriptions follow the branches of figure 10.6. If the disagreement
concerns the ordinal weighting of a criterion–––whether criterion1 should be weighted
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higher, equal to, or lower than criterion2–––there are two forms this could take: general
or contextual. In the ‘general’ case, the disagreement concerns the ordinal weighting
of criterion1 versus criterion2 across all contexts–––e.g. whether empirical fit ought to
be more valued than ontological parsimony for all theory-choice problems. One poten-
tially fruitful avenue here would be to see whether philosophers of science–––or other
academics–––have offered arguments which speak to this issue (for or against one’s posi-
tion). Co-productive activity might proceed by agreement to collate all such arguments
and jointly assess them–––red-teaming where appropriate. Far too many of such argu-
ments have been offered by philosophers of science to even begin to start scratching the
surface here. However, one argument is of particular salience, given subsection 10.5.1:
McMullin’s (ibid., §4) distinction between the criteria intrinsic to science (empirical fit
and explanatory power) and the criteria instrumental to these intrinsic criteria was cited
by Okasha (ibid., p. 96) as an argument for weighting the intrinsic criteria over the in-
strumental criteria. McMullin’s argument isn’t strictly consistent with this project (see
subsection 10.5.1 for a re-interpretation of it which is), however it provides a general
persuasive strategy: attempt to show that some criteria are subordinate to others with
regard to the goals of science. If such appeals to philosophical argument fail, then co-
production might be appealed to as a means of agreeing on what each party would need to
see to change their mind. It might also be possible to co-produce a new account of what
justifies the higher weighting of certain criteria, with agreed ordinal criteria weightings
following as consequences.

Suppose that you manage to forge agreement (or already agree) regarding the ordinal
weighting of two criteria. Notice that this will likely be a small victory, as not many
theory-choice a-rules allow for merely ordinal weights. Lexicographic dictatorships are
one example. More generally, however, the criteria weightings explicitly built into a-rules
(via well-defined weighting functions) will be super-ordinally measured. The weighted
Borda count (see subsection 10.1.1) is a case in point. (Suppose the weighted Borda
count’s weights could be ordinal, this would mean that any transformations which pre-
serves their ordering would preserve all information. This cannot be the case, as such
transformations could change the all-things-considered ranking. This would mean that
the weighted Borda count violates necessary condition (3) of being a well-defined function
(see subsection 10.1.1). Suppose that C = { c1, c2, c3 } and T = {T1,T2,T3 }. Furthermore,
suppose that the profile is the Condorcet triplet: each theory gets one first-place, second-
place, and third-place ranking. Moreover, assume that the initial weights are: w(c1) = 3,
w(c2) = 2, and w(c3) = 1. This gives the output: T1P(T2IT3). Now let’s transform
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these weights, while maintaining their rank order. T2 and T3’s weights remain the same,
but  (w(c1)) = 10

80. This gives the output: T1PT2PT3.) This means that agreement
regarding ordinal weighting will limit scientists’ ability to agree on a common theory-
choice a-rule. Thus, after agreement regarding ordinal weighting has been achieved, the
next step is to aim for richer agreement (assuming that the scientists have super-ordinal
criteria weightings).

Returning to the right side of figure 10.4, the issue now concerns whether there is
disagreement regarding the scale on which the weights are measured. If not, then the
disagreement is resolved. If so, then co-production seems the most viable strategy. An
obvious starting point would be to each write down the precise measurement scale for
the weights, the weights themselves, and a rationale for this. This simple exercise would
disincentivise weight gerrymandering on both sides–––an irrational move, since it reverses
the logic of theory choice (see subsection 3.4.5)–––by forcing scientists to either hold true
to their original weighting (as the evidence evolves) or provide–––and defend–––a new
rationale for each shift. Thus, such an exercise might prompt convergence regarding the-
ory choice over time, even if it does not prompt convergence regarding criteria weighting.
Following this, they might utilise sensitivity analysis to determine the extent to which
their weight assignments–––and other permutations–––make any difference to the result
(Triantaphyllou et al., 1998, §5) (although, this requires access to their theory-choice
rules).

10.8 Prescriptions for A-Rule-Selection Disagreement

Disagreements regarding a-rule selection are the most difficult of all to provide prescrip-
tions for. The explicit consideration of such rules is a quotidian part of science, when
dealing with small-scale theory-choice problems–––such as hypothesis testing and model
selection (Okasha, 2011, §8). There are also a small number of exceptional cases where
general scientific methodology is discussed in probabilistic terms, or Bayesian arguments
are given for theory choice (Glymour, 2010). The record does not contain explicit discus-
sion of such rules for large-scale cases. This notion lay implicit in philosophy of science
until Okasha’s (ibid.) paper, and is still a semi-implicit part of scientific methodology.

The main point that should be taken from this topic is that scientists have some way
of moving from a profile of theory rankings/score vectors to their all-things-considered
ranking (their theory choice). If this is not explicitly addressed then it will forever remain
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a spectre. The current situation–––the semi-implicit paradigm–––is not serving scientists
well in this regard. More positive work is needed, within the SCTC programme, to map
out the set of theory choice a-rules generally agreed to be desirable or reasonable–––from
a group-level perspective, obviously there would be individual-level leeway. (This project
has shown that we cannot assume that what works in the social-choice domain will work
in the theory-choice domain. Furthermore, avoiding no rational rule does not make
a rule, ipso facto, reasonable.) The mapping out of this set will provide scientists with
some guidance regarding some a-rules they might utilise in making their choice–––rather
than relying on whatever semi-implicit process they currently use. Importantly, such
information needs to be collated and presented in a manageable form, to incentivise
uptake. With this information in hand, two considerations scientists might consider in
choosing a rule are (i) its fit to their criteria sets, rankings/score vectors, and weights,
and (ii) how it ‘does’ by the normative conditions.

Suppose that two scientists disagree regarding their choice of rule. There is unlikely
to be a received view regarding who is correct–––if the disagreement among social-choice
theorists is anything to go by. Thus, both scientists would likely bear the burden of
argument. A strategy they might follow for persuasion would be to target (i) and (ii).
The theory-choice rule selected by one’s interlocutor will be constrained by their theory
rankings/score vectors and criteria weightings. Targeting these areas, and aligning one’s
interlocutors rankings/score vectors and weights with one’s own, will increase the prob-
ability of alignment regarding theory-choice rules too. Moving back to a-rules, two such
rules can be compared via the normative conditions they meet. As with social-choice
theorists, scientists will likely (roughly) agree regarding some conditions, and disagree
regarding overs (such as IIA). If disagreement remains, co-production might be used
as a means of jointly deciding what justifies a normative condition (and what constitutes
an illegitimate ‘justification’) and whether any conditions are more important.

10.9 What Remains of Unhelpful Scientific Rationality?

Due to the inchoate nature of the SCTC programme (at present), the advice in this
chapter has been incomplete. Far much more help can be generated for, and offered to,
deadlocked scientists. In particular, the prescriptions regarding the resolution of a-rule-
selection disagreements are presently inchoate–––since this remains a (mainly) implicit
aspect of scientific reasoning, and since the set of reasonable theory-choice rules (from
a group-level perspective) has not yet been mapped out. However, a great deal more
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could be done on each of the other theory-choice stages. In particular, a great deal of
work in the philosophy of science (and beyond!) could be laterally applied to aid with
solving these questions–––providing a much fuller set of prescriptions and persuasive
techniques. Furthermore, this chapter has only addressed the case of a two-person dis-
agreement. The extent to which this approach is scalable is an important area for further
research. Perhaps an entirely different approach is needed for factional, or group-level,
disagreements–––due to the inability to pin down a group to a set of commitments. My
intuition is that the same approach could be used, but only by identifying ‘methodological
factions’–––those with identical (or, very similar) theory-choice-stage judgments–––and
treating them as if they’re individuals. Thus, this chapter has not provided the ‘holy
grail’ of answers to unhelpful scientific rationality, since it is not yet maximally
helpful. Yet, by providing a framework for resolving disagreements at each stage of the
theory-choice process, we have arguably bolstered Kuhnian philosophy of science (to the
extent it remains ‘Kuhnian’) to the point that it is no longer appropriate to call it ‘un-
helpful’. Therefore, unhelpful scientific rationality is solved; now it is time to move
on to the much more expansive—and difficult—problem of maximising the helpfulness
of scientific rationality.



Chapter 11.

Concluding Remarks

For now we see through a glass,
darkly. . .

St Paul
1 Corinthians 13:12

Before probability theory was developed in the 16th and 17th centuries, by a small number
of mathematically gifted gambling enthusiasts, people still made inferences regarding
how likely certain events were to occur–––as, for example, the history of astronomy
shows. It’s just that such judgments weren’t as rigorous. The development of probability
theory and statistics brought such judgments out of the semi-implicit realm, by providing
specific methodologies to follow and methodological issues to debate. For now–––beyond
a small number of highly specific cases–––criterial judgments are in an analogous place to
probabilistic judgments prior to the take-up of probability theory: they remain a semi-
implicit part of scientific reasoning. This project has attempted to make the case for the
SCTC programme–––which provides an explicit framework for criterial reasoning–––as a
more rigorous alternative.

This project has been based around three problems which affect philosophical ac-
counts of scientific rationality. The first is unhelpful scientific rationality: Kuhnian-
ism’s commitment to the justified ubiquity of idiosyncrasy in scientific reasoning leads
to an overly permissive view of scientific rationality, which fails to give deadlocked sci-
entists any useful advice regarding conflict resolution. This was addressed in chapter 10
by providing a framework which maps out the stages of the theory-choice process and
targets prescriptions for persuasion at each stage. The second problem is conflicting

scientific rationality: how individual scientists should balance the trade-off between
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two of the necessary conditions for science’s success, theory incubation and consensus
building (a sub-problem within unhelpful scientific rationality). This was addressed
in chapter 5: Kuhnianism is weighted towards theory incubation, so a set of prescriptions
for allegiance re-evaluation were offered. The third problem is no rational rule: when
applied to theory choice, Arrow’s theorem seems to inform us that (given certain assump-
tions) there is no theory-choice rule which satisfies every intuitive, minimum condition of
scientific rationality. This was addressed in chapters 6-9. There, it was argued that no

rational rule dies a death by several cuts, rather than by a single blow: no single escape
route provides a universal explanation for how individual scientists reasonably avoid the
impossibility result; different explanations are suited to different individuals, in different
contexts.

Despite what has been achieved, the most important things to consider here, at
the end, are the limitations of the project. I will briefly address some of the cogni-
tive, formal, and communicative limitations here. The cognitive limitations concern
the incompleteness of our understanding of scientists’ reasoning. To begin, even Sen’s
framework–––which is incredibly impressive in capturing a large number of possible
forms that a theory-choice rule (constrained by other theory-choice-stage judgments)
can take–––may not be sufficient to capture all of scientific reasoning. There may be
nuances to scientists’ conceptualisation of their theory choices not accounted for by this
framework. Relatedly, this project has utilised the notion of process models of cognitive
processes to justify some of its conclusions. However, since we do not yet fully under-
stand the cognitive processes underlying scientific reasoning, there is the clear potential
for gaps and misunderstanding here. Further work might test this project against the
most up-to-date understanding of process models (incorporating an evidence threshold to
avoid the biases which plague modern psychology). It might also consider the approach
of this project against the cognitive philosophy of science literature. For example, Rogier
De Langhe (2012) developed an interpretation of Kuhnian rationality in terms of Simon’s
‘satisficing’ concept (an alternative to optimising). Furthermore, James Marcum (2013)
has developed an interpretation of Kuhnian theory choice in terms of the ‘dual-process
theory’ in cognitive psychology.

A limitation straddling the cognitive and formal categories is this project’s rudimen-
tary take on cognitive computational ease in terms of estimated computational ease.
What we require is a more sophisticated measure which considers the modern chunking
literature (see subsection 4.4.2). This measure could then be used as a proxy when we
lack direct empirical evidence regarding the nuances of cognition in a particular context.
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Another formal limitation is the present lack of knowledge regarding (what social-
choice theorists and/or philosophers might categorise as) desirable/reasonable theory-
choice rules. As we have considered throughout this project, merely escaping no rational

rule is not sufficient for having a reasonable theory-choice rule. Therefore, a solution
to this problem will require that contributors to the SCTC programme think beyond
the threat that no rational rule poses to scientific rationality, and towards the “future
promise” (Kuhn, 1996, p. 157-158) of this programme. Namely, the ability to pinpoint
the causes of a theory-choice disagreement and (potentially) resolve it without reference
the most controversial areas of debate. Furthermore, the lack of integration between
the SCTC programme and the multi-criteria decision-making literature is a small-scale
scandal. Both programmes cover the same basic subject–––choice via aggregation rules
which move from how decision alternatives ‘do’ by a set of criteria to a final decision–––the
former from a more axiomatic tradition, the latter from an operations and engineering
tradition. Both sides clearly have a lot to teach the other, and more should be done to
bring them closer together.

The communicative limitation is this project’s rather shallow investigation into the
communicative aspects of persuasion and co-production. The literature on persuasion
from social psychology and sociolinguistics could help to provide amendments to the
prescriptions given to persuade a deadlocked scientist to change their mind, as well as
new prescriptions. The idea would be to provide as many tools as possible to scientists
for persuading their interlocutors whilst staying within the bounds of defensible leeway
built into scientific rationality. The prescriptions offered in chapter 10 are a good start,
but I suspect that they are just the beginning. Thus, the illumination that this project
has provided to these problems is substantial, but there is much more work to be done
to illuminate this area of study.

Finally, how would Thomas Kuhn have viewed the SCTC programme? While we can
only speculate, he may very well have identified two attractive features of Samir Okasha’s
(2011) original paper on this topic. It was “sufficiently unprecedented” (Kuhn, ibid.,
p. 10), identifying a rigorous formal structure underlying accounts of theory choice which
were viewed as merely qualitative. Secondly, it was “sufficiently open-ended” (ibid.),
leaving plenty of “mop-up work” (ibid., p. 24) for the philosophers of science who followed
in his wake. I hope to have shown that both the power of Okasha’s programme and the
scope of its mop-up work are far greater than has been thought.





Appendix A.

Statistical Hypothesis Testing

There are various methods for testing statistical hypotheses. The two most popular
methods are the Neyman-Pearson method, and the (less prominent–––at least, tradition-
ally) Bayesian method. This appendix gives a basic idea of each method. To begin, we
cover some of the probability theory underlying these methods.

Bayes’s rule is used to compute the ‘posterior probability’ of hypotheses. The ‘poste-
rior probability’ of hypothesis H is its probability (Pr) conditional upon a set of evidence,
E: Pr(H �E ). For the case of a single hypothesis, Bayes’s rule tells us:

Pr(H �E ) =
Pr(H ) × Pr(E �H )

Pr(E )

Pr(E �H ) is the ‘likelihood’ of hypothesis H: the probability of evidence set E con-
ditional upon the truth of H. Pr(H) is the ‘prior probability’ of hypothesis H: the
probability of H prior to attaining evidence set E. Likewise, Pr(E) is the prior probabil-
ity of evidence set E. One way to characterise prior probabilities is as the probabilities
we form about hypotheses or data sets “on the basis of background information alone”
(Salmon, 1990, p. 177)–––prior studies; intuitions; personal, social, and religious convic-
tions; etc. Such background information, B, can even be worked explicitly into Bayes’s
rule:

Pr(H �E ∧B ) =
Pr(H �B ) × Pr(E �H ∧B )

Pr(E �B )

Bayes’s rule is not a theory about how to update one’s views regarding hypotheses
in light of new evidence; it describes the actual relationship between the personal prob-
abilities associated with a hypothesis and the personal probabilities associated with an
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evidence set. In this sense, it is ‘objective’. However, this does not mean there is no sub-
jectivity associated with deploying it. Indeed, the notion concept ‘probability’ it concerns
is ‘subjective probability’: one’s personal estimate of the probabilities associated with
the hypothesis and evidence set. Furthermore, the background information of agent1
will be different from that of agent2. Thus, if agent1 updates their prior probability of
a hypothesis on the basis of evidence set E, they could very easily end up with a differ-
ent posterior probability than agent2. With Bayes’s rule understood, we can move onto
methods of statistical hypothesis testing.

Jerzy Neyman and Egon Pearson’s (1933) method pertains to the testing of hypotheses
which concern the relationship between variables, within or between populations. The
‘independent variable’ is the variable which is not modelled as dependent on another
variable; rather, it is modelled as–––potentially causally–––related to another variable:
the dependent variable.1 2 More than one independent variable can be incorporated into
a study; however, for simplicity, we will assume a single independent variable in the main
text.

The ‘within-population’ case concerns the relationship between an independent and
dependent variable(s) within the same population. For example, imagine a study of
the link between smoking (the ‘independent variable’) and cancer rates in the UK (the
‘dependent variable’).3 The ‘between-populations’ case concerns the relationship between
a (categorical) independent variable concerning populations–––say, country of origin (UK,
France)–––and a dependent variable–––say, cardiovascular health.4

The quantitatively measurable aspects of populations are referred to as ‘parameters’,
✓. Mean income, median height, and mode lung capacity are all examples of param-

1 Graphically, this relationship of dependence is given by putting the independent variable on the
x-axis and the dependent variable on the y-axis (as a function on x).

2 Causal relationships are investigated via the manipulation/control of the independent variable. For
example, the impact of statins on cardiovascular health can be tested by a defining a ‘categorical
variable’ (one which can denote one of a fixed number of categories) as one’s independent variable:
intervention (statin, placebo). The random allocation of participants to either intervention helps
to control for ‘confounding factors’: factors associated with both the dependent and independent
variables, which may obscure the causal relationship between the variables. For instance, a potential
confounding variable in our medical trial case is age, as it is typically linked to both (prescription)
drug usage and health.

3 Note how, without the manipulation of the independent variable–––e.g. smoker versus non-
smoker–––this study would tell us very little.

4 Multiple independent variables can also be considered. For example, in a ‘factorial design’ experiment,
two independent variables are manipulated to test their relationship to a dependent variable. Imagine
a study which tests the relationship between intervention (statin, placebo) and sex (male, female) on
cardiovascular health.
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eters. A fundamental assumption of this approach is that there exists a fixed, true
parameter, which can be estimated by sampling the relevant population(s). Thus, the
concept of probability it concerns is ‘frequentist’ (unlike Bayes’s rule): the number of
times we get a certain outcome when a study (sampling process) is repeated many times.
The Neyman-Pearson method concerns situations where one is choosing between two hy-
potheses about the relationships between variables (which concern parameters): the ‘null
hypothesis’ (H0) and the ‘alternative hypothesis’ (H1). The null hypothesis is the stan-
dard assumption about the relationship being tested. To cover the simple cases–––which
do not always hold–––the null hypothesis would typically say either that the indepen-
dent variable (one’s intervention/test) has no effect on a single population’s parameter,
H0 ∶ ✓ = 0, or that multiple populations’ parameters are equal (H0 ∶ ✓1 = ✓2 = ⋅ ⋅ ⋅ = ✓n)
(ibid., 393). The alternative hypothesis is the hypothesis which deviates from the stan-
dard assumption.

(Suppose that, guided by your hypotheses, you conduct a study by sampling from the
relevant population(s). Given that Neyman-Pearson statistics aims to estimate the true
value of a population parameter of interest, a key aspect to consider is the ‘precision’
of our estimate–––how likely it is to be reproduced were the study to be repeated many
times–––which is where ‘confidence intervals’ come into play. A confidence interval is
a range of values within which the true population parameter is likely to lie, with a
certain level of confidence. A 95% confidence interval, for example, implies that if we
were to repeat the study many times with independent samples, we would expect 95%
of the confidence intervals calculated from these studies to contain the true population
parameter. The 95% confidence level is given by 1 − ↵-level, where ↵-level is our chosen
‘significance-level’ (see below).)

A ‘p-value’ represents the probability of getting the observed result5, plus more ex-
treme results, conditional upon the truth of the null hypothesis H0: Pr(≤ result �H0 )

(Goodman, 2008, p. 136). Notice how this looks like a likelihood from Bayes’s rule. How-
ever, we could not plug this into Bayes’s rule, as we use a p-value to judge the value of the
alternative hypothesis, despite it being about the null hypothesis (whereas the likelihood
in Bayes’s rule would only concern the alternative hypothesis–––the hypothesis we are
testing). We can also compare two hypotheses directly by generating a ‘likelihood ratio’
for some data set D:6

5 Really, we are interested in the results relevant to the hypothesis being tested (not the entire data
set). This is known as the ‘test statistic’, but there is not just one method of arriving at a test
statistic. Common methods are: the Z-test, the t-test, the chi-squared test, and the F-test.

6 Note how the likelihood ratio’s formula concerns data not the result of a statistical test. It is concerned
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Pr(D �H0 )

Pr(D �H1 )

This tells us how many times more likely we are to get that data set given the assumption
of the null versus the alternative hypothesis.

A result is ‘significant’ when the p-value is equal to, or lower than, some pre-defined
significance threshold: the ‘↵-level’ (Motulsky, 2017, p. 145). An ↵-level of .05 is fairly
common (especially in social and biomedical science), although there are advocates of
lower thresholds, such as .005 and even .0000003 (ibid., p. 150-151).

What should a scientist do when they have attained a significant result? The naive
prescription would be to reject the null hypothesis and accept the alternative hypothesis.
However, in practice, a significant result does not entail the choice of the alternative
hypothesis. The truth of the alternative hypothesis is just one of several explanations
for the attainment of a significant result (ibid., 165-167). Alternatively, perhaps the
significant result is caused by a poor experimental design, or by the truth of another
alternative hypothesis. Thus, hypothesis testers must judge the fit of their results to
each of these explanations in order to interpret the meaning of ‘significance’ in each case.
Another thing to consider is the practical significance of the results. This requires a
measurement of the ‘effect size’: the size of the relationship (difference or strength of
association) between the variables (Sun et al., 2010)–––say, the amount by which the
intervention impacted the relevant population (within-population study) or the amount
by which two populations differ (between-populations study).

Bayesian hypothesis testing uses Bayes’s rule to compute the posterior probability
of hypotheses. This contrasts with the Neyman-Pearson method in several ways. Four
differences are worth noting. Firstly, it allows for the comparison of any two hypotheses,
not just a hypothesis with the standard assumption. Secondly, as is obvious given the use
of Bayes’s rule, Bayesian statistics concerns subjective probabilities. Thirdly–––again,
obviously–––Bayesian statistics incorporates prior probabilities. Fourthly, it incorporates
a more complex tool than a standard p-value: the ‘Bayes factor’ (Held and Ott, 2018,
§1.1) (which is comparable to the likelihood ratio–––but not interpreted in the same
way). Suppose that one is using D to choose between two rival hypotheses: H1 and H2.
Ignoring any background assumptions, a comparison of these hypotheses, via Bayes rule,
would be:

with how likely the whole data set is, not our analysis of the data.



325

Pr(H1 �D )

Pr(H2 �D )
=

Pr(H1 ) × Pr(D �H1 )

Pr(H2 ) × Pr(D �H2 )

(The prior probability of the data is ignored as it is cancelled out.) The Bayes factor is
the likelihood aspect of this ratio comparison:

Pr(D �H1 )

Pr(D �H2 )

It determines how the data affects the hypotheses’ prior probabilities, thereby leading
to their posterior probabilities. p-values also consider hypotheses’ likelihoods, though
only given the assumption of the null hypothesis, whereas the Bayes factor considers
likelihoods from both hypotheses’ sides and yields a comparative analysis via the ratio
(Wagenmakers et al., 2011, p. 429). (Such a comparative analysis is not impossible via
Neyman-Pearson hypothesis testing, as the likelihood ratio shows–––but, again, it is
restricted to comparing a hypothesis with the standard assumption.)





Appendix B.

Case Study: Geometric Parsimony

From the time of the Pythagorean school to the coming of Kepler, the following axiom
dominated astronomical thought: celestial bodies move in uniform circular motion (Lin-
ton, 2004, p. 20). As shown in figure B.1, Ptolemaic models did not quite live up to this
axiom. Ptolemy employed various ad hoc geometric devices in order to achieve empirical
fit (Kuhn, 1957, p. 59-73). In an ‘eccentric’ circular orbit, the Earth is displaced from
the centre of the system (the ‘eccentricity’). Furthermore, celestial bodies need not sim-
ply orbit some point in (or just off) the centre of the system. They might instead have
a higher-order orbit. A first-order orbit–––an orbit of some point in the centre of the
system–––is called a ‘deferent’. A second-order orbit–––an orbit of some point moving
along the deferent–––is called an ‘epicycle’.1 In such models, celestial bodies move at a
uniform speed around the centre of the epicycle. This means that, for an observer at the
centre of an epicycle, a celestial body would sweep out both equal angles (e.g. C = D)
and equal sector-perimeter lengths in equal time intervals. The speed at which the centre
of the epicycle moves along the deferent is relative to some point, which Ptolemy labelled
the ‘equant’. Before Ptolemy, the equant was always located at the centre of the system;
his innovation was to allow freedom in the equant’s location, which improved the em-
pirical fit of his models (McAllister, 1996, p. 169). He shifted the Earth away from the
deferent’s centre (thereby creating an eccentricity), and then shifted the equant point an
equal distance in the opposite direction (Timberlake and Wallace, 2019, p. 89-90). This
meant that, for an observer at the equant, the centre of the epicycle would sweep out
equal angles (e.g. A = B) in equal time intervals (would appear to move uniformly).
However, it would not sweep out equal sector-perimeter lengths in equal time intervals,
and thus would not move along the deferent at a constant speed. (In figure B.1, the

1 This can be further extended, with epicycles orbiting points on second-order epicycles, etc. (see
Kuhn, 1957, p. 69).
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Figure B.1.: Ptolemaic Model

perimeter of the area sector corresponding to A is clearly smaller than that of the area
sector corresponding to B. Yet, the centre of the epicycle would sweep out these sector
perimeters in equal units of time.)

Whilst Ptolemaic models were accepted due to their superior empirical fit, the equant
was seen (particularly by Arab astronomers) as a violation of the uniform perfect circles
axiom (Gingerich and MacLachlan, 2005, p. 44-45). Uniformity was supposed to be
relative to the centre of the system, not some arbitrary point off-centre. Opposition to
the equant was also Copernicus’ main motivation for developing his alternative system
(Westman, 2011, p. 126-127). This feature became an important motivation behind Georg
Joachim Rheticus and Erasmus Reinhold’s defence of the Wittenberg interpretation of
Copernicanism (Westman, 1975, p. 175-176).



Appendix C.

Group Selection and Reversible
Kuhn-Loss

‘Kuhn-loss’ denotes Kuhn’s (1996, p. 52 & 84-85) claim that the change from one DM to
another can involve–––ontological, methodological, and criterial–––losses, as well as gains
(see Preston, 2008, p. 56-57). Importantly, Kuhn-losses are not inevitably permanent
(ibid., p. 206-207). The group-selection controversy in evolutionary biology provides an
illustrative case of reversible Kuhn-loss.

In the mid-20th century, group selection was commonly posited as an adaptive expla-
nation of individual organisms’ behaviour (Okasha, 2006, §6.1). However, critiques by
Maynard Smith (1964) and (particularly) George C. Williams (1966) helped to forge a
consensus around the view that group selection is theoretically possible but unrealistic
(Okasha, ibid.). However, in recent years, this consensus has been overturned. Group
selection is a prominent part of modern applications of ‘multi-level selection’ theory in
accounting for the ‘major transitions in evolution’ (ibid., Ch. 8). Multi-level selection
theory posits that natural selection takes place at multiple levels of biological hierarchy:
gene, organism, group, etc. (ibid., p. 4). The major transitions in evolution literature
considers how new levels of biological organisation evolved (ibid., p. 218). The evolution
of eukaryotic cells from prokaryotic cells (outlined in section 2.6) is an example. If (as
endosymbiosis theory claims) eukaryotic cells are the result of the ingestion of a certain
type of prokaryote by another type, then their selection was (and arguably still is) a form
of group-selection.

Reversible Kuhn-loss is an important phenomenon, as it casts doubt upon the cumu-
lative characterisation of progress. Williams’ gene’s-eye approach was superior to naive
group-selection theory. Furthermore, multi-level-selection theory (applied to the major
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transitions in evolution) improves upon Williams’ rigid gene’s-eye view. Yet, these pro-
gressive improvements do not point in the same ontological direction: one points away
from group selection, the other towards it. Thus, Kuhn’s challenge, in developing his
account of progress, was to find a measure which is immune to such counterexamples.
To make matters worse, Kuhn (1970, §5) became increasingly aware that–––following his
CA-IC account–––he had been generally interpreted as a relativist regarding scientific
rationality. For, if there can be no rational inter-DM standards of assessment, then how
can there be (non-subjective) scientific progress?



Appendix D.

The Problem of Multiple Comparisons

The problem of multiple comparisons (also known as ‘data-dredging’) is a methodological
problem within statistics. It concerns the impact of the number of tested hypotheses on
the probability of committing a ‘Type-I error’: the rejection of a true null hypothesis.
More precisely, it concerns the rate at which one will commit Type-I errors (the ‘Type-
I-error rate’). For simplicity, the problem is generally introduced under the assumption
that any null hypotheses under consideration are correct (Motulsky, 2017, p. 203). Sup-
pose that one is carrying out a Neyman-Pearson hypothesis test of at least one alternative
hypothesis. (Let k denote the number of independent alternative hypotheses tested.) Fur-
thermore, suppose that one’s ↵-level is a p-value of .05. The probability of committing
at least one Type-I error is: 1 − (1 − .05)

k (Curran-Everett, 2000, p. R2-R3). If k = 1,
then–––under the assumption that the null hypothesis is correct–––there is a .05 chance
of committing a Type-I error. As table D.1 shows, this probability increases remarkably
with the number of comparisons one makes. Hence, the statistician’s proverb: “if you
torture your data long enough, they will tell you whatever you want to hear” (Mills, 1993,
p. 1196).

The problem of multiple comparisons is ubiquitous within data science (Motulsky,
ibid., Ch. 23), yet there is no unanimous solution. Rothman (1990) argues that there
is no need for researchers to correct their results. Others favour applying some sort of
correction. Many such corrections have been proposed, but each have their flaws. A main
issue in choosing between corrections concerns the trade-off between the Type-I-error rate
(for k comparisons), and the Type-II-error rate (for k comparisons) (ibid., Games). (A
‘Type-II error’ is a false negative. It occurs when one fails to reject a false null hypothesis.)
‘Conservative corrections’ (such as the Bonferroni correction) reduce the rate of Type-
I errors, but increase the rate of Type-II errors (Nakagawa, 2004). (According to the
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Number of
Comparisons

Probability of 1≥ Type-I
Error (↵-level = .05)

1: .05

2: .10

5: .23

10: .40

14: .51

20: .64

50: .92

Table D.1.: The Problem of Multiple Comparisons

Bonferroni correction, the ↵∗-level–––the corrected ↵-level for any individual result–––is
given by ↵

k (Curran-Everett, 2000, p. R6).) ‘Liberal corrections’ (such as the Duncan
correction) lower the probability of Type-II errors, but increase the probability of Type-I
errors (Games, 1971).1 This shows the leeway built in to a scientist’s chosen solution
to the problem of multiple comparisons. Their chosen solution–––and, therefore, their
judgment regarding how the hypotheses ‘do’ by empirical fit––can vary wildly, and may
simply come down to their preference for protecting against Type-I over Type-II errors
(or vice versa).

1 The corrected significance level for any individual result is harder to outline via the Duncan (1955,
§2) correction, as it a matter of context.



Appendix E.

Computational Efficiency

Computer scientists’ concept of computational ease–––which they generally call ‘com-
putational efficiency’–––comes from computational-complexity theory. It concerns the
number of resources required to complete an algorithm (Arora and Barak, 2009, p. xx).
Each measure of computational efficiency focuses on one resource. The most popular
measures concern space and time. The time measure is given by the number of basic
operations that an algorithm performs for an input of a given length (ibid., p. 11). The
space measure is given by the number of tape cells that a (deterministic) Turing machine
scans for an input of a given length (Sipser, 2012, p. 331). One tape cell stores one bit
of information (Nishino, 2000, p. 126).

Measures concerning these resources can be further subdivided into: worst, best and
average-case measures (see table E.1). The computational efficiency, O(⋅), of an al-
gorithm is purely a function of the number of inputs, n–––given in bits–––we feed it
(Sipser, 2012, p. 275). Finally, because computers can deal with millions––or even bil-
lions–––of inputs (Christian and Griffiths, 2017, p. 64), computer scientists are concerned
with ‘asymptotic efficiency’. That is: how an algorithm’s running time/space usage in-
creases as a function of the number of inputs (in the limit), as the number of inputs
increases without bound (Cormen et al., 2009, §3). For example, suppose that we are mea-
suring the worst-case time efficiency of algorithm1. Sometimes we complete algorithm1

in
√
n operations, sometimes in log2(n) operations. Which of the two is the worst-case

time efficiency of algorithm1? As shown in figure E.1, strictly, the answer depends upon
the value of n. If n lies between 4 and 16, then it is given by log2(n). If not, then it is
given by

√
n; which is the answer given by an asymptotic analysis. Thus, an important

question in applying computational-complexity theory to the analysis of theory-choice
algorithms is: what number of inputs would such algorithms typically take?
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Resource Type

Time Space
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Best-Case Best-Case
Time Efficiency

Best-Case
Space Efficiency

Average-Case Average-Case
Time Efficiency

Average-Case
Space Efficiency

Worst-Case Worst-Case
Time Efficiency

Worst-Case
Space Efficiency

Table E.1.: Measures of Computational Efficiency
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Figure E.1.: Time Efficiency for Small Inputs



Appendix F.

Evidence for Disagreements Regarding
Social Criteria

Krantz and Wiggins (1973) studied the–––implicit and/or explicit–––criteria that be-
havioural psychologists use in selecting which theory to work on. They found statisti-
cally significant correlations between the extent to which ‘associates’–––PhD supervisees,
colleagues, and coauthors–––followed a theorist and ‘personality factors’–––groupings of
personality traits determined by factor analysis–––that associates connected to that the-
orist (ibid., p. 134-138).1 Importantly, the factors which produced statistically significant
correlations were different across the theorists. (For example, there was a statistically
significant correlation between the extent to which B. F. Skinner’s associates followed
him and the extent to which he was perceived as less aggressive, authoritarian, and ide-
ologically closed off. Whereas, the statistically significant correlation concerning Clark
Hull was between the extent to which he was followed and the extent to which he was
perceived as willing to encourage intellectual autonomy and two-way interaction in his
associates.) For Krantz and Wiggins, this indicates “the existence of idiosyncratic styles
as they relate to affiliation”. An intuitive explanation of these findings is that these asso-
ciates used the personality traits of the theory founders as social criteria in their choice.
If this is correct, and generally representative of scientific theory choice, then–––given
that different personality traits attracted different associates–––we should infer that the
deployment of idiosyncratic criteria sets in theory choice is ubiquitous.

Several responses suggest themselves. Firstly, the following measure does not properly
capture the normal usage of ‘follower’. One was counted as a ‘follower’ of a theorist on

1 A ‘factor analysis’ is a method of summarising the interrelationships between variables (personality
traits in this case), with an eye to conserving accuracy whilst maximising brevity (Gorsuch, 2015,
§1.1).
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the basis of the proportion of one’s published papers which “related to the systematic
position of the theorist”. The associates were “allowed flexibility” in deciding which of
their papers related to the position of their theorist. Given this flexibility, one could be a
‘follower’ of (for example) Skinner despite attacking his position in all of one’s published
papers. Still, we can tentatively infer that the majority of Krantz and Wiggins’ ‘followers’
also fit the common usage of the term ‘follower’. The associates studied were either PhD
supervisees, colleagues, or coauthors. Coauthors would not disagree regarding theory
choice (at least, at the time of coauthoring a paper). PhD supervisees would also not
generally disagree with their supervisor regarding theory choice, since they would work
as part of the same research group. Colleagues may disagree, but given the tendency of
faculties to house research groups, even this may not be overwhelmingly likely. Given
that Krantz and Wiggins’ ‘followers’ would generally also fit the common usage of the
term, the correlations still provide useful information regarding theory choice.

Secondly, the intuitive explanation is not the only one. The theorists may have
adopted these traits in response to their belief that these associates were followers of
theirs (ibid., p. 138). For some cases, this may be a perfectly realistic option. However,
the intuitive explanation fits better with the cases investigated by Krantz and Wiggins
(ibid., p. 138-145). For example, testimonial evidence suggests that C. Hull encouraged
intellectual autonomy in some associates, but not others. But this wasn’t a response to
a belief that these associates were his followers or not. Rather, his treatment depended
on whether or not he held direct power over these associates.

Overall, these responses hold some weight, but the study still tentatively points to-
wards the ubiquity of social factors in the theory choices of associates. Thus, the evidence
slightly favours criteria selection as a leeway stage.



Appendix G.

The Problems With Psi Theory

Parapsychology’s psi theory posits several strange phenomena. One is ‘extra-sensory
perception’: unmediated mind to mind communication (Watt, 2001, p. 131). Another
is ‘psychokinesis’: unmediated mental influence of physical systems (Watt, ibid.). Yet
another is ‘anomalous retroactive influence’: the influence of future events on agents’
present thinking (precognition) or affect (premonition) (Bem, 2011). Research generated
by psi theory includes Daryl J. Bem’s (ibid.) anomalous retroactive influence study,
telepathic dream experiments (Mueller and Roberts, 2001, p. 98-100), ganzfeld experi-
ments–––similar to dream experiments but carried out when the subject is in a state
of sensory deprivation–––(Watt, ibid., p. 134-136), and psychokinesis experiments (Jahn
and Dunne, 1986). The more popular view is psi theory’s negation: the denial of the
phenomena psi theory posits.

The research programmes generated by psi theory have failed to provide its central
phenomena with uncontroversial support. Bem (ibid.) carried out nine experiments to
test for anomalous retroactive influence, eight of which yielded statistically significant
results. However, Bem’s study proved very controversial, so much so that it was one
of the catalysts of an extensive methodological debate (Wagenmakers et al., 2011; Bem
et al., 2011; Francis, 2012, p. 151-153; LeBel and Peters, 2011, Schimmack, 2012; Spell-
man, 2015, p. 887& 890; Mayo, 2018, p. 283-284; Nelson et al., 2018, p. 513; Jussim et al.,
2019, p. 354). Outside of parapsychology, the general consensus is that Bem’s study is
fundamentally flawed. It has been critiqued for ignoring the vital role of priors (Wagen-
makers et al, ibid., p. 428-429)1, failing to give a comparative analysis of the hypotheses

1 Furthermore, a lack of mechanism and real-world evidence justify making the prior probability (of the
existence of anomalous retroactive influence) incredibly low (Wagenmakers et al., 2011, p. 428-429).
Thus, a significant p-value (likelihood) would not yield a large posterior probability. Although, the
prior stated by Wagenmakers et al. is likely underestimated (Bem et al., 2011, p. 716-717; Mayo,
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versus their nulls (Wagenmakers et al, ibid., p. 429-430), replication failure (Galak et al.,
2012), being the result of publication bias (Francis, ibid., p. 151-153)2, ‘p-hacking’ (Mayo,
ibid., p. 283-284) (see appendix D), and a whole host of other questionable research prac-
tices (Schimmack, ibid., p. 556-559).

Antje Mueller and Ron Roberts (ibid., p. 97-100) argue that the results of telepathic
dream experiments support psi theory, since the success rate is above that expected
by chance. However, Wagenmakers et al.’s (ibid.) critiques apply here too. Further-
more, replication of these findings failed in two separate studies (Mueller and Roberts,
ibid.). Caroline Watt (ibid., p. 134-136) reviewed the ganzfeld studies debate, arguing
that they provide “evidence in support of the hypothesis that ESP exists”. Yet, the
meta-analyses have produced mixed results. The only meta-analysis which solely con-
sidered studies conducted in independent laboratories completed after 1986–––the year
that Ray Hyman and Charles Honorton (1986, p. 355-362) published their non-partisan
guidelines for conducting ganzfeld experiments–––found that the results had a near zero
effect size and were non-significant (Milton and Wiseman, 1999).3 Moreover, the psy-
chokinesis experiments show a small statistically significant effect, yet Massimo Pigliucci
(2010, p. 77-83) reminds us that this is to be expected given that the sample sizes were
extremely high. With arbitrarily high sample sizes, small biases in the system (noise)
create small, but significant, effects.4 Finally, any mechanism proposed to account for
these ‘phenomena’ would most likely be ill fitted to the rest of science. For example,
the mechanism proposed by Robert G. Jahn and Brenda J. Dunne (1986) relies upon an
outmoded interpretation of quantum mechanics according to which consciousness plays
a role in constituting reality.5

2018, p. 283-284).
2 Meaning that the number of insignificant results was higher than that expected by the ‘power’ of

the experiment–––the probability of yielding an insignificant result when the alternative hypothesis
is false (Galak et al., 2012, p. 152).

3 The use of ganzfeld studies conducted in independent laboratories is particularly important given the
allegations of serious methodological misconduct in ganzfeld studies conducted in a non-independent
laboratory (Blackmore, 1996, Ch. 29).

4 In any probabilistic system with a slight bias, that bias will be revealed as the number of trials
becomes arbitrarily large. For example, no coin or die is perfect, all have slight imperfections which
lead to slight asymmetries, and therefore slight biases. A null hypothesis positing perfect fairness in
tosses/rolls would be overturned given a large number of trials (tosses/rolls), but that does not mean
that the alternative hypothesis is reasonable. It depends on what the alternative hypothesis is. In
this case, H1–––that the deviation from perfect fairness is caused by telekinesis–––is not reasonable,
but H2–––that the deviation is caused by physical imperfections–––is.

5 See David Z. Albert (1994, p. 81-83) for a critique of this interpretation.



Appendix H.

Statistical-Model Selection

Statistical-model selection is the process of selecting a method for producing a curve
for one’s data set–––or, selecting a method for regression analysis. Regression analysis
is the process of analysing, quantifying, and/or predicting the relationship between a
dependent and an independent variable (or, variables). Imagine a simple case with only
one independent variable. Graphically, the independent variable is placed on the x-axis
and the dependent variable on the y-axis (see figure H.1). There are a variety of different
statistical models–––which use different functions/‘curves’ (such as those depicted in
figure H.1)–––which could be selected.

The sum-of-squares rule is the standard rule for selecting curves in line with empirical
fit (Forster and Sober, 1994, p. 4). Curve1’s fit-to-data set D is arrived at by measuring
the difference between the y-axis-value of each data point p ∈ D and the y-axis-value of
the curve above, below, or coinciding with it. These values are squared and summed to
arrive at a final score. The lower curve1’s sum-of-squares score, the better its empirical
fit.

Akaike’s information criterion is a different rule for selecting curves, defined by a
criterion that penalises curves which have a higher number of free parameters (Sober,
2015, p. 131). This is done by subtracting the number of free parameters, k, from the
logarithm of the likelihood: the probability of the data, D, given the assumption of the
model, T.

log( Pr( D �T ) )−k

The higher the number of free parameters, the easier it is to overfit the model to the
data. Models overfitted to one particular data set perform worse over all the possible
data sets that a probabilistic system might produce (Norton, 2018). Having a model

339



Appendix H. Statistical-Model Selection 340

−3 −2 −1 1 2 3

−2

−1

1

2

3

4

5

x

y Lin
Par
Exp

Figure H.1.: Regression Analysis Example

which performs well over all the possible data sets that a probabilistic system might
produce is simply a measure for predictive accuracy.



Appendix I.

Okasha on Scope and Completeness

Okasha (ibid., p. 91-92) questions whether the scope’s weak-‘preference’ relation meets
completeness. He gives an intuitive definition of scope: the scope of T1 is defined by its
total set of logical consequences, CT1 . Consequently, the proposition ‘T1 has at least as
much scope as T2’ would mean that CT2 ⊆ CT1 ; CT1 has at least the same elements as
CT2 . If this definition is correct, scope’s weak-‘preference’ relation is incomplete, due to
cases where CT1 and CT2 do not stand in a nested relationship to one another.

Okasha notes that a “technical trick” exists to circumvent this problem, courtesy of Sen
(1969, p. 387). Let’s introduce some notation to capture the trick. A weak-‘preference’ re-
lation which meets reflexivity and transitivity, but not completeness, is a ‘quasi-ordering’
relation (Sen, 1979, p. 9). Let R denote a quasi-ordering weak-‘preference’ relation.1 (Let
P and I denote its associated strict and indifferent relations.) The scope relation RSc

can be extended into a complete relation, but it would not be transitive. It would be a
‘quasi-transitive’ relation: either its associated strict or indifference relation fails to be
transitive while the other does not. R denotes a weak-‘preference’ relation which meets
reflexivity and completeness, but not transitivity.2 (P and I denote its associated strict
and indifferent relations.) R

′
Sc

denotes the particular quasi-transitive scope relation given
by the technical trick. The technical trick works as follows. For any case in which any
two theories, T1 and T2, do not stand in a nested relationship to one another, such that
�¬(T1RScT2 )� ∧ �¬(T2RScT1 )� then T1I

′
Sc

T2.

To see why R
′
Sc

is quasi-transitive, take domain1, represented in figure I.1. Domain1

1 This relation is an important part of Bradley’s (2017) escape route to no rational rule (see section
8.1).

2 This relation is an important part of Marcoci and Nguyen’s (2019) escape route to no rational rule
(see section 8.2).
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CT1

CT3 CT2

Domain1

Figure I.1.: Case of Nested Relationships

includes the total sets of logical consequences of T1, T2 and T3: CT1 , CT2 , and CT3 .
CT1 and CT3 are in the nested relationship: CT3 ⊂ CT1 . However, CT2 is in a nested
relationship with neither CT1 nor CT3 . If CT1 and CT2 are not in a nested relationship,
then: (¬(T1RScT2 ) ) ∧ (¬(T2RScT1 ) ). If CT2 and CT3 are not in a nested relationship,
then: ( ¬( T2RScT3 ) ) ∧ ( ¬( T3RScT2 ) ). Consequently, via the technical trick:
( T1I

′
Sc

T2 ) ∧ ( T2I
′
Sc

T3 ). I
′
Sc

is not transitive, because if it was, then: ( (T1I
′
Sc

T2 ) ∧

(T2I
′
Sc

T3 ) ) �⇒ (T1I
′
Sc

T3 ). But this contradicts the strict nested relationship between
CT1 and CT3 ∶ (CT3 ⊂ CT1 ) �⇒ (T1P

′
Sc

T3 ).3

R
′
Sc

is complete, but it is only quasi-transitive, because while P
′
Sc

is transitive, I′
Sc

is not. Notably, however, Arrow’s theorem still holds when transitivity is swapped out
for quasi-transitivity (Sen, 1969, p. 387). So, even if this is how scope’s weak-‘preference’
relation works, Okasha’s application of Arrow’s theorem would still hold.

The lack of a transitive indifference relation for scope is a bitter pill to swallow. For
one thing, it makes the meaning of ‘indifferent’ fall wildly outside normal usage. For
example, if Eric, a member of the Bristol Film Club, says “I am indifferent between
watching Cosmopolis and Goodfellas, and between watching Goodfellas and Oldboy, but
not between Cosmopolis and Oldboy”, the other members would simply reject his vote on
the basis that he hasn’t understood what ‘indifferent’ means. Furthermore, this strange
definition of ‘indifferent’ would cause tension between Kuhn’s criterial-conflict account
and SCTC accounts of theory choice. Section 6.4.1 argued that Kuhn’s (1977b, p. 323-
324) binary comparison of theories via ‘more than’, ‘equal to’, or ‘less than’ relations,
indicates his assumption of transitivity. Had he thought that Brahian and Copernican
theory had equal scope, and that Copernican and Ptolemaic theory had equal scope,

3 Bradley (2017, p. 11-12) gives a similar explanation.
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he would surely have accepted that Brahian and Ptolemaic theory had equal scope too.
Thus, this characterisation of scope’s weak-‘preference’ relation fails to capture how Kuhn
conceptualised the role of criteria in theory choice. McMullin (2008, p. 498) seems to have
conceptualised the role of criteria in the same way. Presumably other criterial theorists
would agree, because–––in line with the case of Eric–––that is the reasonable was of
characterising indifference.

If there is an alternative method of avoiding incompleteness in scope’s weak-‘preference’
relation, which fits our usage of ‘scope’, then we should consider it. An initial proposal
would be to weaken Okasha’s definition such that T1’s ‘scope’ is defined as its number
of logical consequences, �CT1 �. The problem with this move is that this set is not well
defined, since the number of logical consequences for any theory will be infinite, due to
tautologies and rules of inference.4 Clearly, this is not a workable definition.

A different proposal relies upon the notion that a theory can be represented via a set of
propositions.5 If so, T1’s scope could be defined as the minimum number of propositions
necessary to represent it. Consequently, ‘T1 has at least as much scope as T2’ means that
the minimum number of propositions it takes to represent T1 is at least as large as the
minimum number it takes to represent T2.

Alternatively, T1’s scope could be measured by the number of different topics it touches
on. Consequently, ‘T1 has at least as much scope as T2’ means that the number of topics
that T1 covers is at least as large as the number that T2 covers. If there is some agreed
upon means of grouping theories’ propositions by topic, then scientists will generally
agree on theories’ scope. If not, then there is leeway for disagreement here (in line with
Kuhn’s criterial-conflict account).

A scope relation defined in either of these ways would be complete: either the number
of T1’s propositions, or topics, is larger than T2’s, or equal, or less. Clearly, it would also
be reflexive and transitive. Thus, it would provide orderings. It would also fit with the
common usage of ‘indifferent’ as well. Furthermore, both seem prima facie acceptable
ways of defining ‘scope’, with the second probably slightly closer to how the term is used
in the literature. Finally, the second definition would avoid the issue of scope working
against a theory’s parsimony. Perhaps one acceptable measure of a theory’s parsimony
is the minimum number of propositions it takes to represent it. This has prima facie

4 For example, if T1 has consequence p, then–––by the ‘∧ introduction’ rule–––it has the consequence
p ∧ p, and p ∧ p ∧ p, and so on to infinity.

5 Note that this is different from claiming that a theory is a set of propositions.
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plausibility, as if two theories were equal yet T1 could be represented by fewer proposi-
tions, we would probably favour it. Yet, this parsimony criterion would have an inverse
relationship with the first definition of ‘scope’. We would simultaneously praise and
condemn a theory for having a low or high minimum number of representational propo-
sitions. Moreover, it doesn’t seem a desiderata to have a higher number of propositions
(or logical consequences). Therefore, the second definition is superior.



Appendix J.

Are Scientists’ Theory Choices
Preferences?

In section 6.1, the most obvious analogy between social choice and theory choice was
introduced:

Group-to-

Group

A scientific community’s theory choice can be represented
as a standard social-choice case, where individual scientists
have preferences regarding a set of alternatives (theories),
which need to be aggregated into a social preference

It might be countered that it is inappropriate to refer to a scientist’s theory choice as
their ‘preference’ (in the economic sense). This seems to equate scientist1’s theory choice
with an evaluation of how much pleasure scientist1 gets from the contending theories
(Hausman, 2012, §1.1). This argument makes sense, since economists represent agents’
preferences via utilities (Varian, 2014, p. 54), and Jeremy Bentham’s (1789, Ch. 1, §1-3)
original definition of ‘utility’ was a measure of pleasure. Despite its prima facie intu-
itiveness, this argument fails. In modern economics, a ‘preference’ is best defined as
an evaluation yielded by the comparison of alternatives via all relevant considerations
(Hausman, ibid., §1.2). The term ‘relevant’ is key. Consumers’ preferences incorporate
the pleasure they receive from the alternatives because pleasure is a relevant consider-
ation in such circumstances. However, scientists’ preferences will not incorporate the
pleasure they receive from the competing theories, because pleasure does not function as
a legitimate scientific criterion (see subsection 4.3.3).

A related issue with using the term ‘preference’ is that it seems to exclude scientists’
theory choices from being judgments. In the social choice literature, ‘preference aggre-
gation’ is distinguished from ‘judgment aggregation’ (List, 2013, §3 & §5). The terms
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used to denote this distinction might lead one to conclude that preferences cannot be
judgments. If so, and if scientists’ theory choices are to be represented as preferences,
then they cannot be judgments. This argument also fails. The distinction between pref-
erence and judgment aggregation does not imply that preferences cannot be judgments.
Rather, ‘judgment aggregation’ is simply a piece of pragmatic nomenclature used to re-
fer to cases of aggregation where the aggreganda are individuals’ judgments regarding
logically connected propositions (ibid.).

In summary, the objections considered in this appendix provide no reason to deny
that scientists’ theory choices are preferences. In fact, the reply to the first problem
shows that a theory choice straightforwardly fits the definition of a ‘preference’.



Appendix K.

Saari’s Escape Route

Saari’s (2001) escape route to Arrow’s theorem–––focused on the social-choice con-
text–––jettisons IIA. He shows that IIA’s failure is structural, rather than conceptual,
and thus undermines the condition in all contexts. He argues that IIA stands in ten-
sion with the transitivity axiom, such that–––when all other conditions are imposed–––it
neutralises the transitive information contained within individuals’ preferences. When it
is altered to protect transitive information, Arrow’s impossibility result does not hold.
For Saari, IIA’s tension with transitivity is not simply the root cause of Arrow’s impos-
sibility result, it lies behind the original social-choice paradox: Condorcet’s paradox (see
subsection 8.2.2).

Recall (from subsection 8.2.2) the definition of a social-choice rule on Condorcet’s
framework: f ∶ R∗n �→R. Such rules map from the set of all admissible social rankings
to the set of all reflexive and complete theory arrangements. Consider IIA defined for
Condorcet’s framework (‘IIA’):

Independence

of Irrelevant

Alternatives

∀�Ri�, �Qi� ∈R
∗n
; ∀x, y ∈X ∶

� ( �Ri��x,y = �Qi��x,y ) �⇒ (f�Ri��x,y = f�Qi��x,y )�

The social-choice rule involved in Condorcet’s paradox is PMR (see subsection 8.2.2).
PMR clearly meets IIA, as it treats ‘numerical binary preference information’–––the
number who favour one alternative versus another in a pairwise contest–––as the only
relevant information in determining x and y’s relative positions in the social preference.
All that matters is the number of individuals who prefer x to y, not where x and y fall
in these individuals’ orderings. This means that the transitivity information contained
within individuals’ orderings is lost in aggregation. Transitive preferences are cut up into
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Individuals x vs. y y vs. z x vs. z

Individual1: x wins y wins x wins

Individual2: y wins y wins z wins

Individual3: x wins z wins z wins

Social preference: xPyPzPx

Table K.1.: The Condorcet Triplet (Social Choice)

binary preferences only to be stitched back together by PMR (ibid., p. 81-82).

The loss of transitivity information is made clear by playing a detective game with
this numerical binary preference information (ibid., p. 85-86). Imagine that three in-
dividuals’ orderings are aggregated into an intransitive social preference via PMR (see
table K.1).1 PMR cuts up the three individuals’ preferences (the ‘Condorcet triplet’)
into binary preferences. Next, information regarding which binary preference belonged
to which individual is disregarded–––since the focus is on the number of wins in a pair-
wise contest–––leaving only numerical binary preference information. This information
is then used to assemble an intransitive social preference.

Take the case depicted in table K.1, and assume that all we know is the binary prefer-
ence information, the social preference, and the algorithm used in moving from an input
profile to the output social preference: ‘Condorcet’s algorithm’. (Condorcet’s algorithm
is distinct from PMR since (i) it is a set of instructions for computing a function rather
than the function itself, and (ii) it is agnostic regarding what counts as a permissible pro-
file (see section 10.1). Thus, whereas PMR is defined in terms of a framework which only
takes profiles with orderings, Condorcet’s algorithm can be implemented on frameworks
which allow intransitive preferences within profiles.) Given this information, there are
five different possible profiles that these binary preferences could have came from, four
of which involve intransitive preferences! The point is not that these intransitive profiles
could actually be the profile we started with, this is ruled out by PMR’s domain. Rather,
the point is that this social-choice rule processes transitive preferences by destroying their
transitivity, and preserving only numerical binary preference information, thereby giving
us no evidence that we started with transitive preferences in the first place. In fact,
the binary preferences point away from the original profile being fully transitive, with

1
P is the strict preference aspect of R.
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a probability of .8 (45).
2 Given this, it is little wonder that Condorcet’s algorithm (and

Condorcet’s invention was the algorithm rather than the social-choice rule) sometimes
yields intransitive social preferences.

What relevance does this have to escaping Arrow’s impossibility result? Saari’s ar-
gument is that IIA lies behind Arrow’s impossibility result in exactly the same way
that IIA lies behind Condorcet’s paradox. In both cases, IIA/IIA is behind the
loss of transitivity information, leading to a problematic result. To see this, first note
that PMR meets all of Arrow’s conditions, redefined for Condorcet’s framework (ibid.,
p. 84-85). However, due to its violation of transitivity, it is not definable on Arrow’s
framework. What happens if we insist upon all of Arrow’s framework axioms (including
transitivity) and all of his normative conditions, minus ND? Arrow’s theorem tells us
that only dictatorships meet these stipulations. Saari’s explanation for this is that the
dictator’s ordering is taken, cut up into binary preferences, and then reassembled as the
social ordering with no other individuals’ orderings playing a role.3

This is the only scenario that Saari offers an explanation for, yet it is not the only sce-
nario which requires an explanation. Arrow’s theorem also tells us that any social-choice
rule satisfying Arrow’s framework axioms (including transitivity) and conditions, minus
UD must have a restricted domain. This scenario is relatively easy to explain. Restrict-
ing the domain allows for transitive social preferences, because one can simply reject any
profile which–––when input into one’s social-choice rule–––leads to an intransitive social
preference.

Arrow’s theorem also tells us that any social-choice rule satisfying Arrow’s framework
axioms and conditions, minus WP, must violate WP. This is explained by Robert
Wilson (1972), who replaced WP with a weaker condition of citizen’s sovereignty–––‘non-
imposition’ (‘NI’):

NI says that, for any pair of alternatives, there exists a possible profile which–––when

2 This is just the probability for the Condorcet triplet. For intransitive social preferences produced
in cases with greater numbers of alternatives, the probability of the input profile being intransi-
tive–––assuming no other information–––rises dramatically (Saari, 2001, p. 88-90). For example,
with a set of eight alternatives, the probability that the processed binary preferences came from an
intransitive profile is .999999.

3 As touched on throughout section 9.2, this is a simplification of what a ‘dictatorship’ is. When defined
as any rule which fails to meet ND, a ‘dictatorship’ need only be a rule which demands that if a chosen
individual has a strict preference, then this is reflected in the social preference. Different dictatorship
social-choice rules would handle indifference on the part of the dictator differently. However–––as with
Condorcet’s paradox–––this is not relevant to Arrow’s theorem, which only requires strict preferences
on the part of the individuals. See Gaertner (2009, Ch. 2).
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Non-Imposition ∀x, y ∈X ∶ ∃�Ri� ∈R
∗n
⊆Rn

� f�Ri��x,y = xRy

input into our social-choice rule–––yields xRy (ibid., §1). NI is very weak. Firstly, it
only requires that there be one profile which yields xRy. (Though it allows that there
might be more than one such profile.) Secondly, it does not specify what the profile
which yields xRy should look like. Though we might reject this condition for something
stronger (such as WP), it seems a reasonable minimum necessary condition to impose
on social choice/theory-choice rule.

Wilson (ibid., §1 & §2) takes a framework which defines ‘weak preference’ in line with
Arrow’s axioms–––including transitivity–––assumes NI, IIA, and UD, and asks: what
types of social-choice rule satisfy these conditions?4 To understand Wilson’s finding,
we must first define two more concepts: ‘nulls’ and ‘inverse dictatorships’. A null is a
social-choice rule which, for all profiles, outputs an indifferent social preference for all al-
ternatives. An inverse dictatorship is a social-choice rule which picks out one individual’s
(strict) preference, and outputs the inverse ordering as the social preference. Wilson’s
result can now be stated:

Wilson’s Theorem (Arrow’s
Framework, Social Choice)

If �X � ≥ 3, a social-choice rule which meets:
NI, IIA, and UD is either: a dictatorship,
an inverse dictatorship, or null

If we also impose ND, then the only social-choice rules which meet these conditions are
inverse dictatorships, and nulls. Furthermore, if we jettison NI, then all we are doing is
allowing for transitive and strict social preferences via imposing them, regardless of the
profile in question (ibid., §3).

Wilson’s result helps in providing an intuitive explanation of how transitivity is main-
tained when WP is jettisoned. Without the ability to preserve transitivity via a dic-
tatorship or restricted domain, it is preserved via either inverse dictatorships, nulls, or
imposition. The explanation for how inverse dictatorships preserve transitivity mimics
that for standard dictatorships. The inverse dictatorship rule–––in line with IIA–––cuts
up the inverse dictator’s transitive preference ordering, only to reassemble it back-to-
front without reference to any other individual’s preference. The explanation for how
null social-choice rules preserve transitivity is straightforward: transitivity is guaranteed
when an indifference ordering is imposed, regardless of the profile in question. Similarly,

4 Wilson (1972, §1) doesn’t actually impose UD as a condition. Instead, his framework defines social-
choice rules such that they must have an unrestricted domain. This is not an issue, as his framework
is equivalent to Arrow’s framework plus UD.
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if NI is jettisoned, then transitivity is guaranteed by imposing the strict preference,
regardless of the profile in question.

How can we know whether this explanation of Arrow’s theorem is successful? Saari
(ibid., p. 187 &190) suggests reintroducing the lost transitivity information into a revised
IIA condition, to see if this avoids an impossibility result. If it does, then the aspect
of the original IIA condition which has been jettisoned brought about the impossibility
result. The lost transitivity information is captured through indexing ordered pairs by
the number of alternatives that fall in between the two alternatives being ranked. Let
(xRiy,�) denote an individual’s weak preference for x over y indexed by the number of
alternatives in between x and y, � (call it the ‘position score’).5 For example, (xRiy,1)
means that i weakly prefers x to y but one alternative, z, falls in between them. From
this, we can determine that i has the transitive ranking xRizRiy. If there are only
three alternatives, then this is the entirety of i’s ordering, and we can further deduce
that (xRiz,0), and (zRiy,0) hold (ibid., p. 189). Clearly, breaking individuals’ orderings
up into �-indexed ordered pairs does not destroy their transitivity information. Conse-
quently, if we play our detective game, and use only these �-indexed ordered pairs to
attempt to reconstruct individuals’ entire preference orderings, we can easily do this.

Saari (ibid., p. 189-190) uses position scores to define a revised version of IIA:

�-Indexed IIA

∀�Ri�, �Qi� ∈R
∗n
; ∀x, y ∈X ∶

� �Ri��x,y,� = �Qi��x,y,�� �⇒ � f�Ri��x,y,� = f�Qi��x,y,��

Suppose that we accept Arrow’s framework axioms and conditions, but swap IIA for
�-indexed IIA, does an impossibility result follow? No, the Borda count is consistent
with these axioms and conditions. To see this, consider its abstract specification.

Borda Count

Convert each individual’s ordering into a Borda score, B. Bi(x) =

�X � iff x has the highest position in i’s ordering; Bi(x) = �X � −

1 iff x has the second-highest position for i, and so on until
finally Bi(x) = 1 iff x is ranked last for i. ∑n

i=1Bi(x) denotes the
summed Borda score of x for every i ∈ N . ∀�Ri� ∈ R

∗n
; ∀x, y ∈

X:

� f�Ri�� �⇒ � (xRy ) ⇐⇒ ( (∑
n
i=1Bi(x) ) ≥ (∑

n
i=1Bi(y) ) )�

5 Saari (2001, p. 188-189) calls � an “intensity”. This terminology is avoided, since it gives the wrong
impression that Saari is referring to super-ordinal information (see also Rizza, 2014, p. 1853).
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Thus, we have a compelling reason to jettison IIA. It destroys transitivity informa-
tion, leading to either intransitive social preferences, or troubling fudges: dictatorships,
arbitrarily restricted domains, inverse dictatorships, nulls, or imposed strict dictator-
ships. Once IIA is amended to maintain transitivity information, the impossibility result
disappears.



Appendix L.

Continuity

Subsection 7.1.1, noted Debreu’s (1971) definition of ‘continuity’:

Continuity
∀x ∈X ∶ ( ⋅Rix = {y ∈X � yRix} ) ∧ (xRi⋅ = {y ∈X �xRiy } )

are both ‘closed in X’

Generally, economists treat this as an axiom (see, for example, Varian, 1992, p. 95; Jehle
and Reny, 2011, p. 8). However, in subsection 7.1.1, it was framed as a condition on
Sen’s framework. In keeping with this choice, we will continue to conceptualise it as
a condition. To grasp continuity, we must understand what it means for a binary
preference relation between two alternatives ∈X to be ‘closed in X’.

Figure L.1 (adapted from Paul E. Johnson (1998, p. 39)) represents the preferences
of an individual, i, regarding certain alternatives along two dimensions of assessment.
In a voting case, these dimensions could plausibly represent how the individual assesses
the candidates via their economic versus social policies. In a theory-choice case, these
dimensions would represent how a scientist assesses the theories via two distinct criteria,
say empirical fit and internal consistency. Imagine a third orthogonal axis emerging
from the origin, directed straight up from the page, which represents the individual’s
utility as a function of dimension1 and dimension2. A multi-dimensional representation
of the alternative space is chosen because it represents preference relations as sets–––in
an intuitive way which recalls Venn diagrams.1 The three alternatives considered are x,

1 This presentation is consistent with i’s preferences being ‘single-peaked’ (Johnson, 1998, p. 33-34).
(Though, we cannot say that i’s preferences are represented in this way, as we have not represented his
Ri(y) or Ri(z) relations.) That is, it is consistent with i’s preference having an optimal set of points,
O, in the alternative-space. O represents i’s utility apex, such that, moving in any direction away
from O means moving to a lower utility magnitude. This presentation is chosen for its intuitiveness,
as it means i’s indifference curve regarding x, Ii(x), is neatly represented as a Venn set. However,
single-peakedness is not necessary for continuity. Continuous curves could have multiple peaks, or
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B✏(z)

B✏(x)

Figure L.1.: Continuous Preference Relations

y, and z, though figure L.1 also represents modifications to y: y−c − y+c. (Where letters
(a, b, and c) are used to represent modifications–––rather than numbers–––so as not to
imply that each sequential modification increases–––or, must increase–––by a constant
value.)

The two main relations depicted in figure L.1 are ⋅Rix and xRi ⋅ . ⋅Rix is the ‘as-good-
or-better-than-x’ relation (ibid.). It can be subdivided into two: ⋅Iix and ⋅Pix. ⋅Iix is
the ‘as-good-as-x’ set. It is represented by i’s indifference curve regarding x. For any
other alternative, z, occupying a point on this curve: zIix. ⋅Pix is the ‘better-than-x’
set. It is the set of points such that, were another alternative, z, to occupy one, then:
zPix. ⋅Rix is just the union of these two sets; the set of points such that, were another
alternative, z, to occupy one, then: zRix.

The ‘as-good-or-worse-than-x’ set, xRi ⋅, can be defined via the inverse of ⋅Rix. It can

no peak at all.
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be subdivided into two: xIi ⋅ and xPi ⋅. As noted in figure L.1, xIi ⋅ is just another way
of representing the as-good-as-x set (since indifference is a symmetric relation). xPi ⋅ is
the ‘worse-than-x’ set; the set of points such that, were another alternative, z, to occupy
one, then: xPiz. xRi ⋅ is just the union of these two sets; the set of points such that, were
another alternative, z, to occupy one, then: xRiz.

With these sets in mind, we move on to the definition of a ‘closed set’. In particular,
our interest will be in what distinguishes this concept from that of an ‘open set’. To do
so, we will consider three concepts: ‘✏-balls’, ‘boundaries’, and ‘limits’. An ✏-ball is a set
of points, p ∈ B✏(⋅), centred on some point, z (ibid., p. 38). It is defined such that all
points, p ∈ B✏(z), are within distance ✏ from z. Two ✏-balls are depicted in figure L.1:
B✏(x) and B✏(z). Note that the definition of an ✏-ball does not specify a minimum or
maximum quantity for ✏: the distance which defines the size of the ✏-ball. ✏-balls can be
of any size.

Next, we will consider boundaries. Intuitively, we think of boundaries as peripheries
which demarcate one thing from another. Walls, borders, and laws all count as ‘bound-
aries’ in this sense, as they separate private property from public land, one country from
another, and allowed from prohibited behaviour. The formal definition captures this
intuition in a precise manner. Formally, a set of points, B, is a boundary of a set, S, iff
any ✏-ball of a point on B intersects both S and its relative compliment, U � S (Rich-
mond, 2020, p. 27). For the case given in figure L.1, ⋅Iix/xIi ⋅ is the boundary of, for
example, ⋅Pix, because any ✏-ball around a point on ⋅Iix/xIi ⋅ intersects both ⋅Pix and
its compliment xRi ⋅ = (X ×X � ⋅Pix ). No matter how small we make our ✏-ball, it will
cross into both of these sets, meaning that its point truly lies on the periphery which
demarcates them.

Finally, we will consider limits. This concept is not needed for defining ‘open’ or
‘closed sets’. However, the more expansive characterisation of open and closed sets that
the ‘limit’ concept yields is useful in providing an intuitive motivation for accepting
continuity. A sequence’s limit is the value that the sequence in question ‘converges’ on
(Johnson, 1998, p. 38). (A ‘sequence’ is an infinite set of points which wander through
some set–––for example, {y, y+1, y+2, y+3 . . .} in figure L.1 wanders through ⋅Px–––which
can be paired up, one-to-one, with the natural numbers.) The concept of ‘convergence’
can be made concrete by considering the case represented in figure L.1 in voting terms.
The three candidates considered are x, y, and z. Suppose that y is considering changing
his economic and social policies. He might bring himself closer to x’s policies, or to z’s.
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In so doing, y’s position in i’s utility-space would move closer to the position of either
x or z. Suppose that he chooses to move closer and closer to z’s policies: first taking
position y+1, then y+2, then y+3, and so on. Suppose that y cannot bring himself to ever
assume the exact same policies at z, nor more extreme polices. In such a case, we can
think of y’s series of modifications as a ‘sequence’: {y, y+1, y+2, y+3 . . .}. The ‘✏-ball’
concept, coupled with the voting example, yields an insight into convergence. ‘Sequence
{y, y+1, y+2, y+3 . . .} converges on z’ means that we can define some B✏(z), such that,
for an arbitrary element in the sequence, yn, all further points in the sequence–––yn+1,
yn+2, etc.–––are no further than ✏ from z.

With these concepts understood, open sets and closed sets become clear. An ‘open set’
is one which does not contain any of its boundary points (ibid.). For example, ⋅Pix and
xPi ⋅ are both closed sets, because they do not contain the indifference curve, ⋅Iix/xIi ⋅,
which demarcates them from xRi ⋅ and ⋅Rix respectively. A more expansive definition
of this concept can be given. A set is open iff, for any limit which falls within it, an
✏-ball with an arbitrarily small enough ✏ can be defined such that the entire ball fits
within the set (Johnson, 1998, p. 37-38). The sequence {y, y+1, y+2, y+3 . . .} converging
upon z is a case in point. ⋅Pix must be open, because, for any limit, z, that falls within
it, an arbitrarily small ✏-ball, B✏(z), can be defined which fits entirely within the set.
This point is made more intuitive by noting that there are an infinite number of points
between any two numbers. Thus, there is always fractionally more ‘room’ for an ✏-ball
to fit between some limit within an open set and its boundary.

Closed sets are different. A ‘closed set’ is one which contains all of its boundary points
(Richmond, 2020, p. 27). For example, ⋅Rix and xRi ⋅ are both closed sets, because they
contain the indifference curve, ⋅Iix/xIi ⋅, which demarcates them from xPi ⋅ and ⋅Pix

respectively. A preference relation, xRiy is ‘closed in X’, when x, y ∈ X and X ⊆ Rn

(where n denotes the number of dimensions for one’s utility-space).

Thus far we have covered the formal definition of ‘continuity’. What remains is to
provide an intuitive motivation for this condition. Continuity requires that arbitrarily
small modifications to the alternatives’ positions in individuals’ utility-spaces only have
arbitrarily small changes on those individuals’ preferences. In cases involving strict pref-
erences, such arbitrarily small modifications cannot yield a change in preference ordering.
In cases involving indifferent preferences, such modifications can yield such a change.

Why does continuity mean that arbitrarily small modifications to individuals’ strict
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preferences cannot yield a change in their preference ordering? To see why, note that
each strict preference set is the relative complement of the opposite weak preference set:
⋅Pix = X�xRi ⋅ and ⋅Pix = X�⋅Rix. Given that strict preference relations are defined as
proper subsets of weak-preference relations, the fact that each strict preference set is open
(see above) follows from the fact that each weak preference set is closed. If we accept that
⋅Rix and xRi ⋅ are closed in X (completeness), then arbitrarily small modifications to the
elements of ⋅Pix and xPi ⋅ must result in a modified alternative which is still an element
of ⋅Pix or xPi ⋅. Again, there will always be a little extra room for an ✏-ball to fit between
the limit and the boundary. This is intuitive, as one would not expect such an arbitrarily
small modification to have such a large effect in this context. For example, if candidate
y would save taxpayers £1,000 per year in comparison to x–––whilst still providing the
same quantity and quality of economic and social programmes–––one would not expect
x’s ability to conjure up an extra £1 saving to have any effect on i’s preference ordering.

Why does continuity mean that arbitrarily small modifications to individuals’ indif-
ferent preferences can yield a change in their preference ordering? To see why, recall that
indifference curves are boundaries (see above). Now suppose that z’s location is on the
boundary ⋅Iix/xIi ⋅. Thus, xIiz. Next, suppose that arbitrarily small modifications are
made to z. Arbitrarily small modifications which simply move z from one point on x’s
indifference curve to another do not change i’s preference in any way. However, we know
from the definition of a boundary that any epsilon-ball drawn around a point on the
indifference curve will intersect both ⋅Pix (or xPi ⋅) and its compliment, xRi ⋅ (or ⋅Rix).
Thus, many–––actually, the vast majority–––of the arbitrarily small modifications that
we could make to z, would result in an alternative which is no longer an element of
⋅Iix/xIi ⋅. In such a case, i’s preference would change. This is intuitive, as any tipping of
the scale between equally preferred alternatives, no matter how small, should affect their
preference ordering. For example, if x and z both originally saved the taxpayer the same
amount–––whilst still providing the same quantity and quality of economic and social
programmes–––one would expect even a meagre extra saving from z (e.g. £10) to tip i’s
preference in her favour.

The intuitiveness of this criterion is carried over into the theory-choice context. If
T1PsT2–––where s is some simplicity criterion–––we would not expect one theory’s ar-
bitrarily small gain, or loss, of simplicity to change the ‘preference’ ordering. (Again,
a small enough ✏-ball can be drawn which falls between the limit and the boundary.)
Furthermore, if T1IsT2, one would expect many minuscule changes to result in a change
to this preference, either one way or the other.





Appendix M.

Nguyen on the Consequences of
Jettisoning UD

Consider Okasha’s (2015, p. 287) third question regarding Morreau’s (2014) escape route:
if we grant both the rigidity thesis, and that this thesis implies that UD can be jetti-
soned, what is the consequence for rational theory choice? In other words, are there any
results concerning social-choice/theory-choice rules which indicate this move has posi-
tive consequences for scientific rationality? Okasha (ibid., p. 289) pointed out that this
question is unresolved. Since then, Nguyen (2019) has sort to resolve it with two moves.
Firstly, he utilises a social-choice result, courtesy of Toyotaka Sakai and Masaki Shimoji
(2006), to show that there exists a theory-choice rule which takes Morreau’s (restricted)
domain as input1, and which meets WP , IIA, and ND. Secondly, he proves that
there exists a theory-choice rule, defined on a proper subset of Morreau’s domain, that
meets WP and IIA which may (depending on the scientist in question) be reasonable
for a particular case: statistical-model selection.

Sakai and Shimoji (ibid., p. 437) are concerned with ‘dichotomists’: individuals with
‘dichotomous’ preferences, RiD . This means that there exists a partition on the set
of alternatives, Parti(X), which yields two (non-empty) proper subsets, such that any
alternative in one is strictly preferred, by i, to any alternative in the other: ∃i ∈
N �Parti(X) = X1(≠ �),X2(≠ �) � ∀x ∈ X1, ∀y ∈ X2 ∶ xPiy (ibid., p. 437). This
definition entails that X1 ∩ X2 = � and that X1 ∪ X2 = X (Nguyen, ibid., §1-2). It
might be that X1 and X2 are indifference classes, or they might contain multiple indif-
ference classes. ‘Extreme dichotomists’ are dichotomists such that either �X1� = 1, or
�X2� = 1 (Sakai and Shimoji, ibid.). An individual would have a dichotomous preference if

1 Thus, Nguyen treats theory-choice rule’s domain as a framework assumption, rather than a condition.
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their choices are always made with regard to a single, fundamental criterion–––perhaps
a single political ideology or religious doctrine–––such that any alternative compati-
ble with the criterion is strictly preferred to any alternative that is not (ibid., p. 435-
436). In the theory-choice context, a criterion has a dichotomous preference, RcD , iff:
∃c ∈ C � Partc(T ) = X1(≠ �),X2(≠ �) � ∀T1 ∈ X1, ∀T2 ∈ X2 ∶ T1PcT2.

Nguyen (ibid., §1) is concerned with ‘fixed preferences’, which function in a formally
identical way to Morreau’s rigid preferences.2 A criterion’s weak ‘preference’ is rigid iff:
∃c ∈ C � ∀T1,T2 ∈ T ∶ T1RcT2. He considers the domain in which one criterion has a fixed
weak ‘preference’, while the rest are unrestricted: R∗n =Rc1×R

n−1. He notices that this
domain is a degenerate case of the domain in which one individual has a dichotomous
preference while the rest are unrestricted: R

∗n
= RcD ×R

n−1. If a criterion has a fixed
weak ‘preference’ (which is not universal indifference), then they have a dichotomous
‘preference’, because a (non-universally indifferent) fixed weak ‘preference’ fixes all of a
criterion’s strict ‘preferences’, so some partition which ensures a dichotomy will always
exist.

Nguyen points out that the open question, concerning whether an impossibility result
follows from the jettisoning of UD/UD, has already been closed by Sakai and Shimoji
(ibid., p. 438):3

Sakai and Shimoji’s

Dichotomist

Theorem

Assume that every criterion’s ‘preference space’4 is ei-
ther dichotomous or unrestricted. If �T � = 3, then there
exists a theory-choice rule which satisfies WP , ND,
and IIA iff:

(i) ∃c ∈ C � c is a dichotomist

If �T � ≥ 4, then there exists a theory-choice rule which
satisfies WP , ND, and IIA iff (i) holds, and:

(ii) Not all criteria are extreme dichotomists, with the
same preference space

Nguyen (2019, § 2) relates this result to the domain of interest.

This theorem is proved via Sakai and Shimoji’s dichotomist theorem. Since Rc1 is fixed,

2 That is, unless we are using modal operators. If such operators are introduced, there will be a formal
distinction between a contingently fixed preference and a rigid (necessarily fixed) preference. In that
case, fixed preferences become the superset incorporating contingently fixed and rigid preferences as
subsets.

3 Their result, proved for social-choice functions, is presented here in theory-choice terms.
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Nguyen’s

Arrow-Consistency

Theorem

There exist theory-choice rules, of the form f ∶ (Rc1 ×

R
n−1
) �⇒ R, which meet WP , ND, and IIA for

any n ≥ 2, �T � ≥ 3, and any Rc1 ∈R which contains at
least two indifference classes

with at least two indifference classes (so universal indifference is ruled out), it is di-
chotomous. Thus, Sakai and Shimoji’s condition (i) is met, and, since there is only one
dichotomist, their condition (ii) is also met. Nguyen gives an example of a theory-choice
rule which meets the remaining conditions: fD. This function is defined via the partition
of the dichotomous criterion, fD ∶ (Rc1 ×R

n−1
)�⇒R, such that:

(1) ∀T1,T2 ∈ X1 (which contains at least two theories): T1RT2 ⇐⇒ T1Rc2T2

(2) ∀T1,T2 ∈ X2(≠ �): T1RT2 ⇐⇒ T1RcDT2

(3) ∀T1 ∈ X1,∀T2 ∈ X2(≠ �): T1RT2 ⇐⇒ T1RcDT2

cD partitions T into proper subsets. It is also decisive over which subset is strictly
preferred to the other, and over the ordering of the alternatives within the less-preferred
subset. Another criterion, c2, is decisive over the alternatives within the preferred subset.
WP is met, because cD and c2 are decisive over their domains, and all other criteria
aligning with their ‘preference’ makes no difference. ND is met, because no criterion is
singled out to be decisive over all pairs of theories. IIA is met for the same reason that
a dictatorship meets this condition: since either cD or c2 dictates the choice between
any pair of theories (depending on the context), the position of any other theory in
the intra-profile orderings of the criteria can have no effect on the all-things-considered
ranking. completeness is transferred to the all-things-considered ranking from the profile.
Furthermore, Nguyen gives a proof that fD is transitive. Thus, the question regarding
latent impossibility results stemming from jettisoning UD is settled: no such results are
possible.

fD works by letting the fixed criterion dictate the partition of T and the orderings
within the less-preferred subset, and then letting another criterion be decisive over the
orderings in the most-preferred subset. Must all Arrow-consistent rules on this domain
have this form? Nguyen (ibid., § 2) provides a result which aids in answering this question.
His result is proved for the domain R

∗n
= (Pc1 ×P

n−1
), and so excludes the indifference

relation from consideration:
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Nguyen’s

Decisiveness

Theorem

For any n ≥ 2, �T � ≥ 3, Pc1 ∈ P , and theory-choice
rule f = (Pc1 × P

n−1
) that meets WP and IIA:

∀T1, T2, T3 ∈ T , if c1 is not decisive over any pair of
the triple, then ∃c2 (≠ c1) ∈ C such that c2 is decisive
over the whole triple

If this theory-choice rule also meets ND, then c1 is decisive over at least one pair of
alternatives in T . Otherwise, c2 would be decisive over all orderings, violating ND.

Does this confine us to a set of problematic theory-choice rules? Nguyen suggests
a scenario in which theory-choice rules like fD are potentially appealing. Recall (from
subsection 9.2.1) that Okasha (2011, p. 96) rejected the accuracy-as-dictator escape route
(even for empiricists), since it biases choice in favour of theories which are over-fitted to
the data. Nguyen (ibid., § 3) argues that fD provides the empiricist with a solution
to this issue. If number of free parameters (or any other noise-detecting criterion) is
taken as cD, then it can partition T into X1 and X2 on the basis of whether or not
the theories in T are over-fitted. Over-fitted theories would belong to the less-preferred
subset. Number of free parameters would then be decisive over all pairs of theories in
this subset. By contrast, fit-to-data would be decisive over all pairs of theories in the
more-preferred subset. This would ensure that over-fitted theories would not do well in
the empiricist’s all-things-considered ranking. It would also avoid Arrow’s impossibility
result without having to jettison ND. (Note the similarity of my argument in subsection
9.2.9 to Nguyen’s innovation here.)

Nguyen’s empiricist solution works well for cases when �C� = 2, since both criteria have
a clearly defined role which justifies their membership of C. However, when �C� > 2, his
solution becomes problematic: it gives no power whatsoever to at least one criterion
considered important enough to be deployed as an element of C. It is inconsistent to
deploy a criterion (meaning that it must have some importance) and then deploy an
aggregation rule which gives it no importance. Is it realistic to suppose that there are
empiricist scientists who can make do with only two criteria? Perhaps in some cases,
but not in general. Subsection 9.2.9 argued that internal consistency is a near-constant
baseline criterion; one which is not the key concern of any choice, but indispensable
nonetheless. Internal consistency may not apply in the data-science case, as it is hard
to see how a function could be internally inconsistent. However, in most other cases of
theory choice it would apply.
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If, for example, external consistency were a baseline criterion (which some scientists
would accept, but others–––taking their set of propositions to be domain-specific–––would
not), then it would apply to the data-science case: curves can be inconsistent with one’s
other theoretical commitments. For example, the problem of blackbody radiation arose
due to an external inconsistency between data and theory. The energy density of ‘black-
bodies’–––surfaces which absorb all the electromagnetic radiation that they come into
contact with, and emit some radiation–––was studied as a function of wavelength (Cush-
ing, 2003, § 19.1). The curve produced by the measurement data was inconsistent (at
short wavelengths) with the Rayleigh-Jeans law. As data curves are not produced in a
theoretical vacuum, external consistency will be a permanent fixture within data scien-
tists’ criteria sets. However, as noted, whether or not a particular criterion functions as
a baseline criterion is up to the scientist making the choice–––at least, so long as their
judgment falls within the bounds of rational leeway.

Given this, what do Nguyen’s theorems mean for rational theory choice? His Arrow-
consistency theorem shows unequivocally that jettisoning UD does not lead to an Arrow-
style impossibility result for the domain ( Rc1 ×R

n−1
). This result does not encompass

every domain that escape route concerns. His escape route works for any domain on the
spectrum between (and including) those with a single fixed criterion, R∗n =Rc1 ×R

n−1
and those which are completely fixed, R∗n = �Rc�. Sakai and Shimoji’s dichotomist the-
orem goes further than Nguyen’s, guaranteeing that no impossibility result–––regarding
the remaining conditions–––applies for any other domain of interest for Morreau’s escape
route. This is mildly positive for Morreau’s escape route.

It is harder to pinpoint what Nguyen’s decisiveness theorem means for rational theory
choice. The result sounds damaging: any theory-choice rule which meets WP , ND, and
IIA must allow the fixed criterion, c1, to be decisive over at least one pair of orderings
in T . The mere fact that a criterion is fixed should not confer any sort of special power
on it. As we saw in subsection 9.3.3, a criterion’s rigidity is the product of the central
commitments of the theories in T , rather than of a scientist’s weighting of it. Thus, there
does not seem to be any mechanism for this special decisive power. However, this result
is proved on a proper subset of the domain from Nguyen’s Arrow-consistency theorem–––
(Pc1×P

n−1
) ⊂ (Rc1×R

n−1
)–––so we must be careful not to amplify its power. Perhaps

an attractive theory-choice rule, on a domain consistent with Morreau’s escape route, will
be discovered. Until this occurs, my tentative conclusion is that Morreau’s escape route
does not appear viable, even if we grant his rigidity thesis.
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