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In this article, the routing in massive low earth orbit (LEO) satellite
networks is studied. When the satellite-to-satellite communication
distance is limited, we choose different relay satellites to minimize
the latency in a constellation at a constant altitude. First, the global
optimum solution is obtained in the ideal scenario when there are
available satellites at all the ideal locations. Next, we propose a nearest
neighbor search algorithm for realistic (nonideal) scenarios with a
limited number of satellites. The proposed algorithm can approach
the global optimum solution under an ideal scenario through a finite
number of iterations and a tiny range of searches. Compared with
other routing strategies, the proposed algorithm shows significant
advantages in terms of latency. Furthermore, we provide two approx-
imation techniques that can give tight lower and upper bounds for the
latency of the proposed algorithm, respectively. Finally, the relation-
ships between latency and constellation height, satellites’ number, and
communication distance are investigated.
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I. INTRODUCTION

In recent years, we have witnessed the booming de-
velopment of low earth orbit (LEO) satellite networks.
Companies such as SpaceX, Amazon, and OneWeb are ac-
celerating the formation of a network of tens of thousands of
LEO satellites [1]. Since LEO satellite communication has
relatively low latency and unique ability to provide seamless
global coverage [2], [3], part of real-time communication
services are being delivered from ground to space [4]. In
terms of low latency and ultra-long distance communica-
tion, the LEO satellite network has excellent advantages
over ground networks and high orbit satellite networks [5].
In ultra-long distance communication, multiple satellites
are used as relays to complete multihop routing. How to
select the relay satellite to achieve the minimum latency
routing becomes one of the challenges [6], [7].

Different from the traditional planar routing, satellites
are distributed on a closed sphere, and the maximum dis-
tance between satellites is limited due to earth blockage [8].
For a network, where the number and location of satellites
are constantly changing, it is more challenging to implement
routing in the time-varying topology than in the traditional
static topology [9]. For small LEO satellites, both comput-
ing and storage capacity are limited [10]. In a massive LEO
satellite network, frequent position changes lead to high
computational costs. In addition, each satellite collects only
the current state of its neighbors in most cases, which means
that it is highly demanding for a single satellite to obtain and
store global information such as the location of the satellite.
However, using only local information can only get the
approximate shortest path, which has limited improvement
on the whole constellation latency performance [11].

Existing routing schemes provide strategies to address
some of the challenges, but they are not suitable for dy-
namic large-scale satellite constellations. Stochastic geom-
etry provides a powerful mathematical method for routing
in massive constellations. The coverage probability of LEO
satellite constellation and two-dimensional (2-D) plane
routing have been studied based on stochastic geometry.
Based on these studies, we propose an algorithm to solve
the routing problem of a dynamic constellation. At the end
of this section, the contributions of this article are described
in more detail.

A. Related Work

Most of the existing LEO satellite routing is based on the
store-and-forward mechanism [12], [13], which undoubt-
edly brings considerable delay. The following algorithms
can achieve real-time communication in specific scenar-
ios [11], [14], [15]. In [14], medium orbit satellites and
high orbit satellites are used to collect and exchange global
information to find a route with minimum latency for low-
orbit satellites. However, due to the increased complexity of
the algorithm, this method is only suitable for small-scale
networks but not a massive dynamic network. In [15],
the latency is effectively reduced according to the regular
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motion of the satellite, and there is no need to collect global
information and pay the great computational cost. However,
the algorithm is only suitable for a specific small network
composed of eight satellites, and the algorithm cannot opti-
mize link latency. Compared to [15], the algorithm in [11]
is local optimum and scalable. By dividing the sphere into
many grids, the satellite is positioned by the grid. However,
the algorithm reaches the square complexity and is only
suitable for static topology. In addition, from the global
point of view, it is difficult to guarantee the lower bound of
the algorithm.

For massive dynamic satellite networks, the main reason
the existing routing algorithms can not combine low com-
plexity and global optimization is that they are designed for
each satellite’s specific constellations and specific behavior.
As an effective mathematical tool, stochastic geometry is
especially suitable for analyzing network topology from
system-level [16]. So far, many methods have been devel-
oped to analyze LEO satellite systems based on stochastic
geometry. Binomial point process (BPP) is used to model
a closed-area network with a finite number of satellites
in [17] and [18]. [8], [18], and [19] give different forms
of contact distance distribution, respectively, that is, the
distribution of the distance between a reference point and
the nearest satellite. Contact distance distribution provides
an important theoretical basis for the analysis of this article.

In addition, there are several of 2-D planar routing strate-
gies based on stochastic geometry [20], [21], [22]. Among
them, [23] and [24] provide the concept of a reliable region,
which ensures the routing can always follow the established
direction. The concept of routing efficiency is used to mea-
sure the maximum gap between the proposed routing strat-
egy and the optimal one [24]. By sacrificing the optimality
of the algorithm, a suboptimal routing strategy is given on
the premise that only local information is available [25].
According to this idea, the optimal routing is derived in
an ideal scenario. Then, the suboptimal routing strategy is
proposed when only local information is available.

B. Contribution

So far, this is the first study of satellite routing based on
stochastic geometry. The contributions can be summarized
as follows:

1) Three propositions are given in the ideal scenario,
where there are available satellites at any location.
Based on these propositions, we provide a solution
for the ideal scenario and use it as an upper bound
for the proposed algorithm.

2) Equal interval, minimum deflection angle, and max-
imum step size relay strategies are derivatives of
propositions in the ideal scenario. We obtain the
proposed algorithm by improving the equal-interval
relay strategy. The remaining two are used as the
baselines.

3) We provide two approximations to estimate the gap
between the algorithm and the best possible solution.

Numerical results show that these two approxima-
tions can give tight upper and lower bounds for the
algorithm delay.

4) According to three LEO satellite constellations, al-
gorithm complexity, average, and maximum search
area required for finding at least one satellite are
analyzed.

5) We study the influence of parameters such as com-
munication distance, constellation height, and the
number of satellites on latency.

II. OPTIMAL ROUTING SCHEME

Let us consider a scenario, where two satellites are too
far apart to communicate directly. Several satellites act as
relays to complete multihop satellite to satellite link com-
munication. The notations and corresponding descriptions
sections are shown in Table I.

A. Problem Formulation

To formalize the problem, this section introduces 1)
satellite distribution, 2) link routing model, 3) coordinate
system, and 4) optimization problem in order.

Consider a massive constellation composed of NSat

satellites, which are independently distributed on a
spherical surface according to a homogeneous BPP [18].
The radius of the sphere is denoted as r = r⊕ + rSat, where
r⊕ = 6371 Km is the radius of the Earth, and rSat is the
height of the satellite orbits.

The latency required for transmission is often measured
in milliseconds, which is much smaller than the orbital
period of LEO satellites. The change of satellite position
with time in single routing is negligible. A transmission
from one satellite to another is called a hop. A link with n
hops can be expressed as H = {h0, h1, . . ., hn}. hi is the ID
of the ith satellite, which is a positive integer less than NSat.
xh0 and xhn are the positions of the starting point and the
ending point, respectively.

Since the distribution of satellites forms a homogeneous
BPP, the rotation of the coordinate system do not affect the
distribution. Set the center of the Earth as the origin. All
satellites have the same radial distance r. We establish the
coordinate system by the coordinates of the starting satellite
xh0 and the ending satellite xhn of the multihop link. As is
shown in Fig. 1, the x-axis is parallel to the line segment
between xh0 and xhn , and the z-axis is the midperpendicular
of this segment, so the y-coordinates of xh0 and xhn are
0. Since satellites are distributed on a sphere, spherical
coordinates are more practical than rectangular coordinates.
Coordinate (r, θi, ϕi ) is used to represent the location of ith
satellite xi. θi and ϕi are the polar and azimuth angles, re-
spectively. Furthermore, the homogeneous BPP is denoted
as � = {x1, x2, . . ., xNSat }. di is used to describe the distance
of the ith hop, that is, the spatial distance from xhi−1 to xhi

di = r
[
2
(
1− cos θhi−1 cos θhi

− sin θhi−1 sin θhi cos
(
ϕhi−1 − ϕhi

)) ] 1
2

(1)
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Fig. 1. Explanatory figure of the three propositions.

where i = 1, 2, . . ., n.
To minimize the latency by selecting the number of

satellites and their positions, we consider the following
optimization problem:

P0 : minimize
n,H

T = 1

c

n∑
i=1

di (2a)

subject to: di ≤ 2
√

r2 − r2⊕, ∀i (2b)

di ≤ dmax, ∀i. (2c)

In (2a), the optimization objective is the latency of
the multihop link, where c = 3× 102 Km/ms is the speed
of laser propagation. Constraint (2b) guarantees that the
satellites are within line-of-sight of each other [18], and
constraint (2c) limits the maximum communication dis-
tance dmax between satellites. Note that we omit the power
constraint issues in P0. Since the objective function is
related to the position and number of satellites, the problem
is not convex.

B. Ideal Scenario Solution

To make the problem more manageable, we start with
an ideal scenario, which assumes satellites are available
anywhere on the sphere. Before solving the optimization
problem P0, the following definitions are required.

DEFINITION 1 (CENTRAL ANGLE): For a circle passing
satellites A and B, the central angle of the circle is the angle
between the line connecting A and the center of the circle
and the line connecting B and the center of the circle.

DEFINITION 2 (DOME ANGLE): For a circle centered at the
origin, passing satellites A and B, the central angle for this
specific circle is called the dome angle.

DEFINITION 3 (SHORTEST INFERIOR ARC): The circle cen-
tered at the origin, with radius r, passing the staring point
xh0 and the ending point xhn , are divided into two arcs by

xh0 and xhn . The arc with a shorter arc length is called the
shortest inferior arc.

An ideal solution of problem P0 is derived through the
following three propositions.

PROPOSITION 1: In the ideal scenario, optimal positions x∗hi

in P0 are located on the shortest inferior arc.

PROOF: See Appendix A. �

Based on proposition 1, all satellites are assumed to
locate on the shortest inferior arc. Therefore, an equivalence
problem for P0 is given by

P1 : minimize
n,H

T = 1

c

n∑
i=1

2r sin

(
θh

i

2

)
(3a)

subject to: θh
i ≤ 2 arccos

( r⊕
r

)
, ∀i (3b)

θh
i ≤ 2 arcsin

(
dmax

r

)
, ∀i (3c)

n∑
i=1

θh
i = θh

02n
(3d)

where θh
i is the dome angle between satellites xhi−1 and xhi .

As is shown in Fig. 2 θh
02n

, is the dome angle between starting
satellite xh0 and ending satellite xhn , which is given as

θh
02n
= arcsin

(√2

2

(
1− cos θh0 cos θhn

− sin θh0 sin θhn cos
(
ϕh0 − ϕhn

)) 1
2

)
. (4)

θh
02n

is also defined as the dome angle of the multihop link. It
can be derived intuitively by the formula (1) with the aid of
simple geometric relations. The following proposition will
further give a more specific distribution of relay satellite
positions.
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Fig. 2. Schematic diagram of equal interval routing strategy.

PROPOSITION 2: In the ideal scenario, for an n-hop link,
if the satellites are located on the shortest inferior arc, the
optimal dome angle θh∗

i in P1 is equal to θh
02n

/n.

PROOF: See Appendix B. �
Proposition 2 decreases delay by the equally spaced dis-

tribution of relay satellites, while proposition 3 minimizes
the latency by determining the optimal number of satellites.
Both propositions are shown in Fig. 1.

PROPOSITION 3: In an ideal scenario, assume the satellites
are equally spaced distributed on the shortest inferior arc,
the optimal number of hops is

Nmin =
⌈ θh

02n

θmax

⌉
+ 1 (5)

where �.� means rounding up to an integer, and

θmax = min

{
2 arccos

( r⊕
r

)
, 2 arcsin

(
dmax

r

)}
. (6)

PROOF: See Appendix C. �
In proposition 3, θmax is the upper bound of the dome

angle between satellites that have established communica-
tion links. θmax ensures that two satellites are within the
LoS region of each other and the maximum communication
distance dmax. By combining the above propositions, the
global optimum solution to the problem P0 under ideal
conditions is given by the following theorem.

THEOREM 1: In the ideal scenario, the global optimal mul-
tihop link in P0 has Nmin hops, and each hop is located
on the inferior arc with equal interval distribution, and the
dome angle between each hop is θh

02n
/Nmin.

C. Practical Strategies Discussion

Although the optimal solution is derived in Section II-B,
it cannot be applied in practice because the satellites are not
going to be available exactly at the ideal positions. Based on

propositions 1–3, we designed three strategies to transition
multihop routing from the ideal scenario to the practical
situation. Fig. 3 is a top view along the direction of the
negative z-axis. It gives an example of these strategies.

In minimum deflection angle strategy, each satellite
should look for the satellite with the least deflection from the
shortest inferior arc as its next hop. Only satellites satisfying
the distance constraints are eligible to be relay satellites. The
next-hop satellite also needs to be shorter from the ending
satellite than the previous one to ensure that each hop keeps
approaching the destination satellite. These requirements
also need to be met in the two subsequent strategies. From
the algorithm’s perspective, since θ = 0 for the shortest
inferior arc, the strategy finds the satellite with the minimum
value of θi that meets the requirements.

Equal interval strategy finds the nearest satellite as the
relay in every optimal position obtained under the ideal
scenario. As an intuitive extension of the ideal scenario
solution, this strategy can bring extremely low latency. The
cost of low delay is the poor reliability since it is highly
likely that relay satellites do not meet the constraints (2b)
and (2c).

In maximum stepsize strategy, the satellite chooses the
farthest satellite within communication range as its next
hop. It reduces the number of hops as much as possible
on the premise of ensuring successful communication. In
order to avoid the relay satellite being too far away from the
shortest inferior arc, we set up a reliable region, which is
the dark area in Fig. 3.

As a result, minimum deflection angle strategy and max-
imum stepsize strategy are set as baselines. The proposed
algorithm is designed on the basis of the equal interval
strategy, and it is proved to have the lowest latency and
high reliability.

III. ALGORITHM DESIGN AND PERFORMANCE
ANALYSIS

In this section, we first determine the number of hops
of the multihop link by introducing contact angle and reli-
able angle. After that, a complete nearest neighbor search
algorithm is given, and its reliability is analyzed. Finally, we
define link efficiency to measure the maximum gap between
algorithm delay and possible optimal solution.

A. Contact Angle and Reliable Angle

Since the interval θh
02n

/n decreases as the number of hops
n increases, one way to improve the reliability of equal
interval strategy is to increase n. However, proposition 3
shows that the latency is also increased with n. To choose a
proper n which can balance the latency and reliability, the
concepts of contact angle θ0 and reliable angle θr need to
be introduced first, which is shown at the top of Fig. 2.

DEFINITION 4 (CONTACT ANGLE): The contact angle is the
dome angle between a randomly placed reference and the
closest point from the process (the nearest satellite in this
article).
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Fig. 3. Example of three strategies.

Since the satellites form a uniform BPP, any randomly
selected reference points have the same contact angle dis-
tribution.

LEMMA 1: The Cumulative Distribution Function (CDF) of
the contact angle is obtained as

Fθ0 (θ ) = 1−
(

1+ cos θ

2

)NSat

, 0 ≤ θ ≤ θmax (7)

where θmax is defined in (6).

PROOF: See Appendix D. �

Based on Lemma 1, the probability density functions
(PDF) of the contact angle can be obtained by taking the
derivative of CDF with respect to θ .

LEMMA 2: The PDF of the contact angle is obtained as

fθ0 (θ ) = NSat

2
sin θ

(
1+ cos θ

2

)NSat−1

, 0 ≤ θ ≤ θmax

(8)
where θmax is defined in (6).

DEFINITION 5 (RELIABLE ANGLE): Reliable angle is the
minimum dome angle that ensures that at least one satellite
can be found within a specified range.

However, even given a large region for search, no satel-
lite may be available because of the randomness. Therefore,
we can only guarantee that the probability of not finding any
satellite is lower than an acceptable threshold. The value of
reliable angle is related to this predefined threshold.

DEFINITION 6 (LINK TOLERABLE PROBABILITY OF

INTERRUPTION): Link tolerable probability of interruption
ε is the upper bound of the probability that no satellite is
available within the reliable angle range in at least one hop.

The absence of a satellite available within a reliable
angle range is not a sufficient condition for the interrup-
tion. Therefore, ε is not equivalent to the average link
interruption probability but an upper bound. In addition,
ε can be regarded as a system parameter determined by
the requirements rather than an optimization variable. For a
fixed ε, the more hops the link has, the higher the reliability
required for a single hop. Therefore, reliable angle θr is
a monotonically increasing function of n. The following
lemma will give the relationship among reliable angle θr ,
link tolerable probability of interruption ε, and the number
of hops n.

LEMMA 3: For an n-hop link with link tolerable probability
of interruption ε, the reliable angle θr is given by

θr (n) = arccos

(
2
(

1− (1− ε)
1
n

) 1
NSat − 1

)
. (9)

PROOF: See Appendix E. �

B. Type-I Interruption Analysis

Through the above analysis, the following results about
the number of hops n can be summarized. The latency
increases monotonically with the increase of n. The rela-
tionship between interruption probability and the number
of hops is not intuitive. Increasing n requires a lower inter-
ruption probability for a single hop but brings a larger area
for finding a satellite. If n is too large and the single-hop
interval is too small, two relay locations of the one-hop may
choose the same satellite, which leads to severe errors. To
satisfy the distance constraints, the dome angle of each hop
θh

i should satisfy

θh
i + 2θr (n) ≤ θmax. (10)

To ensure that the multihop communication can be com-
pleted within n hops, we have

n · θh
i ≥ θh

02n
. (11)
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Algorithm 1: Iterative Method for Deriving the Num-
ber of Hops.

1: Input: Dome angle θh
02n

, number of satellites NSat

and link tolerable probability of interruption ε.
2: n← Nmin.

3: θr ← arccos

(
2
(

1− (1− ε)
1
n

) 1
NSat − 1

)
.

4: while 1
2

(
θmax − θh

02n
n

)
≤ θr ≤ 1

2θmax do

5: n← n+ 1.

6: θr ← arccos

(
2
(

1− (1− ε)
1
n

) 1
NSat − 1

)
.

7: end while
8: Output: Minimum number of hops n and

reliable angle θr .

By combining the above two inequalities, a loose lower
bound on θr (n) can be obtained

n (θmax − 2θr (n)) ≥ θh
02n

(12)

To avoid the possibility of selecting the same satellite for
two relay positions of a single hop, an upper bound of θr (n)
is given as

θr (n) ≤ θmax

2
(13)

The following algorithm can give the minimum number of
hops between the upper and lower bounds through iteration.

Note that the minimum number of hops is not related to
the positions of satellites and it can be expressed as

N̂min=min

{
n : (θmax−2θr (n−1)) (θmax−2θr (n)) < 0 or(

θmax−
θh

02n

n−1
−2θr (n−1)

)(
θmax−

θh
02n

n
−2θr (n)

)
< 0

}
(14)

which is another representation of step (4) of the algorithm.
Both θr (n) and 1

2 (θmax − θh
02n

/n) increase with n. When
the algorithm ends the loop as 1

2 (θmax − θh
02n

/n) > θr (n)
satisfied, the output n is the required minimum number
of hops. Otherwise, when the algorithm ends the loop as
2θr (n) > θmax, no value of n guarantees tolerable probability
of interruption ε. For a constellation with a small number
of satellites, it is not realistic to guarantee a low tolerable
probability of interruption. Such problems due to poor
system design are defined as type-I interruption.

DEFINITION 7 (TYPE-I INTERRUPTION): Type-I interruption
is a qualitative indicator to describe the rationality of mul-
tihop communication system design.

In addition to running an algorithm to determine whether
the type-I interruption occurred, The proposition also pro-
vides a sufficient condition for the type-I interruption not to
occur.

PROPOSITION 4: If there exists a θt , which is smaller than
1
2θmax, satisfying the following inequality, then there must
be a routing scheme such that the probability of no satel-
lite being available in the range of reliable angle is lower
than ε

NSat ≥ 1

ln
( 1+cos θt

2

) ln

⎛⎝1− (1− ε)
1
/(⌈

θh
02n

θmax−2θt

⌉
+1

)⎞⎠
(15)

where θh
02n

and θmax are defined in (4) and (6), respectively.

PROOF: See Appendix F. �

C. Type-II Interruption Analysis and Nearest Neighbor
Search Algorithm

Considering that even if the constellation is suitable for
multihop transmission, communication interruption may
still happen due to the randomness of the satellite position.
Such interruptions are defined as type-II interruption.

DEFINITION 8 (TYPE-II INTERRUPTION): Type-II interrup-
tion is an event that happens when the distance in any hop
does not satisfy at least one constraint in P0.

Although the two types of interruptions happen for
different reasons, the occurrences of these two types of
interruptions are not independent. The occurrence of type-I
interruption often leads to type-II interruption. Because
type-II interruption cannot be avoided by the parametric
design of the satellite constellation, so we deal with the
interruption after it occurs. Suppose the distance between
each satellite is too far to communicate. In that case, the
satellite at the starting point of the hop is expected to looking
for one or several satellites closest to the shortest inferior
arc as relays. As is shown at the bottom of Fig. 2, it can be
regarded as using minimum deflection angle strategy within
a single hop.

As mentioned, the algorithm proposed in this article is
based on the equal interval strategy. If two types of inter-
ruptions are resolved, the probability of errors occurring
in the equal-interval strategy is significantly reduced, thus
ensuring low latency and high reliability. The practical near-
est neighbor search algorithm is divided into four stages: 1)
calculate the minimum number of hops through iteration, 2)
find the relay position according to equal interval strategy,
3) find nearest satellite in the neighborhood of the relay
position to establish the link, and 4) adopting minimum
deflection angle strategy in the single hop when the two
satellites of the hop cannot satisfy the distance constraints.
The last three steps of the algorithm are as follows.

To simplify the description of the algorithm, the distance
between two points is defined as

d (θ1, ϕ1, θ2, ϕ2) = r (2(1− cos θ1 cos θ2

− sin θ1 sin θ2 cos (ϕ1 − ϕ2)))
1
2 . (16)

In addition, the start ID h(i)
0 = hi−1 and the end ID h(i)

n = hi

in set H(i). The nearest neighbor search algorithm cannot
guarantee finding the optimal solution even when the two
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Algorithm 2: Nearest Neighbor Search Algorithm.
1: Input: Locations of point process �, the

number of hops N̂min, starting point ID h0 and
ending point ID hN̂min

.
2: Initialize: T ← 0.
3: for i = 1 : N̂min − 1 do
4: θh

i ← θh0

∣∣∣ 2i
N̂min
− 1

∣∣∣.
5: if i < N̂min

2 + 1 then
6: ϕh

i ← 0.
7: else
8: ϕh

i ← π .
9: end if

10: hi ← arg min j d (θh
i , ϕh

i , θ j, ϕ j ).
11: end for
12: H← {h0, h1, . . ., hN̂min−1, hN̂min

}.
13: for i = 1 : N̂min do
14: if d (θhi−1, ϕhi−1, θhi , ϕhi ) > dmax then
15: Use minimum deflection angle strategy to find

the relay satellite IDs H(i){h(i)
0 , h(i)

1 . . ., h(i)
n } in

ith-hop.
16: T ← T +∑n

j=1 d (θh(i)
j−1

, ϕh(i)
j−1

, θh(i)
j
, ϕh(i)

j
).

17: else
18: T ← T + d (θhi−1, ϕhi−1, θhi , ϕhi ).
19: end if
20: end for
21: Output: IDs of the multi-hop link H and

Latency T .

types of interruptions do not occur. For example, a link
with many hops may meet the distance constraints even
after two links are merged. Since the sum of the two sides
of the triangle is greater than the third, the combined link
has a lower latency. Therefore, it is necessary to analyze the
latency performance of the algorithm.

D. Efficiency Analysis

For an optimization problem that is difficult to find
the optimal solution, the most concerning issue is the gap
between the found solution and the optimal solution. Un-
fortunately, according to the available data, no algorithm
can find the optimal solution to the problem. The latency of
the optimal solution in the ideal scenario is an unattainable
lower bound. It is also an upper bound of the difference
between the proposed method and the optimal solution.
Therefore, efficiency is defined to quantify the difference.

DEFINITION 9 (EFFICIENCY): Efficiency is the ratio of min-
imum latency in the ideal scenario to the latency of the
proposed method.

Since satellites are uniformly and independently dis-
tributed on the sphere and the intervals of relay positions
on multihop links are equal, the distance between single
hops is independent and identically distributed. Therefore,
analyzing the efficiency of multihop links can be equivalent
to studying that of single-hop. The increase in the distance

caused by random distribution can be equivalent to the
increase of the dome angle. In other words, it offsets the
random distribution of satellites by moving their relay po-
sitions. Thus, the following two approximations are given.

THEOREM 2: For an N̂min-hop link with dome angle θh
02n

, the
contour integral approximation of the efficiency is given as

Ẽ1 =
Nmin · sin

(
θh

02n
2Nmin

)
N̂min · sin

(
θh

02n

2N̂min

) (
2α

(
θh

02n

2N̂min

)
− 1

) (17)

where Nmin is defined in (5), and α(θh) is defined as

α
(
θh
) = √2

2π

∫ θmax

0

∫ π

0

fθ0 (θ )

sin
(

θh

2

) (− cos(θ0) cos(θh)

− sin(θ0) sin(θh) cos ϕ + 1
) 1

2 dϕ dθ. (18)

PROOF: See Appendix G. �
THEOREM 3: For an N̂min-hop link with dome angle θh

02n
, the

binomial approximation of the efficiency is given as

Ẽ2 =
Nmin · sin

(
θh

02n
2Nmin

)
N̂min · η

(
θh

02n

2N̂min

) (19)

where Nmin is defined in (5), and η(θh) is defined as

η
(
θh
) = ∫ θmax

0

∫ θmax

0

1

4
fθ0 (θ1) fθ0 (θ2)

× (sin(θh − θ1 − θ2)+ sin(θh + θ1 − θ2)

+ sin(θh−θ1+θ2)+sin(θh + θ1 + θ2)
)

dθ1 dθ2.

(20)

PROOF: Assuming that the contact angle between the relay
position and its nearest satellite is θ0, the satellites are
uniformly distributed on a circle with radius r sin θ0. By
approximating this distribution as a binomial distribution,
satellites are distributed at the nearest or farthest from the
adjacent relay position with equal probability. Take the
expectation of contact angles, and the above result can be
obtained. �

IV. NUMERICAL RESULTS

This section analyzes the performance of the algorithm
based on the results of numerical simulation. For the ex-
isting constellations, we analyze the feasibility of the algo-
rithm. Then, different approximation methods and routing
strategies are compared from the perspective of latency.

A. Reliability Analysis of Constellations
Table II shows the simulation results of three LEO

satellite constellations [26]. Set the maximum distance at
which the satellite can maintain stable communication as
dmax = 3000 Km. Within this distance, the satellites in all
three constellations are in the LoS region. Suppose two
satellites on opposite sides of the earth need to commu-
nicate. Since Kuiper’s satellites will be distributed in three
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TABLE I
Summary of Notations

TABLE II
Reliability Analysis of LEO Satellite Constellations

different altitude orbits, we approximate that all satellites
are distributed in the 610 Km orbit. For the last five
parameters, the left and right sides of the slash correspond
to ε = 0.1/0.01, respectively.

Since the latency of satellite communication is usually
tens to hundreds of milliseconds, it is necessary to consider
the calculation delay of the algorithm and the delay of
search. The complexity of iterative method for deriving
number of hops is linear. Iterations can end in a finite number
of steps, and the number of hops should satisfy

n ≤ ln (1− ε)

ln
(

1− 1
2

(
1− cos θmax

2

)NSat
) . (21)

It can be seen that the number of iterations mostly ranges
from 1 to 6. The expected contact angle and reliable angle
are used to analyze the area of the search region. According
to the description of the nearest neighbor search algorithm,
traversing all satellites can only stay at the theoretical level.
In practice, since satellite systems are massive and moving,
it is difficult for a single satellite to get global information.
Therefore, it is more meaningful to analyze the required
area for finding a satellite than the algorithm complexity.
The expectation of contact angle can be derived from the
following simple derivation

E [θ0] =
∫ θmax

0
1− Fθ0 (θ ) dθ

=
∫ θmax

0

(
1+ cos θ

2

)NSat

dθ

= 2

∫ θmax
2

0

(
cos θ̃

)2NSat d̃θ

(a)≈ π

NSat∏
i=1

2i − 1

2i
(22)

where (a) follows Wallis’ integrals, since 1− Fθ0 (θ ) is very
close to 0 when θ > θmax [8], the result can be approxi-
mated by continuation of the domain. Assume the spherical
caps with radius of the expected contact angle and reliable
angle as the average search area and maximum search
area required for finding a satellite. This region is chosen
as a spherical cap for computational convenience. Taking
Starlink as an example, for a ten-hop link, the average search
area is 0.066% of the entire spherical area. The maximum
search area is no more than 0.58% of the spherical area. The
minimum deflection angle strategy needs to search along the
belt region near the shortest inferior arc. The maximum step
size strategy needs to search in the whole communication
range. When the reliable region is not set, the search area
of the maximum step size strategy is 10.2% of the entire
spherical area for a ten-hop link. In conclusion, the proposed
algorithm can end in a linear number of iterations and
generally only takes a few iterations. It requires a tiny search
area and has a huge advantage over other strategies. At
last, note that shape of the search area is not necessary
to a spherical cap, as well as surface of arbitrary shape.
Since satellites are uniformly distributed on the sphere, the
probability of finding a satellite is a constant for a given
surface area for search.

The minimum number of satellites required is obtained
by testing several sets of θt according to proposition 4
and taking the smallest of them. The probability of type-II
interruption is obtained by Monte Carlo method: 1) running
the algorithm for 106 rounds and regenerating the satellites’
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Fig. 4. Comparison of different approximations.

positions at each round, 2) recording the number of interrupt
rounds, and 3) dividing the number of interrupt rounds by
106 as the probability of interruption. It can be seen that as
long as the number of satellites obtained by any set of θt is
smaller than the number of satellites in the actual constella-
tion, type-II interruption does not occur. The opposite may
not be accurate. For example, in the Kuiper constellation,
when ε = 0.01 and number of hops is 8, the required number
of satellites obtained is 5544, which exceeds the number of
satellites of the Kuiper constellation 3236. However, the
second type of error still does not occur.

The last discussion is about type-I interruption. For
Oneweb constellation with parameter ε = 0.1, we get n ≤
68.077 from (21) the number of iterations reached 61. When
ε = 0.01, the iterations do not start because the reliable
angle θ0 = 0.2026 exceeded half of the maximum dome
angle θmax

2 = 0.1994. Both situations lead to the type-I in-
terruption, which further leads to the occurrence of type-II
interruption. In addition, the algorithm has high efficiency
for all constellations.

B. Comparison of Different Approximations

As shown in Fig. 4, the performances of the two es-
timation methods are compared, and the relationships be-
tween latency and constellation parameters are described.
In Fig. 4, link tolerable probability of interruption ε = 0.01,
dmax = 3000 Km, the simulation result is the exact latency
obtained by Monte Carlo simulation. Both approximation
methods are accurate under different constellation altitudes,
satellite numbers, and link distances. Under the existing
groups of parameters, binomial approximation provides a
tight lower bound for the latency. At the same time, the
contour integral approximation gives a tight upper bound
for the latency. The accuracy of the two approximations
is reduced for scenarios where the number of satellites
corresponding to the red dot and dash is insufficient. Espe-
cially, when the distance between the starting satellite and
the ending satellite is large, binomial approximation has a
relatively large gap with the actual results for the red line.

Fig. 5. Probability of type-II interruption under different parameters.

As the communication distance increases and the number of
satellites is insufficient, the probability of link interruption
increases. In this case, the introduction of the minimum
deflection strategy brings larger latency.

Use the solid blue line (1000 satellites and 500 Km
constellation altitude) in Fig. 4 as a baseline. When the
communication distance is fixed, the latency is negatively
correlated with the number of satellites and positively cor-
related with the constellation height. The decrease in the
number of satellites lead to the locations of the found
satellite deviating from the ideal optimal relay location,
which increases latency. Although the increase of constel-
lation height also causes the satellite location to deviate
from the expected position, reducing the shortest inferior
arc length has a more significant effect on the latency. A
similar view can be found in proposition 1. In addition,
the latency increases almost linearly with the increase of
communication distance, and the constellation with larger
latency has a larger slope of growth.

Fig. 5 further explains the results in Fig. 4 through
numerical results. In Fig. 5, the communication distance is
10000 Km and dmax = 3000 Km. When number of satellites
NSat > 400, type-II interruption rarely occurs. When NSat <

200, the probability of type-II interruption is significantly
increased with the decrease of NSat and the increase in
constellation height rSat. This suggests that when satellites
are insufficient, the probability of type-II interruption is
closely related to the number of satellites per unit sphere
area. Furthermore, the influence of rSat on the probability of
type-II interruption is not as significant as NSat, especially
when NSat < 200.

C. Comparison of Different Strategies

Figs. 6 and 7 provide the results of latency changing
with distance between starting and ending satellites for dif-
ferent strategies. In both figures, latitude is fixed as 500 Km
and dmax = 3000 Km. The number of satellites in Fig. 6 is
sufficient (800 satellites) while the number of satellites in
Fig. 7 is insufficient (100 satellites).

WANG ET AL.: STOCHASTIC GEOMETRY-BASED LOW LATENCY ROUTING IN MASSIVE LEO SATELLITE NETWORKS 3889

Authorized licensed use limited to: Maynooth University Library. Downloaded on September 18,2023 at 10:54:39 UTC from IEEE Xplore.  Restrictions apply. 



Fig. 6. Influence of communication distance on different strategies
(NSat = 800).

Fig. 7. Influence of communication distance on different strategies
(NSat = 100).

In terms of latency, the optimal scenario, the proposed
algorithm, the minimum deflection angle strategy, and the
maximum step size strategy are sequentially ranked from
small to large. When the number of satellites is sufficient,
the latency of the maximum stepsize strategy is much larger
than that of other methods. The minimum deflection angle
strategy and the proposed algorithm’s performances are
close to the lower bound. When the number of satellites
is insufficient, the proposed algorithm has a remarkable ad-
vantage over the minimum deflection angle strategy. For dif-
ferent tolerance rates, ε = 0.01 performs better with fewer
satellites, while ε = 0.1 performs better when satellites are
sufficient.

Fig. 8 considers the scenario where latency varies with
constellation height. The number of satellites and is fixed as
800, the communication distance is fixed as 10000 Km and
dmax = 3000 Km. Overall, the performance of the methods
is similar to that in Fig. 6. The main difference is that for

Fig. 8. Influence of constellation altitude on different strategies.

the proposed algorithm and the maximum step size strategy,
the latency decreases with the height of the constellation.
The change of the minimum deflection angle strategy is not
obvious.

V. FURTHER EXTENSIONS

Since the shortest routing problem on a three-
dimensional (3-D) sphere is not an easy problem to deal
with, we simplify the model for the convenience of analysis.
Although our simple model has limitations when facing
some practical issues, the model is fortunately extensible.

A. Expansion to Multitier Networks

Practically, LEO satellites may assist ground base sta-
tions [27] with global coverage or rely on ground gate-
ways [17] to communicate. In addition, satellite systems at
different altitudes (including those in synchronous orbits)
also interact, such as satellites in the Kuiper constellation
at three different altitudes. Therefore, cross-tier communi-
cation scenarios should be considered.

Hence, it is required to investigate routing in a spher-
ical heterogeneous network consisting of ground stations,
high altitude platforms (HAP), and multitier LEO satellites,
where satellite communications start and end with ground
stations. The theoretical analysis in this article is basically
applicable to the above heterogeneous network, with the
following three major changes. First, the values of some
parameters such as maximum communication distance dmax

vary with different types of the relay device. This means
that global information will be harder to obtain and store
for ground stations.

Second, as an essential parameter in analyzing the
efficiency and reliability of the proposed algorithm, the
expression and domain of the contact angle in a multitier
network have minor modifications. Specifically, the contact
angle will be replaced by the conditional contact angle,
which is the contact angle of satellites distributed within
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the reliable communication range of both the previous and
next hop.

Finally, in the reliability analysis, the tier on which the
relay device is located affects the probability of type-II
interruption. Therefore, discrete Markov networks, state
transition matrices, and absorption states are recommended
for reliability analysis. Note that routine starts and ends on
the ground stations, thus the first, middle, and last hops of
the network need to be designed differently.

B. Latency of Computation and Search

Only transmission latency is considered as the objective
function in this article. Computation and search latency
should also be taken into account. As is mentioned, although
the proposed algorithm provides a low computational com-
plexity solution for finding the shortest latency routing on
the closed sphere, its computational complexity still reaches
O(Nmin · NSat ). The latency corresponding to this computa-
tional complexity is still large for a real-time routing with
a total transmission latency of tens of milliseconds. The
algorithm complexity can be reduced to O(Nmin) through
any of the following two schemes since only steps (5)–(9)
in algorithm 2 need to be executed for both of the schemes.

When ground stations are available, we can sacrifice
storage space on the ground stations for less latency. A
specific data structure called Two Line Elements (TLEs)
can store the dynamic positions of the satellites, and the
IDs of satellites around the target position can be quickly
found by index when a routing task arrives. One possible
disadvantage of this scheme is that when the source is not the
ground equipment but the satellite, the source needs to spend
extra latency to communicate with the ground equipment.

The second scheme applies to scenarios where ground
stations are unavailable. The satellite transmits a signal to
the target position [obtained in step (4)–(9) of algorithm 2],
and the next-hop satellite within the beam forward this infor-
mation in the above method and respond to the previous hop.
Similarly, this scheme also includes extra search latency
related to the contact angle, reliable angle, and beamwidth.
When the satellite does not receive a response from the
next hop, it assumes no satellite in the beam and continues
to send messages to surrounding areas. In addition, when
several satellites receive the messages from the previous
hop and are busy, it requires short-distance communication
to schedule a single satellite for routing.

C. Outage Probability and Buffering Latency

When considering power limits, the probability of in-
terruption and latency are related not only to distance, but
also to transmission signal power. Under the assumption that
regenerative hops are used, a longer single-hop distance and
a lower transmission power result in a larger probability of
interruption and buffering latency. Under this circumstance,
the signal-to-interference plus noise ratio (SINR) serves as
a bridge between them. Since satellites are less dense than
ground networks and the beam is highly directional, the
interference caused by other satellites can be approximated

to a small constant. Assuming that the path loss of single-
hop satellite-satellite channel follows the free-space fading
model, the average SINR is a decreasing function of to the
single-hop distance squared.

Different from the qualitative analysis before, outage
probability can be a quantitative substitute for type-II inter-
ruption and single-hop maximum reliable distance dmax. The
outage probability is defined as the probability of receiving
SINR smaller than a predefined threshold P[SINR < γ ].
The maximum step size proposition may not be optimal
because a long single-hop distance may lead to a high
probability of communication failure [28]. Because of the
randomness of fading, signal interruptions always occur,
and the retransmission mechanism can be introduced [24].

Average achievable rate is regarded as an upper bound
on the as the upper bound of the transmission rate and the
lower bound of the buffering latency. It is defined as the
ergodic capacity from the Shannon–Hartley theorem over
a fading communication link [29], which is proportional to
log2(1+ SINR). When the packet size is much larger than
the maximum amount of data transmitted per millisecond
under the average achievable rate, buffering latency is nec-
essary to be taken into account. In order to decrease the
buffering latency, a large data packet can be divided into
parts and transmitted in multiple separate paths. The number
of paths is determined by traffic and the average achievable
rate of the relay satellites. According to proposition 1, the
path corresponding to the inferior arc with a smaller central
angle is selected preferentially.

D. Small Satellite Swarms and Storage-and-Forward
Communication

In the case of an insufficient number of satellites swarms
with large packet sizes [30], the accessibility of data trans-
mission is restricted, and it is challenging to realize real-time
communication. These networks are demonstrated as de-
lay/disruption tolerant networks (DTN), in which satellites
store information for an amount of time after receiving
it [31]. The proposed algorithm can be extended to reduce
the latency of networks with sufficient interactions. For
example, with the accessibility of Earth-to-satellite links,
the proposed algorithm applies to Earth observation satellite
constellations.

Furthermore, small satellite swarms can help update
the satellite’s information (such as positions) around the
relay satellite, which is beneficial for the proposed algo-
rithm in this article that relies on information interaction.
The strategy combining the proposed algorithm with store-
and-forward communication is also extendable to small
spacecraft swarms communicating for interstellar explo-
ration [32].

VI. CONCLUSION

The latency minimization of multihop satellite links
under the maximum distance constraints is studied. We
propose a nearest neighbor search algorithm to determine
the number of hops of multihop links and the position of
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the relay satellite in each hop. Numerical results show that
the algorithm achieves linear complexity and can complete
iteration in finite steps. At the same time, the search area
required by the algorithm only accounts for a tiny part of
the whole sphere area. The latency performance of this
algorithm is very close to the minimum latency in the
ideal scenario. Take Starlink constellation for example, the
algorithm only needs two iterations and searches 0.066%
of the entire spherical area. The extra latency it needs to
pay is no more than 1% of the total latency of the opti-
mal case. Furthermore, two approximations are provided
to estimate the maximum gap between the latency of the
proposed algorithm and the lower bound of the latency in the
ideal scenario. They provide tight upper and lower bounds
for latency in most cases. Finally, the influence of system
parameters on multihop link latency is studied.

APPENDIX A
PROOF OF PROPOSITION 1

Among all circles passing xh0 and xhn on the sphere,
where the satellites are located, the circle centered at the
origin has the largest radius. Therefore, the shortest inferior
arc divided by these two points has the smallest central
angle. Based on the fact that the smaller the central angle,
the shorter the length of the arc, this inferior arc has the
shortest length among all arcs passing through xh0 and xhn .

For an arbitrary routing scheme, as shown in Fig. 1, we
can always locate the corresponding relay satellite on the
shortest inferior arc to achieve lower latency. The corre-
spondence of satellite positions between the two schemes
is shown in Fig. 1. In the scheme corresponding to the sky
blue arrow, the distance of each hop is no longer than that
of the scheme corresponding to the green arrow. Note that
all subsequent concepts related to the central angle refer to
the dome angle unless otherwise stated.

APPENDIX B
PROOF OF PROPOSITION 2

Use (3a) and (3d) to construct the Lagrange function

L (θh
1 , θh

2 , . . ., θh
n

)= 1

c

n∑
i=1

2r sin

(
θh

i

2

)
+λ

(
n∑

i=1

θh
i− θh

02n

)
(23)

take the partial derivative with respect to θh
i , we get

∂L (θh
1 , θh

2 , . . ., θh
N

)
∂θh

i

= r

c
cos

(
θh

i

2

)
+ λ (24)

set the result of the partial derivative to 0, the optimal θh∗
i is

θh∗
i = 2 arccos

(
−λc

r

)
(25)

which is not related to i. Finally, the proof can be completed
by combining the constraint (3d).

APPENDIX C
PROOF OF PROPOSITION 3

Assume that the satellites keep equal dome angles on
the shortest inferior arc. The latency can be expressed as

T = 2r

c

n∑
i=1

sin

(
θh

02n

2n

)
= 2rn

c
sin

(
θh

02n

2n

)
(26)

take partial derivative with respect to n

∂T

∂n
= 2r

c
sin

(
θh

02n

2n

)
− θh

02n
r

cn
cos

(
θh

02n

2n

)
(27)

since an inferior arc is chosen, θh
02n

/(2n) < π/2, when n �=
1, we have cos(θh

02n
/2n) > 0, and

∂T

∂n
= 1

cos
(
θh

02n
/2n

) (tan

(
θh

02n

2n

)
− θh

02n

2n

)
(28)

for the right-hand side of the equation, tan(
θh

02n
2n ) >

θh
02n
2n when

θh
02n

/(2N ) < π/2. The above analysis shows that ∂T
∂n > 0 is

always satisfied. As n increases, the latency T increases, so
we need to select the minimum number of hops that satisfies
the constraints (3b) and (3c), the upper bound of θh

i is limited
as θmax defined in (6), by solving

θh
02n
=

Nmin∑
i=1

θh
i ≤ Nminθmax (29)

and based on the fact that Nmin is an integer, the final result
is obtained.

APPENDIX D
PROOF OF LEMMA 1

Start deriving the CDF of the contact angle distribution
from the definition

Fθ0 (θ ) = 1− P [θ0 > θ ]

= 1− P [N (A) = 0]

(a)= 1−
(

1− S (A)

4πr2

)NSat

(b)= 1−
(

1− 2πr (r − r cos θ )

4πr2

)NSat

= 1−
(

1+ cos θ

2

)NSat

(30)

where N (A) counts the number of the satellites in the
spherical capA shown in Fig. 2,S (A) is the area measure of
spherical cap A. According to step (a), for a homogeneous
point process, the probability of having satellites on the
spherical cap is equal to the ratio of the area of the spherical
cap to the total surface area of the sphere with radius r. Step
(b) comes from the area formula of a spherical cap, where
r − r cos θ is the height of the spherical cap. In addition, the
domain of θ0 should meet the constraints. It is easy to verify
that for a constellation of hundreds of satellites, Fθ0 (θmax) is
very close to 1 [8].
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APPENDIX E
PROOF OF LEMMA 3

Since satellites’ locations are assumed to be indepen-
dent, the average probability interruption of each hop should
be equal. For an n-hop link with tolerable probability of
interruption ε, the tolerable probability of interruption of
each hop is

ε1 = 1− (1− ε)
1
n . (31)

In the spherical cap determined by reliable angle, the prob-
ability of having a satellite should be greater than 1− ε1.
Since the reliable angle is the minimum angle that satisfies
the above constraint, it can be obtained by the definition of
the contact angle CDF

1−
(

1+ cos θr (n)

2

)NSat

= (1− ε)
1
n (32)

transpose and take the square root of NSat times on both
sides

1+ cos θr (n)

2
=
(

1− (1− ε)
1
n

) 1
NSat (33)

final conclusion can be reached through simple mathemat-
ical operations.

APPENDIX F
PROOF OF PROPOSITION 4

Since the reliable angle θr (n) is related to the number
of hops, a θt unrelated to n is taken as the search radius to
simplify the relationship. In this case, the minimum number
of hops Nh is given as

Nt =
⌈ θh

02n

θmax − 2θt

⌉
+ 1. (34)

2θt < θmax ensures that Nt is positive. Substitute (34) into
(32)(

1+ cos θt

2

)NSat

≤ 1− (1− ε)
1
/(⌈

θh
02n

θmax−2θt

⌉
+1

)
(35)

take the logarithm of both sides, and divide by the ln( 1+cos θt
2 )

of both sides to get the result. Note that (32) guarantees that
the θt satisfying (15) must be greater than or equal to the
reliable angle. A set of practical θt can be taken as{

1

2

(
θmax −

θh
02n

Nmin + k

)
, k = 0, 1, 2. . .

}
. (36)

APPENDIX G
PROOF OF PROPOSITION 2

Assuming that the contact angles between the two relay
positions and their nearest satellites are θ

(1)
0 and θ

(2)
0 , re-

spectively. In this case, these two satellites are uniformly
distributed on circles O1(θ (1)

0 ) and O2(θ (2)
0 ) with radius

r sin θ
(1)
0 and r sin θ

(2)
0 , respectively. The average distance

at contact angles θ
(1)
0 and θ

(2)
0 can be obtained by contour

integral around two circles with respect to single-hop dis-
tance d1. Therefore, the expectation of single-hop distance
d1 can be expressed as

E [d1] = Eθ
(1)
0 ,θ

(2)
0

[∮
O1(θ (1)

0 )

∮
O2(θ (2)

0 )
fd1 dO2dO1

]
(37)

where fd1 is the PDF of d1, it is related to the contact angles
θ

(1)
0 , θ (2)

0 and the positions on the correspondingO1,O2. The
expression of fd1 is hard to express in either rectangular or
spherical coordinates. Let us split the problem in two. One of
the satellites is fixed to the relay position, while the other is
uniformly distributed on the circle. The uniform distribution
of a satellite can be offset by changing the position of a relay
position. This amount of change can be described by α. By
symmetrically making the same change of the other relay
position, the amount of change becomes 2α − 1.

Since rotation does not affect the distribution of the
satellite, let the spherical coordinate of the relay position
be (r, 0, 0). The coordinate of the fixed satellite is (r, θh, 0),
where θh is the dome angle of the single hop. Assume the
contact angles between the relay position and its nearest
satellite is θ0, by equation

1

π

∫ θmax

0
d (θ0, ϕ, θh, 0)dϕ = α

(
θ0, θ

h
)

2r sin

(
θh

2

)
(38)

where d (θ0, ϕ, θh, 0) is defined in (16), the amount of
change α(θ0, θ

h) can be written as

α
(
θ0, θ

h
) = √

2

2π sin θh

2

×
∫ π

0

√
1− cos θ0 cos θh − sin θ0 sin θh cos ϕ dϕ. (39)

Note that for a small θ0

α
(
θ0, θ

h
) ≈ √2(1− cos θh)

2 sin θh

2

= 1. (40)

Take the expectation of α(θ0, θ
h) with respect to θ0

α
(
θh
) = ∫ θmax

0
fθ0 (θ )α

(
θ0, θ

h
)

dθ (41)

the result in (18) is derived. Since the propagation speed of
the laser is constant, the ratio of latency is equivalent to the
ratio of distance, the proof of theorem 2 is finished.
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