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Abstract. The most commonly used coupling schemes in partitioned multiphysics simulations suffer
from a decrease in the order of convergence, specifically in the time domain; a phenomenon we call
order degradation. This paper discusses when this issue arises and how it can be studied with a simple
example. We present a simple mass-spring system of ordinary differential equations (ODEs) to analyze
accuracy and energy conservation of different coupling schemes. The ability to restore higher order of
convergence by using Strang splitting or waveform iterations is verified in the context of the presented
example. This paper provides details on some aspects of the talk titled ”Design and evaluation of a
waveform iteration—based approach for coupling heterogeneous time stepping methods via preCICE”
given at WCCM-APCOM 2022.

1 INTRODUCTION

Partitioned simulations are broadly used in science and engineering. The partitioned approach tries to
split large and complicated systems, such as the ones needed for climate modeling [1]] or nuclear fusion
[2], into independent subsystems. This approach follows the natural wish to reuse existing software
solutions for the individual subsystems. The subsystems then need to be coupled via coupling schemes
to solve the overall problem. Coupling schemes, however can introduce “subtle stability and accuracy
issues” [13, p. 34].

In this paper we want to closely investigate such issues, specifically reduced convergence order (order
degradation) and unphysical loss or increase of energy. We use a simple mass-spring oscillator example
to investigate such issues. Our example is a system of ordinary differential equations (ODEs),
while multiphysics problems are mostly described by systems of partial differential equations or even
differential algebraic equations. This simplification, however, allows us to ignore further technicalities
of the partitioned approach, such as the need for data mapping or fixed-point acceleration. Additionally,
pure ODE problems allow us to ignore space discretization errors and to fully concentrate on errors
originating from time stepping and coupling schemes.
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Figure 1: The mass-spring oscillator example analyzed in this paper.

We partition the mass-spring oscillator example, which allows us to consider the solver for each par-
tition as a black box — an approach commonly used in software packages for coupling, such as preCICE
[4]]. In[Section 3] we then review state-of-the-art black-box coupling schemes for such solvers. To assess
the performance of these coupling schemes with respect to convergence order and energy conservation,
we apply them to the mass-spring oscillator example in|Section 4|

2 OSCILLATOR EXAMPLE

We analyze a simple mass-spring oscillator with two masses connected via three springs. The resulting
ODE system is similar to the one introduced in [5 Section 6.1]. The system is visualized in[Figure I|and
defined by the following initial value problem:

mp 0 (i +kl+k12 —ki2 u\ _
0 my| \ii —ki2 ko t+kin| \u2 '

Mii+Ku=0,

or, in matrix notation,

with initial conditions for the position and velocity of the masses

u(0) =uy, u(0) =vyp.

The system is autonomous and linear and the analytical solution can be computed easily, which makes
convergence analyses of numerical methods straightforward. The total energy of the system consists of
kinetic and potential energy and reads

1 1
E = El'lTMl’H— EuTKu .

We can easily show that

dE
=0
dt
The mass-spring oscillator can be partitioned by cutting through the connecting spring k1. This results
in interface forces and two decoupled initial value problems:

myiiy = — (ki +ki2)uy + Fa(t)
molip = —(k2+k12)u2 -I-Fl(l‘) .
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(a) Parameters and initial conditions chosen such that the (b) Parameters and initial conditions chosen such that
two oscillations have similar temporal scales: k; = kp = the two oscillations have different temporal scales: k| =
A2 kp = 16m2,my =my = Luy = Lup =it =1ip = 0 2000, ky = 10, kjo = 100, m; =my = 1, u; =us = 1,11 =
iy =0

Figure 2: Different analytical solutions of the mass-spring oscillator. By tuning the spring stiffnesses, masses and
initial conditions, the solution’s properties can be altered to reflect specific effects of partitioned systems.

By adjusting the parameters m;,k; and the initial conditions, we can construct examples where the oscil-
lations of the two masses are dominated by different frequencies, see In this paper, we study
the case shown in a case with period T = 1 and the following analytical solution:

m@:%@QOwawm»aMzMOz%@QO%wmﬁm»

The case shown in|Figure 2(b), on the other hand, could be used to study systems where subcycling or
multirate time integration is required.

3 COMPONENT PARTITIONING AND COUPLING SCHEMES

Taking inspiration from the description in [3]], we describe the oscillator example as a general time-
dependent problem o,u = f(u), where u = u(t) is the time-dependent solution and f(u«) the right-hand
side. We call d,u = f(u) the monolithic system. To partition the monolithic system and obtain simpler
subproblems, we assume that we can split f using component partitioning:

Ji(uy,uz)
Jlu) = < fa(ur,up) )

The subproblems d;u; = fi(u1,uz) and d;up = f>(u1,uy) are then solved separately to produce a solu-
tion for the unknown u of the monolithic system. The solvers for the two subproblems need to exchange
information at regular intervals since the right-hand sides are functions of both #; and u,. Of course, the
total number of partitions depends on the given application, problem, and modeling approach; we chose
two without loss of generality and for the sake of simplicity.

In this paper, we use the terms solver and time integration method interchangeably. For general multi-
physics problems, the numerical solver is usually not only related to the temporal but also the spatial
discretization of the problem at hand. We refer to the solver for each one of the two subproblems
oiu; = fi(uy,up) as S; with i = 1,2. Such a solver §; applies a time stepping scheme to advance in
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(a) The conventional parallel stag-
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(b) The conventional serial staggered
(CSS) scheme, an explicit first order
coupling scheme where the compo-
nents are updated sequentially using.
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(c) Strang splitting, a second-order
scheme for a partitioned system, orig-
inally designed for additive partition-
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Figure 3: Three simple explicit coupling schemes for partitioned equations. Dashed arrows represent a commu-
nication of the interface values, solid lines represent a step of the subsystem’s time integration method. The steps
are numbered chronologically. A solver step u’f“ = 5 (iiz, u’l’) is abbreviated as u'{“ = S (&iz) for more compact

notation.

time from " to t"*! = ¢" + At, computing an approximate solution ul’.‘+1 R U; (t"*l), given conditions
u! = u; (). The solvers are considered black boxes in the sense that we cannot access the discretization
or algorithmic details. We write one solver time step of S| as

u’{“ =8 (dp,uf) .

Each solver expects the solution of the other solver as a time-dependent boundary condition. Since the
exact solution is usually not available, we use an approximation #; ~ u;, instead. With these inputs each

solver outputs its own approximate solution uf’“.

The circular dependency of the two solvers on each other’s output leads to a deadlock-like situation
when trying to evolve the system in time. We resolve this by applying coupling schemes that tell us which
known data we have to use for the approximation #;. In the first part of this section, we introduce rela-
tively simple coupling schemes that use a constant value, for example u! or u?“ for the approximation
i;. Later, we also see coupling schemes that use intermediate values or an interpolation for ;. Coupling
schemes furthermore define the order of solver evaluations, how data is communicated between solvers
and, finally, whether solvers may be executed in parallel.

3.1 Simple coupling schemes

The simplest and most common explicit coupling schemes are the conventional parallel staggered
(CPS) and conventional serial staggered (CSS) schemes (Figures 3(a)l and 3(b)) [6]. They are both
first-order convergent, meaning that even if the solvers §; and S, use, for instance, second-order time
integration methods, the overall solution is still of order O(Ar) [7]. This effect is what we refer to as order
degradation: The coupling scheme is responsible for a drop in the achievable order of convergence; one
cannot improve the accuracy significantly without moving to a different way of coupling the partitions.

Both explicit coupling schemes from above can be transformed into implicit coupling schemes by iter-
atively executing the coupling procedure until convergence. This typically leads to improved numerical
stability while still showing order degradation. With each iteration cycle, we get a new iterate (ul’-‘ﬂ)k
that we use as approximation #;. Here, ()k denotes the k-iteration. The converged solution from the last
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. L k=0 . .
time step may be used as an initial guess for (u?“) , but there also exist alternatives, such as extrap-
olation strategies [8]. To measure convergence we can, for example, compare the results of subsequent

iterations in the following way:

| ey = ()| <

€ > 0 is the chosen tolerance. Since each solver evaluation is costly, one wants to keep the amount of
iterations small, essentially reducing the computational cost of the scheme. By replacing the pure fixed-
point approach with under-relaxation (e.g., the dynamic Aitken scheme) or quasi-Newton approaches,
one can accelerate the convergence of the scheme significantly [8]. A discussion of acceleration tech-
niques for implicit coupling schemes is, however, out of scope in this paper and fortunately we also do
not need any acceleration for our relatively simple and computationally cheap example case.

3.2 Strang splitting and waveform iteration

Next, we want to discuss possible improvements of explicit and implicit coupling where the central
goal is to improve the overall accuracy by creating higher order explicit coupling schemes. For explicit
schemes, a common approach is Strang splitting or the improved serial staggered (ISS) scheme, where
the two solvers update each other staggered in time by a half-step, to obtain a second order scheme
(Figure 3(c)) [9. 6].

To improve the order of implicit schemes in a black-box fashion, one possibility is to use waveform
iterations or waveform relaxation for coupling. This means moving away from single-value coupling,
where the approximation #; is given as a specific value in time [10]. Instead, the solvers supply continu-
ous functions of the interface values over the required time interval using interpolatiorﬂ The order of the
overall solution depends on the degree of the interpolant [11]. In this paper we use linear interpolation
for #;. Just as for the previously discussed implicit coupling schemes, there are serial and parallel wave-
form iteration schemes. In this study we focus on the parallel (Jacobi-type) waveform iteration algorithm
(Alg ).

Algorithm 1 Parallel Waveform Iterations
k<0
Initial guess: Assume ()" = u?, constant for t € [¢",1"]
while not converged do
(u’l”rl)k+1 < solve timestep .5 <(ﬂ2)k,(u1)k>

(ﬁl )k+1

: 1
+ interpolate u1 over [t" t" 1]

(u’;“)k+l < solve timestep $ ((ﬁl)k , (Mz)k)
(~ )k—H

iiy)""" « interpolate up over [t", "]
k<« k+1
end while

I'Single-value coupling can also be considered as a special case of waveform iterations with a constant interpolant.
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4 NUMERICAL EXPERIMENTS

We start off with an overview of the experimental setup and used software in In
[Subsection 4.2] [Subsection 4.3] and [Subsection 4.4] we perform several convergence studies to experi-
mentally determine the order of the time-stepping schemes when different coupling schemes are used.
Another interesting measure of quality is energy conservation, which we investigate for the oscillator

example in[Subsection 4.

4.1 Setup

The results were computed with a Python implementation available on GitHu We show results using
five different time integration methods. As examples for simple first-order and second-order methods, we
use the semi-implicit Euler method and the implicit midpoint method, respectively. As an example for a
higher-order timestepping method, we use the classical fourth-order Runge-Kutta method. These three
methods all use the ODE system shown in transformed into a system of first-order differential
equations. The remaining two methods are specifically designed for structural dynamics problems of the
form

Mii+Ca+Ku=F(u):

the generalized-o. method [12] and the Newmark- method [13l]. We use the following parameters for
the Newmark-f§ method:

and for the generalized-o method:

1

4

1 1

-, +0e), ==, Y=~
( m+f>7f27Y2

1
ocng, B= — Oy + 0
This choice of parameters with o, < oy < 0.5 yields second-order, unconditionally stable numerical
methods [12].

All experiments use a maximum simulation time of 7 = 1. This corresponds to one complete cycle
of the oscillator example introduced in We measure the error e by comparing displacements
uy,uy of the numerical and analytical solution for all discrete time steps. We want to get a worst-case
approximation of the error over one complete cycle of the oscillator. Therefore, the overall error of an
individual simulation run is estimated by taking the maximum norm ||e||.. over all time steps.

As a first test, we verify the monolithic system using the five aforementioned time integration methods

(Figure 4(a)): The results confirm the theoretically achievable convergence orders.

4.2 Order degradation for simple explicit and implicit coupling

We start with an analysis of the conventional parallel staggered (CPS) and conventional serial staggered
(CSS) results, shown in For their implicit counterparts (Figure 4(c)), we use a convergence
tolerance of € = 107%, but achieve similar results with 10~ and 10~8. All explicit coupling schemes
lead to a degradation of the numerical solution to first-order convergence, with the CSS variants achiev-
ing slightly better accuracy than the CPS scheme. This last aspect falls in line with the discussion of
Gatzhammer [7, p. 36]. In the implicit case, the CPS and CSS schemes result in the same numerical

Znttps://github.com/valentinaschueller/oscillator-example/releases/tag/v1.0.0
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(c) Partitioned system with fixed-point iterations over the CPS
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(e) Waveform iterations and linear interpolation.
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(d) Partitioned system with Strang splitting.
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(f) Comparison of Strang splitting and waveform iteration
with linear interpolation for implicit midpoint rule.

Figure 4: Convergence studies for the mass-spring oscillator (cf. [Figure 2(a)). SIE is the semi-implicit Euler

method, ERK4 the classical Runge-Kutta method.
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error, which is why we only show results for CPS. Here, the Newmark- implementation recovers its
second-order convergence, whereas the Runge-Kutta scheme (ERK4 in the plots) and the generalized-
o scheme still show the degradation to first-order convergence. The semi-implicit Euler scheme (SIE)
keeps its first-order convergence in all configurations. None of the configurations lead to unstable results.

Interestingly, the implicit variants do not per se lead to higher accuracy compared to the explicit
schemes. An exception is the behavior of the Newmark-3 solution, a remarkable result to which we

return in

4.3 Strang splitting: a simple second order coupling scheme

Using Strang splitting, the classical Runge-Kutta scheme and the generalized-a scheme show second-
order convergence (Figure 4(d)). The semi-implicit Euler variant stays first-order accurate, but at a
slightly lower accuracy than in the monolithic case (Figure 4(a)). Somewhat surprisingly though, the
Newmark-f3 implementation does not show second-order convergence when used with Strang splitting.

We discuss a reasoning for this in [Subsection 4.6

4.4 High-order convergence with waveform iterations

presents the convergence results obtained with waveform iterations and linear interpola-
tion. With the oscillator example and in the non-multirate setting we investigate in this paper, linear
interpolation is sufficient to reach second order, if the time integration schemes in the partitions have
sufficiently high order. As the numerical experiments show, the semi-implicit Euler solution is limited
by its inherent first-order convergence while all other solvers achieve second-order accuracy.

By linearly interpolating the interface values, both the Newmark-f and generalized-o. method recover
second-order convergence without the issues encountered previously. We carried out additional experi-
ments which verify that waveform iterations yield second-order convergence also for other values of of
as long as o, < oy < 0.5 (results not shown).

In general, waveform iterations recover the convergence order of the numerical methods more reliably
than Strang splitting for our example case. However, when Strang splitting recovers second-order con-
vergence, we see that it produces results of slightly higher accuracy than waveform iterations with linear
interpolation (Figure 4(f)). We saw similar results for the generalized-o and the classical Runge-Kutta
method (results not shown).

4.5 Energy conservation

As mentioned in[Section 2] the analytical solution for the oscillator example has a constant total energy.
We now qualitatively study which coupling schemes are well-suited when an emphasis of a (e.g. long-
running) simulation is energy conservation. Of the methods implemented in our example code, the semi-
implicit Euler method, the implicit midpoint method, and the generalized-o. method with the parameter
set mentioned in lend themselves for this task: The first two are symplectic methods
which generally show good behavior regarding energy conservation [14} Section IX.8]. The family of
generalized-o0 methods has been designed to yield stable numerical methods for systems such as our
oscillator example.

We visualize the results in this section using phase plots, an example of which is shown in
The plots show the trajectory of m; in its position-velocity space (¢ and ;). Since the total energy only
depends on the positions, velocities, as well as the mass and stiffness constants, the phase plots contain
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all the necessary information to see significant increases or decreases in the total energy. We only show
the trajectories for m; the numerical results for m, are analogous. In all of the phase plots, we show the
results after 7 = Ss, i.e., five full periods of the oscillation.

shows the behavior of the analytical solution (dashed line) and a numerical solution of the
coupled system which shows bad energy conservation behavior: By using the generalized-o. method
with the implicit CPS scheme, the trajectory in phase space clearly deviates from the analytical solution;
moreover, we see that it moves outwards. This corresponds to an increase in amplitude (and energy)

when visualizing u; as shown in

- - - Analytical solution
Generalized o, implicit CPS, T =5, At = 0.005

10

ui
(e}
T

-10

-2 —-15 -1 -05 0 05 1 1.5 2
ui

Figure 5: The position and velocity of m in phase space. We plot the analytical solution as a dashed reference
and an exemplary numerical result in blue to present the effect of a net energy increase on the trajectory. The red
dot and arrow show the initial condition and direction of the trajectory.

presents an overview of all examined coupling schemes. For the simple coupling schemes
— CSS, CPS and implicit CPS — there are only three configurations in which we see good energy con-
servation: the semi-implicit Euler method coupled using the CPS scheme, as well as the generalized-o
and implicit midpoint method with the CSS scheme. Of these three examples, the semi-implicit Euler
method case has the trajectory which most closely resembles the trajectory of the analytical solution.
We note here that none of the simple coupling schemes recovers numerical solutions with good energy
conservation for all of the three integration methods, but similarly to the results of the convergence stud-
ies, a coupling scheme can sometimes positively interfere with the numerical method. For instance, we
get surprisingly good results regarding energy conservation when using the CSS coupling scheme with
generalized-o or implicit midpoint time stepping.

Moving on to the more advanced coupling schemes — Strang splitting and waveform iterations — we
observe better results: The only trajectory which is significantly different from the analytical solution
is the semi-implicit Euler method coupled using Strang splitting. The worse behavior of this specific
case falls in line with the higher error we observed in the corresponding convergence study (compared
to the monolithic experiment, see[Figure 4(d)|and [Figure 4(a)). Moreover, Strang splitting yields slightly
“sharper” trajectories (with less deviations across the periods) when looking very closely at the data.
However, only waveform iterations consistently manage to restore the energy conservation properties for
all used time integration methods.
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Figure 6: The position and velocity of m; in phase space for the simple coupling schemes (CSS, CPS, and implicit
CPS) and high order coupling schemes (Strang splitting and waveform iteration). The dashed trajectory from
is provided as a reference.

Comparing these results to the results of we can say that order degradation and loss of energy
conservation do not necessarily go hand in hand. For example, the implicit midpoint method coupled
with the CSS scheme yields only first-order convergence, but is still able to conserve energy.

4.6 The behavior of generalized-o. and Newmark-f3

We see peculiar behavior for the generalized-a and the Newmark-3 method in and
It is therefore worth having a closer look. We begin with the second-order convergence of the Newmark-f3
method combined with the implicit CPS scheme (Figure 4(c)):

Both the generalized-ot scheme and its special case, the Newmark method, linearly interpolate the
interface force F; = kjpu; in the interval [t", t”“]. This interpolation is controlled by the parameter ot;:

F("™™%) = o F(t") + (1 — o) F (£ .

We chose oy = 0.5 for the generalized-o scheme. The interface force should thus be evaluated in the
middle of the time step to achieve the desired convergence. In the Newmark-f method, oy = 0, which
means that the force should be evaluated at r = t"*! to reach second-order convergence.

Repeated fixed-point iterations over the CPS scheme mean that the interface values used to compute F;

10
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approach the value of ; at time "+ (cf. . The convergence conditions are thus fulfilled for the
Newmark method and implicit coupling, but not with the simple explicit schemes (Figure 4(b)). On the
other hand, the generalized-a solutions consistently use the wrong value of u; to compute the interface
force, reducing the order of convergence to O(Ar).

Turning to Strang splitting (Figure 4(d)), we can use a similar reasoning: The interface value used
by solver S, in is evaluated in the middle of the time step [t",#""!]. For its second-order
convergence, however, the Newmark scheme requires the interface force to be given at #"*!. With o =
0.5 in the generalized-o scheme, this is no issue for $,. S; gets the interface values at the boundaries of
the smaller time interval, which perhaps makes it seem like the overall order should degrade to O(At)
again. The apparent contradiction is resolved by viewing the two half-steps of S in the interval [r +
%,t + %] as one full step, essentially making Strang splitting a variant of the CSS scheme where one
solver is shifted by %. With this, we can use the same argument for §; as for $, and thus explain the
second-order convergence of the generalized-o. method with the given parameters. We verified this line
of thought by using other values for oy without modifying o, or violating the stability conditions. With
o, < o < 0.5, the generalized-o method only achieves first-order convergence with Strang splitting
(results not shown).

5 CONCLUSION

The mass-spring oscillator example allows us to observe order degradation and loss of energy in an
illustrative, simple, yet versatile way. This makes the mass-spring oscillator a suitable test case to closely
investigate the interaction of time stepping and (black-box) coupling schemes. It is important to note that
our example considers only a few aspects of the overall coupling, while for a multiphysics simulation
one also has to consider a more complex physical model and the effect of additional components in the
toolchain.

The numerical results of show pitfalls of the classical conventional parallel and serial stag-
gered coupling schemes. The generalized-o and the Newmark-f time-stepping methods show, however,
that simple coupling schemes can yield higher order under certain conditions. In particular, this shows
that interactions between coupling schemes and time-stepping methods can become complicated and that
simple coupling schemes are not generally reliable.

The higher-order Strang splitting shows good performance in certain situations, but can also interfere
with the time integration method in other cases. For the semi-implicit Euler method, for instance, the
accuracy of the method is not fully restored although the coupling scheme has a sufficiently high conver-
gence order in theory. Waveform iterations, on the other hand, are a reliable coupling scheme to recover

second-order convergence and to conserve total energy for the mass-spring oscillator.

Waveform iterations also lend themselves to simulations employing subcycling or multirate time step-
ping — more than Strang splitting — as waveform iterations do not require an exact halving of the time
step size. We, therefore, suggest as next step to have a closer look at waveform iterations combined with
subcycling and different time scales. Fortunately, the mass-spring oscillator also allows studying such
scenarios (Figure 2(b)). The test case even enables easy construction of higher-order interpolation using
velocity u or acceleration values ii.
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