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Abstract

A three-dimensional numerical code with unstructured tetrahedral grids, the finite element flow solver (FEFLO), was

used to simulate the mean flow and the turbulence within obstacle array configurations consisting of simple cubical

elements. Model simulations were compared with observations from a hydraulic water flume at the University of

Waterloo. FEFLO was run in large eddy simulation mode, using the Smagorinsky closure model, to resolve the larger

scales of the flow field. There were four experiment test cases consisting of square and staggered arrays of cubical

obstacles with separations of 1.5 and 0.5 obstacle heights. The mean velocity profile for the incoming neutral boundary

layer was approximated by a power law, and the turbulent fluctuations in the approach flow were generated using a

Monte Carlo model. The numerical simulations were able to capture, within 40% on average, the general characteristics

of the mean flow and the turbulence, such as the strong mean wind shears and the maximum turbulence at the elevation

of the obstacles and the nearly constant mean wind and the 50% reduction in the turbulent velocity within the obstacle

canopy. As expected, the mean wind speeds were significantly decreased (by about a factor of two or three) in the array

with closer obstacle packing. It was found that, a ‘‘street canyon’’ effect was more obvious for the square arrays, with

higher flow speeds in between the obstacles, than for the staggered arrays.

r 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction

The transport and dispersion of toxic gases resulting

from accidental or intentional releases within an urban

area are of great concern to public health and defense

officials, since such releases pose the gravest threat to the

greatest number of people. For near-ground releases in

the near-field region, where most of the pollution would

be located between buildings, the wind flow and

dispersion are site-dependent and are highly influenced

by the details of the positions of the buildings and the

vortex systems that exist near them. In order to better

understand the transport and dispersion of pollutants in

or near an urban area, it is useful to understand the

complex flow patterns due to the interactions of the

wind with a building or with clusters of buildings. Over

the past few years, several numerical modeling studies of

this problem have been carried out by, for example,

Dawson et al. (1991), Letellier et al. (2000), Calhoun

et al. (2000), Kastner-Klein and Plate (1999), and

DeCroix et al. (2000). The objective of the current study

is to use a state-of-the-art unstructured tetrahedral grid

model, the finite element flow solver (FEFLO, see

Lohner et al., 2001), to attempt to better simulate the

flow and dispersion around building obstacles. The

accuracies of the numerical simulations are investigated
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using hydraulic water flume observations reported by

Macdonald et al. (2000).

The primary characteristics of the flow patterns

around an isolated building or obstacle include the

displacement zone at the upwind face of the obstacle,

the cavity or wake or recirculation zone in the lee

of the obstacle, and the wake zone downwind of the

cavity (Hosker, 1984; Snyder and Lawson, 1994). As

discussed by Oke (1987) and Baik and Kim (1999),

the flow patterns over groups of obstacles may be

distinguished by the amount of interaction between the

vortex system or cavity or wake that has developed

behind the upwind building obstacle and the small

vortex generated in front of the downwind obstacle. The

height and width of the obstacles and the spacing

between obstacles are crucial factors in determining the

flow pattern.

For obstacles separated by five or more obstacle

heights, H; the cavity or wake generated by the upwind

obstacle and the next downwind obstacle are minimal.

For separations of two to five H; the obstacles are closer
together so that the downwind obstacle disturbs the

wake that is in the lee of the upwind obstacle. Finally if

the obstacles are close enough and are of the same

height, the bulk of the flow will not enter the ‘‘canyon’’

between the obstacles and a stable vortex will be

established between the obstacles.

Turbulent eddies and streamlines around sharp-edged

obstacles such as buildings can introduce local varia-

tions in pollutant concentrations that may be quite

different from that estimated by simple models such as

the standard Gaussian diffusion model. Empirical

correlations suggested by Hosker (1984) and others are

only available for a limited set of simple building

geometries and wind conditions. An alternative method

for simulating the local variations around obstacles may

be provided by computational fluid dynamic (CFD)

models. For example, Dawson et al. (1991) used a three-

dimensional numerical code with k2e turbulence closure
to simulate the transport and diffusion of pollutants

over single buildings, and concluded that it is important

to account for the local flow variations within the

recirculation zone, especially when the pollutant is

released within that zone. Letellier et al. (2000) used a

CFD model (FLOW3D) to compute wind patterns and

plume trajectories within a built-up area, showing that

turbulent flow patterns and recirculation cavities created

near the buildings will have a significant effect on the

downwind transport and dispersion of hazardous

materials. Baik and Kim (1999) investigated the flow

and pollutant dispersion in urban street canyons by

using a two-dimensional numerical code with a k2e
turbulence closure scheme. For example, they demon-

strated that, as the street aspect ratio (ratio of the

building height to the width between buildings) in-

creases, instead of having a single vortex in the street

canyon, there were two or more stacked vortices of

alternating rotation.

A large number of flow and tracer experiments have

been performed in fluid modeling facilities and in the

field both for single obstacles and for groups of

obstacles. For example, Snyder and Lawson (1994)

conducted wind tunnel experiments where mean flow

patterns were observed for a set of rectangular-shaped

blocks immersed in a simulated neutral atmospheric

boundary layer. A review by Hosker (1984) was

concerned with flow and dispersion around individual

or small groups of obstacles. Experiments by Macdo-

nald et al. (1998), Macdonald (2000), Brown et al.

(2000), Smith et al. (2000), Baik et al. (2000), and

Pavageau and Schatzmann (1999) generally confirm the

importance of recirculating vortices within the obstacle

arrays or the urban canopy.

In the current paper we use the FEFLO CFD model,

described in more detail in Section 3, to examine and

attempt to explain the flow patterns observed within the

simple obstacle arrays set up in the hydraulic flume

described by Macdonald et al. (2000) and summarized in

Section 2. The mean flow speed and the turbulence

simulated by the numerical model are compared with the

experimental observations in Section 4.

2. Description of experiments in hydraulic flume

Observations from the fluid modeling facility at the

University of Waterloo (Macdonald et al., 2000) were

used to evaluate the CFD numerical model simulations.

Four types of arrays of obstacles were studied, including

simple square and staggered arrays (see Fig. 1) consist-

ing of cubes with frontal packing densities of f ¼ 0:16
and 0.44. The frontal packing density f is a dimension-

less ratio defined by

f ¼ HW=ððSx þ W ÞðSy þ W ÞÞ; ð1Þ

where the numerator is the frontal area (facing the wind)

of an individual obstacle, and the denominator is the

‘‘lot area’’ occupied by a single obstacle. H; W ; Sx; Sy

denote the height, the width, the streamwise face-to-face

spacing and the lateral face-to-face spacing of the

obstacles, respectively. Note that H ¼ W for the cubical

blocks used as obstacles in this study. Also, the arrays

were set up so that Sy ¼ Sx: The dimension of the cubes

in all the experiments was H ¼ 50mm. S is defined as

the cube center-to-center spacing and equals W þ Sy:
The f ¼ 0:16 ratio corresponds to a spacing Sy ¼ 1:5W ;
and the f ¼ 0:44 ratio corresponds to a spacing of Sy ¼
0:5W :
The flow velocities were measured using an acoustic

Doppler velocimeter (Sontek 16MHz Micro ADV,

Serial Number A217). All velocity profiles were mea-

sured half-way between two consecutive rows of
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obstacles, at five locations shown in Fig. 1c. For some of

the comparisons, the profiles were averaged in the lateral

direction by using the observations behind an obstacle

(i.e., in the wake at location 1 in Fig. 1c) and the

observations between the obstacles (i.e., in the lateral

gap at location 5 in Fig. 1c). The observations analyzed

here included the mean velocity u and the turbulent

velocities or standard deviations urms; vrms and wrms:
Each vertical profile consisted of 24 levels (z=H=0.1,

0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.1, 1.2, 1.4, 1.6,

1.8, 2.0, 2.4, 2.8, 3.2, 3.6, 4.0, 5.0, 6.0, 8.0, where

H ¼ 50mm). The four different test configurations

consisted of square arrays with f ¼ 0:16; staggered

arrays with f ¼ 0:16; square arrays with f ¼ 0:44 and

staggered arrays with f ¼ 0:44: The observations typi-

cally extended to at least 18 rows, although observations

were not made behind all rows.

The profile of mean velocity, u; observed in the

incoming (upwind) neutral boundary layer of the

hydraulic flume could be approximated by a power-

law profile:

uðzÞ
uH

¼
z

H

� �0:29
: ð2Þ

The velocity uH in the incoming flow at the height of the

cubes was held constant at 50.5mm/s. The Reynolds

number, based on the height of the obstacles, was

ReH ¼ 2:5� 103 implying that the flow was fully

turbulent, as discussed in Snyder and Castro (2002).

3. FEFLO model description

The three-dimensional numerical code used in this

study, FEFLO, is based on finite element techniques

with unstructured tetrahedral grids (Lohner et al., 2001).

These techniques are well suited to the complex

geometry of the computational domain and the obstacle
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Fig. 1. Schematic diagram of cubical obstacle arrays tested in the hydraulic flume and simulated by the numerical model: (a) square

arrays, (b) staggered arrays, (c) locations of vertical profile observations and simulations (location 1 is ‘‘in the wake’’ and location 5 is

‘‘in the gap’’).
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arrays. The time-dependent filtered Navier–Stokes

equations of continuity and momentum are solved for

an incompressible turbulent flow. A large eddy simula-

tion (LES), using the Smagorinsky closure model, is

used to resolve the larger scales of the flow field. Proper

turbulence levels are maintained in the model simula-

tions by prescribing time-dependent turbulent velocities

on the upstream boundary that agree with the turbu-

lence observed in the hydraulic flume.

The equations solved in LES are developed by

filtering the Navier–Stokes equations to remove the

small spatial scales. The flow variables are decomposed

into large (filtered, resolved) and subgrid (residual,

unresolved) scales, respectively. Hence the instantaneous

velocity field is given by

ui ¼ %ui þ u0i;

where i ¼ 1; 2; 3 represent the x; y; and z components,

respectively. The same decomposition is employed for

the other flow variables. In LES, the amplitudes of the

high-frequency Fourier components of any flow variable

F are filtered out or substantially reduced by defining a

filtered or resolved field %F by

%Fðx; tÞ ¼
Z

Gðx � xÞF ðx; tÞ d3x; ð4Þ

where F is the unfiltered variable, G is the filtering

function with a characteristic filter scale, DF ; which will

be used later in the discussion, and the integration is

over the entire flow domain, V : For the LES, a spatial

average is employed instead of the temporal average

used in deriving the Reynolds averaged Navier–Stokes

equations.

While the Reynolds averaged Navier–Stokes equa-

tions involve a mean field that is stationary, or

slowly varying with time, and that varies smoothly

in space, the LESs involve fields that are extremely

chaotic in space and time. The filtering operator

removes only those components of turbulence having

spatial scales smaller than the averaging scale (Chen

and Jaw, 1998; Hallback et al., 1996). The accuracy

of the numerics for the solution to the linear finite

elements in the FEFLO model is second order in space

and time.

In LES, as with most types of models, the effect of the

subgrid-scale stresses must be parameterized. Because

the small-scale motion of the turbulence tends to be

fairly isotropic and universal (Tennekes and Lumley,

1994), a relatively simple model suffices, if a sufficiently

small grid D is used. In that case, an eddy viscosity

assumption can be made for modeling the subgrid

stresses in the LES, namely

Gij ¼ nt
q %ui

qxj

þ
q %uj

qxi

� �
þ
1

3
Glldij : ð5Þ

The filtered Navier–Stokes equation then reads

q %ui

qt
þ

q
qxj

ðuiujÞ ¼ �
1

r
q %pi

qxi

þ
q
qxj

ðnþ ntÞ
q %ui

qxj

þ
q %uj

qxi

� �� �
;ð6Þ

%P ¼ %p �
1

3
rGll : ð7Þ

The pressure equation is basically a Laplacian and the

system is solved with a preconditioned conjugate

gradient algorithm. For the isotropic grids, a simple

diagonal preconditioner is used.

Following Smagorinsky (1963), and based on Prand-

tl’s mixing length theory, the turbulent viscosity nt can
be written as

ntBl2
qU

qy
¼ ðCsDf Þ

2 %S1=2; ð8Þ

%S ¼
1

2

q %ui

qxj

þ
q %uj

qxi

� �
q %ui

qxi

þ
q %uj

qxi

� �
; ð9Þ

where l is the mixing length of the turbulence and U is

the component of the velocity in the primary flow

direction. Cs is Smagorinsky’s (1963) ‘‘constant’’ which is

found to range from 0.1 to 0.24, and is assumed here to

have a value of 0.17 (Arya, 1999). The mixing length l is

proportional to the filter width Df ; which is calculated

from the local element size. The average side length of the

edges surrounding a point is used for l. There is no special

treatment for locations near rooftops or walls, since the

element size is usually much smaller along obstacles.

4. Comparisons of numerical simulations with

observations

The numerical model predictions were compared to

the set of hydraulic flume observations. The numerical

simulations were performed at experiment scale. A

minimum averaging time of 2min was employed to

insure stable results for the mean velocities and turbulent

intensities. The averaging times were similar for the

model predictions and the hydraulic flume observations.

Two types of vertical profiles are used in the

comparisons in this section. One type of profile is a

single profile taken at a specific measurement location,

usually behind one obstacle or in the gap between two

obstacles (locations 1 or 5 in Fig. 1c). The other type of

profile is a laterally averaged profile that is calculated as

the average of the two single profiles described in the

previous sentence, and is useful for example to estimate

the average transport and dispersion. Taking advantage

of the symmetry of the array, the vertical profiles were

spatially averaged in the y-direction, using the equation

uðzÞ ¼ ðWucðzÞ þ SyugðzÞÞ=ðW þ SyÞ; ð10Þ

where W is the width of the cube and Sy is the face-to-

face spacing between two adjacent cubes. ug is the wind
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speed in the gap and uc is the wind speed in the cavity or

wake behind the cube. This procedure is analogous to

that used by Macdonald et al. (2000) for deriving the

laterally averaged experimental wind speed profiles. For

a configuration consisting of nonuniform arrays it

would be necessary to use many more velocity profiles

to insure stable averages.

It would be desirable to compare the numerical

simulations at a given row with the observations at the

same row, where the row number refers to the number of

rows of obstacles encountered by the flow in the

downwind direction. However, the numerical simula-

tions were stopped after eight rows (due to time

constraints for the model runs), while the experiments

extended for 18 or more rows. Because observations

were not taken after each row, it was usually not

possible to compare the numerical simulations and

observations at the same row, as seen in many of the

figures in this section. In most cases, this is not a

problem, since Macdonald et al. (2000) report that, in

the water flume, the mean flow and the turbulence fields

approached equilibrium values after typically three rows

of obstacles. The same near-equilibrium is also found in

the numerical results after about three or four rows.

4.1. Specification of the incoming boundary layer

The mean velocity profile for the incoming (upwind)

neutral boundary layer was prescribed for the numerical

simulations using a power-law profile with an exponent

of 0.29. This value is similar to the fitted values in the

experiments and is typical of wind speed profiles over

urban terrain (Davenport, 1963). For all the analyses

below, the mean velocities and the turbulent standard

deviations are scaled by uH ¼ 50:5mm/s, which is the

mean velocity of the incoming boundary layer at height

H; and was used in all experiments and numerical

simulations. This scaling method is a standard proce-

dure in analysis of observations in fluid models. To

approximate the time-dependent turbulence of the

incoming (upwind) flow for input to the numerical

simulations, a time series of turbulent velocities was

generated using a Monte Carlo model. The turbulent

component, u0; of the total velocity is assumed to be the

sum of the correlated component and a random or

Monte Carlo component u00: The random component is

assumed to have a Gaussian distribution with zero mean

and variance, u2f rms; given by

u0ðtÞ ¼ u0ðt � DtÞRðtÞ þ u00; ð11Þ

u2f rms ¼ u2rms½1� R2ðDtÞ	: ð12Þ

The autocorrelation function RðDtÞ is assumed to be

given by the exponential formula

RðtÞ ¼ exp
�t

T

� �
: ð13Þ

The Lagrangian time scale, T ; of the flow is assumed to

be proportional to H :
The values of urms; vrms; and wrms observed in the

hydraulic flume in the approach flow at the entrance of

the test section were used in the above equations to

generate a realistic fluctuating time series for the turbulent

components. This time series of turbulent velocity

components was added to the mean flow at the inflow

boundary of the computational domain. If the assumed

incoming flow did not have this turbulent variability, the

CFD model would not produce and maintain sufficient

turbulent energy within the domain of the solution.

The conditions assumed in the numerical model for the

other boundaries are as follows: For bodies immersed in

the flow (walls, floors, obstacles), the normal velocity

equals 0.0 at the surface and the wind shear at the surface

is estimated from the standard logarithmic wind speed

profile. For the downwind outflow boundary, the

pressure is prescribed and the velocity is extrapolated.

For the top boundary, the pressure is prescribed and the

normal velocity may be nonzero.

4.2. Comparison of simulated and observed mean and

turbulent velocity profiles in the f ¼ 0:16 square arrays

Velocity profiles for the test case with a frontal

packing density of f ¼ 0:16 (i.e., a face-to-face spacing,

Sy; of 1:5H ¼ 1:5W between obstacles) and a square

array configuration (see Fig. 1a) were simulated by the

FEFLO model for an array with eight rows. Fig. 2

compares numerical simulations and observations for

the laterally averaged normalized mean velocity profiles

for several rows. Both the observed and simulated

laterally averaged normalized mean velocity profiles

appear to reach an equilibrium state beyond row 4, with

only slight variations with downwind distance.

As can be seen from Fig. 2, there is a difference in the

normalized mean velocity, u=uH ; of about 10% or 20%

or less among the various velocity profiles at a given

z=H: At a higher z=H of about 3 or 4, there is seen to be

a mean overprediction bias of about 10%, possibly due

to differences in the interactions of the flow with the

upper boundary in the computational domain and in the

hydraulic flume. At heights less than z=H ¼ 1; where
the mean flow speeds are low, the discrepancies between

the numerical simulations and the observations are

typically 30%. Both observations and simulations show

the greatest velocity shear near and just above the tops

of the obstacles (i.e., at z=HE1:0), with much less shear

at heights within the obstacles (i.e., at z=HE0:5).
Fig. 3 compares the mean simulated and observed

normalized velocity profiles at single locations, directly

behind a cube (i.e., in a wake or a recirculating cavity)

and behind a gap. Lower mean normalized velocities (by

about 50%) are simulated and observed in the wakes

behind the cubes than in the gaps, as expected from

S.R. Hanna et al. / Atmospheric Environment 36 (2002) 5067–5079 5071



0

1

2

3

4

5

6

0 0.5 1 1.5

u/ uH

z/
H

S im ulation : R ow 2

Sim ulation : R ow 4

Sim ulation : R ow 7

Obser ved :  R ow 4

Obser ved :  R ow 9

Obser ved :  R ow 18

Fig. 2. Comparison of laterally averaged mean velocity profiles for a square array configuration with frontal packing density, f ; of
0.16: numerical simulation (lines) and observed (symbols).
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Fig. 3. Comparison of the mean velocity profiles behind a cube in the wake (circles) and in a gap (squares) for the f ¼ 0:16 square

array configuration: numerical simulation (open symbols) and observed (closed symbols).
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intuition. Negative mean velocities (i.e., upstream flow

directions) are observed at z=Ho0:8 in the wake or

recirculation zone behind the cube. This upstream flow

is also simulated by the model, although the magnitudes

of the simulated flow speeds are less. At z=H > 1:5; there
is little difference between the u=uH values behind the

cubes and in the gaps.

The nondimensional turbulent intensities, urms=uH ;
vrms=uH ; and wrms=uH are plotted versus z=H in Fig. 4,

for lateral averages. The simulated turbulence intensities

are generally less than the observed values by about

40% but still obey the hierarchy urms > vrms > wrms; in
agreement with general relations in texts such as Stull

(1997). The simulated and observed turbulence inten-

sities generally are largest at one or two z=H; and are

reduced to about 1
2

of their maximum values at

z=Ho1:0; in agreement with other field and laboratory

observations reported by Rotach (1997) and Hanna and

Britter (2002).

4.3. Comparison of simulated and observed mean and

turbulent velocity profiles in the f ¼ 0:16 staggered arrays

The previous subsection dealt with the f ¼ 0:16
square array (see Fig. 1a), whereas this subsection

presents similar results for the staggered array (see

Fig. 1b). In both cases the face-to-face obstacle spacing,

Sy; is 1:5W ¼ 1:5H: For the numerical simulations and
the observations, the mean relative velocity, u=uH ; is
found to be less at z=Ho1:0 in the staggered array

because of the reduced presence of channeled flow in

‘‘street canyons’’ between the obstacles. This effect is less

pronounced in the experiments. The laterally averaged

vertical profiles of mean relative velocity, u=uH ; suggest
larger differences in the simulated versus observed

values for the staggered array at z=Ho1; with an

underprediction by about 30–90%.

The simulated and observed individual normalized

mean velocity profiles behind a cube centerline

(wake) and behind a gap in the f ¼ 0:16 staggered

array configuration for the 7th row (simulated) and

the 9th row (observed) were also compared. For

z=Ho1:0 and within the wake region, there is good

agreement between the numerical simulations and the

observations. As in Fig. 3, negative (upstream-directed)

mean velocities are seen in the wake region. For the data

in the gap at z=Ho2; there is an underprediction by

about 30–50%.

Fig. 5 compares the simulated mean relative velocity,

u=uH ; profiles for the square and staggered array

configuration behind a cube centerline (wake) and in

the gap for the 7th row of an f ¼ 0:16 array. As

mentioned earlier, since the cubes are not aligned right

behind each other in the staggered array configuration,

there is a sheltering effect that causes the ‘‘gap’’

velocities at z=Ho1 to be less (by about 50% or more)

for the staggered array than for the square array. The

flow in the gaps in the square arrays tends to be

relatively unimpeded in the longitudinally oriented

‘‘street canyons’’ between the cubes.
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Fig. 4. Comparison of laterally averaged vertical profiles for turbulent intensities of the f ¼ 0:16 square array configuration: numerical
simulation (open symbols with line) behind the 7th row and observed (closed symbols) behind the 18th row.
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Fig. 6 shows model-simulated and observed laterally

averaged turbulent intensities for the staggered array

configuration. In general, there is an underprediction of

about a factor of 2 at z=H ¼ 1: The largest discrepancy

between the simulations and the observations is found

for the vertical turbulent intensity, wrms=uH ; at heights
approaching zero, where the simulated vertical turbu-

lence intensity approaches zero, while the observed

0
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6

-0.5 0 0.5 1 1.5

u/uH

z/
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Square Array-Gap
Square Array-Wake
Staggered Array-Gap
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Fig. 5. Comparison of the numerically simulated mean velocity profiles behind a cube centerline or wake (circles) and behind a gap

(squares) in the 7th row of an f ¼ 0:16 array in a square (solid symbols) and staggered (open symbols) configuration.
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Fig. 6. Laterally averaged profiles for turbulent intensities of the f ¼ 0:16 staggered array configuration: numerical simulation (open

symbols with line) behind the 7th row and observed (closed symbols) behind the 18th row. The u; v; and w components are denoted by

squares, triangles, and circles, respectively.
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vertical turbulence intensity does not fall below 0.5.

These turbulence results for the staggered array can be

compared with those for a square array in Fig. 4, which

also shows underpredictions. However, as stated earlier,

it is very difficult to maintain the proper turbulence

intensities in a numerical model, and more improve-

ments are needed.

4.4. Comparison of simulated and observed mean and

turbulent velocity profiles in the f ¼ 0:44 square arrays

A similar analysis has been performed for simulated

and observed configurations with a frontal packing

density of f ¼ 0:44: This array has the obstacles

relatively close together, with face-to-face spacings, Sy;
of only 0:5W ¼ 0:5H: Experimental data were only

available for z=H > 0:6 since there was insufficient room
for the acoustic probe to descend into the narrow gaps.

As the packing density is increased from 0.16 to 0.44

(i.e., as the spacing between cubes is decreased from

1:5W to 0:5W ), the laterally averaged relative mean

wind speed, u=uH ; in the canopy (z=Ho1) is found to

decrease by about a factor of three in both the numerical

simulations and the observations. The numerical simu-

lations generally indicate a smaller wind shear at the

height of the obstacles (i.e., at z=H ¼ 1) than the

observations. For both f ¼ 0:16 and 0.44, the simulated

and observed mean velocities at z=Ho0:8 are in good

agreement (within about 10% or 20%).

Fig. 7 compares the simulated and observed laterally

averaged longitudinal turbulent intensity, urms=uH ; for
the f ¼ 0:16 and 0:44 square array configurations. It is

seen that, at z=Ho1 (within the canopy), as the packing

density increases from f ¼ 0:16 to 0:44; the longitudinal
turbulent intensity decreases by about 30% or 40%, for

both the numerical simulations and the observations.

However, it should be noted that the normalizing

velocity, uH ; does not change from the f ¼ 0:16 to the

f ¼ 0:44 arrays and is 50mm/s in both arrays. This

decrease of turbulence intensity as f increases may not

occur if the local wind speed were used as the normal-

izing velocity for the turbulence intensity rather than the

inflow value of uH : Furthermore, the square and circle

symbols in Fig. 7 show that the model simulations of

urms=uH are about 20–40% less than the observations for

both arrays.

4.5. Comparison of simulated and observed mean and

turbulent velocity profiles in the f ¼ 0:44 staggered arrays

Fig. 8 compares the simulated mean relative velocity

profiles in a wake and in a gap in the 7th row of

the f ¼ 0:44 array (with face-to-face spacing, Sy; of

0:5W ) for the square and staggered array configura-

tions. The lateral variability of the mean velocity

profiles is slightly reduced for the staggered array

configuration. This behavior was also shown in Fig. 9

for the f ¼ 0:16 array configuration and is probably due
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Fig. 7. Comparison of laterally averaged vertical profiles for longitudinal turbulent intensity: numerical simulation (open symbols with

line) and observed (closed symbols) for the f ¼ 0:16 (circles) and f ¼ 0:44 (squares) square array configurations.
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to the fact that longitudinally oriented ‘‘street canyons’’

appear in the square arrays but not as much in the

staggered arrays. Note that at z=H > 1; there is little

difference in the simulated mean relative velocities in the

gap and wake positions for either the square or

staggered array.

The simulated and observed laterally averaged mean

relative velocity profiles were compared for the f ¼ 0:16
and 0:44 staggered array configurations. As for the

square array configurations, when the packing density is

increased from f ¼ 0:16 to 0:44; the mean relative wind

speed in the canopy is decreased by over 50%. The mean

relative velocities tend to be underpredicted by about

20–40% at z=Ho2:
The simulated laterally averaged longitudinal turbu-

lent intensity, urms=uH ; is compared with observations in

Fig. 9 for the f ¼ 0:16 and 0:44 staggered array

configurations. The longitudinal turbulent intensities

for the f ¼ 0:16 and 0:44 staggered arrays are similar in

magnitude to their counterparts for the square arrays

shown in Fig. 7, with the exception that, at z=HE1:5;
the turbulent intensities for the staggered arrays are

about 30% or 40% larger than those for the square

arrays. This difference could be attributed to the effects

of the increased obstructions of the obstacles in the

staggered array configuration. In Fig. 9, the numerical

simulation underpredicts by about 10–40% at z=H > 3

and overpredicts by about 10% at z=HE1:5 for both

array configurations. At z=Ho1; the simulation tends to
underpredict by about 10–50% for f ¼ 0:16 and there

are not enough data to form conclusions for f ¼ 0:44
(since the acoustic probe cannot be brought lower than

0:6H).

As mentioned earlier, there are differences seen in the

figures in this section in the row numbers from which the

numerical simulations and the observations are taken.

This is due to the fact that the simulations did not

proceed past row 8 and the observations were taken only

at certain rows. However, the effects of these differences

are expected to be minimal, since both the observations

and the simulations appeared to reach an equilibrium

past row 3 or 4.

5. Summary

The flow fields around four series of cubical array

configurations were studied using a three-dimensional

numerical code, FEFLO, based on finite element

techniques with unstructured tetrahedral grids. The

model was run in large eddy simulation (LES) mode

using the Smagorinsky subgrid closure model. As inputs

to the numerical simulation, a power-law profile was

assumed for the mean wind flow and turbulent fluctua-

tions were approximated using a Monte Carlo approach

at the upwind boundary. The four test cases involved

square and staggered cubical array configurations with

height H (equal to width W ) and two different face-to-

face spacings, Sy; (0:5W and 1:5W ) between obstacles.

The numerical simulations were limited to 8 rows of

obstacles due to computational constraints. The numer-

ical simulations were evaluated with a set of observa-

tions (Macdonald et al., 2000) from a hydraulic water

flume at the University of Waterloo, where the four sets

of geometrical arrangements of the cubes were the same

as those for the simulations. In both the simulations and

the observations, after about three rows, the canopy

velocity profiles adapted very quickly to a near-

equilibrium state.

It was seen that model-simulated laterally averaged

relative mean velocity, u=uH ; profiles generally agree

with the hydraulic flume observations within about

+40%. The numerical simulations were able to

satisfactorily simulate the main characteristics of the

observations, such as the large shear in the mean wind

speeds and the maximum in the turbulence at the top of

the obstacles (i.e., at z=HE1:0), and the relatively

constant mean wind speed and the lower turbulence

(standard deviations equal to about 1
2
of those at

z=H ¼ 1:0) within the obstacle canopy at z=HE0:5:
In the square array configuration, the wind flow at

z=Ho1:0 was in the upstream direction in the wakes

behind the obstacles, and tended to be channeled into

the gaps in the so-called ‘‘street canyon’’ between the

obstacles. In the staggered array configuration,

the channeling effect in the street canyon was reduced.

The numerical simulations were able to simulate this

behavior although there were sometimes underpredic-

tions of about 30% at z=Ho1:0: Also, the lateral

variability of the mean normalized velocity (that is, the

difference between the ‘‘wake’’ and the ‘‘gap’’ flow) was

reduced for the staggered configuration compared to the

square array configuration. The lateral variability was

strongest at the lowest heights and disappeared at z=H >
1:5: As the obstacle spacing decreased from 1:5W to

0:5W (i.e., frontal packing density increased from 0.16

to 0.44), the mean normalized wind speeds decreased by

a factor of three at z=Ho1:0; although the turbulent

velocities were little changed.

The simulated turbulent intensities showed a general

tendency towards underprediction by about 30% or

40%. However, the relative variations of turbulence

intensities with height and with array configuration were

correctly simulated by the numerical model. The

difficulties of simulating the relatively high turbulent

intensities in an atmospheric boundary layer with a

CFD model are well known, and it is felt that this model

application exercise represents a substantial improve-

ment over many prior applications.

This first series of numerical large eddy simulations

(LESs) of the flow and turbulence field has shown the

feasibility of this type of simulation in the complex
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geometry formed by a regular array of obstacles and has

allowed us to identify the areas of improvement. Our

next step will be to carry out similar comparisons but for

the numerical simulation of the dispersion of material in

the obstacle array, which is the ultimate goal of this

work. This has already started with results from the

experimental facility (Macdonald et al., 2001).
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