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Abstract To explore the capability of unstructured mesh to
simulate detonation wave propagation phenomena, numeri-
cal simulation of H2/air detonation using unstructured
mesh was conducted. The unstructured mesh has several adv-
antages such as easy mesh adaptation and flexibility to
the complicated configurations. To examine the resolution
dependency of the unstructured mesh, several simulations
varying the mesh size were conducted and compared with a
computed result using a structured mesh. The results show
that the unstructured mesh solution captures the detailed
structure of detonation wave, as well as the structured mesh
solution. To capture the detailed detonation cell structure, the
unstructured mesh simulations required at least twice, ideally
5times the resolution of structured mesh solution.

Keywords Detonation · Unstructured mesh · CFD ·
H2–air · Detailed chemical reaction model

PACS 47.40.Rs

1 Introduction

A detonation is a shock wave sustained by the energy released
by combustion. For over 120 years, various experiments and
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calculations of this phenomenon have been done because the
analysis of the nature and structure of a detonation is very sig-
nificant from the point of safety engineering. These results,
especially concerning the experimental data, are very useful
even for the current study.

Recently, detonation has been applied to the next gen-
eration engines such as pulse detonation engine (PDE) and
supersonic combustion Ram jet engine (SCRAM Jet)
[1,2]. On the other hand, a detonation of the type consid-
ered here can also be applied to some fuel–air explosives. In
order to understand the nature and structure of a detonation
under these various situations, more analysis of a detona-
tion under various circumstances is required. Especially, the
development of proper numerical analysis tools is necessary
to enhance understanding and reduce cost and risk. Numeri-
cal simulation of these flow fields is not an easy task because
the computation includes complicated combustion kinetics,
diffusion processes, and huge energy releases into the field
and requires considerably more nodal points compared to
inert compressible flow computations. The first numerical
simulation of the detonation wave was performed by Taki
and Fujiwara [3] for 2D detonation in oxyhydrogen mixture
diluted by argon. Since then, the recent progress in both com-
putational methods and available computer facilities makes
the computation with detailed reaction models possible. Oran
et al. [4] simulated reflected shock tube experiments in the
weak and strong ignition regime in hydrogen–oxygen–argon
mixtures using detailed 1D calculations in 1982 and per-
formed 2D detonation simulations using detailed reaction
models in 1998 [5]. MacCormack et al. [6] implemented the
fully implicit, finite volume algorithm for 2D axisymmetric
flows to a detailed H2–air reaction for supersonic combustion
phenomena in 1992. Tsuboi et al. [7,8] simulated 3D H2–air
detonation propagation in rectangular tube. They have also
performed spin detonation propagation in rectangular tube
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and circular tube [9–12]. However those simulations are still
limited to smaller spatial domains.

Currently, most of these computations have been con-
ducted on structured and Cartesian meshes. The reason is
that the analysis of the detonation phenomena requires higher
order accuracy especially for capturing the detonation cell
structures. Yang et al. [13] and Harris et al. [14] performed
the numerical simulation for pulse detonation engine (PDE)
using unstructured mesh. However, such a computation of
estimating PDE’s performance does not required very fine
resolution like capturing the detonation cell structures. To
the authors’ knowledge the number of computations of cap-
turing the detonation cell structure using unstructured mesh
for is relatively small. However, unstructured mesh has the
advantages of facilitating mesh refinement and flexibility for
complicated configurations. Effective use of mesh refine-
ment/coarsement can reduce the total CPU cost comparing
with the uniform fine mesh. The coding of AMR to unstruc-
tured mesh is relatively easier than that of the Cartesian mesh.
Several numerical simulations using unstructured mesh have
been reported such advantages [15–17]. Besides, the less
accuracy of unstructured mesh has been improving thanks to
the tremendous efforts of lots of researchers in aerodynam-
ics field [18,19]. Considering the future engineering require-
ment, establishment of numerical simulation on unstructured
mesh will be useful for the future detonation research.

The motivation for this study is to construct a numeri-
cal investigation using unstructured meshes and to explore
the capability of unstructured mesh approach for a numeri-
cal simulation of detonation wave phenomena. A mesh res-
olution study was conducted and the computed results are
compared with corresponding structured mesh results and
discussed with its verification and capability.

2 Reaction model and flow solver

2.1 Chemical reaction model and governing equations

The governing equations can be written as follows
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where ρ is density, u, v, and w are velocities in the x, y, and
z directions, e is total energy, ρl is density of lth species, and
P is pressure.

The total energy is defined as follows

e =
Ns∑
s=l

ρshs − p + ρ

2

(
u2 + v2 + w2

)
(3)

where Ns is total number of species. The thermal equation of
state for a perfect gas is given by P = ∑Ns

s=l ρs Rs T , where
Rs denotes the gas constant for each species. The specific heat
at constant pressure for each species, C ps, which is used to
evaluate the total energy through the specific enthalpy

hs = h0
s +

T∫

Tref

C psdT (4)

is given as

C ps = R

Ms

(
a1,s + a2,s T + a3,s T 2 + a4,s T 3 + a5,s T 4

)
(5)

The coefficients in (5) are obtained from the data in the
JANAF tables [20].

In this study, the Petersen and Hanson model (PH model)
is used for chemical kinetics that consists of 9 species
(H2, O2, H, O, OH, HO2, H2O2, H2O, and N2) and 18 ele-
mentary reactions. The data for the chemical reaction was
taken from the paper of Petersen and Hanson [21], and is
reproduced in detail in Appendix. This model was proposed
by Petersen and Hanson as a new detailed chemical reac-
tion model to solve detonation problems. The model has the
feature that the pressure dependence on a forward reaction
coefficient is included in the collision reaction with a third
body. Namely, HO2 and H2O2 chemistry near the second and
third explosion limits are introduced that are necessary for
ignition at extremely high pressure but are lacking for some
finite rate chemical models currently in use. The production
rate of each chemical species, ω̇s is given by combining the
elementary chemical reactions in the kinetic model as follows
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(6)

where Ms denotes the molecular weight of species s, Cs

denotes the mole fraction, α is a third body coefficient, and
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γ ′′
js and γ ′

js are the stoichiometric coefficients. K f and Kb

are the forward and backward rate constants derived from an
Arrhenius form as follows

K (T ) = A exp(−E/RT ) (7)

The governing equations are the Euler equations and
solved by an explicit method. The three stage Runge–
Kutta method is used for temporal accuracy for 3.0 and
5.0 µm meshes. We tested temporal first-order and third-
order Runge–Kutta for 2.5 micron mesh. There were almost
no differences between these two computed results because
of highly fine mesh resolution. So the temporal accuracy for
2.5 µm and finer resolution is temporal first-order scheme
to save CPU time. As an approximate Rieman solver, the
HLLC scheme is employed. High-order flux reconstruction
is carried out via a MUSCL scheme. The source term of
the chemical reaction was treated in a linearly point-implicit
manner.

2.2 3D flow solver

The chemical reaction model described above was imple-
mented into our in-house code, FEFLO, a general-purpose
CFD code based on the following general principles

– Use of unstructured grids (automatic grid generation and
mesh refinement);

– Finite element discretization of space;
– Separate flow modules for compressible and incompress-

ible flows;
– ALE formulation for body fitted moving grids;
– Embedded formulation for complex/dirty geometries;
– Edge-based data structures for speed;
– Optimal data structures for different supercomputer archi-

tectures;
– Bottom-up coding from the subroutine level to assure an

open-ended,

The code has a long history of relevant applications
[22–30]. Over the last 3 years, FEFLO has been ported to both
shared memory [31–33] and distributed memory [24,34], and
[35] machines.

The spatial approximation is accomplished via the
Galerkin weighted residual method. The unknown vector u
is approximated by a set of shape-functions

u ≈ N i uh
i (8)

where N i denotes the shape function associated with node i
and uh

i the numerical value of u at node i. Weighing (8) with

the available set of shape-function N i leads to
∫

�
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In order to simplify the algebra (and CPU) involved, one
may use, without noticeable deterioration of results
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Obviously, integration by parts is possible for (12). For
linear elements, one can show that this is equivalent to a
finite volume method. All appearing integrals are evaluated
using the element subdomain paradigm
∫

�
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∑
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·· (13)

For linear elements, it is advantageous to convert the
element-based evaluations of (12) into an edge-based loop
of the form:

r j = di j
k

(
Fk

j + Fk
i

)
(14)

where di j
k contains all the geometric parameters associated

with the elements surrounding the edge i, j and the dimen-
sion k. The inner product over the dimensions k may be writ-
ten in compact form as

r i = Di j Fi j = Di j (
fi + f j

)
(15)

where the fi are the ‘fluxes along edges’, obtained from the
scalar product

fi = Si j
k Fk

i , Si j
k = di j

k

Di j
, Di j =

√
di j

k di j
k (16)

For the standard Galerkin approximation we have

Fi j = fi + f j (17)

Comparing this expression to a 1D analysis, we see that it
corresponds to a central difference approximation of the first-
order derivative fluxes. This flux is replaced by the consistent
numerical flux described in the previous section.

The extrapolation to neighboring values required for limit-
ing is accomplished by evaluating the gradients at the
nodes [36].
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3 Computational conditions and meshes

3.1 Computational conditions

The computations modeled a detonation propagating in a
stoichiometric H2–O2 gas, diluted with N2. The mole con-
centration ratio of the H2/O2/N2 gas mixture was 2:1:3.76,
initial pressure was 1 atm, and temperature was 300 K. At
first, the 1D detonation wave was initiated and allowed to
propagate until it reached CJ velocity. Then the 1D computed
result was placed on a 2D grid with a sheet of unburned gas
mixture behind the detonation front and also let propagate
until it formed the cell structures [37]. The tube width of all
computations in this study is 1 mm.

To compare the computed results for a resolution study,
the numerical simulation using structured mesh was also con-
ducted. The governing equations are same as the computa-
tion using unstructured mesh. A second-order Harten–Yee
non-MUSCL type TVD scheme is used for the numerical flux
in the convective terms [38]. The averaged state on a com-
putational cell boundary is given by the generalized Roe’s
average [39] to evaluate the numerical flux in the convec-
tive terms. The chemical reaction model is the Petersen and
Hanson model that is same as the computation of unstruc-
tured mesh.

3.2 Computational meshes

Powers et al. [40,41] reported the guidelines concerning with
the resolution requirement in complex chemistry simula-
tions. Reference [40] mentioned that the element size of
0.1µm is required as the finest length scales for the CJ H2–air
detonation wave at 1 atm and 298 K. This length is roughly
three orders of magnitude finer than the induction zone thick-
ness. However, it is very difficult to apply this scale to 2D
simulations under current computational sources. Consider-
ing the available computational sources and employing the
Euler equations, we applied 5 µm element size for struc-
tured mesh in this study. The mesh size of 5 µm gives a
resolution of 32 nodal points in the theoretical half reac-
tion length [42] which equals 160 µm for H2 at atmospheric
pressure [43]. A series of unstructured mesh is prepared for
resolution study. The average element size is 1.0, 2.5, 3.0, and
5.0 µm, respectively. Each domain of the unstructured mesh
has a 2–3 element thickness. Figure 1 shows the unstructured
mesh configure used in this study. The computational meshes
are composed of all tetrahedral. To prevent less accuracy of
computation, all tetrahedral are preferred to be equilateral.
So the mesh quality was checked after generating a com-
putational mesh and re-generated if necessary. The AMR is
applied to 1.0 µm mesh. The domain range x = 0–1.5 mm has
2.0 µm resolution and the domain x = 1.5–4.0 mm has 1.0 µm
resolution. Generally, the unstructured mesh method is more

Fig. 1 Unstructured meshes. Top Average element size 5.0 µm, bottom
average element size 1.0 µm)

diffusive than the structured mesh scheme. The unstructured
mesh system required all the adjacent cell information to
obtain the gradient of physical values three dimensionally
(x , y, and the physical value) even on the 2D computation.
So the gradient on the unstructured mesh is less accuracy
especially on the region where the physical values varies
drastically comparing with the structured mesh system which
can achieve the higher accuracy one dimensionally even on
3D configuration. Some papers investigated and reported this
issue [44,45]. Considering the very strong shock phenomena
such as detonation waves, finer resolution will be required for
the unstructured mesh system. Aftosmis et al. [51] reported
that the distorted triangle mesh gives less accuracy comparing
with the equilateral triangle mesh. The distorted tetrahedral
mesh could give poor results even if using sufficiently finer
mesh.

4 Results and discussion

4.1 Chemical reaction model verification

To verify the implemented chemical reaction model, 0D
homogeneous ignition simulations were performed. Figure 2
shows the mole fraction history at 1,000 K and 1 atm. The
second explosion limit appears when temperature decreases
with pressure of 1 atm. This limit is governed by the balance
of chain branching and termination of H+O2 = OH+O and
H + O2 + M = HO2 + M. Chemical behavior in the second
explosion limit is well known by the experimental data and
most of the chemical reaction models include its limit. The
PH model implemented also shows that H and OH increase
exponentially and HO2 becomes a constant value close to
the ignition time at 2.3 × 10−4 s. Figure 3 shows the ignition
delay comparison between the CFD codes and CHEMKIN.
The chemical reaction model used in this study was Petersen
and Hanson model [21]. The ignition time in this study was
defined as the moment when the rate of temperature increase
became the maximum. The computed results by CFD codes
agreed well with the results by CHEMKIN. The computed
results between the unstructured code and the structured code
also show good agreement, so the unstructured code and the
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Fig. 2 Species mole fraction at
0D homogeneous ignition
simulations

Fig. 3 Ignition delay
comparison between CFD code
and CHEMKIN

structured code have a same accuracy for the chemical reac-
tion computation.

4.2 Instantaneous computed contours

Figures 4, 5, and 6 show the computed contours of pres-
sure, OH mass fraction, and H2 mass fraction with different
computational mesh sizes, respectively. The simulation for
average element size of 1.0 µm required about 100 h on 16
processors of SGI ALTIX 4700. On the other hand, simula-
tion for average element size of 5.0 µm required about 10 h
on the same computational source. The CFL number for all
computations is 0.9, average time step is about 7×10−10 s for
1.0 µm resolution and 3 × 10−9 s for 5.0 µm resolution. The

numerical error in species concentrations is 0.8% at maxi-
mum even for 5.0 µm resolution because the continuity equa-
tion for total density and that for species densities are solved
simultaneously.

The computed results using 1.0, 2.5, and 3µm elements
captured a triple point clearly. Especially, the computation of
1.0 and 2.5 µm element resolution captured the “keystone”
features of the detonation [46] as much as the computation
using structured mesh in Fig. 5. On the other hand, the com-
putation with average 5 µm elements managed to capture the
triple point from the pressure contours, however, the com-
puted contours of OH mass fraction and H2 mass fraction
could not capture the phenomenon clearly. This instability
is caused by the coarse mesh resolution. Many researchers
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Fig. 4 Computed pressure contours using structured mesh and
unstructured mesh with different size of average mesh elements. (aver-
age element size is 1.0, 2.5, 3.0, and 5.0 µm, respectively)

have been reported that detonation cell size is significantly
dependent on grid spacing, and poor resolution causes small
cell size [47].

4.3 Maximum pressure histories and instantaneous pressure
profiles

Figure 7 shows computed maximum pressure histories with
different size of average mesh elements. The computed res-
ults with average 1.0, 2.5, and 3µm elements show similar
results with the results for the structured mesh in Fig. 8. How-
ever the computation with average 5µm elements formed its
cell structure temporally but could not sustain the cell struc-
ture and become a plane detonation wave during its propa-
gation.

To study the effect of the mesh resolution on the maximum
pressure histories in detail, the comparison of the instanta-
neous pressure values on the upper/lower wall boundaries
was conducted. Figure 9 shows the comparison of the instan-
taneous pressure values on the upper/lower wall boundaries
between the unstructured mesh and the structured mesh at
the time which is identical to Figs. 4, 5 and 6. In Fig. 9,
(lower wall), the transverse wave captured on the 1.0 µm
unstructured mesh at x = 2.6 × 10−1 cm is slightly strong
comparing with the structured mesh computation, while the
transverse wave captured on the 3.0 µm unstructured mesh at
x = 2.6 × 10−1 cm is relatively unclear comparing with the
1.0 µm unstructured mesh result and structured mesh result.
The result on the 5.0 µm unstructured mesh is more unre-
solved especially at x = 2.6×10−1 cm. These differences of
capturing the transverse wave resulted in the different struc-
ture of shock waves around the gas pocket structures and

Fig. 5 Computed instantaneous mass fraction of OH contours with
different size of average mesh elements

Fig. 6 Computed instantaneous mass fraction of H2 contours with dif-
ferent size of average mesh elements

caused the different shape of the gas pocket shape as shown
in Figs. 5 and 6. The pressure values of the detonation front
on the lower and upper walls are well agreed between the
1.0 µm unstructured and the structured mesh results as shown
in Fig. 9. The pressure value of the detonation front on the
lower wall boundary on 3.0 µm unstructured mesh is also
agreed with the 1.0 µm unstructured and the structured mesh
results, however, the pressure values around the transverse
wave at x = 2.6 × 10−1 cm on the lower wall is relatively
unresolved as described above. Figure 10 shows the time to
pressure history on the lower boundary of the computational
domain. The pressure peak values and the pressure peak inter-
vals are well agreed between the 1.0 µm unstructured and the
structured mesh results.
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Fig. 7 Computed maximum pressure histories with different size of average mesh elements. (The average element size is 1.0, 2.5, 3.0, and 5.0 µm,
respectively. Plot range: 30–70 atm)

Fig. 8 Computed maximum pressure history for structured mesh (range 30–70 atm)

Fig. 9 Comparison of
instantaneous pressure values on
upper/lower wall boundary
between the unstructured mesh
and the structured mesh
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Fig. 10 Comparison of
pressure histories on wall
boundary between the 1.0 µm
unstructured mesh and the
structured mesh

Fig. 11 Comparison of
computed instantaneous
pressure contours between
unstructured mesh and
structured mesh

4.4 Keystone and unburned gas pocket

The formation of unburned pocket behind the detonation
front has been numerically studied by Oran et al. [5,48].
Gamezo et al. [49] reported that unburned pockets are com-
monly observed. A recent advanced experimental technique
such as the method of planar laser induced predissociated
fluorescence (LIPF) has enabled Pintgen et al. [46] to visual-
ize the OH concentration behind the detonation front. They
obtained images of the creation of a keystone-shaped region

behind the detonation front, and they also showed that no
unburned pockets could be observed. The effect of the mesh
resolution on the unburned gas pocket depends not only on
the resolution around the detonation front but also on the res-
olution around the shear layer behind the detonation front.
We discussed the resolution around the shear layer on the
next section.

Figures 11, 12, and 13 show the comparisons of computed
instantaneous contours using the structured mesh and the uns-
tructured meshes. The average element size of unstructured
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Fig. 12 Comparison of
computed instantaneous OH
mass fraction contours between
unstructured mesh and
structured mesh

Fig. 13 Comparison of
computed instantaneous H2
mass fraction contours between
unstructured mesh and
structured mesh

Fig. 14 Comparison of
computed instantaneous
temperature and density
contours between unstructured
mesh and structured mesh

mesh is 1.0 µm and that of structured mesh is 5 µm. The com-
puted results using unstructured mesh and structured mesh
show the “keystone” feature and unburned gas pocket behind
the detonation front as shown in Figs. 12 and 13, respectively.
The unstructured mesh results using 2.5 µm element size and
more could not capture the vortices behind the mach stem.
The average element size of 1.0 µm could manage to capture
them like 5 µm structured mesh did.

4.5 Shear layer

To study the effect of the mesh resolution of the unstructured
mesh on the unburned gas pocket, the comparison of the shear
layer behind the detonation front was conducted as shown in

Fig. 14.The comparison of the ignition delay time shows that
the unstructured code and the structured code have almost
same accuracy of the chemical reaction as shown in Fig. 3.
So the difference of the unburned gas pocket shape might
be caused by the resolution for the fluid phenomena such as
shock wave structure and shear layer. Figure 14 shows the
enlarged view of temperature and density contours at the time
which is identical to Figs. 4, 5 and 6. The shear layer around
the key stone features on the unstructured mesh is slightly
unclear comparing with the structured mesh system even on
1.0 µm mesh resolution as shown clearer in the temperature
contours of Fig. 14. Considering these shear layer compari-
son and the comparison of the instantaneous pressure values
in Fig. 9, this less accuracy of capturing the detailed shock
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Fig. 15 Comparison of
instantaneous detonation wave
velocity between unstructured
mesh result and structured mesh
result at each time

structure around the transverse wave could also cause the dif-
ference of the shock structure around the key stone features
and result in the gas pocket shape difference between the two
mesh systems.

4.6 Detonation velocity

The detonation velocity was calculated in order to confirm
the C–J velocity in the simulation. Figure 15 shows the his-
tory of the instantaneous detonation velocity of the computa-
tion using 1.0 µm unstructured mesh and 5.0 µm structured
mesh. In both computations, the detonation velocity varies
at 0.8–1.4 D/D_CJ and shows similar variation.

Thus far we can simulate the detonation cell structure such
as triple point and keystone feature by using unstructured
mesh.

4.7 Advantage of the unstructured mesh system

Obviously the structured mesh system has an advantage of
spacious and temporal accuracy for simple domains such
as straight tube/cylinder and so on. However, the unstruc-
tured mesh system has an advantage of the easy applica-
tion of AMR [15] because the unstructured mesh system
allows adding/removing nodal points without modifying the
code drastically. It can make the computation of spherical
detonation or bent tube propagation. The numerical sim-
ulation of spherical detonation, for example, requires tre-
mendous nodal points as reported by Watt et al. [50]. They
mentioned the computation using sufficiently high resolu-
tion of structured mesh to obtain reliable results for spher-
ical detonation would be almost impossible even for 2D

computation. The unstructured mesh system with AMR can
be a powerful tool for this kind of problems. The prob-
lem of less accuracy of the unstructured mesh system has
been improved by various approaches such as discontinuous
Galerkin method. Applying such a higher order scheme for
the unstructured mesh system will make it practical to the
application to the numerical simulation of detonation wave
structure in complicated configures or expanding detonation
waves.

5 Conclusions

Numerical simulation of H2/air detonation using unstruc-
tured mesh was conducted. To examine the resolution depen-
dency of the unstructured mesh, several different mesh size
simulations were conducted and compared with the results
from the structured mesh simulation.

The results show that unstructured mesh simulation con-
ducted with the identical mesh resolution of structured mesh
study, could not capture the detailed detonation cell struc-
ture. However, unstructured mesh with about twice the res-
olution could capture the detailed features of the detonation
wave, such as the triple point and the keystone feature. How-
ever, to capture the vortices behind the Mach stem, unstruc-
tured mesh required about five times resolution. The mesh
quality is also very important factor for the unstructured
system.

We conclude that the numerical simulation using unstruc-
tured mesh could obtain physically meaningful results using
at least twice the resolution, ideally five times the resolution
of the structured mesh resolution.
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Appendix

No. Reaction A n E Comments
1. O + H2 5.00 × 104 2.70 6, 290

= H + OH
2. H + O2 + M 2.80 × 1018 −0.90 0 c

= HO2 + M
3. H + O2 + O2 3.00 × 1020 −1.70 0

= HO2 + O2
4. H + O2 + H2O 9.38 × 1018 −0.80 0

= HO2 + H2O
5. H + O2 + N2 2.60 × 1019 −1.20 0

= HO2 + N2
6. H + O2 8.30 × 1013 0.00 14, 413

= O + OH
7. H + HO2 2.80 × 1013 0.00 1, 068

= O2 + H2
8. H + HO2 1.34 × 1014 0.00 635

= OH + OH
9. H + H2O2 1.21 × 107 2.00 5, 200

= HO2 + H2
10. OH + H2 2.16 × 108 1.50 3, 430

= H2O + H
11. OH + OH + M 7.40 × 1013 −0.40 0 kin f , d,e

= H2O2 + M 2.30 × 1018 −0.90 −1,700 k0
12. OH + HO2 2.90 × 1013 0.00 −500

= O2 + H2O
13. OH + H2O2 1.75 × 1012 0.00 320 ka , f

= HO2 + H2O 5.80 × 1014 0.00 9,560 kb, f
14. HO2 + HO2 1.30 × 1011 0.00 −1,630 kc, g

= O2 + H2O2 4.20 × 1014 0.00 12,000 kd , g
15. O + O + M 1.20 × 1017 −1.00 0 h

= O2 + M
16. O + H + M 5.00 × 1017 −1.00 0 d

= OH + M
17. H + OH + M 2.20 × 1022 −2.00 0 i

= H2O + M
18. H + H + M 1.00 × 1018 −1.00 0 j

= H2 + M

a. All reactions are reversible.
b. k(T ) = AT n exp(−E/RT ) : units are in cal. mol, cm3,

and s.
c. M does not include O2, H2O, or N2; all collision effi-

ciencies=1, 0
d. Collision efficiencies for M; N2 = 1.0, H2 = 2.0,

H2O = 6.0, and Ar = 0.70, all others = 1.0
e. kin f = k∞[Pr/(1 + Pr )]F, Pr = k0[M]

k∞ , The factor
F is prescribed by the method of Troe, ln F ={

1 +
[

ln Pr +c
n−d(ln Pr +c)

]2
}−1

ln Fc, where c = −0.4−0.67

ln(Fc), n = 0.75−1.27 ln(Fc), d = 0.14, and The Troe
centering parameter, Fc is, Fc = (1−a) exp(−T/T ∗∗∗)+
a exp(−T/T ∗) + exp(−T ∗∗/T ) where a = 0.7346,

T ∗∗∗ = 94, T ∗ = 1, 756, T ∗∗ = 5, 182
f. Rate coefficient is non-Arrhenius; k13 = ka + kb

g. Rate coefficient is non-Arrhenius; k14 = kc + kd

h. Collision efficiencies for M; N2 = 1.0, H2 = 2.4, H2O =
15.4, and Ar = 0.83, all others = 1.0

i. Collision efficiencies for M; N2 = 1.0, H2 = 0.73,

H2O = 3.65, and Ar = 0.38, all others = 1.0
j. Collision efficiencies for M; N2 = 1.0, H2 = 1.7, H2O =

7.0, and Ar = 0.63, all others = 1.0
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