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ABSTRACT 

This paper describes two indoor shelter models – an analytical model and a Computational Fluid 

Dynamics (CFD) model - that can be used to predict the level of infiltration of carbon dioxide (CO2) 

into a building following a release from an onshore CO2 pipeline. The motivation behind the 

development of these models was to demonstrate that the effects of shelter should be considered as part 

of a Quantitative Risk Assessment (QRA) for CO2 pipeline infrastructure and to provide a methodology 

for considering the impact of a CO2 release on building occupants.A key component in the consequence 

modelling of a release from a CO2 pipeline is an infiltration model for CO2 into buildings which can 

describe the impact on people inside buildings during a release event.  

This paper describes the development of an analytical shelter model and a CFD model which are capable 

of predicting the change in internal concentration, temperature and toxic load within a single roomed 

building that is totally engulfed by a transient cloud of gaseous CO2. Application of the models is 

demonstrated by comparison with experimental measurements of CO2 accumulation in a building placed 

in the path of a drifting cloud of CO2. The analytical and CFD models are shown to make good 

predictions of the average change in internal concentration. Furthermore, it is demonstrated that the 

effects of shelter should be taken into account when conducting QRA assessments on CO2 pipelines. 
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1. INTRODUCTION 

The development and deployment of Carbon Capture and Storage (CCS) technologies have been 

recognised and accepted as one of the strategies that can be employed to reduce carbon dioxide (CO2) 

emissions from fossil fuel fired processes such as coal and gas-fired power stations as well as industrial 

processes (such as steel making, fertiliser production and plastics manufacture). The International Energy 

Agency (IEA) has predicted that CCS strategies could enable the reduction of CO2 emissions by 14 % 

by 2050 [1]. In a CCS scheme, CO2 is captured at a large stationary source and transported to a secure 

geological storage site either onshore or offshore. The selection of the mode of transportation for the CO2 

is largely determined by the location of the capture plant and the storage sites (i.e. either onshore or 

offshore), the relative distance between the two and the quantities of CO2 to be transported. For onshore 

transportation, and for shorter distances offshore, pipelines are regarded as the most efficient and 

economical method for transporting CO2 from the capture facilities to destination storage sites [2]. 

In order to design and route onshore pipelines safely, it is important to be able to assess the risk to the 

public in an unlikely event of a pipeline failure. This requires the development of appropriate Quantitative 

Risk Assessment (QRA) procedures. A consistent level of safety is achieved along the pipeline route by 

defining safety distances around the pipeline based on the nature of the hazard. For natural gas pipelines, 

the safety distances are defined based on thermal hazards and the methodologies for conducting a QRA 

are well established. However, for CO2 pipelines, the hazard is toxic and therefore the safety distances 

need to be defined based on toxic loads rather than thermal loads. 

CO2 is an asphyxiant in high concentrations but, in addition, has toxic effects above ~4 % by volume [2] 

(see [3] for a toxicological risk assessment review). Consequently, a rupture of a pipeline carrying CO2 

could have severe consequences on the surrounding population if the risk is not managed appropriately. 

Due to the high density of CO2 in comparison with air, and depending on the specific environmental 

conditions at the time of the release, a significantly sized CO2 cloud could potentially be produced at 

ground level, thus increasing the probability that people could be affected by harmful concentrations.  

In the event of a CO2 release, in addition to the people within buildings at the time of the release, people 

in the vicinity of the release may attempt to move away from the CO2 cloud generated, to seek shelter in 

nearby buildings. If the CO2 plume begins to enter the building through open windows, doors or via the 

adventitious openings characteristic of all buildings, the changing concentration of CO2 within the 

building is of critical importance to the safety of the people inside. If the release was constant and 

continuous, the concentration inside the building would eventually increase to match that of the external 
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atmosphere. However, in the case of a decaying, transient release, such as could occur with a large 

pipeline rupture, the release rate decreases due to the reducing pressure and/or the closure of an isolation 

valve. Consequently the maximum concentration experienced indoors will be limited as a result of the 

effects of the decaying nature of the release. It is possible to simply analyse transient releases by using a 

representative steady state release rate, i.e. using a release rate at a specified period of time after the 

release has occurred. However, the selection of an appropriate release rate is at the discretion of the 

modeller. The adoption of an early time as a cautious approach (e.g. the rate at 30 seconds after the 

release) could result in an underestimate of risks close to the pipeline and an overestimate of the risk 

further away. Therefore it is more appropriate when conducting a QRA to use a transient calculation of 

the release rate and the corresponding variation of concentration with time in order that the time 

dependency of the concentration inside the building can be calculated. 

The time required for the CO2 concentration to increase to harmful levels within the building could 

provide individuals taking shelter inside with additional time before a critical dose was received, 

increasing the chance of survival. It is therefore considered that the effects of shelter should be considered 

as part of a QRA for CO2 pipeline infrastructure. However, in order to be able to do this, appropriate 

shelter models need to be developed that can be used to predict the effect of CO2 exposure on building 

occupants during a release from an onshore CO2 pipeline. For this application, the shelter model needs 

to be able to take input data from dispersion models on external CO2 concentrations and temperature 

changes with time after a pipeline release event (for examples see [4-6]) and determine the changes in 

internal CO2 concentration and ambient temperature as the transient CO2 cloud engulfs and passes by a 

building. Furthermore, to find application in a QRA, such a shelter model must be computationally 

efficient, but produce sufficiently accurate results to allow a QRA to be conducted along a whole pipeline 

route within reasonable timescales and commensurate with the level of detail available on buildings along 

the proposed pipeline route and their ventilation mechanisms.  

The primary motivation behind the study presented in this paper was to develop an analytical model that 

satisfied the above objectives, i.e. that could provide sufficiently accurate results in reasonable timescales 

and could be readily incorporated into the QRA process for onshore CO2  pipelines. A CFD model was 

also developed to provide a comparator for a range of conditions in the absence of experimental data. 

The analytical model, described in detail in Section 3, is based on principles of natural building 

ventilation [7], that have been extended to combine wind and buoyancy driven ventilation rates in the 

manner suggested by Etheridge and Sandberg [8, 9]. The CFD model, described in detail in Section 4, 

utilises the Reynolds Averaged Navier-Stokes (RANS) equations with a buoyancy corrected 𝑘 − 𝜖 

turbulence model for compressible, multi-component flow to allow the treatment of transient uniform 

inlet and transient outlet boundary conditions.  

In order to test the underlying theory behind the models, experimental measurements of CO2 

accumulation in a building placed in the path of a drifting cloud of CO2 have been used as a comparison 
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with the model outputs. The details of the experimental test and the modelling parameters are presented 

in Section 5 and Section 6 respectively. The comparison between the calculated change in CO2 

concentration and temperature within the building and the experimental results is detailed in Section 7.  

2. MODELLING OF VENTILATION PROCESSES: LITERATURE REVIEW 

Building ventilation processes can be either naturally or mechanically driven. In this work the focus is 

on natural ventilation processes. Natural ventilation flows are principally driven by wind and buoyancy 

forces associated with the temperature and pressure difference between the fluid inside the building 

envelope and that of its surroundings [10]. Many models and methodologies have been published for the 

prediction of the ventilation performance of a building, primarily for the study of internal air quality as 

part of building design. Chen [11] has reviewed the most widely used approaches and has broadly 

grouped these models into seven categories; analytical models; empirical models; small-scale and full-

scale experimental models; multi-zone and zonal models; and CFD models. The empirical models 

generally use experimental or CFD model results to develop coefficients relevant to particular 

applications of the analytical model. Chen [11] concluded that both analytical and empirical models are 

powerful and effective tools for predicting ventilation performance in buildings. It has further been 

demonstrated that analytical models can be applied to the problem of estimating the change in internal 

concentration due to the ingress of an external contaminant [12]. 

CFD is increasingly finding application in the study of a wide range of environmental and atmospheric 

processes. Full scale experiments usually take measurements at a limited number of points in space. CFD 

has the added advantage of providing estimations for all the points within the domain of study. 

Computational models describing natural ventilation of the indoor environment are well documented in 

the literature (e.g. [13-15] ). One approach is to simultaneously model the Atmospheric Boundary Layer 

(ABL), wind flow and indoor fluid flow (mostly air) within the same computational domain. Utilisation 

of this method allows for a better representation of the flow field through and around openings in the 

building. However, it introduces a fairly large difference in geometrical length scales between the outdoor 

and indoor computational domains and therefore requires a large, high resolution grid [16]. There is a 

second approach, where the indoor and outdoor solution domains are decoupled. In this case, two separate 

simulations are carried out, one for the ABL wind flow and one for the indoor flow [11, 13, 17, 18]. In 

[19] van Hooff and Blocken discuss the advantages and disadvantages of these two approaches in further 

detail for flows normal and parallel to openings. In the case of the current study, where infiltration of 

CO2 into a building is the primary objective of the research, the flow field data at the inlet(s) of the 

building are taken from experimental data or the output from dispersion models. Thus the interaction 

between wind flow and the ground is already accounted for in the inlet data. 

3. DEVELOPMENT OF THE ANALYTICAL MODEL 

The analytical model is based on theory relating to the determination of the pressure differences that arise 

in a building as a result of wind effects externally and/or buoyancy effects internally. Airflow between 
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the internal and external atmospheres in the building occurs due to a pressure difference across the 

openings in the building envelope. Air will naturally flow from a region of higher pressure to a region of 

lower pressure. The pressure difference can arise as a result of wind effects externally and/or buoyancy 

effects internally. An illustration of ventilation airflow incorporating both of these effects is shown in 

Fig. 1 and Fig. 2, respectively. The theory behind the development of the analytical model is explained 

in the following sections.  

 Wind Pressure 

Wind blowing against the surfaces of a building will cause an increase in the air pressure at those surfaces 

and any openings on those surfaces (Fig. 1). Conversely, the surfaces and openings of the building 

sheltered from the wind will experience a decrease in air pressure. The change in air pressure Pwind due 

to the effect of the wind on a particular building surface is given by [8]:  

𝑃𝑤𝑖𝑛𝑑 =
1

2
𝐶𝑠𝑝𝜌𝑒𝑥𝑡𝑈𝑤𝑖𝑛𝑑

2  Equation 1 

where 𝜌𝑒𝑥𝑡 is the density of the external air, Uwind is the wind speed and 𝐶𝑠𝑝 is the surface pressure 

coefficient. The value of this coefficient depends upon the angle at which the wind impacts the surface 

and can be obtained from literature (e.g. (BS5925:1991) [7]). 

 Buoyancy Pressure 

Pressure differences due to buoyancy arise as a result of a difference in temperature between the internal 

and external environments. Due to the principle of hydrostatics, atmospheric air pressure, P, decreases 

with increasing altitude. By taking the reference pressure Pref, at the top of the building, this can be 

represented using the following equation: 

𝑃 = 𝑃𝑟𝑒𝑓 + 𝜌𝑔𝑧 Equation 2 

where 𝜌 is the air density, g is the acceleration due to gravity and z is the distance from the top of the 

building. In the analytical model, the density of air in Equation 2 is obtained using the ideal gas equation: 

𝜌 =
𝑃

𝑅𝑇
 Equation 3 

where P is the air pressure, R is the ideal gas constant and T is the air temperature. This approximation is 

considered to be valid as the analysis is conducted in the far field (i.e. at atmospheric pressure), where 

the compressibility of air is approximately equal to unity. 

If the building is open to the atmosphere and the internal atmosphere is at the same temperature as the 

external atmosphere then the internal and external pressure will be the same (assuming there is no wind) 

and will display an identical variation with height. From Equation 3, an increase in the internal air 

temperature will result in a reduction of the internal air density. As a result, the less dense air within the 

building will tend to rise. The internal air pressure is therefore increased from its initial value at the top 



6 

 

of the building and decreased from its initial value at the bottom of the building. At some point within 

the building above ground level, there exists a plane in which the internal pressure equals that of the 

external pressure. This is the neutral pressure level which is shown in Fig. 2 and its position depends on 

the magnitude of the buoyancy pressure. Since air will flow from a high pressure to low pressure region, 

any openings in the envelope of the building below the neutral pressure level will therefore draw air in 

from the outside and any openings above the neutral pressure level will push air outside which sets up an 

air flow in the building as represented graphically in Fig. 2.  

 Pressure Differences and Building Air Flow Rate 

Within the shelter model, pressure differences across the opening in the envelope of the building are 

calculated by combining the effects of wind and buoyancy. Combining Equation 1 and Equation 3 

therefore yields the following expression for the total external air pressure Pext : 

𝑃𝑒𝑥𝑡 =
1

2
𝐶𝑠𝑝𝜌𝑒𝑥𝑡𝑈𝑤𝑖𝑛𝑑

2 + 𝑃𝑟𝑒𝑓 + 𝜌𝑒𝑥𝑡𝑔𝑧 Equation 4 

Similarly, the corresponding equation for the internal air pressure on the same face at the same height, 

Pint, can be written as: 

𝑃𝑖𝑛𝑡(𝑧) = 𝑃𝑟𝑒𝑓 +  𝑃′ + 𝜌𝑖𝑛𝑡𝑔𝑧        Equation 5 

where P’ is a pressure that is determined by the location of the zero pressure level (i.e. the difference 

between the internal and external pressure at the top of the building) and mass (or volume) conservation. 

In this case it is assumed that any changes in volume of the inflow caused by, for example, changes in 

internal pressure, are negligible and therefore mass conservation can be equated to volume concentration. 

The pressure difference across an opening in the envelope of the building at a height z can therefore be 

calculated from the difference between Equation 4 and Equation 5 and is given by: 

∆𝑃(𝑧) =
1

2
𝐶𝑠𝑝𝜌𝑒𝑥𝑡𝑈𝑤𝑖𝑛𝑑

2 − 𝑃′ + 𝑔𝑧(𝜌𝑒𝑥𝑡 − 𝜌𝑖𝑛𝑡) Equation 6 

P’ can be solved by assuming continuity of volume within the building, i.e. by assuming that the airflow 

into the building (Qin) equals the airflow out of the building (Qout). The magnitude of the airflow across 

an opening at a height z can be calculated using the following equation [8, 9]: 

 

𝑄(𝑧) = 𝐶𝑑𝑊(𝑧)√
2|∆𝑃|

𝜌
 Equation 7 

where Cd is the coefficient of discharge for the particular type of opening under consideration and may 

be obtained from literature [7], 𝑊(𝑧) is the width of the opening at height z and 𝜌 is the internal or 

external air density. 

If steady state flow through the room is assumed (i.e. Qin= Qout), then: 
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∫ 𝑄𝑖𝑛

𝑧0

0

= ∫ 𝑄𝑜𝑢𝑡

ℎ

𝑧0

 Equation 8 

where h is the height of the building and zo is the height of the neutral pressure level at which it is known 

that: 

𝑃𝑖𝑛𝑡(𝑧0) = 𝑃𝑒𝑥𝑡(𝑧0) Equation 9 

For the purposes of the analytical model, Equation 8 is approximated numerically using Simpson’s Rule.  

In this section it has been shown how the rate of influx into and out of a building is dependent on the 

external and internal density of air. However, the density of air is affected by the composition of the air 

and the temperature. In order to be able to determine the effectiveness of a building in providing shelter 

in the event of a dense phase CO2 pipeline release, what needs to be considered is the effect of high 

external concentrations of CO2 and low air temperatures on the density of the air both inside and outside 

the building and to calculate the effect on the internal concentration of CO2. The incorporation of these 

effects into the analytical model is discussed in the next sections. 

 Effect of CO2 Concentration and Temperature on Air Density 

3.4.1 CO2 Concentration 

During the rupture of a dense phase CO2 pipeline, the air outside the building will contain a high external 

concentration of CO2 which changes with time as the release event evolves. As a result, the internal 

concentration of CO2 will also vary with time as more CO2 is drawn in from the outside due to the 

processes of ventilation discussed previously.  

The internal and external air densities (int and ext respectively) at any one time can be calculated by 

assuming an air/CO2 mixture which behaves as an ideal gas2:  

𝜌𝑒𝑥𝑡 =  
𝑃𝑒𝑥𝑡

𝑅
[
(1 − 𝐶𝑒𝑥𝑡)𝑚𝑎𝑖𝑟 + 𝐶𝑒𝑥𝑡𝑚𝐶𝑂2

𝑇𝑒𝑥𝑡
] Equation 10 

 

𝜌𝑖𝑛𝑡 =  
𝑃𝑖𝑛𝑡

𝑅
[
(1 − 𝐶𝑖𝑛𝑡)𝑚𝑎𝑖𝑟 + 𝐶𝑖𝑛𝑡𝑚𝐶𝑂2

𝑇𝑖𝑛𝑡
] Equation 11 

where Cext and Cint are the external and internal volume concentrations respectively of CO2, and 𝑚𝐶𝑂2
 

and mair are the molar masses of CO2 and air respectively. For the purpose of the analytical model, the 

internal and external pressures in Equation 10 and Equation 11 are assumed to be the same and equal to 

Pref.  

 
2 At atmospheric pressure both the compressibility of air and CO2 are close to unity so this is a reasonable 

assumption. 
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In the analytical model, Equation 8 is solved iteratively in order to determine the rate of air flow by 

ventilation into and out of the building at any instant in time. The air/CO2 mixture from the outside drawn 

into the building is assumed to mix perfectly with the internal air/CO2 causing the internal concentration 

of CO2 to change. The internal concentration of CO2 is calculated using the following method [20]: 

The change in volume of CO2 flowing into the building in a time period dt is: 

∆𝑉𝐶𝑂2 𝑖𝑛
= 𝑄𝑖𝑛𝐶𝑒𝑥𝑡𝑑𝑡 Equation 12 

and the change in volume of CO2 flowing out of the building over dt is: 

∆𝑉𝐶𝑂2 𝑜𝑢𝑡
= 𝑄𝑜𝑢𝑡𝐶𝑖𝑛𝑡𝑑𝑡 Equation 13 

Therefore the total change in internal CO2 concentration over dt is: 

𝑑𝐶𝑖𝑛𝑡(𝑑𝑡) =
(∆𝑉𝐶𝑂2 𝑖𝑛

− ∆𝑉𝐶𝑂2 𝑜𝑢𝑡
)

𝑉𝑏
 Equation 14 

where Vb is the total volume of the building. The total internal concentration at a time t + dt will therefore 

be: 

𝐶𝑖𝑛𝑡(𝑡 + 𝑑𝑡) = 𝐶𝑖𝑛𝑡(𝑡) + 𝑑𝐶𝑖𝑛𝑡(𝑑𝑡) Equation 15   

As a result, given a changing external concentration of CO2 with time, it is possible, using this approach 

to calculate the change in internal concentration of CO2 with time.  

The analytical model uses the same pressure equations as [21] for buoynacy and wind driven flow 

(Equation 1 and Equation 5). However, the two models differ in how they calculate the build up of 

pollutant inside the enclosures. In [21], concentration is determined using a Continuously Stirred Tank 

Reactor Model. Also, part of the venitilation calculations are not purely predictive and incorporate 

pressure test data. This method is not applicable for the case of CO2 ingress as it requires a series of 

pressure and flow measurements as calibration, which are not presently available.  

One additional effect of the release of a cloud of CO2 that is considered in the analytical model is the 

effect on the ambient temperature, which in turn will affect the density of the CO2/air mixture. 

3.4.2 Temperature Change 

Section 3.2 outlined the importance of internal and external temperature difference in establishing a 

ventilation flow rate due to buoyancy. CO2 vapour from a dense phase pipeline rupture can cool to 

temperatures of approximately -80oC due to the Joule-Thomson effect [22]. A low vapour temperature 

such as this can change the temperature of the external environment surrounding the building and 

therefore affect its density and the ventilation flow rate. Furthermore, as external air is drawn into the 

building as the event progresses, the temperature of the internal environment will also be affected. These 

considerations are taken into account in the model by considering energy conservation.  
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The change in enthalpy, H, of an ideal gas may be expressed as: 

𝑑𝐻 = 𝑀𝐶𝑝𝑑𝑇 Equation 16   

where M is the mass of the gas, Cp is the specific heat capacity (at constant pressure) and T is the 

temperature of the gas. When considering the conservation of energy for air flow into and out of the 

building, the process is under constant pressure. Therefore the change in enthalpy within the building 

over a period of time dt can be written in the following form, assuming that any inflow into the building 

due to changes in internal temperature can be ignored, 

𝑑(𝑀𝑖𝑛𝑡 𝐶𝑝𝑖𝑛𝑡
𝑇𝑖𝑛𝑡)

𝑑𝑡
=

𝑑𝑀𝑖𝑛 

𝑑𝑡
𝐶𝑝𝑖𝑛

𝑇𝑒𝑥𝑡 −
𝑑𝑀𝑜𝑢𝑡 

𝑑𝑡
. 𝐶𝑝𝑜𝑢𝑡

𝑇𝑜𝑢𝑡 Equation 17   

where Mint is the mass of air within the building, Min is the mass of air entering the building and Mout is 

the mass of air leaving the building; 𝐶𝑝𝑖𝑛𝑡
 is the specific heat capacity of the air within the building, 𝐶𝑝𝑖𝑛

 

is the specific heat capacity of the air entering the building, 𝐶𝑝𝑜𝑢𝑡
 is the specific heat capacity of the air 

leaving the building; and Tint is the temperature of the air within the building, Text is the temperature of 

the air entering the building and Tout is the temperature of the air leaving the building. Expanding 

Equation 17 gives: 

𝑑𝑀𝑖𝑛𝑡

𝑑𝑡
𝐶𝑝𝑖𝑛𝑡

𝑇𝑖𝑛𝑡 +
𝑑(𝐶𝑝𝑖𝑛𝑡

𝑇𝑖𝑛𝑡)

𝑑𝑡
𝑀𝑖𝑛𝑡 =

𝑑𝑀𝑖𝑛 

𝑑𝑡
𝐶𝑝𝑖𝑛

𝑇𝑒𝑥𝑡 −
𝑑𝑀𝑜𝑢𝑡 

𝑑𝑡
. 𝐶𝑝𝑜𝑢𝑡

𝑇𝑜𝑢𝑡 Equation 18 

Now the rate of change of mass inside the building is equal to the difference between the rate of 

change of mass entering and leaving the building, i.e.  
𝑑𝑀𝑖𝑛𝑡

𝑑𝑡
=

𝑑𝑀𝑖𝑛 

𝑑𝑡
−

𝑑𝑀𝑜𝑢𝑡 

𝑑𝑡
, and therefore, by 

rearranging terms, Equation 18 becomes: 

𝑑(𝐶𝑝𝑖𝑛𝑡
𝑇𝑖𝑛𝑡)

𝑑𝑡
𝑀𝑖𝑛𝑡 = (

𝑑𝑀𝑖𝑛 

𝑑𝑡
(𝐶𝑝𝑖𝑛𝑡

𝑇𝑒𝑥𝑡 − 𝐶𝑝𝑖𝑛𝑡
𝑇𝑖𝑛𝑡)) − (

𝑑𝑀𝑜𝑢𝑡 

𝑑𝑡
. (𝐶𝑝𝑜𝑢𝑡

𝑇𝑜𝑢𝑡 − 𝐶𝑝𝑖𝑛𝑡
𝑇𝑖𝑛𝑡)) 

 Equation 19 

If it is assumed that the air mixture inside the building is well mixed then 𝐶𝑝𝑖𝑛𝑡
= 𝐶𝑝𝑜𝑢𝑡

 and Tout  = Tint, 

and Equation 19 becomes: 

𝑑(𝐶𝑝𝑖𝑛𝑡
𝑇𝑖𝑛𝑡)

𝑑𝑡
𝑀𝑖𝑛𝑡 =  

𝑑𝑀𝑖𝑛 

𝑑𝑡
(𝐶𝑝𝑖𝑛

𝑇𝑒𝑥𝑡 − 𝐶𝑝𝑖𝑛𝑡
𝑇𝑖𝑛𝑡) Equation 20 

Now consider a mixture of CO2 and air entering the building. Assuming ideal gas behaviour the 

specific heat capacity of the mixture entering the building can be expressed as: 

𝐶𝑝𝑖𝑛𝑡
=

(𝑀𝐶𝑂2
𝐶𝑝𝐶𝑂2

) + (𝑀𝑎𝑖𝑟𝐶𝑝𝑎𝑖𝑟
)

(𝑀𝑎𝑖𝑟 + 𝑀𝐶𝑂2
)

 

Equation 21 
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For the purposes of this assessment, it is sufficiently accurate to assume that CO2 and air have similar 

molar heat capacities and therefore 𝐶𝑝𝑖𝑛𝑡
 can be considered to be constant. If it is further assumed that 

𝐶𝑝𝑖𝑛𝑡
= 𝐶𝑝𝑖𝑛

 then Equation 20 can be simplified to give: 

𝑑𝑇𝑖𝑛𝑡

𝑑𝑡
𝑀𝑖𝑛𝑡 =

𝑑𝑀𝑖𝑛 

𝑑𝑡
(𝑇𝑒𝑥𝑡 − 𝑇𝑖𝑛𝑡) Equation 22 

Mint can be calculated using: 

𝑀𝑖𝑛𝑡 = 𝜌𝑖𝑛𝑡. 𝑉𝑏 Equation 23 

where Vb  is the volume of the building and int may be calculated using Equation 11.  

Additionally the mass of air entering the building may be expressed in terms of its density and volume: 

𝑑𝑀𝑖𝑛 

𝑑𝑡
= 𝜌𝑒𝑥𝑡𝑄𝑖𝑛 Equation 24 

where ext
 is calculated using Equation 10 and Qin is the ventilation flow rate as defined in Section 3.3. 

Using this methodology, the internal temperature change can be calculated over time. 

Taking input for the concentration and temperature at the building openings (obtained from the output 

of a dispersion model or a set of experimental values), the analytical model then solves Equations 1 to 

24 to give the average concentration of CO2 and air temperature within the building at each time step 

by iterating over 𝑃′. 

4. DEVELOPMENT OF THE CFD MODEL 

To study the distribution of the CO2 stream within the building, the commercial CFD software STAR-

CCM+ was used to develop a model for the prediction of CO2  infiltration inside a partially confined 

space [23]. The development of this model is discussed in the following section.  

When CO2 is released from a pressurised pipeline, a high-speed two-phase jet may be formed. As the 

CO2 jet enters the atmosphere, it entrains ambient air into the jet stream which subsequently dilutes the 

CO2. The amount of air entrainment is determined by the turbulent motions generated by the CO2 jet. For 

the simulations in this study, the composition of the air inflow is assumed to be a multi-component gas 

mixture of air and CO2, i.e. the humidity of the air is neglected.  

Analysis of the dispersion of CO2 from release events has indicated that the maximum deviation in the 

vicinity of the point of release from ideal gas conditions is less than 3 % [24]. Consequently, the ideal 

gas law was adopted in the model for the prediction of fluid density based on temperature and pressure.  

The governing equations of the CFD model are the continuity of mass, momentum and energy, which 

are given by Equations 25 to 27 respectively, as implemented in STAR-CCM [23]: 

𝜕𝜌

𝜕𝑡
+ 𝛻 ⋅ (𝜌𝑣) = 0 Equation 25 
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𝜕(𝜌𝑣)

𝜕𝑡
+ 𝛻 ⋅ (𝜌𝑣 ⊗ 𝑣) = 𝛻 ⋅ 𝜎 + 𝑓𝑏 Equation 26 

𝜕(𝜌𝐸)

𝜕𝑡
+ 𝛻 ⋅ (𝜌𝐸𝑣) = 𝑓𝑏 ⋅ 𝑣 + 𝛻 ⋅ (𝑣 ⋅ 𝜎) − 𝛻 ⋅ 𝑞 + 𝑆𝐸 Equation 27 

Where ⊗ denotes the Kronecker product, v, ℎ, and 𝜎 are velocity, specific enthalpy and the effective 

stress tensor respectively, fb is the resultant of the body forces (such as gravity and centrifugal forces) per 

unit volume acting on the continuum, E is the total energy per unit mass, q is the heat flux and SE is an 

energy source per unit volume. 

The change in the internal concentration of CO2 within the building is modelled over the course of the 

rupture event. The air and CO2 mixture is treated as a single-phase pseudo-fluid (multi-component gas). 

The number of chemical species (in this case oxygen, nitrogen and CO2) is also conserved which can be 

expressed as: 

𝜕𝜌𝑌𝑖

𝜕𝑡
+ ∇ ∙ (𝜌𝑌𝑖𝒖) = ∇ ∙ (𝜌𝐷∇𝑌𝑖), for  𝑖 = 1, 2, 3 Equation 28 

where Y is the the species mass fraction, D is the molecular diffusion coefficient and i is the species. 

Fluid flows can be simulated using various methodologies depending on the nature of the flow problem 

and the availability of computational resources. Numerical flow simulation methods can be broadly 

categorized into Reynolds Averaged Navier–Stokes (RANS), Detached Eddy Simulation (DES), Large 

Eddy Simulation (LES) and Direct Numerical Simulation (DNS) in increasing order of accuracy. The 

RANS methodology is widely used in the calculations of unsteady ventilation cases [13-15] and has been 

proven to provide sufficient accuracy for such simulations and hence has been utilised for the CFD model 

presented in this study. The standard 𝑘 − 𝜖 turbulence model [25] was corrected to incorporate the effect 

of buoyancy driven flows with low Reynolds number. Four different variations of corrected 𝑘 − 𝜖 

turbulence models were tested against the experimental data (Section 5); the Lag Elipptic Blending (EB) 

𝑘 − 𝜖 model [26], V2F [27], EB [28] and Abe-Kondoh-Nagano (AKN) Low-Reynolds models [29, 30]. 

The Lag EB 𝑘 − 𝜖 model provided the best comparison against the experimental data and has also been 

shown to provide superior predictive capability for unsteady flows in the literature [31]. Hence this model 

was selected for the infiltration model simulations. Instantaneous values of 𝑘 and 𝜖 for the chosen model 

are obtained from the transport equation for the four variables k, ε, φ, and α are [23]: 

𝜕

𝜕𝑡
(𝜌𝑘) + 𝛻 ⋅ (𝜌𝑘𝑣̅) = 𝛻 ⋅ [(

𝜇

2
+

𝜇𝑡

𝜎𝑘
)𝛻𝑘]+𝐺𝑘 + 𝐺𝑏 + ϒ𝑀 − 𝜌(𝜀 − 𝜀0) + 𝑆𝑘 Equation 29 

𝜕

𝜕𝑡
(𝜌𝜀) + 𝛻 ⋅ (𝜌𝜀𝑣̅) = 𝛻 ⋅ [(

𝜇

2
+

𝜇𝑡

𝜎𝜀
)𝛻𝜀] +

1

𝑇𝑒
𝐶𝜀1(𝐺𝑘 + 𝐶𝜀3𝐺𝑏 +

1

𝐶𝜀1
𝐸) − 𝐶𝜀2

∗ (
𝜀

𝑇𝑒
−

𝜀0

𝑇0
) + 𝑆𝜀 Equation 30 

𝜕

𝜕𝑡
(𝜌𝜑) + 𝛻 ⋅ (𝜌𝜑𝑣̅) = 𝛻 ⋅ [(

𝜇

2
+

𝜇𝑡

𝜎𝜑
)𝛻𝜑]+𝑃𝜑 + 𝑆𝜑 Equation 31 

𝛻 ⋅ (𝐿2𝛻𝛼)= 𝛼 − 1 Equation 32 
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𝐺𝑘 = 𝜇𝑡𝑆2 −
2

3
𝜌𝑘𝛻 ⋅ v̅−

2

3
𝜇𝑡(𝛻 ⋅ v̅)2 Equation 33 

𝐺𝑏 = 𝛽
𝜇𝑡

Pr 𝑡
(𝛻𝑇̅ ⋅ g) Equation 34 

where μ is the dynamic viscosity, 𝑣̅ is the mean velocity, Cε1, Cε2*, σk, σε, and σφ are model coefficients, 

𝐺𝑘 denotes the turbulent kinetic energy production, 𝐺𝑏 is the buoyancy production term and Pr𝑡 is the 

turbulent Prandtl number. 

5. EXPERIMENTAL TEST SETUP 

The indoor shelter models developed in this study can be used to calculate the change in internal CO2 

concentration and temperature with time for a single storey, single roomed building using input data to 

describe the change in external CO2 concentration and temperature with time. The structure used was a 

metal framed building, which was situated downwind from the source of a release. The majority of the 

openings that are normally present in the building were deliberately sealed for the experiment. However, 

two openings on opposite side walls were left open to provide a path for CO2 ingress and egress from the 

building. In order to test the underlying ideas behind the models, experimental measurements of CO2 

accumulation within a building, placed in the path of the drifting cloud of CO2, have been made. The 

data was gathered during a 1/4 scaled pipeline rupture experiment conducted by DNV GL at their 

Spadeadam facility as part of the National Grid COOLTRANS research programme [32]. The 

experimental setup including is described in detail in [4, 33] and as such is only relevant parts are 

summarised here.  

The release was from a buried pipeline with external diameter 152 mm wall thickness 11 mm. The 

pipeline was buried to a depth of 300 mm as measured from the top of the pipeline to the surface. The 

pipeline was initally at a pressure 136 bara and the release took place in a preformed crater which lasted 

a duration of 450 seconds. Locations of the instrumentation that was used to record the CO2 

concentrations (sensors C1-C6) and temperatures (sensors T1-T6) at the inlet to the building, within the 

building and at the outlet of the building, are shown in Fig. 3. The concentration sensors and 

theromcouples used are identical to those used in [4, 32,, 33]. Prior to the release, the building and 

ambient temperature were roughly 277 K and the ambient pressure was approximately 1 bara. 

Measurements began being taken 30 s prior to the release. 

The building was situated 100 m downwind of the source of the release. The structure used was 

approximately 3.5 m by 3 m at the base and 3 m high and was constructed from sheet metal sides with a 

roof. The window on the upwind side was 1.04 m high by 0.24 m wide; and the window on the downwind 

side was 1.04 m high by 0.22 m wide. The height from the floor to the bottom of the windows was 1.3 

m. 

It is highlighted that the dimensions of the openings used in the experiment were designed to represent 

the situation of a building with a small number of deliberate openings. Consequently the experimental 
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setup does not represent a situation with adventitious ventilation only. The volume of the building used 

in the experiment is also much smaller than a domestic property and therefore the ventilation rate is larger 

than would be expected in a typical house. It was considered that this experimental design would allow 

internal accumulation of CO2 within the building to be measured within the timescales of the scaled 

experimental release. However, it is recognised that the internal accumulation of CO2 in the experiment 

would be much faster than would be expected within a domestic property. 

Plots of the variation of inlet concentration (as measured by the upwind sensors C1 and C2) and 

temperature (as measured by the upwind sensors T1 and T2) against time are shown in Fig. 4a and Fig. 

5a respectively. These graphs indicate that the measurements made at the upper and lower levels of the 

inlet follow the same trends and have a similar magnitude. This suggests that the average of the upper 

and lower values provides a reasonable estimate of the concentration and temperature of the air/CO2 

mixture entering the building. 

Measurements of the change of internal concentration (as measured by sensors C3 and C4) and 

temperature (as measured by sensors T3 and T4) over time were made at two different heights in the 

centre of the room and are shown in Fig. 4b and Fig. 5b respectively. Measurements of concentration and 

temperature over time were also taken at the outlet of the building (C5, C6, T5 and T6). These are 

presented in Fig. 4c and Fig. 5c. Looking at Figures 4 and 5, you can see the temperature drop as the cool 

cloud of CO2 passes and the corresponding rise in concentration. For each pair of concentration sensor 

(i.e. C1/C2, C3/C4 and C5/C6), the concentration of the sensor that is physically lower tends to show a 

slightly higher concentration value of CO2. This is because the density of CO2 is greater than air so the 

density of the CO2 cloud tends to increase with decreasing height (although it is noted this could change 

depending on the degree of turbulence present). It is highlighted that the internal concentrations (C3 and 

C4) and the concentrations at the outlet (C5 and C6) are similar suggesting that the perfect mixing 

approximation assumed in the infiltration models is reasonable.  

The temporal variations in wind speed at elevations of 5 m and 10 m above the ground, upstream of the 

release and in the vicinity of the building are presented in Fig. 6. The second concentration peak in Fig. 

4 seems to coincide with the large increase in wind speed seen around 1000 s. 

6. MODELLING ASSUMPTIONS AND COMPUTATIONAL SETUP 

Sections 3 and 4 have described the development of two models which, using input from dispersion data 

or a dispersion model, can predict the changes in internal CO2 concentration and temperature as a cloud 

of gaseous CO2 drifts past and engulfs a building. In order to validate the principles behind the models, 

a comparison has been made between the model predictions of internal CO2 concentration and 

temperature and the measurements recorded within a building during an experimental release. This 

section describes the assumptions made and computational setup used within the models to simulate the 

experimental test.  
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As two readings for CO2 concentration and temperature were measured at the inlet to the building during 

the experiment (Fig. 4a and Fig. 5a), the values of concentration and temperature used by the models 

were taken as the average of these readings at a particular time step. This data is then used as input by 

the models to calculate the quantity of CO2 entering and leaving the building and the change in internal 

temperature over time. Only the readings made at integer values of time (1 s, 2 s, 3 s etc.) were used to 

reduce the processing time.. 

For both models, the initial internal temperature in the building was assumed to be the same as the initial 

external temperature (287 K) and the initial CO2 concentration in the building was assumed to be the 

atmospheric background level of 0.039 % [34]3. The wind speed was a constant value taken to be the 

average of the experimental readings (1.17 m/s) and assumed to be incident on the opening. 

 Analytical Model  

The analytical model has been designed using the openings in a simple building as depicted in 

BS5925:1991[7] and illustrated in Fig. 1, with two openings on the front and rear walls of the building 

separated by a vertical distance. In order to represent the building used in the experiment in the analytical 

model, the single rectangular openings of the test building were replaced with two closely spaced square 

windows on the front and rear walls of the model. The windows were spaced with a vertical gap of 0.04 

m between them. In the analytical model, the windows are identically sized, unlike those in the 

experimental test case. However, the window area in the shelter model has been selected such that the 

total window area on the upwind face is identical to that of the test building.  

The concentration of CO2 within the interior is assumed to be uniform. This assumption is considered to 

be reasonable for single storey buildings in which the openings are large enough to allow a significant 

inflow of CO2. 

The front and back face pressure coefficients, Cspf and Cspb in Equation 1 and the window discharge 

coefficient Cd in Equation 7, were assumed to be 0.7, -0.25 and 0.61 respectively [7], where the 

subscripts f and b correspond to the front and back faces of the building respectively.  

 CFD Model 

A Computer Aided Design (CAD) model used for the computational domain is shown in Fig. 7. The 

CAD model was explicitly built based on the building dimesions described in Section 5 and are thus 

identical to the experimental setup. The CAD model was converted to an Initial Graphics Exchange 

Specification (IGES) format to enable import into the CFD environment. The imported CAD model was 

meshed within STAR-CCM+ using the automatic meshing facility. A polyhedral mesher was employed 

to produce a high-quality grid within the solution domain and a prism layer mesher was used to improve 

the CFD simulation in the near-wall regions. For the mesh convergence study, three different meshes 

 
3 Ten-year average of CO2 annual mean atmospheric concentration data (2005-2014) measured at Mauna Loa 

Observatory, Hawaii. 
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were generated; coarse, medium and fine mesh with 45,000, 110,000 and 300,000 number of cells 

respectively. Overall, no significant improvement was observed with the utilisation of either the fine or 

the medium mesh. Therefore the coarse mesh was chosen for the domain modelling. 

The walls, celling and floor were modelled as smooth wall boundaries where the no-slip condition is 

applied. The pressure at the oultet is assumed to be atmospheric pressure meaing that the need to specify 

the full wind profile upstream of the building is negated. The flow is incompressible and the ideal gas 

law is used to approximate the density as the compressibility of the CO2/air mixture is very close to one. 

It is assumed that there is no heat flux between the walls and the fluid. The initial turbulence, which may 

have existed within the building due to natural convection, was ignored. 

The time-step convergence study was conducted with three solutions based on the Courant–Friedrichs–

Lewy (CFL) condition [35]. For this purpose, the Convective Courant number option offered by STAR-

CCM+ was utlised. This option enables the determination of a target mean and maximum CFL number 

over the whole computational domain. Three simulations were conducted with mean CFL numbers 

corresponding to 1, 5 and 10. The results indicated that there was no signifcant difference between the 

output predictions determined using CFL numbers of 1 or 5. Hence, the simulation was set up using a 

mean CFL number of 5 with a maximum target CFL number of 10 over the whole computational domain. 

In the present work, the flow is transient but it experiences limited velocity changes over the whole 

domain. However, the use of a variable time-step ensures that the largest reasonable time-step is used at 

each iteration. These time steps are determined based on the above conducted time-step convergence 

study.  

 

 

7. RESULTS AND DISCUSSION 

In a comparison with the experimental results, the CFD model has the advantage over the analytical 

model in that, by designing the mesh appropriately, it is possible to make exact predictions at the sensor 

locations used in the experiment. By contrast, the output of the analytical model output represents the 

change in the average concentration within the building. Consequently the comparison of the model 

outputs with the experimental data are presented in two sections; comparison of the CFD output with the 

experimental data at the sensor locations (Section 7.1) and comparison of the averaged CFD results and 

experimental data at the sensor locations with the output of the analytical model (Section 7.2).  

 Predictions of CFD Model at Sensor Locations 

7.1.1 Internal CO2 concentration at Sensor Locations 

Fig. 8 shows the comparison between the experimental measurements and the CFD predictions of 

concentration for the sensors located within the centre of the building (C3 and C4). For both locations, 

the form of the experimental measurements is replicated, showing an intial peak around 500 seconds and 
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a secondary peak between 800-1000 seconds. For the sensor located at the bottom of the building (C3), 

the CFD overpredicts the concentration with a maximum offset at the peak location of 3.5 % CO2 

concentration, whilst at sensor C4 the maximum concentration is under predicted by 1.0 % CO2 

concentration with a small offset in the time taken to reach the peak concentration compared with the 

experimental measurements.  

The predictions of CO2 concentration at the outlet of the building are shown in Fig. 9. As can be seen, 

the CFD model overestimates the maximum CO2 concentrations at both sensors (C5 and C6). At C6 (the 

upper sensor) the concentration profile is overpredicted by a maximum concentration of 2.0 % CO2 

concentration at around 900 seconds. However, at C5, the whole profile shows close agreement with 

experimental data with only the peak overpredicted by a concentration of 2.6 % CO2 concentration.  

7.1.2 Internal Temperature at Sensor Locations 

Fig. 10 shows the comparison between the experimental measurements and the CFD predictions of 

temperature at sensors T3 and T4 in the centre of the building. As with the CO2 concentration predictions 

described in Section 7.1.1, the general form of the temperature profile is predicted by the CFD model at 

both temperature sensors. The model underpredicts the minimum temperature by 7.0 K at T3 and 

overpredicts the minimum temperature by 2.0 K at T4. However, after the minimum point, the deviation 

over the rest of the profile at T4 is less than 1 K. 

The predictions of temperature at the outlet of the building (T5 and T6) are shown in Fig. 11. At both 

these sensor locations, the CFD model overpredicts the minimum temperature by 7.0 K at T5 and 4.4 K 

at T6. However, after the minimum temperature location, 500 seconds after the release, the deviation is 

less than 1 K on average.  

The temperature predictions are deemed acceptable since the the focus of the work is on predicting the 

cocnetration and the associated risk. Furthermore, there is some uncertainty around the experimental 

temperature measurments as the temperature sensors used to collect the data are accurate to within 5 K 

at worst [4]. Temperature predictions of the CFD model could be improved by including the heat transfer 

between the fluid and walls and by adding a roughness value for the walls. 

 

 Predictions of Models with Averaged Data 

As detailed previously, the output from the analytical model is the average CO2 concentration and 

temperature within the building. Consequently, in order to compare the predictions of the analytical 

model with the experimental results and CFD predictions, the data at the two sensor locations C3 and C4 

and T3 and T4 have been averaged.  

 

7.2.1 Average Internal CO2 Concentration 
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A comparison between the average values of the internal CO2 concentration predicted using the analytical 

shelter model, the CFD model and the data recorded during the experimental test case is shown in Fig. 

12. From this figure it can be seen that the CFD model predicts the initial build up of CO2 within the 

builidng more accurately than the analytical model. However, the analytical model predicts the peak 

concentration within 0.1 % CO2 concentration of the experimental data wheras the CFD model is 

overpredicting the peak by 0.84 % CO2 concentration. After the peak concentration, the two models 

predict a slower decay in the CO2 concentration than observed in the experiment. It is interesting to note 

that the concentration predictions for the CFD and analytical models converge after 2500 seconds at 

1.6 % although the experimental concentration average after 1500 seconds is 0.63 %.  

7.2.2 Average Internal Temperature 

Fig. 13 shows the comparison between the average internal temperature measured within the building 

with the predictions of the CFD and analytical models. Both models follow the general form of the 

experimental data but they overpredict the minimum temperature within the building by 1.3 K for the 

analytical model and 2.5 K for the CFD model. However, all models converge after 3200 seconds to the 

background temperature of 276 K. 

 Comparison of toxic dose 

Although the comparison of internal CO2 concentration and internal temperature is informative, it is more 

revealing, from a risk perspective, to quantify and study the impact of the toxic dose the people inside 

the building will receive. The toxic dose, as formulated in Equation 35, is a cumulative quantity that 

increases over time, meaning that the duration of the exposure to CO2 is as important as the value of the 

concentration. 

𝐷 = ∫ 𝑐(𝑡)𝑛𝑑𝑡 Equation 35 

In Equation 35, c(t) is the concentration of the contaminant a person is exposed to in parts per million 

(ppm), and t is the time of the exposure. n is the toxic index which can take different values depending 

on the nature of the contaminant. For CO2 the Health and Safety Executive (HSE) specify a value of  n 

= 8 [36]. Dangerous Toxic Loads (DTL) are values of dose specified by the HSE which represent harmful 

levels of exposure to a contaminant [36]. Two dose levels are defined; Specified Level of Toxicity 

(SLOT) and Significant Likelihood of Death (SLOD). For an average population exposed to the SLOD 

dose, 50 % of people would be expected to become a fatality. For CO2, the SLOT dose is 1.5 x 1040 

ppm8min and the SLOD is 1.5 x 1041 ppm8min. There is some dispute around the values of the SLOT 

and SLOD dosages which could in fact be lower than stated here [37]. However, the values quoted here 

from [36] are used for illustration. 

In Fig. 14, the CFD  predictions and the experimentally measured CO2 concentrations at the internal 

sensors C3 and C4 have been averaged and used to calculate the toxic dose, which is then compared 
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against the internal toxic dose obtained from the analytical shelter model. It can be seen that the CFD 

model overpredicts the toxic dose throughout the simulation time. However, the analytical shelter model 

underpredicts the toxic dose received in the first 500 seconds but subsequently matches the experimental 

data closely, predicting an ultimate toxic dose of 8.3x1038 compared with 7.62x1038 calculated from the 

experimental data. It should be noted however that neither the SLOT nor the SLOD dose is reached inside 

the building during the experiment.  

The reason that the predictions of toxic load from the analytical model are closer to the experimentally 

determined values than those of the CFD model can be understood by inspection of the concentration 

charts in Fig. 12. The CFD model overpredicts the CO2 concentration for the majority of the simualation 

whereas the analytical model underpredicts the experimental data for the first 500 seconds and then 

overpredicts the data. As the toxic dose is a function of the concentration raised to the power of 8 

(Equation 35), the difference in the CFD model predictions are accumulated, whilst the differences in the 

analytical model cancel each other out to some extent. 

For comparison, the toxic dose has also been calculated using the concentrations measured at the inlet to 

the building (C1 and C2) and compared with the toxic dose calculated using the average of the internal 

sensors (C3 and C4) in Fig. 15. In this case the SLOT dose is reached at the inlet to the building after 375 

seconds although the SLOD dose is never achieved. This raises an important point with respect to the 

use of shelter models within QRA procedures. If the observed incoming dose was used to predict the 

outcome for people inside the building, then a different assessment of the consequences would have been 

achieved. It has therefore been demonstrated by the models described in this paper that, during the release 

event, the building would have provided adequate shelter4. There are therefore plausible cases in which 

the application of a shelter model would make a difference in the risk assessment outcome if the 

alternative is to use the observed external concentration at a particular location to calculate the dose. 

8. CONCLUSIONS 

This paper has described the development of two models – an analytical and a CFD model - that can be 

used to predict the change in internal CO2 concentration and temperature during an event where a single 

roomed building is totally engulfed by a dispersing cloud of gaseous CO2. The underlying principles 

behind the analytical and CFD models have been successfully tested against data collected within a 

building during an experimental release of CO2 under high ventilation rate conditions.  

The comparison of the predictions of the models with the experimental data indicates that the CFD model 

tends to overpredict the measured concentration data, which leads to an overprediction of the toxic dose 

received by an individual in a building. It is highlighted that this would be conservative in a QRA 

assessment. It is considered that the differences between the errors in the CFD predictions could have 

arisen from some of the assumptions that had to be made in the model setup due to lack of experimental 

 
4 However, it is important to note that SLOD may be reached for a longer release. 
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measurements. For example, the wind speed data was only available in the vicinity of the building at 

distances of 5 m and 10 m above the ground although the inlet to the building was 1.3 m above the 

ground.  

The analytical model was better able to predict the average change in internal concentration with time 

and therefore more accurately predicted the toxic dose in the building when compared with an average 

of the experimental data. 

It has further been demonstrated that, for the experimental case considered, the dose received by an 

individual in the building, calculated using both the analytical and the CFD models, would not reach the 

levels of toxicity calculated in the situation where the effects of shelter are not considered. It is therefore 

recommended that the effects of shelter are taken into account when conducting QRA assessments on 

CO2 pipelines.  

The models presented here could find application in allowing the effect of shelter to be considered in a 

QRA. In particular the analytical model is computationally efficient and allows results to be generated 

quickly along a proposed pipeline route. For particularly high risk areas, where it is possible to gather 

more data on the environmental conditions and the building geometry, further detailed study could be 

made using the CFD approach. 

It is highlighted that the CO2 cloud in the analysis was assumed to completely envelope the openings in 

the building and it is important that future work examines the effects of conditions in which the clouds 

only cover a fraction of the building’s openings. The introduction of partitions within the building to 

simulate different rooms and the effect of ventilation rate on the predictions are also areas of development 

for the models to extend the applicability of the approach.  
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FIGURES 

 

Fig. 1: Schematic representation of pressure differences due to wind driven effects. 

 

 

 

Fig. 2: Schematic representation of pressure differences due to buoyancy effects. 
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Fig. 3: Schematic diagram of the building and instrumentation system. The prefix ‘C’ refers to a 

concentration measurement sensor and the prefix ‘T’ refers to a temperature sensor. 
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Fig. 4(a) 

 
Fig. 4(b) 

 
Fig. 4(c) 

Fig. 4: Plot of CO2 concentration recorded at: (a) the inlet to the building (sensors C1 and C2 in 

Fig. 1), (b) the centre of the building (sensors C3 and C4 in Fig. 1) and (c) the outlet of the building 

(sensors C5 and C6 in Fig. 1). 
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Fig. 5(a) 

 
Fig. 5(b) 

 
Fig. 5(c) 

Fig. 5:  Plot of temperature recorded at: (a) the inlet to the building (sensors T1 and T2 in Fig. 1), 

(b) the centre of the building (sensors T3 and T4 in Fig. 1) and (c) the outlet of the building (sensors 

T5 and T6 in Fig. 1). 
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Fig. 6: Plot of recorded wind speed at a height of 5m and 10m above the ground upstream of the 

building. 

 

  

Fig. 7:  CAD Model and computational grid used for CFD simulations. 
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Fig. 8 (a) 

 
Fig. 8 (b) 

Fig. 8:  Comparison between experimental measurements and CFD predictions of CO2 

concentration at: (a) sensor C3 and (b) sensor C4. 
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Fig. 9(a) 

 
Fig. 9 (b) 

Fig. 9:  Comparison between experimental measurements and CFD predictions of CO2 

concentration at: (a) sensor C5 and (b) sensor C6. 
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Fig. 10 (a) 

 
Fig. 10 (b) 

Fig. 10:  Comparison between experimental measurements and CFD predictions of temperature at: 

(a) sensor T3 and (b) sensor T4. 
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Fig. 11(a) 

 
Fig. 11 (b) 

Fig. 11:  Comparison between experimental measurements and CFD predictions of temperature at: 

(a) sensor T5 and (b) sensor T6. 
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Fig. 12:  Comparison between the average of the experimental measurements and CFD predictions 

of internal CO2 concentration at sensors C3 and C4 with the analytical model predictions. 

 

  

Fig. 13:  Comparison between the average of the experimental measurements and CFD predictions 

of internal temperature at sensors T3 and T4 with the analytical model predictions. 

  



32 

 

 

Fig. 14. Comparison between the toxic dose calculated from experimental data, the predicted toxic 

dose with CFD, both averaged at the sensor locations C3 and C4, and the toxic dose profile 

obtained with analytical model. The SLOT and SLOD are also indicated. 

 

 

Fig. 15. Comparison between the toxic dose calculated from the experimental data averaged at the 

inlet sensors (C1 and C2) and the internal sensors (C3 and C4) 

 


