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Abstract 
The development of the financial system is characterized by the emergence of digital 
banking service applications that are widely circulated and can be accessed for free. 
With so many applications, users often feel confused in choosing which applications are 
safe to use. Before downloading an application on the Google Play Store, users will 
usually look at ratings and reviews first. However, the title of the best application cannot 
be pinned if only seen from the rating and number of downloads. This research was 
conducted to analyze sentiment on user reviews of digital banking service applications 
on the Google Play Store using the NBC (Naïve Bayes Classifier) method. Research 
using the NBC algorithm produced an accuracy value of 81% on the classification of 
Allo Bank reviews and 78% on the classification of Line Bank reviews. 
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1 Introduction  
Economic growth in Indonesia can be seen from the increasingly sophisticated and stable financial system. One 

of them is the banking world which has an increasing number of products offered so that people can easily transact 
from saving to investing quickly and precisely. Digital banking is a banking service where all activities are carried 
out electronically or digitally [1]. User reviews and ratings about services are found in every application on the 
Google Play Store. These reviews can be in the form of praise, suggestions, criticism, and complaints that are useful 
for prospective users of the application of one of the banks that also provide digital services, namely Allo Bank and 
Line Bank. From these criticisms or negative comments, it can have an impact on the bank's performance because if 
potential users read, they are likely to move to another better digital banking service application. Many negative 
comments on the Allo Bank and Line Bank applications that appear on the Google Play Store have yet to receive a 
significant response from the bank.  

 
Figure 1. Digital Banking Service App Star Rating Chart 

Figure 1 is a graph of the number of star ratings of two digital banking apps on the Google Play Store. Most 
people will look at the star rating before downloading an app and speculate that the best app can be seen from the 
star rating, if the star rating is above 3 then the app is declared as the best app and vice versa if the star rating is below 
3 then it is declared as a bad app. However, the title of the best application is certainly less relevant if it is only based 
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on the rating and the number of downloads. Therefore, this study aims to analyze user review comments of digital 
banking service applications Allo Bank and Line Bank using text mining and classified into two classes, namely 
positive and negative as additional variables to determine which application is the best and safe in the Google Play 
Store and can also be obtained sentiment results from each application. There are many approaches that can be used 
for sentiment analysis, one of which is NBC (Naïve Bayes Classifier). Naïve Bayes Classifier is a classifier with the 
Bayesian Theorem which has simple probabilities and has the assumption that each variable X is independent [2], 
[3]. Based on its function, Naïve Bayes algorithm has three types, namely Multinominal Naïve Bayes [4], Bernoulli 
Naïve Bayes [5], and Gaussian Naïve Bayes [6]. Many studies use the Naïve Bayes algorithm, for example, to analyze 
sentiment on news or reviews on applications, such as sentiment analysis of the Ruang Guru application on Twitter 
[7], sentiment analysis of BMKG National twitter data review [8], sentiment analysis of JD.ID online store customers 
based on emotion icon conversion [9], sentiment analysis of halodoc apps [10] and there are many other research 
studies such as those conducted [11]–[13]. Although there are many other approaches to sentiment analysis, this 
research uses the Naïve Bayes algorithm because it is a simple model that can compete with other algorithmic models, 
while working well for text classification [14]. 

2 Literature Study 
There have been many studies related to sentiment analysis of product reviews on social media. Some of them 

utilize social media reviews to analyze sentiment using the Naïve Bayes algorithm and TF-IDF weighting, the study 
states that the Naïve Bayes algorithm assumes very strong independence when there is little training data and TF-
IDF weighting can be done without normalization [15]–[18]. Other studies also mention that the naïve bayes 
algorithm is a reliable algorithm in text mining classification [19]. 

In addition, there are also several studies that compare several classification algorithms to get the most superior. 
Some of them are in research [20], [21] compared the Support Vector Machine and Naïve Bayes algorithms to 
conclude that the Naïve Bayes algorithm is superior because it produces a higher accuracy value. Another study 
compared the NBC, KNN and Decision Tree algorithms, the analysis resulted in the NBC algorithm producing the 
highest accuracy value compared to other methods, namely 100% [22]. There are also studies that mention that the 
NBC algorithm produces F1 measure, precision value, and recall value better than the KNN method [23], [24]. 
 By looking at previous research, this research will conduct sentiment analysis on Digital Banking Service 
applications, namely Allo Bank and Line Bank. This research uses python programming language and Naïve Bayes 
Classifier method with TF-IDF weighting. The tools used in the analysis process are Google Colab and RapidMiner. 
The Naïve Bayes Classifier method will be utilized as a method to generate predictions for reviews with positive and 
negative categories. Python programming language was chosen because it is easy to use and apply [15]. 

3 Research methods  

3.1 Research Stages  
This research begins with collecting data on reviews and star ratings of the Allo Bank and Line Bank applications 

on the Google Play Store using google colab. The data is then labeled positive and negative reviews based on star 
ratings. Then pre-processing is used to get data that is more ready to be analyzed. After that, TF-IDF weighting is 
done to measure and assess how important words are in a document using statistical measures [25]. Then the data is 
divided into two types, the first is 70% training data that is entered into the Naïve Bayes algorithm for the needs of 
the classification model and 30% test data for accuracy testing. In the last stage, analysis is carried out using the 
Naïve Bayes Classifier algorithm to obtain accuracy, precision, recall and f1 score values based on the performance 
of the Machine Learning (ML) algorithm using the Confusion Matrix reference. After the analysis results are 
obtained, then a prediction test is carried out on a dataset that does not have a label using RapidMiner tools to 
determine whether the analysis results are accurate. 

3.2 TF-IDF Weighting 
TF-IDF weighting is a process carried out to calculate the frequency of occurrence of a word in a document [26]. 

The formula for calculating TF-IDF word weighting is as follows: 

𝑇𝑇𝑇𝑇. 𝐼𝐼𝐼𝐼𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠  (𝑡𝑡) =  𝑡𝑡𝑡𝑡𝑠𝑠𝑠𝑠  ×  log 𝑛𝑛
𝑠𝑠𝑑𝑑𝑡𝑡

 …………(1) 
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Description (1) : 

𝑡𝑡𝑡𝑡𝑠𝑠𝑠𝑠  = Number of word frequencies 
n  = Number of documents 
𝑑𝑑𝑡𝑡𝑠𝑠 = Number of document frequencies per word. 

3.3 Naïve Bayes Algorithm  
 Naïve Bayes algorithm is an algorithm that performs clustering using prospects and data [12]. The following is 
the basic formula for the Bayes theorem equation in the Naïve Bayes algorithm. 

𝑃𝑃(𝐻𝐻|𝑋𝑋) =  𝑃𝑃�𝑋𝑋�𝐻𝐻�×𝑃𝑃(𝐻𝐻)
𝑃𝑃(𝑋𝑋)

 …………(2) 

Description (2) : 

P(H|X) = Probability of H based on condition X 
P(X|H)  = Probability of X based on hypothesis H 
P(H)  = Probability on hypothesis H (prior)  
P(X)  = Probability of X (observed sample data) 
X   = Data with unknown class 
H = Hypothesis X is a specific class 
 After the Naïve Bayes calculation, the next step is to evaluate the performance using confusion matrix [27]. 
Confusion Matrix is used to measure the performance of classification algorithms [28]. 

Table 1. Confusion Matrix 
   Actual 

Predicted 
True Positive (TP)  False Positive (FP) 

False Negative (FN) True Negative (TN) 

So accuracy, precision, and recall can be formulated as follows [29]: 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  𝑇𝑇𝑃𝑃+𝑇𝑇𝑇𝑇
𝑇𝑇𝑃𝑃+𝑇𝑇𝑇𝑇+𝐹𝐹𝑃𝑃+𝐹𝐹𝑇𝑇

…………(3) 

𝑃𝑃𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃+𝐹𝐹𝑃𝑃

…………(4) 

𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅 =  𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃+𝐹𝐹𝑇𝑇

…………(5) 

4 Results and Discussion 
Based on the results of data collection and labeling reviews with a star rating ≤ 3 given a negative label and a 

star rating ≥ 3 given a positive label, then a cleaning process is carried out in data pre-processing with several stages, 
namely case folding to convert text from uppercase to lowercase letters; filtering to remove words that are not 
important; tokenizing to separate sentences into words based on spaces [26]; and stemming to convert affix words 
into basic words [30]. The following Table 1 to Table 4 are some of the pre-processing results. 

Table 1. Case Folding Process Result 
Review Case Folding 

Tidak berfungsi dengan baik. Login di hp ini selalu salah 
pasword, padahal di hp lain bisa2 aja 

tidak berfungsi dengan baik login di hp ini selalu 
salah pasword padahal di hp lain bisa aja 

Ko akun saya tidak bisa dibuka padahal sandi nya benar 
nomer juga benar 

ko akun saya tidak bisa dibuka padahal sandi nya 
benar nomer juga benar 

Table 2. Filtering Process Result 
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Review Filtering 

Tidak berfungsi dengan baik. Login di hp ini selalu salah 
pasword, padahal di hp lain bisa2 aja tidak berfungsi login hp salah pasword 

Ko akun saya tidak bisa dibuka padahal sandi nya benar 
nomer juga benar akun tidak bisa dibuka 

Table 3. Tokenizing Process Result 
Review Tokenizing 

Tidak berfungsi dengan baik. Login di hp ini selalu salah 
pasword, padahal di hp lain bisa2 aja 

[‘tidak’, ‘berfungsi’, ‘login’, ‘hp’, ‘salah’, 
‘pasword’] 

Ko akun saya tidak bisa dibuka padahal sandi nya benar 
nomer juga benar [‘akun’, ‘tidak’, ‘bisa’, ‘dibuka’] 

Table 4. Stemming Process Result 
Review Tokenizing 

[‘tidak’, ‘berfungsi’, ‘login’, ‘hp’, ‘salah’, ‘pasword’] [‘tidak’, ‘fungsi’, ‘login’, ‘hp’, ‘salah’, ‘pasword’] 

[‘akun’, ‘tidak’, ‘bisa’, ‘dibuka’] [‘akun’, ‘tidak’, ‘bisa’, ‘buka’] 

 

 
Figure 5. Allo Bank Review Comparison Bar Chart 

 

 
Figure 6. Line Bank Review Comparison Bar Chart 

 
From the results of data preprocessing, visualization is obtained to see words that are often used in reviews by 

users of the Allo Bank and Line Bank applications. This data visualization is done separately between positive 
reviews and negative reviews. This data visualization is presented in the form of a wordcloud. 
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Figure 7. Wordcloud Allo Bank Positive Reviews 

 

 
Figure 8. Wordcloud Allo Bank Negative Reviews 

  
Figure 7 shows a collection of words with positive meanings that are often used by Allo Bank application users, 

such as smooth login, fast transactions, easy application, free admin fees, and good applications. While Figure 8 
shows a collection of words with negative meanings that are often used by Allo Bank application users, such as failed 
registration, ordered to re-login due to error, cannot verify, complicated application. 
 

 
Figure 9. Wordcloud Line Bank Positive Reviews 

 

 
Figure 10. Wordcloud Line Bank Negative Reviews 

 
Figure 9 shows a collection of words with positive meanings that are often used by Line Bank app users, such as 

good features, free admin fees, and easy transfers. While Figure 10 shows a collection of words with negative 
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meanings that are often used by Line Bank application users, such as failed updates, rejected transactions, incorrect 
verification, and difficult applications. 

In the last stage of analysis, the modeling process is carried out using the Naïve Bayes Clasifier (NBC) method 
to obtain accuracy, precision, recall and f1 score values based on the performance of the Machine Learning (ML) 
algorithm using the Confusion Matrix reference. The following are the results of the accuracy value of the Allo Bank 
and Line Bank applications from the application of the NBC method. 
 

 
Figure 11. Allo Bank App Accuracy Score 

 

 
Figure 12. Line Bank App Accuracy Score 

 
From the results of the calculation of the accuracy value above, the resulting accuracy value for digital banking 

services. It can be seen at 81% for the Allo Bank application and 78% for the Line Bank application. So from the 
results of the overall analysis that has been done, it can be concluded that based on reviews on the Allo Bank and 
Line Bank applications, the highest accuracy value is the Allo Bank application. 

With the results of the above analysis, a prediction test is carried out on 100 new data that does not have a label 
to find out whether the analysis results are accurate or not. From the results of analysis and prediction tests on new 
data, it produces a total of 28 positive reviews and 72 negative reviews for the Allo Bank application. While the Line 
Bank application produces a total of 40 positive reviews and 60 negative reviews. 

 

 
Figure 13. Allo Bank App Positive Prediction Test 

 

 
Figure 14. Allo Bank App Negative Prediction Test 

 

 
Figure 15. Line Bank App Positive Prediction Test 
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Figure 16. Line Bank App Negative Prediction Test 

 
Figure 13 and Figure 15 show the positive review accuracy test by entering the sentence “transaksi aman” and 

“bank terbaik”. While Figure 14 and Figure 15 show the negative review accuracy test by entering the sentence 
“aplikasi jelek” and “bank ribet aneh jelek”. 

5 Conclusion 
Based on the testing and analysis that has been done, it can be concluded that: 

1. The results of the implementation of the Naïve Bayes Classifier method show that the highest level of 
accuracy is generated in the Allo Bank application which is 81%, while the Line Bank application has an 
accuracy rate of 78%. 

2. By paying attention to the class label user reviews on the Allo Bank and Line Bank applications tend to give 
negative responses compared to positive responses. Because in the Allo Bank application there are 2517 
negative reviews out of 5000 total data, while in the Line Bank application there are 2763 negative reviews 
out of 5000 total data. 

6 Suggestion 
Suggestions for further research are to use more review data so that the resulting accuracy value is better. And 

do research with other classification methods for comparison and find classification methods that are superior in 
producing accuracy values in sentiment analysis. 
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