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Abstract 
Customer Value is the accessed value that a customer has to an organization. In 
Business, the customer is always right. This statement gives us the impression that all 
customers are viewed as equal in terms of potential value. Each customer is treated 
differently according to how much profit they can bring to a company. We use various 
Data Mining techniques to determine who are these customers and how we can acquire 
more customers like them who can bring more profit. A loyal customer will be treated 
differently than a customer that rarely do business with the organization. These 
customers are usually given bonus gifts and special offers as a form of thanks for their 
loyalty thus further strengthening that bond. Companies need a way to determine which 
of their hundreds of thousands of customers are deserving of this attention. Customer 
Value Segments are used in this specific situation. 
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1. Introduction  
The dataset that we have chosen is the SEGMENTATION dataset. It contains 10,000 lines with 26 different 

variables. We will call the company represented in this dataset as Teguh Inc. From my previous assignment, we 
have found that this company focuses on offering its customers consulting services as well as offering training 
program services to other companies to train their employee’s. The dataset contains information regarding Teguh’s 
client base. The company wants to make more profit on the sales of their products. The idea is to target specific 
segments from their customer base and focus on the ones that are more likely to purchase their product. They sent 
out test mailing to about 10,000 of its customers picked randomly.  

Customers which used the coupon code included in the mailing with their purchase will be classified as a 
responder to this campaign.  At the end, the company will better understand which segment of their customer will 
be more likely to buy from their catalog and others who are less interested. This is known as purchase propensity 
[1]. All the customers in this dataset have bought at least 60 dollars’ worth of product in the last 24 months. The 
total amount for the purchases made by the customers will be summed up at the end. The ones that has a total that 
is not zero will be classified as a responder to the test mailing campaign. Teguh has categorized its customers to 
certain categories such as the demographic, geographic, purchase history and response rate.  

2. Business Issues  
Teguh Inc. is facing several issues that prompted their marketing team to launch this test mailing program. 

Their customer base was segmented into three profiles. The first issue was one segment of their customers do not 
purchase the consulting services at all. They also rarely purchase any of the teaching products offered but when 
they do, it is mostly from your resellers which will reduce the organizations profit margin. There is also the 
problem of disloyal customers. These types of customers are those who will not hesitate to purchase similar 
products by your rivals or purchase more services with other companies aside from Teguh. A large number of 
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customers were found to not have purchased anything from the company in more than a year. This might lead 
reduced customer retention if not addressed immediately. Another issue is the potential wastage of company 
resources in promoting their products to customers who are more likely to not buy any of your product anyway. 
This resource could have been used to target other customers that will be interested [5].  

According to authors [2], which discussed the different types of data mining techniques used in customer 
segmentation, Value-based segmentation is the most useful type of customer segmentation. The customers are 
evaluated and ranked in terms to the value he or she gives to a company. They argued that Customer Relationship 
Management (CRM) objectives can be solved using the right techniques in data mining. They found that we can 
gain a much more useful understanding of our customers when we group them in certain groups with similar 
characteristics. Each of this groups will have their own specialized strategy for marketing. Segmenting you 
customers will also help divide the customers in terms of their demographic, behavior, and their loyalty for 
example. Author [3] stated that there has been a major increase in the growth of information in every organization 
today. This amount of data may be too much for the average analyst to use as a tool to increase their companies’ 
competitive advantage. The main takeaway is that Data Mining can be used to bridge the gap and allow for a more 
efficient way of discovering patterns and relationships. In the case of customer retention. Author [3] argues that a 
customer that has a potential to defect can be discovered before they completely stop doing business with them. 
The loss of these customers will inevitably result in the loss of revenue from the company.  

The loss is worse if the company is in an industry with multiple rival businesses. This usually means that there 
will be more customer defections thus increasing marketing costs. Author [4] proclaims that in today’s world of 
intense competition between firms and the increase of complexity, businesses should strive to create innovative 
ways to fulfil the needs of your customers to help improve customer retention. CRM aims to create customers that 
will have a long-lasting relationship with the company and maximize profit. Customer Lifetime Value or CLV 
potential profit you can gain from a customer over their lifetime. One of the applications of CLV is Customer 
Segmentation. For example, we can cluster our customers into groups that can help decision makers in your 
company to make recognize segments in the market more efficiently. This can help improve customer retention as 
better marketing strategies can be developed [6]. 

3. Methodology 
The SEGMENTATION dataset contains all sorts of information on Teguh Inc’s customer base. This database 

was created in order for the creation of a model of the purchase propensity of the customers. This paper aims to 
help shed some light on how to perform this and predict which customer is more likely to make a purchase from the 
company’s catalog. Various Data Mining techniques such as Clustering and Regressions for example will be 
explored. The RESPOND variable will be the main analysis target while the others will serve as the input for the 
model. SAS Enterprise Miner will be used to ease the data mining activities. This software contains useful tools 
grouped as SEMMA which contains the Sample, Explore, Modify, Model, and Assess tools [7]. The Partition Node 
will be used to divide the customer data into two and three parts which are the Training, Validation and the Test 
data sets before we perform Logistic Regression [8]. That will be performed using the Regression Node [8]. We 
will also use a SAS Code Node to specify which segment we are going to predict going forward. This prediction 
will be based on the cluster analysis we perform to determine which customer segment should be predicted to solve 
a specific issue. Other nodes used include the Metadata node and the Cutoff node and the usage of these will be 
explored further in the paper. 

4. Results and Discussion 
4.1.  Preprocessing Tasks 

The first step to training a regression model is to set the role of the model and change its measurement scale if 
necessary.  
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Table 1: SEGMENTATION Variables 

 
 

The first thing that was made sure was that the role of the variable ID was given the role “id”. Some variables 
are highly correlated to one another thus we only need to pick the most important one. Similarly, in [9], the 
variables BUY6, BUY12 and BUY18 are highly correlated thus we need only pick BUY18 as it represents the total 
amount of purchases in the last 18 months. All the variables from “C1” to “C7” was rejected. Internal 
Standardization of the cluster node was set to “Range” changes from the default “Standardization” to make SAS 
EM divide the variables by their range. The number of clusters will be set to 5. We are using K-Means clustering 
by specifying the number of clusters.  
 

 
Figure 1 Segment Plot 
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Figure 2 Plot for Cluster Distances 
 

After we run the cluster node, we can view the cluster distance plot to access the clusters further. We can see 
that Cluster 1 is closer to Clusters 2 and 3. Despite this, there is a big difference in this group as cluster 1 is entirely 
made up of Females while Clusters 1 and 2 are made up of males. On the other hand, Clusters 5 and 4 are further 
away from the other 3 while being close to each other.  Next, we will look at the ranking of the variables in terms 
of importance.  

Table 2: Variable Importance Table 

 
 

Based on Table 2, we can see that the variables that holds the most importance is location, total value of 
purchases made in the last 2 years and Income in thousands which make up the Top 3.  
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Table 3: Mean Statistics 

 
 
 

The cluster with the highest mean value of the variable VALUE24 is cluster 5 as seen in Table 3.  This makes it 
unique compared to the other clusters. We can classify this cluster as the group where we should target more and 
allow it to grow and further increase this value. It is a general knowledge that customers that has a history of doing 
business with you will buy from you again thus making this approach a smart one. Before we go about creating a 
predictive model based on our dataset which is a customer data set and predict prospective customers, we need to 
make sure that the data of the customer looks similar to the prospect database. This is to make sure that the model 
will provide us with results that provide fantastic business model. We have decided to predict cluster 5 as it seems 
to be the best choice. I will create a new Target variable that will represent the response we are going to predict.  
 

 
Figure 3 SAS Code Node 

 
We used the macros provided which are &EM_EXPORT_TRAIN and &EM_IMPORT_DATA. The purpose 

of the first macro is to retrieve the training data we created previously. The second macro will retrieve the results 
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from the cluster node that we ran. After we run this node, we should have a new Target variable. This variable is 
automatically set to Input thus we need to change it to Target as we want to predict this variable in the model. To 
perform this, we use the Metadata node.  
 

Table 4: Metadata Variables Table 

 
 

In the table above, we changed the role of “target” to Target like we mentioned earlier and changed the level to 
Binary from the original. Next, we will drag a Partition node to the diagram and connect it to Metadata node. This 
node will split the data into 3 different categories. These are Training, Validation, and the Test data. The training 
partition will be used to make the model we are predicting and will have its characteristics examined while the 
Validation data will be used to fine tune the predicted model to better fit. The partitioning method was also changed 
to Stratified from the default and the variable “target” had its role changed to stratification. What this does is 
allowing the training, validation and test data will have the same percentage for the variable “target” as the initial 
data set which helps keep the partitions have the correct percentages.  
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Figure 4 Partition Node Setting 
 

After we have partitioned the data, we can connect it with a Regression Node to perform logistic regression. 
The diagram now will look something like Figure 5 below.  

 
 

Figure 5 Overall Diagram 
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Table 5: Regression Node Variables 

 
 

The initial variables chosen for the logistic regression is shown in table 5. The variables are selected according 
to my considerations on which variables would be more important from a business point of view rather than 
selecting it automatically.  

 
 

Figure 6 Terms Editor 
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A term was added to the model with the term’s editor. We will check if the interaction between the two 
variables is significant, if not, we can choose another combination that might work better.  
 

 
 

Figure 7 Score Rankings 
 

The figure above represents the score rankings as a lift chart. The training data is represented in blue while the 
validation data is represented in red. The curves of the two datasets seem to not be similar in the lower depth 
values. This might be because there was a problem with some values being very correlated with each other. 
 

 
 

Figure 8 Effects Plot 
 

Figure 8 above tells us how big of an impact each variable has when predicting segment levels. 
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Table 6: Type 3 Analysis of Effects Table 

 
 
The output window can tell us much more than the other sections of the results will. The table above shows us 

the variables ordered by their statistical significance as regards to our target variable. We are looking for variables 
with p-values of less than 0.05 which can indicate a significance in its statistical value. The variables that are 
significant are Income, Married, Ownhome, Orgsrc and Value24. The DISCBUY variable had a p-value of 0.9961 
thus we can say that it is not significant. When we allow DDISCBUY to interact with MARRIED, the p-value 
improves to 0.3039. This might tell us that this interaction might be significant in predicting our target variable, 
which is Segment 5. We can improve this model by removing some variables deemed insignificant.  After 
removing DISCBUY and RETURN24 and rerun the Regression node, we get the following output.  
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Table 7: Updated Type 3 Analysis of Effects 

 
 

Table 8: Odds Ratio Estimate 

 
 

These values there are many variables that have p-values less than 0.05. this indicates they are all highly 
significant. We can a cutoff node to help us in accessing the model we created. This will be connected to our 
regression node. From Table 8, we can see the point estimates for each effect that can tell us the likelihood of the 
outcome. When the value is above 1.0, when there is a unit increase for the effect, the outcome variable will be 
increased by the number after the decimal. For example, an increase in income will increase the outcome variable 
by .010.  
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Figure 9 Cutoff Node Output 

 
From the Receiver Operating Characteristics output, we can help find out if the if the true target level captured 

from our variable for Target  is precise versus the false target variable. At the end, we now have a predictive model 
that predicted cluster 5 that came from the clustering we performed earlier.  This model can be used to score data 
sets from other records. Cluster 5 was chosen as we presume it is the most valuable customer segment. This is 
because they have the highest average value for the variable VALUE24 which represents the total number of 
purchases made in the last 2 years. When we are predicting cluster 5, we should find customers that have similar 
average income as they have a higher likelihood of having similar purchasing habits as the customers in cluster 5. 
We found from the cluster analysis that cluster 5 is not the segment with the highest average income. The cluster 
with this characteristic is Cluster 1 according to the Mean Statistics from Table 3. 

This shows an opportunity to possibly to grow this customer base and improve its customer value  thus 
predicting Cluster 1 can also be beneficial. Teguh Inc can implement this model with a prospect database which 
will contain the variables of the original customer data but without the purchasing data as this is a database of non-
customers you are trying to target. We can use this model to predict customers for Segment 5 using the variables 
from the prospect data. The probabilities for the potential customers in segment 5 can be scored using the prospect 
database variables. Teguh Inc can benefit by predicting customers that will be more likely to buy products from 
their catalog. This will increase the sales from the catalog and increase revenue. The customers in Segment 5 are 
the ones more likely to keep purchasing Teguh Inc products thus it is in their best interest to acquire more of these 
types of customers. They can be targeted better if they use this model to predict the customers in the segment. 
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Figure 10 Updated Diagram 

4.2.  Challenges in Implementation 
Teguh Inc might face many obstacles when trying to implement Data Mining to improve their decision making 

and review the marketing strategies currently in place and decide whether they should change it for the better. The 
main problems are as follows: 
 
4.2.1. Lack of Quality of Data 

An example of this is the presence of “Noisy Data”. Noisy data is one of the most common problems that 
occurs when trying to implement Data Mining in a business context. The customer data that Teguh collects could 



CUSTOMER VALUE AND  DATA MINING IN SEGMENTATION ANALYSIS 

33 
 

be unstructured and have a lot of meaningless data that might not really help in the data mining process. They 
might make errors during the collection of customer data that may be from human error or by instruments of 
measuring such as keying in the wrong address for a customer. 
 
4.2.2. Privacy and Protection Concerns 

Another problem that might arise is the backlash from customers or the government over the privacy of data 
Teguh will collect. Data mining might lead to certain issues in data security such as  the collection of customer 
behavioral data. This might be accessed by unauthorized individuals thus posing a security risk. 
 
4.2.3. Lack of Skills in Consolidating Data 

The data to be collected exists in many different forms. The customer data can range from in the form or 
words, numbers or even in videos and images. The right personnel are needed to compile all this data into one 
customer database. As data is inherently complex, a good data structure can help improve the data mining results 
thus Teguh can achieve better results. Scalability might also be an issue as when the number of customers a 
company has increases, so does the size of their database.. 

 

4.3.  Best Practices 
Many companies have adopted data mining in their operations and become very successful. Teguh can follow 

the steps of these companies and how they are using data mining technologies to make very beneficial business 
decisions.  
 
4.3.1. Coca Cola 

One of Teguh’s goal as a company is to  improve customer retention. Data mining allows us to look at 
customer’s behaviors and patterns to offer better quality service. Coca Cola does this to improve quality of service 
and finding out what they want thus reducing the number of customers lost. They built a loyalty program back in 
2015 which was digitally focused to improve customer retention and improve their data strategy [10].  They listen 
to the opinion their customers share with them via emails, phone calls or on social media platforms. This allows 
them to create advertisements that can relate to different types of people and aligned their brand into each person’s 
characteristic. 
 
4.3.2. Netflix 

Netflix used targeted advertising to continue to retain their place at the top of the streaming industry.  They have 
over one hundred million subscribers as of 2018 [10] and they collect data in a large scale so they can accurately 
target which movies or shows a user is more likely to watch and show them on their suggestions. This create a 
better overall experience for Netflix users. They managed to overcome the challenge of scalability thanks to the 
expertise of their team. 
 
4.3.3. UOB Bank 

UOB uses data mining technologies for Risk Management handling. As they may face big losses if  their risk 
management is not sufficiently implemented, they pour a lot of effort into ensuring they develop the best system for 
Risk Management. Data mining has cut down the time to calculate risk from 18 hours manually to only a couple for 
minutes [10]. Teguh can take inspiration from this to prevent them from incurring huge losses due to an inadequate 
risk management plan. 

 
4.4.  Possible Extensions 

In this paper, we only explored on creating a predictive model to only predict one segment level for Cluster 5 
from the Cluster Analysis. This was choses as Teguh want to solve issues such as the lack of Customer Loyalty and 
the unnecessary resources used to target unsuitable customers that will not benefit them. We looked at variables 
such as the total number of purchases made in the last 2 years to determine which segment is the most valuable. 
Teguh can also look for segments which have a very high-income average. This will represent the segment with the 
most potential for growth thus predicting this segment can help with improving the effectiveness of targeted 
advertisements as targeting these customers is more worth it than some other segments with lower income 
averages. This could also be predicted using Neural Networks in future works which will have the benefit of us not 
having to describe how the model will perform or the significance of each variable to the model. 
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5. Conclusion 
In this paper, we have discussed how to solve the problems faced by Teguh Inc. The main problem was how to 

predict which customers will give more value than others as it is very expensive to choose to target every single 
one of their customer bases. Some segments are clearly more profitable than others thus different strategies must be 
performed on these segments to maximize revenue potential. Teguh can identify these Customer Value Segments   

to give more attention to some segments according to their value. Some segments might contain more disloyal 
customers or customers that have not purchased from you in a while. Predicting these segments and providing them 
with the right offers or special treatment can help prevent customer attrition for example [11]. Determining which 
customers holds the most value can help solve the problems of Teguh Inc. One problem that we faced was 
determining which combination attributes will provide us with the best results in predicting the segment level. The 
better the segment level, the better the likelihood of predicting customers with the criteria of the most valuable [12]. 
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