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I.  INTRODUCTION 

 
Do we control technology, or does technology control us?1 

Consider a scenario where you are driving home from work, and Google 
Maps diverts you from your regular course to a circuitous journey that is 
apparently faster.2 The accuracy of Google Maps hardly leaves the decision 
to the driver.3 The predictive certainty is only improving, further removing 
human decision-making from the equation.4 Delegating relatively trivial 
decisions, such as driving directions, to computer systems may not draw 
concern.5 However, near-certain predictions in areas such as crime6 and 
death7 can significantly shape our lives without an ounce of human decision-
making. 

At the core of these technologies is data.8 The more specific data is 
to the subject of the prediction, the more accurate the prediction;9 hence 

 
1 According to one study, ninety-five percent of users never take control of their technology 
and leave the default settings for their apps. Mark Wilson, Google Maps Will Start Showing 
You Slower Routes. Here’s Why, FAST COMPANY (Mar. 31, 2021), 
https://www.fastcompany.com/90620494/google-maps-will-start-showing-you-slower-routes-
heres-why [https://perma.cc/BY9G-F7C8]. 
2 Google Maps users may not even recognize the reason for one route over another and may 
just follow their navigation app. Id. (stating that Google Maps may reroute a user to a more 
climate-friendly route without the user noticing the difference). 
3 See Christine Fisher, Google Maps is Improving Travel ETAs with DeepMind 
AI, ENGADGET (Sept. 3, 2020), https://www.engadget.com/google-maps-deep-mind-ai-
accuracy-140005698.html [https://perma.cc/2DVV-XHMR] (stating Google Maps recorded 
a ninety-seven percent accuracy). 
4 See id. Despite Google Maps achieving over ninety-seven percent accuracy, they have 
continuously improved the accuracy by up to fifty percent in major cities such as Berlin, 
Tokyo, and Washington, D.C. Id. 
5 However, even routine tasks such as driving directions that eliminate human decisioning 
can present dangers. Charmaine Patterson, Dad of 2 Dies in a Crash After GPS Directs Him 
Off the Edge of Bridge That Was Washed Away in 2013, PEOPLE (Oct. 6, 2022), 
https://people.com/human-interest/father-of-2-dies-after-gps-sent-him-to-a-bridge-that-was-
destroyed-in-2013-avoidable-tragedy/ [https://perma.cc/35AP-V93E] (stating a man died 
after following GPS directions that routed him to a bridge that had previously been 
destroyed.). 
6 Jason Goodyer, An Algorithm Can Predict Future Crimes with 90% Accuracy. Here’s Why 
the Creator Thinks the Tech Won’t Be Abused, BBC SCIENCE FOCUS (Aug. 19, 2022), 
https://www.sciencefocus.com/news/algorithm-predict-future-crimes-90-accuracy-heres-why-
creator-thinks-tech-wont-be-abused/ [https://perma.cc/AHS9-F9N8]. 
7 Mark Bergen, Google Is Training Machines to Predict When a Patient Will Die, 
BLOOMBERG (June 18, 2018), https://www.bloomberg.com/news/articles/2018-06-18/google-
is-training-machines-to-predict-when-a-patient-will-die [https://perma.cc/637F-P8GP]. 
8 See Oskar J. Gstrein & Anne Beaulieu, How to Protect Privacy in a Datafied Society? A 
Presentation of Multiple Legal and Conceptual Approaches, 35 PHIL. & TECH. 1, 3 (2022) 
(arguing that data as the “new oil” is shaping a society built on omnipresent digital interaction, 
economic gain from consumer surveillance, and near-real time monitoring of human 
society). 
9 See Shlomit Yanisky-Ravid & Sean K. Hallisey, “Equality and Privacy by Design”: A New 
Model of Artificial Intelligence Data Transparency via Auditing, Certification, and Safe 
Harbor Regimes, 46 FORDHAM URB. L.J. 428, 471 (2019) (“Presently, AI systems cannot 
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the use of personal data moves from predictions in the aggregate to certainty 
for an individual.10 Businesses continue to make significant investments in 
data processing that enable data-driven decisions in real time.11 

This Note does not dive deep into the specifics of the numerous 
data privacy laws, nor should it stand as a warning of a technological 
doomsday. Rather, it considers the core principles behind data privacy 
regulations,12 how advancements shift to a hyper-personalization 
experience13 that runs counter to these principles, and proposes a regulatory 
method that may address data privacy to achieve these principles.14 

This Note begins by providing the backdrop of data privacy.15 The 
Note discusses traditional privacy concepts that have recently evolved to 
tackle the data privacy issues of autonomy and control in the digital era.16 
Next, the Note classifies data based on a Johari window model to make 
sense of the broad groups of data and the relationships between the 
predictive systems and the individual.17 Building on data classification, Part 
IV shows how many data privacy regulations attempt to alter power 
dynamics by shifting control of data and decision-making.18 However, for 
individuals to achieve the highest level of autonomy and control, regulations 
must ultimately address the results of the data and the information 
asymmetries associated with our blind spots.19 In conclusion, the Note 
proposes a taxation on hyper-personalization as a way for consumers to take 
control, not necessarily of their data, but of decisions in their lives.20  

 

 
function without vast amounts of data, as they must have a sufficient number of datapoints 
to effectively learn patterns and come to conclusions.”). 
10 Gstrein & Beaulieu, supra note 8, at 28 (providing the predictive policing systems as 
demonstration that even without personal data, aggregate data put into action can have 
significant individual consequences). 
11 See The Data Pipeline Tools Market is Projected to Grow from USD 6.9 Billion in 2022 
to USD 17.6 Billion by 2027, at a CAGR of 20.3%, REPORT LINKER (Oct. 21, 2022), 
https://www.globenewswire.com/news-release/2022/10/21/2539071/0/en/The-data-pipeline-
tools-market-is-projected-to-grow-from-USD-6-9-Billion-in-2022-to-USD-17-6-Billion-by-
2027-at-a-CAGR-of-20-3.html [https://perma.cc/AP5U-QFS5]. 
12 See infra Part II. 
13 Hyper-personalization is a marketing approach that presents a service, product, or 
experience catered specifically for an individual. What Is Hyper-Personalization?, TIBCO, 
https://www.tibco.com/reference-center/what-is-hyper-personalization 
[https://perma.cc/2NR3-92FG]. A personalized digital experience can “nudge” individuals 
toward choices that “improve the welfare of the nudgee.” Marjolein Lanzing, “Strongly 
Recommended” Revisiting Decisional Privacy to Judge Hypernudging in Self-Tracking 
Technologies, 32 PHIL. & TECH. 549, 553 (2019). The difference between personalization 
and hyper-personalization (or “nudging” and “hypernudging” as articulated by Marjolein 
Lanzing) is that hyper-personalization is so dynamic, instantaneous, and predictive that the 
act itself feels so natural to the user that the act itself is hidden. Id. at 554–55. 
14 See infra Part IV. 
15 See infra Part II. 
16 See infra Part II. 
17 See infra Part III. 
18 See infra Part IV. 
19 See infra Part IV. 
20 See infra Part V. 
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II. DATA PRIVACY PRINCIPLES: DATA PRIVACY REGULATION MUST 
REBALANCE POWER OVER INFORMATION TO ACHIEVE INDIVIDUAL 

AUTONOMY 
 
The rampant use of data in the digital world has blurred the line 

between public and private spheres.21 What used to be private thought is 
now, in some respects, discoverable through data collection of behavior on 
smart devices.22 Devices such as our phones and smart watches combined 
with tracker apps (e.g., fitness apps) are able to build a profile about our 
habits and provide personal feedback.23 Consumers use this technology with 
the hope of self-improvement to drive a behavior change.24  

Unfortunately, the same technology that builds a personalized 
experience and influences behavior for the better can also be used for 
manipulation.25 Manipulated individuals are unaware that they are possibly 
being directed toward detrimental decisions.26 The vast amounts of data 
processed by companies presents an imbalance of power because of 
information asymmetries27 that undermine autonomy and free will.28 The 
potent possibility of interfering with individuals’ decisioning through the use 
of personal data, whether nefarious or not, disrupts our notions of personal 
autonomy.29  

Our concepts of control and autonomy justify protecting data 
privacy rights.30 The scope of data privacy regulations must strive toward 
personal sovereignty.31 To understand data privacy regulations and the 
principles that should direct the government’s involvement, this Note begins 
by looking at the historical backdrop of the right to privacy to grant 

 
21 See Gstrein & Beaulieu, supra note 8, at 7. 
22 See Lanzing, supra note 13, at 551. 
23 Id. 
24 Id. at 551–52. 
25 Id. at 553. 
26 See id. at 555. 
27 See Margot E. Kaminski, The Case for Data Privacy Rights (or, Please, A Little Optimism), 
97 NOTRE DAME L. REV. REFLECTION 385, 387 (2022) (“Data processing raised concerns in 
the 1970s about power imbalances, opacity, and accountability.”). 
28 David A. Strauss, Why Was Lochner Wrong?, 70 U. CHI. L. REV. 373, 383–84 (2003) 
(arguing that monopoly power in the labor market undermines autonomy and information 
asymmetries may undercut a free choice because the agreement fails to be mutually 
beneficial). Although based on the backdrop of freedom of contract and Lochner-era 
decisions, the concepts applied to freedom of contract can illuminate the limits of free will. 
Freedom of contract requires willful intent; incapacity and coercion limit this willfulness. Id. 
Incapacity can include lacking information to make a choice or bounded rationality that 
limits the ability to make a choice. Id. 
29 Lanzing, supra note 13, at 558. 
30 See Virginia Kozemczak, Note: Dignity, Freedom, and Digital Rights: Comparing 
American and European Approaches to Privacy, 4 CARDOZO INT'L & COMP. L. REV. 1069, 
1079 (2021) (explaining that American privacy law ensures an individual’s right to maintain 
private sovereignty); see also Kaminski, supra note 27, at 390 (“Privacy has historically and 
theoretically centered on the individual self. The autonomy version of privacy focuses on 
freedom, choice, and control. The dignitary version of privacy focuses on preventing 
objectification and preserving personhood.”). 
31 See Lanzing, supra note 13, at 557–58. 
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individual choice and autonomy. This Note then turns to specific data 
privacy regulations to better understand the motivation of legislative bodies 
drafting controls around data.  

 
A. Privacy Rights 

 
One of the earliest influences of privacy rights in the United States 

stems from Samuel Warren and Justice Brandeis’s 1890 article The Right 
to Privacy.32 The article popularized “the right to be let alone” as it built a 
case for privacy as a means to control one’s reputation.33 As pointed out by 
Virginia Kozemczak, the common theme of privacy rights (and other rights 
recognized by the law) is that they “inhere[] the quality of being owned or 
possessed.”34 Thus, “[t]he goal of American privacy law, then, was to ensure 
that an individual could ‘[maintain] private sovereignty within [his] own 
walls.’”35  

The right of personal choice has resonated in court decisions 
throughout the early twentieth century.36 When Griswold v. Connecticut was 
decided in 1965, that right shifted from a “penumbra where privacy is 
protected” to a solid recognition that “[v]arious guarantees create zones of 
privacy.”37 In Griswold, the Court overturned a Connecticut law banning the 
use of contraceptives by married couples.38 In determining the outcome, the 
Court found that “several fundamental constitutional guarantees” lie within 
a “zone of privacy.”39 The intimate and sacred institution of marriage 
requires a “right of privacy older than the Bill of Rights.”40 The goal of the 
law—to regulate the manufacture and sale of contraceptives—cannot justify 
the means that “sweep unnecessarily broadly and thereby invade the area of 
protected freedoms,” e.g., invasion of marital privacy.41 Although hotly 
contested, the dissenting opinion conceded that invading marital privacy, as 
the law did, restricted a personal and private choice that should be left to 
the couple.42  

 
32 Samuel D. Warren & Louis D. Brandeis, The Right to Privacy, 4 HARV. L. REV. 193 
(1890). 
33 Id. at 205; Kozemczak, supra note 30, at 1074. 
34 Kozemczak, supra note 30, at 1074. 
35 Id. at 1079. 
36 See Pierce v. Soc’y of the Sisters of the Holy Names of Jesus & Mary, 268 U.S. 510 (1925) 
(discussing the right to choose how to educate one’s children); Meyer v. Nebraska, 262 U.S. 
390 (1923) (right to learn a foreign language); Nat’l Ass’n for Advancement of Colored 
People v. State of Ala. ex rel. Patterson, 357 U.S. 449 (1958) (discussing the right of privacy 
in one’s associations); see also Griswold v. Connecticut, 381 U.S. 479, 481–84 (1965) 
(discussing the right to marital privacy). 
37 Griswold, 381 U.S. at 483. 
38 Id. at 485–86.  
39 Id.  
40 Id.  
41 Id. 
42 Id. at 527 (Stewart, J., dissenting) (“As a philosophical matter, I believe the use of 
contraceptives in the relationship of marriage should be left to personal and private choice, 
based upon each individual's moral, ethical, and religious beliefs.”). 
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Justice Black’s recognition that “‘[p]rivacy’ is a broad, abstract and 
ambiguous concept”43 sums up the complexity of privacy that continues in 
the digital age as society grapples with the idea of data privacy.  

 
B. Data Privacy Regulations 

 
Most data privacy laws stem from Fair Information Practices (FIPs) 

designed to protect individuals.44 FIPs include the notions of “notice, choice 
and consent, proximity and locality, anonymity and pseudonymity, security, 
and access and recourse”45 outlined in eight principles.46 Despite the wide 
reaching influence of FIPs in data privacy regulations, the United States 
lacks a comprehensive federal data privacy regulation and is “a patchwork 
quilt” of statutes, federal and state regulations, and common law.47 FIPs were 
first introduced in a 1973 report to the Advisory Committee on Automated 
Personal Data Systems for the Secretary of the U.S. Department of Health, 
Education, and Welfare.48 The principles became the foundation for the 
U.S. Privacy Act of 1974.49  

The Privacy Act of 1974 regulated the handling of personal 
information by the federal government.50 In introducing the bill, Senator 
Sam J. Ervin, Jr. remarked that the “Constitution creates a right to privacy 
which is designed to assure that the minds and hearts of Americans remain 
free.”51 In addition to introducing data handling requirements, the Privacy 
Act established the Privacy Protection Study Commission to evaluate the 
statute and provide recommendations for its improvement.52 Despite 
providing a final report with recommendations in 1977, the committee 
ceased operations, and the report did not result in any additional 
legislation.53 The Privacy Act of 1974 only regulated the federal 
government’s use of personal data and did not regulate how companies 

 
43 Id. at 1695 (Black, J., dissenting). 
44 Kaminski, supra note 27, at 386. 
45 Yanisky-Ravid & Hallisey, supra note 9, at 472. 
46 Fair Information Practice Principles, IAPP, https://iapp.org/resources/article/fair-
information-practices/ [https://perma.cc/8JUJ-G8XU]. The principles are (1) collection 
principle, (2) data quality principle, (3) purpose specification principle, (4) use limitation 
principle, (5) security safeguards principle, (6) openness principle, (7) individual participation 
principle, and (8) accountability principle. Id. 
47 Kozemczak, supra note 30, at 1071. 
48 Woodrow Hartzog, The Inadequate, Invaluable Fair Information Practices, 76 MD. L. 
REV. 952, 957 (2017). 
49 Id. at 957. 
50 Overview of the Privacy Act: 2020 Edition, U.S. Dep’t. of Just. (Feb. 5, 2021), 
https://www.justice.gov/opcl/overview-privacy-act-1974-2020-edition/introduction 
[https://perma.cc/LL96-LXQA]. 
51 INTRODUCTORY REMARKS OF SENATOR SAM J. ERVIN, JR., ON S.3418, reprinted in 

LEGISLATIVE HISTORY OF THE PRIVACY ACT OF 1974 S. 3418 (PUBLIC LAW 93-579), 3 (U.S. 
Congress Senate Committee on Government Operations) (1976). 
52 Overview of the Privacy Act: 2020 Edition, U.S. Dep’t. of Just. (Feb. 5, 2021), 
https://www.justice.gov/opcl/overview-privacy-act-1974-2020-edition/introduction 
[https://perma.cc/LL96-LXQA]. 
53 Id. 
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handled personal consumer data.54 However, like the Privacy Act, 
subsequent regulations in the private sector are based on FIPs.55 

An example of federal data privacy regulations in the financial 
sector is the Gramm-Leach-Bliley Act (GLBA).56 GLBA was enacted in 
1999 and described as “[a]n Act [t]o enhance competition in the financial 
services industry by providing a prudential framework for the affiliation of 
banks, securities firms, insurance companies, and other financial service 
providers, and for other purposes.”57 Although the regulation only included 
a narrow set of data privacy stipulations, GLBA did require notice to 
banking customers and the control to opt out of disclosing information to 
third parties.58 So, even in the early days of the Internet, the goals of data 
privacy legislation centered around control. 

More recently, the state-specific data regulation California 
Consumer Privacy Act (CCPA)59 was an extension of the right to privacy 
specified in the California Constitution.60 The CCPA gave California 
residents the right to know about the personal data that is collected by a 
business, the right to delete personal data, the right to opt-out of the sale of 
their personal data, and the right of non-discrimination for exercising the 
rights under the CCPA.61 The legislature clarified that the intent was to give 
California residents control over their information.62 The CCPA not only 
regulates personal information, but also “[i]nferences drawn from any of the 
information identified in this subdivision to create a profile about a 
consumer reflecting the consumer's preferences, characteristics, 
psychological trends, preferences, predispositions, behavior, attitudes, 
intelligence, abilities, and aptitudes.”63 

The California legislature has recently amended the CCPA by 
passing the California Privacy Rights Act of 2020 (CPRA).64 The new bill 
recognizes that the use of personal information causes “asymmetry of 

 
54 Id. 
55 Id. 
56 Gramm-Leach-Bliley Financial Modernization Act, Pub. L. No. 106–02, 113 Stat. 1338 
(1999). 
57 Id. at 1338. 
58 Id. at 1437 (codified as 15 U.S.C.A. § 6802). 
59 California Consumer Privacy Act of 2018 (CCPA), CAL. CIV. CODE § 1798.100. 
60 CALIFORNIA CONSUMER PRIVACY ACT, 2018 Cal. Legis. Serv. Ch. 55 § 2(a) (A.B. 375) 
(West) (“In 1972, California voters amended the California Constitution to include the right 
of privacy among the ‘inalienable’ rights of all people.”). “All people are by nature free and 
independent and have inalienable rights. Among these are enjoying and defending life and 
liberty, acquiring, possessing, and protecting property, and pursuing and obtaining safety, 
happiness, and privacy.” CAL. CONST. art. I, § 1. 
61California Consumer Privacy Act (CCPA), STATE OF CAL. DEP’T OF JUST., 
https://oag.ca.gov/privacy/ccpa [https://perma.cc/HU9G-REQC]. 
62 CALIFORNIA CONSUMER PRIVACY ACT, 2018 Cal. Legis. Serv. Ch. 55 § 2(h) (A.B. 375) 
(West) (“People desire privacy and more control over their information.”); CALIFORNIA 

CONSUMER PRIVACY ACT, 2018 Cal. Legis. Serv. Ch. 55 § 2(i) (A.B. 375) (West) 
(“Therefore, it is the intent of the Legislature to further Californians' right to privacy by giving 
consumers an effective way to control their personal information, by ensuring the following 
rights . . . .”). 
63 CAL. CIV. CODE § 1798.140(v)(1)(K). 
64 California Privacy Rights Act of 2020, No. 19-0021 (2019). 
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information [that] makes it difficult for consumers to understand what they 
are exchanging and therefore to negotiate effectively with businesses.”65 The 
definition of a “dark pattern” was introduced as “a user interface designed 
or manipulated with the substantial effect of subverting or impairing user 
autonomy, decision-making, or choice.”66 The legislature clarified that an 
“agreement obtained through use of dark patterns does not constitute 
consent.”67 The CPRA recognized human limitations on understanding and 
controlling their data; thus, data privacy is more than simple consent and 
requires an extensive framework to promote individual autonomy.  

In a global economy, especially where data is transferred around 
the world in seconds, it is helpful to pull concepts of data privacy from the 
current gold standard European Union (EU) regulation: General Data 
Protection Regulation (GDPR).68 The GDPR is built on the principle of 
"informational self-determination," or the right to control information about 
oneself.69 The EU, through GDPR, has taken a step further than U.S. 
federal regulations in declaring “the privacy of personal information [is] a 
fundamental right.”70 One purpose of protecting that right is to prevent too 
much control over the population.71 In the U.S., any autonomy and liberty 
associated with privacy is more akin to that of a property right, freely 
exchangeable, whereas the EU considers it a core virtue to promote and 
support human dignity.72  

Although the U.S. and EU justify data privacy from different angles, 
the approach comes down to freedom, control, and autonomy.73 Before 
delving into specifics of how data privacy regulations attempt to give 
individuals control and autonomy, the next section introduces a framework 
to organize data and highlight the imbalance of power associated with 
information asymmetry. 

 
III. THE JOHARI WINDOW AS A MODEL FOR GROUPING DATA 

 
Although the previous section provided the principles of control 

and autonomy behind data privacy regulations,74 the concept remains 
obscure. The growing (and often flippant) use of the term “data” has 

 
65 Id. § 2(F). 
66 Id. § 14 (to be codified at CAL. CIV. CODE § 1798.140(l)). 
67 Id. (to be codified at CAL. CIV. CODE § 1798.140(h)). 
68 Council Regulation 2016/679, 2016 O.J. (L 119) 1 (EU) [hereinafter GDPR]. 
69 Kozemczak, supra note 30, at 1073. 
70 Id. at 1094. 
71 Id. 
72 Marilyn Cech, Genetic Privacy in the “Big Biology” Era: The “Autonomous” Human 
Subject, 70 HASTINGS L.J. 851, 875 (2019). 
73 Kaminski, supra note 27, at 391 (“When people talk of ‘control,’ another term privacy 
scholars now love to hate, it's often just a shorthand for autonomy. Control is an instantiation 
of freedom, liberty, choice.”). 
74 See supra Part II. 
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motivated scholars to scrupulously explain its usage in everyday vernacular.75 
Further, combining “data” with the “broad, abstract and ambiguous 
concept” of privacy76 presents a challenge to consensus on a universal 
meaning of “data privacy.”77 To address this complexity, the Johari window 
relationship model offers a helpful framework.78  

The Johari window models relationships based on the knowledge 
that one knows about oneself compared to what others know about that 
person.79 For the analysis in this Note, one can think of the “others” in this 
model as any computer system (website, app, etc.), company, or entity that 
collects and processes personal data. Information is power; the Johari 
window helps highlight the power imbalance between self and systems 
caused by information asymmetry.80  

The Johari window is a square representing the set of all possible 
data about oneself split into quadrants by a vertical line and a horizontal line 
(emulating a four-pane window).81 The two resulting columns represent the 
things one knows about oneself and the things one doesn’t know about 
oneself.82 These columns are intersected by two rows: the things a system 
knows about the individual and the things a system does not know about 
that individual.83 The results are the four quadrants based on whether self 
or others (e.g., data processing systems) know the given piece of data.84 

 
75 Bryan A. Garner (@BryanAGarner), TWITTER (Sept. 26, 2022, 11:17 AM), 
https://twitter.com/BryanAGarner/status/1574432886178156549 [https://perma.cc/93FP-
DQSW] (doubling the treatment of data in the newest edition of Garner’s Modern English 
Usage). 
76 Griswold v. Connecticut, 85 S. Ct. 1678, 1695 (1965). 
77 Jason Hong suggests that the ambiguous nature of data privacy is related to the number of 
different perspectives each resulting in their own set of concerns. Jason Hong, Why is Privacy 
So Hard?, COMMUNICATIONS OF THE ACM (Mar. 13, 2019), 
https://cacm.acm.org/blogs/blog-cacm/235401-why-is-privacy-so-hard/fulltext 
[https://perma.cc/Y3QK-S29T]. 
78 The Johari Window Model, COMMC’N THEORY, 
https://www.communicationtheory.org/the-johari-window-model/ [https://perma.cc/3N63-
4YXN].  
79 Id. 
80 See Geoffrey Lightfoot & Tomasz Piotr Wisniewksi, Information Asymmetry and Power 
in a Surveillance Society, RESEARCHGATE, (July 2014), at 19, 
https://www.researchgate.net/publication/264253929_Information_Asymmetry_and_Power
_in_a_Surveillance_Society [https://perma.cc/2GZJ-C3KZ] (providing examples where 
economic gain is greater when “fewer people [are] in possession of [private] information”). 
81 James C. Dumville, Business Ethics: A Model to Position a Relative Business Ethics 
Decision and a Model to Strengthen Its Application, 8 Emp. Resp. & Rts. J. 231, 239–40 
(1995). 
82 Id. 
83 Id. 
84 Colin Strong, The Human Side of Big Data: Exploring the Way Data Shapes Consumer-
Brand Relationships, DIGITAL ENLIGHTENMENT YEARBOOK 2014: SOCIAL NETWORKS AND 

SOCIAL MACHINES, SURVEILLANCE AND EMPOWERMENT, 2014 (K. O’Hara, M-H.C. 
Nguyen, & P. Haynes eds., 2014) 168; see also Marcel Simonette, Mario Magalhães, & 
Edison Spina, A Framework to Deal with Privacy in Systems, INSTITUTE OF ELECTRICAL 

AND ELECTRONICS ENGINEERS, INC. 2–3 (2019). 
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The first quadrant is called the “open self” or “arena” and consists 
of data known by self and known by others.85 An example in the arena space 
is when one shares their name and email address with an email provider. 
Because both parties are aware of this shared data, there is no information 
asymmetry. The arena comprises of “facts whose existence we recognize 
and whose content lay within [both parties’] consciousness.”86  

The second quadrant, called the “hidden self” or “façade,” is data 
known by self but hidden from an organization/system.87 The façade may 
range from a favorite book to a deeply held secret that has never been 
shared directly or indirectly with a system and is not known by that system. 
Thus, the façade embodies the idea of anonymity.  

The third quadrant of data known by a system but unknown to self 
is called the “blind spot.”88 This is information that may not be recognized 
about oneself, such as unconscious biases, but is information recognized by 
a system.  

Finally, the quadrant comprised of information that neither self nor 
a system knows is labeled, “unknown unknowns,” or simply, “unknown.”89 
This quadrant of the Johari window consists of “facts whose very existence—
to say nothing of their content—lay outside our consciousness.”90 

The four different quadrants are not static; rather, the amount of 
data in each quadrant can grow and shrink based on actions and 
discoveries.91 Disclosure of secret information to others (i.e., systems) 
expands the arena and shrinks the façade.92 Likewise, feedback from a 
system may illuminate aspects about oneself, shrinking the blind spot of the 
Johari window and growing the arena.93 

Data privacy rights enhance the ability to control our data in our 
Johari window.94 The Johari window maps out the power dynamics 
associated with different types of data to determine how an individual can 
feasibly control aspects of their data. Technological advancements in data 
processing and predictive analytics, combined with an ever-increasingly 

 
85 Strong, supra note 84, at 168; see also Simonette et al., supra note 84, at 2–3. 
86 Eric Lomazoff, The Expanding Universe of McCulloch’s Known Unknowns, 19 GEO. J.L. 
& PUB POL’Y 111, 112 (2021). 
87 Strong, supra note 84, at 168; see also Simonette et al., supra note 84, at 2–3. 
88 Id. 
89 Id. 
90 Lomazoff, supra note 86, at 112. 
91 Neil H. Katz, Katherine J. Sosa, & Suzzette A. Harriott, Overt and Covert Group 
Dynamics: An Innovative Approach for Conflict Resolution Preparation, 33 CONFLICT 

RESOL. Q. 313, 332 (2016). 
92 Id. 
93 Id. 
94 See infra Part II. 
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connected society,95 increases the complexity of controlling personal data.96 
The Johari window model attempts to simplify this complexity. 

As described in the following sections, “blind spots” (data known 
by others but unknown to the user) represent the most meaningful area 
where users can exert control over the way their data is used. However, 
taking control of data that is unknown presents a significant challenge. Only 
after unknowns manifest in consciousness can control be exerted to make a 
choice on how one’s data is used. Ironically, regulations must somehow 
create awareness of the blind spot (likely shifting the data to the arena) 
before a user can exert autonomy over the data usage. Notably, these blind 
spots often occur through profiling and personalization when a system is 
driving user action that is often to the system owner’s benefit and potentially 
to the user’s detriment (e.g., purchase goods, increase app engagement, 
etc.).  

 
IV. LIMITATIONS OF CURRENT REGULATIONS, PROPOSALS, AND 

APPROACHES 
 
Section III introduced the Johari window as a model used in 

contemplating data privacy through the power dynamics created by 
information asymmetry. This section builds on the Johari window model by 
outlining how government regulations attempt to give users control of their 
data in each of the quadrants of the Johari window. As will be demonstrated, 
the data that falls within the blind spot quadrant of the Johari window 
provides the greatest opportunity for effective data privacy regulations. 

 
A. Arena 

 
The arena of the Johari window represents shared information 

between the parties, so on the surface of this quadrant, there are no 
information asymmetries.97 Mandated disclosures are the most prevalent 
way of regulating arena data.98 In theory, disclosures on websites and within 

 
95 See The Global Internet of Everything (IoE) Market size is expected to reach $2.7 Trillion 
by 2028, rising at a market growth of 16.4% CAGR during the forecast period, 
REPORTLINKER (Oct. 21, 2022), https://www.globenewswire.com/news-
release/2022/10/21/2539325/0/en/The-Global-Internet-of-Everything-IoE-Market-size-is-
expected-to-reach-2-7-Trillion-by-2028-rising-at-a-market-growth-of-16-4-CAGR-during-the-
forecast-period.html [https://perma.cc/82SF-VR7L] (stating that the complex and all-
encompassing Internet of Everything is composed of people, objects, data, and process and 
is expected to significantly grow in the next six years). 
96 See Jorge Bernal Bernabe et al., Key Innovations in ANASTACIA: Advanced Networked 
Agents for Security and Trust Assessment in CPS/IOT Architectures, in CHALLENGES IN 

CYBERSECURITY AND PRIVACY - THE EUROPEAN RESEARCH LANDSCAPE 23, 24 (Jorge 
Bernal Bernabe & Antonio Skarmeta eds., 2019) (stating that "as a greater number of 
constrained IoT devices are connected to [the] Internet, the security and privacy risks 
increase accordingly"). 
97 Simonette et al., supra note 84, at 5. 
98 Omri Ben-Shahar, Data Pollution, 11 J. LEGAL ANALYSIS 104, 130 (2019). 
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applications are designed to provide transparency.99 Transparency makes 
information known to the user to inform and improve individual choice.100 
For instance, the Federal Trade Commission has used disclosures to meet 
the “fair information practice principles” of “Notice” and “Choice.”101 The 
disclosures should suffice to minimize unfair power dynamics as users are 
made aware of the data collected, how the data is to be used, and whether 
the data is shared with third parties.102  

However, disclosures fail to keep data in the arena and information 
asymmetry lingers. The typical user is overloaded with disclosure 
information from numerous websites, apps, and other sources.103 Many 
users lack the skills or time to truly understand complex disclosures.104 
Generally, online agreements, as a recent empirical study found, are 
unreadable.105 Another study concluded that it would take approximately 
201 hours and cost individuals $3,534 annually to read every single website 
privacy policy.106 Despite the inhuman task of reading and understanding 
every website privacy policy before dismissing the notice by clicking “I 
agree,” courts have typically found such affirmative action on the part of the 
user, a manifestation of assent resulting in a valid contract.107 However, from 
a practical standpoint, when a user enters a website controlled by a company 
with overall superior information, the user’s limited information “render[s] 
any ‘meeting of the minds’ functionally weak and potentially legally 
insufficient.”108  

Notwithstanding the legal validity, mandated disclosures fail to 
practically shift the collected data into the arena of the Johari window 
because users are still left unaware of the collected data. Failure to read, 
understand, or process disclosures leaves users in the blind spot of the 
Johari window because users are not aware of data that has been shared or 
what a computer system knows about the user.  

For data that truly resides in the arena, data privacy laws attempt to 
preserve individual control through the right to erasure.109 Under the right 
to erasure, an individual that knows about shared data has a right to have 
their data deleted, a “right to be forgotten,” and a means to achieve 

 
99 Mary D. Fan, Private Data, Public Safety: A Bounded Access Model of Disclosure, 94 
N.C. L. REV. 161, 197 (2015). 
100 Id. 
101 Amanda Grannis, You Didn’t Even Notice! Elements of Effective Online Privacy Policies, 
42 FORDHAM URB. L.J. 1109, 1113–14 (2015). 
102 Id. at 1114. 
103 Fan, supra note 99, at 197–98. 
104 Id.; Grannis, supra note 101, at 1148. 
105 Uri Benoliel & Shmuel I. Becher, The Duty to Read the Unreadable, 60 B.C. L. REV. 
2255, 2277 (2019). 
106 Grannis, supra note 101, at 1148. 
107 Daniel D. Haun & Eric P. Robinson, Do You Agree?: The Psychology and Legalities of 
Assent to Clickwrap Agreements, 28 RICH. J.L. & TECH. 623, 636 (2022). 
108 Andrea M. Matwyshyn & Miranda Mowbray, Fake, 43 CARDOZO L. REV. 643, 695–96 
(2021) (comparing the consent of a magician’s act to that of misleading Internet information). 
109 GDPR, supra note 68, art. 17. 
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anonymity.110 Therefore, the erased data moves to the façade realm of the 
Johari window (the user knows the data, but the system is left unaware of 
the data). As described below in the analysis of the façade, anonymity is a 
fickle concept and provides marginal data privacy protection. 

Another path for data privacy regulation within the arena is through 
a private cause of action.111 Instead of being beholden to government agency 
enforcement or class actions, a private cause of action grants individuals 
control to hold accountable companies that misuse or fail to properly 
protect their data.112 Although holding companies responsible for poor data 
protection is necessary, private action presents several shortcomings for data 
privacy. First, the causation of injuries can be too abstract,113 data injuries 
may be slow to manifest, and drawing a causal link may prove nearly 
impossible.114 Next, the valuation for injuries caused by data misuse is often 
too speculative.115 The uncertainty of how unauthorized data access results 
in injury makes it extremely difficult to assign a value.116 Finally, a private 
right of action for data privacy violations may be costly for companies 
defending every perceived violation and frivolous claim, or the laws will be 
too limited to provide the protections necessary for individuals.117 

The known nature of data in the arena makes the quadrant an 
intuitive quadrant for regulations. Certainly, existing data protection laws 
provide value, and data could potentially shift to the façade area of the Johari 
window, which appears to shift power to the consumer. Before delving into 
regulations in the areas where information asymmetry exists (façade and 
blind spots), the next section looks at the power dynamics for the unknown 
quadrant of the Johari window. 

 
B. Unknown 

 
On the surface, the unknown quadrant does not present 

information asymmetry because an individual and others are equally 
unaware of this data about the individual. However, a power imbalance may 
still exist if one party uncovers data in this area faster than the other, shifting 
the data from the unknown quadrant to a quadrant of information 
asymmetry. Any data privacy regulations for this type of data would need to 

 
110 Anupam Chander, Margot E. Kaminski & William McGeveran, Catalyzing Privacy Law, 
105 MINN. L. REV. 1733, 1754 (2021). 
111 Jason Heitz, Federal Legislation Does Not Sufficiently Protect American Data Privacy, 49 
N. KY. L. REV. 287, 297 (2022). 
112 Id. 
113 Ben-Shahar, supra note 98, at 115. 
114 Id. at 127. 
115 Id. at 107. 
116 Id. at 127 (“This problem of private valuation is due to the deep uncertainty people have 
about the private consequences of personal data emissions--who will use it and how, and what 
would be the consequences of unauthorized uses.”). 
117 Jeffrey Westling, The Latest on Federal Privacy Legislation, AMERICAN ACTION FORUM 
(May 31, 2022), https://www.americanactionforum.org/insight/the-latest-on-federal-privacy-
legislation/ [https://perma.cc/SP6L-7ZL6]. 
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inhibit the discovery of unknown data and thus stop it from shifting into the 
blind spot quadrant, where individual control and autonomy start to decline. 
As described below, constant information discovery is becoming the norm, 
and companies are gaining the advantage of finding unknowns and 
potentially exploiting the information as blind spot data. Laws that attempt 
to regulate this data fail to provide clear directives (due to the nebulous 
nature of the unknown) and are confronted with businesses’ growing 
expectation for data discovery.  

 The significant rate of improvement in software and algorithms will 
continue to drive an ever-faster rate of data and information discovery, 
making nearly every aspect of our lives known.118 The advances in hardware 
and software have resulted in the capacity to exploit data in orders of 
unprecedented magnitude.119 Artificial intelligence systems can use available 
data120 to produce novel combinations and reveal new insights.121 A system 
leveraging known data will not only predict outcomes, but also create new 
perspectives.122 With ninety percent of the world’s data being created in the 
last two years,123 the stage is set for significant discovery through artificial 
intelligence, software, and hardware advancements. 

Companies, as concentrated resources, are more productive and 
innovative than the smaller set of resources typically available to 
individuals.124 Although individuals can partake in self-discovery to 
potentially move unknown data to a façade or arena, economies of scale 
favor a sophisticated party to uncover unknown data.125 Further, companies 
collect huge amounts of data from consumers and external partners.126 Since 
discovery through artificial intelligence is more effective as the dataset 
volume increases,127 the vast amount of data held by companies tends to shift 
unknown data to the blind spot quadrant, increasing the urgency for 
regulations that tackle the blind spot realm of the Johari window. 

 
118 Scott Murray, A Comprehensive Study of Technological Change, MIT NEWS (Aug. 2, 
2021), https://news.mit.edu/2021/comprehensive-study-technological-change-0802 
[https://perma.cc/FLN9-N5RD] (“The domains that show improvement rates greater than 
the predicted rate for integrated chips—42 percent, from Moore’s law—are predominantly 
based upon software and algorithms.”). 
119 Helen Nissenbaum, The Problem of Theorizing Privacy: Contextual Integrity Up and 
Down the Data Food Chain, 20 THEORETICAL INQ. L. 221, 223 (2019). 
120 Yanisky-Ravid & Hallisey, supra note 9, at 438–39. 
121 Ziva Rubinstein, Taxing Big Data: A Proposal to Benefit Society for the Use of Private 
Information, 31 FORDHAM INTELL. PROP. MEDIA & ENT. L.J. 1199, 1205 (2021). 
122 Yanisky-Ravid & Hallisey, supra note 9, at 441. 
123 Rubinstein, supra note 121, at 1201. 
124 Walter Frick, The Conundrum of Corporate Power, HARV. BUS. REV. (May 2018), 
https://hbr.org/2018/05/the-conundrum-of-corporate-power [https://perma.cc/ZF36-HJGD] 
(stating that bigger companies are able to innovate faster than small companies and cloud 
computing is helping big companies to expand).  
125 See Mark J. Roe, Corporate Purpose and Corporate Competition, 99 WASH. U. L. REV. 
223, 251–52 (2021). 
126 Benjamin M. Fischer, The Rise of the Data-Opoly: Consumer Harm in the Digital 
Economy, 99 WASH. U. L. REV. 729, 739–40 (2021). 
127 Yanisky-Ravid & Hallisey, supra note 9, at 440. 
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Nevertheless, data privacy regulations attempt to protect consumers 
from this area of the Johari window by limiting data collection and 
processing.128 By limiting data, the algorithms are less effective, thus 
inhibiting the discovery of unknowns.129 The GDPR requires “data 
minimization,” where personal data shall be “adequate, relevant and limited 
to what is necessary in relation to the purposes for which [it is] processed.”130 
However, if data is used for legitimate purposes, such as improving the user 
experience or increasing profits through ads, it is difficult to draw the limits 
of acceptable data use.131 Data collection and processing have become a core 
component of many business models.132 As companies find new ways to 
generate revenue through data, the scope of disallowed data usage will tend 
to shrink. Consequently, restrictions to slow the discovery of the unknown 
are limited, and companies will continue to discover new information about 
consumers leading to the information asymmetries and power imbalance 
associated with the blind spot quadrant of data. 

 
C. Façade 

 
An individual may try to hide their identity, but in a connected 

world, people are constantly leaving traces of their actions and identities.133 
The resulting high number of data points can be pooled together to create 
an accurate profile of someone within seconds.134 Companies have collected 
troves of personal details.135 Despite regulations like the GDPR that attempt 
to distinguish personal from non-personal data,136 the technical realities 
recognize that there is no such thing as anonymity.137 Regulating data in the 
façade of the Johari window—data known by an individual and not known 
by a system—focuses less on individual control and autonomy and more on 
the bleak possibility of keeping personal information secret. Two concepts 
are explored below that help explain the lack of individual control over data 
privacy with a system designed for knowledge discovery: mosaic theory and 
inferred data. 

The general premise of mosaic theory is that individual, non-
descript pieces of information can be combined to form a broader, clear 

 
128 Fischer, supra note 126, at 746–47. 
129 Yanisky-Ravid & Hallisey, supra note 9, at 440. 
130 GDPR, supra note 68, art. 5(1)(c). 
131 Fischer, supra note 126, at 742. 
132 Id. 
133 Müge Fazlioglu, Beyond the “Nature” of Data: Obstacles to Protecting Sensitive 
Information in the European Union and the United States, 46 FORDHAM URB. L.J. 271, 303 
(2019) (“Today, there is no escape from leaving traces that can be recorded.”). 
134 Id. at 304. 
135 Yanisky-Ravid & Hallisey, supra note 9, at 455. 
136 GDPR, supra note 68, art. 5. 
137 Michael Kolain, Christian Grafenauer & Martin Ebers, Anonymity Assessment - A 
Universal Tool for Measuring Anonymity of Data Sets Under the GDPR with a Special 
Focus on Smart Robotics, 48 RUTGERS COMPUTER & TECH. L.J. 174, 220–21 (2022). 
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picture.138 In the world of data processing, data aggregation can develop 
knowledge based on seemingly innocuous data that may reveal facts that are 
intended to remain private.139 Mosaic theory gained prominence in federal 
jurisprudence in the context of the Fourth Amendment, starting with United 
States v. Maynard.140 This case involved a drug conviction and the issue of 
whether tracking defendants’ movements twenty-four hours a day for four 
weeks with a GPS device constituted an unreasonable search in violation of 
the Fourth Amendment.141 The court of appeals explained that “[p]rolonged 
surveillance reveals types of information not revealed by short-term 
surveillance, such as what a person repeatedly does, what he does not do, 
and what he does ensemble. These types of information can each reveal 
more about a person than does any individual trip viewed in isolation.”142 
The mass amounts of collected data “may reveal an intimate picture” of our 
lives, disrupting our sense of privacy.143 The circuit court reversed the co-
defendant’s conviction which was predicated on evidence involving the 
search because it violated his “reasonable expectation of privacy.”144 The 
Supreme Court affirmed the circuit court’s decision.145 In a concurring 
opinion, Justice Alito highlighted privacy concerns as technology advances 
and the collection of personal data in violation of privacy expectations 
seemed “inevitable.”146 

Data that forms the picture of our lives may be collected from 
incidental pings from our cell phones required for functionality unrelated 
to personal data collection.147 Personal information may also be disclosed 
due to interactions and relationships with others regardless of your 
relationship with the service provider collecting the data.148 For example, a 

 
138 Jace C. Gatewood, District of Columbia Jones and the Mosaic Theory—In Search of a 
Public Right of Privacy: The Equilibrium Effect of the Mosaic Theory, 92 NEB. L. REV. 504, 
523 (2014). 
139 See Chris Evans, It’s the Autonomy, Stupid: Political Data-Mining and Voter Privacy in 
the Information Age, 13 MINN. J. L. SCI. & TECH. 867, 875–76 (2012) (“Transactional data 
can be analyzed in the aggregate to identify market trends or it can be linked to individuals 
to identify individual habits.”); see also Ben-Shahar, supra note 98, at 112 (“Other pieces of 
new information created by the aggregation include hints about individuals whose own 
information is not in the database, which are then used in ways that could harm these 
individuals or society as a whole.”); Ben-Shahar, supra note 98, at 114 (“In general, the 
correlations in the database provide information about people that their individual data alone 
may not reveal, and these inferences could be translated into formulae for tailored services.”); 
Yanisky-Ravid & Hallisey, supra note 9, at 470–71 (“The Mosaic Theory posits that even 
where the typical identifying characteristics of a person are obscured, such as name, social 
security number, date of birth, address, etc., in a large dataset one can de-anonymize 
someone probabilistically because of the minimal likelihood that someone else shares the 
combination of a multitude of other characteristics.”). 
140 Gatewood, supra note 138, at 524. 
141 United States v. Maynard, 615 F.3d 544, 556 (D.C. Cir. 2010). 
142 Id. at 562. 
143 Id. 
144 Id. at 555, 568. 
145 United States v. Jones, 565 U.S. 400, 402 (2012). 
146 Id. at 427 (Alito, J., concurring). 
147 See Carpenter v. United States, 138 S. Ct. 2206 (2018). 
148 Ben-Shahar, supra note 98, at 116. 
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Gmail (Google’s email service) user corresponding with someone that isn’t 
using Gmail is sharing details about this exchange (and ultimately personal 
details) with Google.149 The non-Gmail user never consented to share their 
information, yet, by sending written correspondence back and forth, data is 
shared.150 As another example, an individual may unknowingly have their 
data shared if a relative uses services that analyze DNA, such as 23andMe 
and ancestry.com.151 Personal data is being harvested about relatives without 
their consent or knowledge.152 

Computer systems can piece together the mosaic of our lives by 
inferring data from a combination of collected data sets.153 Professor Helen 
Nissenbaum has depicted the phenomenon of inferring data as going up 
and down the “data food chain,” describing a synthesis of lower-order data 
(e.g., location data, website usage, etc.) to derive higher-order data (e.g., data 
such as preferences and characteristics).154 For instance, Target was able to 
identify early stages of pregnancy based on unconnected data such as the 
types of food an individual purchased.155 Another bizarre example of 
connecting seemingly unrelated data is the ability to infer credit worthiness 
based on the purchase of premium birdseed.156 The correlations and ability 
to derive higher-order data from lower-order data, often considered 
innocuous, can reveal intimate and personal characteristics such as sexual 
orientation, health, and education level.157 Lower-order data does not need 
to be collected by corporate entities; rather, a swath of publicly available 
data can be used by modern technology to discover private information.158 
These public datasets continue to grow,159 thereby allowing anyone to derive 
huge amounts of private details.160 

For example, in 2006, the Internet service provider America 
Online (AOL) released twenty million search queries from 650,000 users.161 
Despite removing usernames and IP addresses, User No. 4417749 was 

 
149 Id. 
150 Id. 
151 Id. (“The information stored in these databases reveals important facts about other people 
in the users' circles of biological relationships, who never agreed to give information to 
participate in such personal-origins discovery.”). 
152 Id. Consider the scenario of how the Golden State Killer—someone presumably trying to 
keep a low profile—was eventually found and convicted based on DNA voluntarily submitted 
to public genealogy databases by family members. Emily Shapiro, How the ‘Golden State 
Killer,’ a Serial Rapist, Murderer, Evaded Capture for Decades, ABC NEWS (Oct. 31, 2020), 
https://abc11.com/golden-state-killer-joseph-deangelo-timeline-caught/7515045/ 
[https://perma.cc/LTM6-993P]. 
153 Rubinstein, supra note 121, at 1205 (“AI systems can also use this data to produce new 
combinations.”). 
154 Nissenbaum, supra note 119, at 240. 
155 Id. at 239. 
156 Id. 
157 Id. at 241. 
158 Fazlioglu, supra note 133, at 296. 
159 Id. (“Modern technologies and data analytic techniques allow sensitive information about 
individuals to be discerned from publicly-available or ‘open’ datasets that continuously 
increase in size and number.”). 
160 Id. 
161 Yanisky-Ravid & Hallisey, supra note 9, at 470. 
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quickly identified based on three searches: “landscapers in Lilburn, Ga,” a 
few people with the last name “Arnold,” and “homes sold in shadow lake 
subdivision gwinnett county Georgia.”162 A similar situation happened when 
Netflix released “anonymized” ratings.163 It did not take long to compare 
these ratings to the publicly available site Internet Movie Database (IMDb) 
to identify individuals and discover their Netflix viewing histories.164 Even 
more disturbing, a study concluded that eighty-seven percent of the U.S. 
population could likely be identified through knowledge of zip code, 
gender, and date of birth.165 Using proxy variables such as zip code, could 
potentially result in biased decisions based on protected characteristics such 
as race, gender, or age without needing information on any of these 
characteristics.166 

The difficulty of exerting individual control over façade data is that 
routine interactions and relationships tell more of a person’s story to 
companies than may have been intended or consented to. One regulatory 
approach to keep data secret is to require that processed data is proportional 
and necessary for the intended purpose.167 However, the use of artificial 
intelligence for critical business decisions and processes requires a 
substantial amount of data making it near impossible to discern between 
necessary and unnecessary data.168 Data drives business, and with such 
considerable profits tied to data collection,169 any attempt to stifle this activity 
based on proportionality and necessity may only spark data justification 
instead of data minimization. 

Because merely living in an age of technology dissolves the line 
between our public image and our private details, the façade realm of the 
Johari window is sufficiently narrowed. Regulations that attempt to control 
the dissemination of private data may curb some behavior but are 
constrained by the ease of accurately deriving private data. Therefore, data 
privacy regulations that target façade data may only achieve short-term 

 
162 Id. 
163 Id. 
164 Fazlioglu, supra note 133, at 298. 
165 Id. 
166 Yanisky-Ravid & Hallisey, supra note 9, at 449. 
167 Ben-Shahar, supra note 98, at 134 (“In particular, various quantity restrictions are a key 
part of the GDPR. Prominent among those are the principles of ‘data minimization’ and 
‘purpose limitation.’ The Regulation requires that data be ‘processed fairly’ and only for 
‘specified, explicit, and legitimate purposes’ and even then, the collected data must be 
‘adequate, relevant, and not excessive in relation to the purpose or purposes for which they 
are processed.’”). 
168 Artificial intelligence systems cannot function without huge amounts of data, so the nature 
of the technology leads to a necessity of having data that might initially seem irrelevant. 
Yanisky-Ravid & Hallisey, supra note 9, at 471 (“Presently, AI systems cannot function 
without vast amounts of data, as they must have a sufficient number of datapoints to 
effectively learn patterns and come to conclusions.”). 
169 Rubinstein, supra note 121, at 1203–04 (“As of 2017, it was estimated that our data was 
worth approximately $1,000 a year per person, and the amount of yearly data taken from 
each person since then has only increased.”); Id. at 1210 (“The data broker industry 
generates $200 billion in yearly revenue and is continuing to grow. It seems that the more 
data is collected, the greater the demand for data becomes.”). 
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benefits because many secret details of individuals are already publicly 
available directly or indirectly. 

 
 

D. Blind Spot 
 
The most significant imbalance of power comes from the use of 

blind spot data and requires the greatest focus on regulations of data privacy. 
Because individuals are unaware of these aspects of themselves, 
organizations with this knowledge can exploit biases and use this data for 
social engineering.170 Many individuals lack the skills and knowledge to 
understand how systems use their data because of the complexity and sheer 
quantity of data being processed.171 A system can use data about the user 
without the user knowing it.172 

Regulations attempt to give individuals control through 
transparency and a right to access their data.173 However, having access to all 
one’s data does not shift the power dynamics because people are not 
equipped to deal with infinite possible scenarios on how the data might be 
applied.174 Therefore, having the details of your user data does not uncover 
the blind spots. The quantity of data and complexity make it impractical to 
regulate through transparency.175 

Analysis of the blind spot of the Johari window uncovers one of the 
key challenges with data privacy; distinguishing data from knowledge, truth 
from meaning, and input from result. Personal data is only an input to a 
broader picture. To truly uncover blind spots, information asymmetry must 
consider the end result of the use of data. The next section attempts a 
taxation design to tackle the paradox of giving control and autonomy to 
individuals who are unaware of their lack of control. 

 
V. PROPOSED APPROACH: TAX ON HYPER-PERSONALIZATION 

 

 
170 Ben-Shahar, supra note 98, at 123 (“It becomes insurmountable when the other side of 
the transaction is a sophisticated firm that recognizes the cognitive biases and amplifies them 
to profit from the individual’s misperception.”). 
171 Simonette et al., supra note 84, at 5. 
172 Id. at 3. 
173 GDPR, supra note 68, art. 15. 
174 Simonette et al., supra note 84, at 5 (“A key consequence is that it must be clear what kind 
of situation or limits its application is valid for. It is not possible to deal with an infinite kind 
of situations.”). 
175 Ben-Shahar, supra note 98, at 123 (“Even if people wanted to contract smartly over data, 
to accord inquisitive attention to the management of personal information, they would be 
defeated by what elsewhere Carl Schneider and I called the ‘quantity problem’: each website 
visit, app use, and even physical transaction presents consumers with its own overloaded set 
of data issues. The problem of overload within each transaction and accumulation across 
multiple transactions are problems too implacable to solve in a world of private 
contracting.”). 
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The previous section highlighted the challenges of regulating data 
by viewing the data through the Johari window.176 Regardless of disclosure 
and efforts toward transparency, consumers are still left with minimal 
control of their data as companies are able to discover substantial amounts 
of information that cannot be understood or known by people.177 Therefore, 
regulations must tackle the blind spot of the Johari window where systems 
know information about individuals that they themselves are unaware of.178  

Data collection and processing is not by itself problematic despite 
the regulations currently focused on these areas. Although unused data 
presents a risk for data security and increased exposure in a data breach 
event,179 unused data does not impact individual autonomy as it theoretically 
has the same effect as completely unknown and undiscovered data. Data 
privacy concerns arise when users lose autonomy and control of their lives 
due to the application of their data. Regulation intended to increase 
autonomy must therefore focus on how data is used by companies and the 
interaction of that use on the individual. The processing of personal data 
leads to an individualized experience and interaction that will be generally 
referred to here as hyper-personalization.  

Hyper-personalization is a marketing approach that presents a 
service, product, or experience catered specifically for an individual.180 
Content aimed at users is designed to elicit user response.181 The 
information asymmetry allows content creators to properly tailor the 
information to manipulate individuals to falsely believe they have free will 
and control.182 Therefore, the point in time for effective regulation should 
be when the data has overreached into significantly manipulating individual 
behavior. As modeled in the preceding sections, a prerequisite of individual 
control of data requires awareness of personal data usage and available 
options. Linking data usage to one of the most fundamental components of 
life (e.g., taxes)183 forces the consumer to make a personal choice about their 
data that effectively reveals the blind spot of the Johari window. 

 
176 See supra Part IV. 
177 Id. 
178 Id. 
179 Data Graveyards: Challenges and Risks, DATA PRIV. MANAGER (Nov. 8, 2020), 
https://dataprivacymanager.net/data-graveyards-challenges-and-risks/ 
[https://perma.cc/A3HU-U5PP]. 
180 What Is Hyper-Personalization?, TIBCO, https://www.tibco.com/reference-center/what-
is-hyper-personalization [https://perma.cc/TH57-MTZ3]. 
181 Matwyshyn & Mowbray, supra note 108, at 667. 
182 Karl Manheim & Lyric Kaplan, Artificial Intelligence: Risks to Privacy and Democracy, 21 
YALE J. L. & TECH. 106, 145 (2019) (providing an example of fake news in social engineering: 
“purveyors of fake news are also able to exploit citizens’ faith in autonomy and decisional 
privacy . . . As historian Yuval Noah Harari notes, ‘The more people believe in free will . . . 
the easier it is to manipulate them, because they won’t think that their feelings are being 
produced and manipulated by some external system.’”). 
183 Madsen Pirie, Death and Taxes, ADAM SMITH INST. (Nov. 13, 2019), 
https://www.adamsmith.org/blog/death-and-taxes [https://perma.cc/NTU7-X536] (“‘[I]n this 
world nothing can be said to be certain, except death and taxes.’”). 
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One taxation approach suggested by Omri Ben-Shahar is to 
implement a Pigouvian tax.184 Pigouvian tax is used in environmental law to 
convert externalities—harm felt by others through one’s actions—into an 
internal effect felt by the actor.185 Ben-Shahar argues that, like pollution, the 
disclosure of personal data has a broader social impact beyond the 
individual.186 The tax would aim to lower the amount of data that users 
provide and that firms collect.187 For the tax to be most effective, Ben-Shahar 
posits that the consumer should bear the tax as users are too eager to pay 
with their data and must be restrained to maintain a data ecosystem that 
promotes data privacy.188 

The Pigouvian tax approach hopes for better data privacy through 
data minimization.189 This does give users a choice on whether the service 
provided promises enough benefit to incur the tax. However, data 
minimization may only slow the invasion of individual freedom because 
available data can still be used to insidiously alter behavior once it is in the 
user’s blind spot. Further, since the proposed Pigouvian tax is transaction 
based, the economic effect is no different whether paid by the consumer or 
the firm.190 Because data collection is a means to an end, if the profits for 
the use of data are high enough, companies will be willing to incur the tax 
by shifting the burden to consumers.  

Data minimization through a Pigouvian tax addresses the disclosure 
of uninvolved third-party data. Indeed, data sharing affects third parties, thus 
creating external harm.191 However, this is only one contributing factor that 
restricts the ability to stay anonymous.192 The abundance of publicly 
available data that is only collected once would only result in a single 
transaction, despite being shared and used in a plethora of contexts. Again, 
this limitation of the tax is a result of regulating the means rather than the 
ends. 

Another taxation approach proposed by Ziva Rubinstein is to 
implement a corporate tax based on the amount of data collected by the 
company.193 The goal of the tax is to compensate society as data providers 
generate significant corporate profits through others’ data.194 The revenue 
generated by such a tax could then support agencies and education to 
improve society’s overall data posture.195 In addition, the corporate tax could 

 
184 Ben-Shahar, supra note 98, at 138–39. 
185 Id. at 139. 
186 Id. at 140.  
187 Id. at 142. 
188 Id.  
189 Id. at 140. 
190 Id. at 141. 
191 The effects on third parties when sharing data was discussed in Part IV as a contributing 
factor to the inability of staying anonymous and data residing in the façade portion of the 
Johari window. See supra Part IV. 
192 See supra Part IV (discussing the façade). 
193 Rubinstein, supra note 121, at 1235–36. 
194 Id. 
195 Id. at 1240–41. 
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curb data collection trends where companies collect everything.196 
Companies would need to prioritize the collected data, becoming better 
stewards of personal data.197  

The corporate tax may alter company data collection practices, but 
if the impact is not felt by consumers, it would likely have little effect on 
individual freedom. Like the Pigouvian tax approach, data minimization can 
only go so far in preserving individual autonomy. Even if corporations try to 
lower the use of data, providing a consumer benefit for their data198 could 
present a moral hazard by incentivizing consumers to divulge even more 
personal details.199  

The proposed tax on data consumption in this Note is akin to a “sin 
tax” that is used to curb unhealthy behavior.200 As discussed, leveraging 
personal data to manipulate user behavior runs counter to data privacy 
principles of individual autonomy and control. Technology might not 
necessarily be categorized as a “sin” in the same way as alcohol and tobacco, 
but its users can exhibit similar traits of addiction.201 Internet addiction and 
the loss of individual control are perpetuated by hyper-personalization 
techniques, where the consumer experience is designed to keep users 
online by leaning into human needs and preferences.202 

Creating a tax based on the level of personalization will make 
individuals more aware of their choices with data. The details of the users 
can be tracked in many of the same ways that ad relevance is currently 
tracked.203 The more personalized the content, the more consumers must 
pay. Unlike the other suggested consumer tax approaches, the proposed sin 
tax focuses on the end product of data usage that violates our sense of data 
privacy. Instead of taxing data collection that indirectly attempts to correct 
the data market, this sin tax focuses on the direct consequences jeopardizing 
individual autonomy, i.e., a user experience designed to achieve the interests 
of the company, not the individual. Data minimization regulations will 
continue to falter as they attempt to maintain online anonymity, an often-
unachievable goal. If a user is confronted by a personalized experience, the 

 
196 Id. at 1241–42. 
197 Id. 
198 Id. at 1238–39. 
199 Consumers could end up providing more specific data, thus corporations could do more 
with less data. 
200 The Whys of Taxes, IRS, 
https://apps.irs.gov/app/understandingTaxes/teacher/whys_thm05_les01.jsp 
[https://perma.cc/NW8D-FWKV]. 
201 See generally Brent Bihr, Dark Patterns, Warcraft, and Cybersex: The Addictive Face of 
Predatory Online Platforms and Pioneering Policies to Protect Consumers, 60 JURIMETRICS 
431 (2020). 
202 Id. at 438–39. 
203 See Advertising and Marketing on the Internet: Rules of the Road¸ FED. TRADE COMM’N, 
https://www.ftc.gov/business-guidance/resources/advertising-marketing-internet-rules-road 
[https://perma.cc/NTM8-7ZYN] (“Advertising must tell the truth and not mislead 
consumers.”); see John Lincoln, How Does Pay-Per-Click (PPC) Work? A Beginners Guide 
for Newbies, INC., https://www.inc.com/john-lincoln/how-does-ppc-pay-per-click-work-
questions-answered-for-startups.html [https://perma.cc/W8NX-8QH2] (Internet companies 
already have accounting built for pay-per-click functionality). 
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system already has personal information.204 Rather than hiding these 
experiences they need to be highlighted with the sin tax, giving users the 
opportunity to decide for themselves whether to consume the content that 
is knowingly intended to drive their behavior. 

The sin tax approach to data privacy may lead to a few challenges. 
First, forcing a consumer tax to protect consumers seems to run counter to 
the goal of free will and autonomy.205 A paternalistic regulation burdening a 
range of decisions limits the freedom to err, and, in the long run, results in 
people investing less in error correction.206 For individuals to reach their full 
potential as autonomous members of society—and, in this case, as 
participants in the digital world—people must be free to learn from their 
errors.207 Further, because paternalistic policies are often met with resistance, 
regulations become more stringent in hopes of reaching the intended 
purpose.208 Take, for instance, regulations around smoking. The regulations 
started with warnings about the dangers of smoking, then the prohibition of 
television advertisements, a sin tax, and finally, an all-out ban on smoking in 
public.209 Arguably, the success of the internet was driven by the freedom to 
innovate, so restrictions on this freedom, especially progressively inhibiting 
regulations, have the potential to negatively disrupt the digital world.210 

Another possible concern with a sin tax on digital personalization 
is that limiting content may present free speech challenges. The repeal of 
net neutrality raised freedom of speech concerns because internet service 
providers could adjust loading speeds based on content.211 However, the 
Supreme Court alluded to regulating personalized content in Lowe v. 
SEC.212 In Lowe, the Court reviewed the constitutionality of a congressional 
statute “primarily interested in regulating the business of rendering 
personalized investment advice.”213 Although the Court did not specifically 
address the constitutional question, it did state that the “dangers of fraud, 
deception, or overreaching that motivated the enactment of the statute are 

 
204 As a practical matter, the knowledge of the user also provides a mechanism of accounting. 
In other words, a system that generates a personalized experience for a particular user has 
information to charge the sin tax. Of course, there would be additional complexities in the 
implementation of the proposed sin tax, but the most targeted personalized experiences 
would imply that knowledge of the individual is already known. 
205 Rubinstein, supra note 121, at 1236 (“Since imposing this tax on individuals would 
contradict its purpose, the tax on data should be applied as solely a corporate tax.”). 
206 Joshua D. Wright & Douglas H. Ginsburg, Behavioral Law and Economics: Its Origins, 
Fatal Flaws, and Implications for Liberty, 106 NW. U. L. REV. 1033, 1071–72 (2012). 
207 Id. at 1072. 
208 Id. at 1075. 
209 Id. at 1077. 
210 See Pros and Cons of Net Neutrality, PA. STATE UNIV., 
https://psu.pb.unizin.org/ist110/chapter/9-1-pros-and-cons-of-net-neutrality/ 
[https://perma.cc/63NH-FP67] (pointing to an argument against net neutrality regulation). 
211 Kyle C. Bailey, Regulating ISPs in the Age of Technology Exceptionalism, 98 TEX. L. REV. 
953, 953 (2020). 
212 Matwyshyn & Mowbray, supra note 108, at 718; Lowe v. S.E.C., 105 S. Ct. 2557, 2573 
(1985). 
213 Lowe, 105 S. Ct. at 2570. 
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present in personalized communications but are not replicated in 
publications that are advertised and sold in an open market.”214 

Although likely to be met with opposition and potentially 
vulnerable to a constitutional challenge, a sin tax on hyper-personalization 
could result in greater individual control and autonomy sought by data 
privacy regulation. Instead of focusing on data collection, the sin tax 
attempts to balance the power dynamics over data by giving individuals 
control over the results of their data. 

 
 

VI. CONCLUSION 
 
Data privacy regulations are an attempt to maintain individual 

freedoms through control and autonomy. The Johari window is one tool 
that provides insight into the ways data usage impacts autonomy and 
demonstrates the imbalance of power due to information asymmetry. 
Trying to control data that is known by systems and individuals through 
deletion only presents a slight detour for systems to unearth the private lives 
of people. Scientific advancements and knowledge discovery favor data-
driven companies, thus, presenting blind spots as the only remaining area 
that can be regulated to achieve a level of autonomy promised through data 
privacy laws.  

Gaining control over an unknown area requires a data privacy 
approach focused on the outcomes from data processing instead of data 
collection. Building a tax system around hyper-personalization brings the 
control of an individual’s data to the forefront. 

Data privacy presents a challenge to individual autonomy and 
control. Although intimidating to confront the wave of momentum in data 
processing, a sin tax can address the situation and give individuals power 
over their data. 

 
214 Id. at 2573. 
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