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Uniform flow past side-by-side circular cylinders is a classical fluid dynamic model that triggers rich 9 

phenomena, from which asymmetric wakes usually emerge. Such asymmetry arising from a completely 10 

symmetric geometric setting is of theoretical interest when exploring the system bifurcations. Using 11 

direct numerical simulation, a detailed parametric map of the wakes behind two side-by-side circular 12 

cylinders is first presented with several asymmetric wake patterns. These include asymmetric anti-phase 13 

(AAP), typical and special deflected (tDF and sDF), and in-phase (IP) flows, for which AAP and sDF 14 

flows are discovered for the first time. Additionally, the IP flow is simulated by both two- and three-15 

dimensional grids to explore the effect brought by three-dimensional vortical structures. The evolution 16 

of these asymmetric wakes is analysed in different phases, with the aid of the wavelet transform, Hilbert-17 

Huang transform, and dynamic mode decomposition, to reveal their temporal variations of developing 18 

features. Interestingly, although revealing with distinct fully-developed flow fields, there are several 19 

common dynamics identified among these wake patterns: AP and IP vortex shedding, wake transition, 20 

and gap flow oscillation. The vicissitudes of dynamic flow evolution allow us to further differentiate 21 

several wake patterns and ultimately contribute to a deeper understanding of asymmetric flows. 22 

Key words: vortex dynamics, asymmetric flows, mode decomposition, side-by-side circular cylinders 23 

1. Introduction 24 

Owing to the complex flow interactions, the wakes downstream of a pair of side-by-side circular 25 

cylinders present several distinctive patterns. Understanding the physics of these wake patterns is 26 

tremendously important for engineering applications, such as the problem of flow over multiple undersea 27 

risers, heat exchange bundle tubes and pipelines, transmission lines, chimney stacks, and offshore 28 
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floating platform columns (Zdravkovich, 1977; Sumner, 2010; Zhou and Alam, 2016, Muhammad at al. 29 

2022, Mondal and Alam, 2023). This study numerically investigates the developments of asymmetric 30 

wake patterns behind two parallel circular cylinders and aims to advance the understanding of the wakes 31 

behind multiple circular cylinders.  32 

Based on the previous studies, the wake patterns behind two circular cylinders in side-by-side 33 

arrangements can be classified into three different regimes as the spacing ratio (s/D, where s is the centre-34 

to-centre distance of the two cylinders and D is the cylinder diameter) increases. These patterns include 35 

a single bluff-body (SB) flow, deflected (DF) flow, and coupled flow (Bearman and Wadcock, 1973; 36 

Sumner et al., 1999; Sumner, 2010; Zeng et al., 2023). At a small s/D (≤ 1.1–1.2), the gap flow between 37 

the two cylinders is insignificant, and vortices are alternately shed from the freestream sides of the two 38 

cylinders (Wang et al., 2002; Afgan et al., 2011; Supradeepan and Roy, 2014). Thus, an extended bluff 39 

body with a diameter of s + D embraced by the freestream-side shear layers of the cylinders appears. 40 

However, at a large s/D (≥ 2.2–2.5), the vortices are freely shed from both sides of the two cylinders, and 41 

the coupling between the two cylinders becomes significant. Depending on s/D and Reynolds (Re) 42 

number, both in-phase (IP) and anti-phase (AP) flows can be observed, with the latter dominating at a 43 

larger s/D (Bearman and Wadcock, 1973; Williamson, 1985; Peschard and Le Gal, 1996; Sumner et al., 44 

1999; Meneghini et al., 2001). Williamson (1985) investigated these two IP and AP flow patterns by the 45 

water tunnel experiments and found that the IP vortex street is perceived only in the near wake because 46 

of the pairing, splitting, and emergence of the co-rotating vortices. Contrastingly, they found that the AP 47 

vortex street is stable and can maintain its shape within a long downstream distance. Further, Williamson 48 

(1985) reported the coexistence of the IP and AP flows in special s/D cases.  49 

At an intermediate s/D (1.1–1.2 < s/D < 2.2–2.5), the gap flow is developed significantly from the 50 

extended regime and it can be stably or alternatively biased toward the two cylinders, leading to the 51 

dominance of DF or flip-flopping (FF) flow, respectively (Bai et al., 2020; Ullah and Zhou, 2020). 52 

Correspondingly, the wake widths of the two cylinders are no longer identical (Bearman and Wadcock, 53 

1973; Kim and Durbin, 1988; Alam et al., 2003; Afgan et al., 2011; Wu et al., 2020). For the cylinder 54 

with a narrow wake, the roll-up shear layer is closer to the cylinder's rear side; thus, compared to the 55 

other cylinder, the vortex shedding frequency and the drag force are larger (Roshko, 1954; Alam et al., 56 

2003). For the FF flow, the switching time of the gap flow strongly depends on s/D and Re (Kim and 57 

Durbin, 1988; Kang et al., 2003; Brun et al., 2004). Kim and Durbin (1988) observed that, in a high-Re 58 
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turbulent flow, the switching time of the gap flow is several orders of magnitude longer than the vortex 59 

shedding period. As Re increases, the mean switching time between flip-flops decreases gradually. 60 

However, in a laminar flow, the switching time is contrastingly shorter, which is only several times the 61 

vortex shedding period (Kang, 2003; Carini et al., 2014, 2015).  62 

Several wake patterns behind two parallel circular cylinders have been described through numerical 63 

simulations in a wide parametric space with small increments. Kang (2003) numerically investigated the 64 

wakes of a pair of side-by-side circular cylinders at Re = 40–160 and s/D = 1.0–6.0. In their study, six 65 

different flow patterns, i.e., AP, IP, FF, DF, SB, and steady state (SS) flows, were revealed. The significant 66 

dependence of each pattern on Re and s/D was also highlighted. Moreover, the author identified some 67 

bifurcations that existed between DF and FF flows and between IP and AP flows, owing to initial 68 

condition changes. Similar phenomena were also reported by Xu et al. (2003), Singha et al. (2016), Ren 69 

et al. (2021), and Qi et al. (2023). By considering Re at lower values, Liu et al. (2007) classified the 70 

wakes behind two side-by-side circular cylinders into nine patterns, including four steady flow patterns 71 

(SB flow, separated double-body steady flow, biased steady flow, and transition steady flow) and five 72 

unsteady flow patterns (single bluff-body periodic, biased quasi-steady, FF, IP, and AP flows). By 73 

considering higher s/D values, Supradeepan and Roy (2014) studied the wakes of two side-by-side 74 

circular cylinders at a constant Re (= 100) and reported five wake patterns including the single bluff-75 

body periodic flow (s/D = 1.1–1.3), aperiodic flow (same to the FF flow reported in other studies, s/D = 76 

1.4–2.2), transition flow (s/D = 2.3–3.1), AP flow (s/D = 3.2–7.9), and IP flow (s/D ≥ 8.0), as s/D is 77 

consecutively increased. Singha et al. (2016) numerically studied the wakes of two parallel circular 78 

cylinders at Re = 20–160 and s/D = 1.2–5.0. In all cases, five unsteady wake patterns, i.e., SB, DF, FF, 79 

IP, and AP flows, were documented. Using a two-dimensional simulation, Pang et al. (2016) investigated 80 

the wakes of two side-by-side circular cylinders at Re = 6.0×104 and s/D = 1.1–7.0, and reported five 81 

different wake patterns, i.e., SB flow at s/D = 1.1–1.2, asymmetric flow at 1.2 < s/D ≤ 2.6, and three 82 

coupled flows (IP, AP, and hybrid (HB) flows) at 2.6 < s/D ≤ 7.0. A similar investigation was conducted 83 

by Shao and Zhang (2008) where both biased and coupled patterns were revealed. 84 

At high Re, 3-D wakes of two parallel circular cylinders were examined by direct or large-eddy 85 

numerical simulations. Afgan et al. (2011) studied the wakes of two side-by-side circular cylinders at Re 86 

= 3×103 and s/D = 1.0–5.0 by using large eddy simulations. At the intermediate s/D (= 1.25–1.75), the 87 

gap flow randomly switches its direction, with multiple frequencies detected in the near wake. At the 88 
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large s/D (≥ 2.0), the vortices shed from the two cylinders are anti-phased, thus forming a symmetrical 89 

wake. Tong et al. (2015) considered Re = 103 and found that a strong three-dimensionality exists in the 90 

gap between two side-by-side circular cylinders and this significantly affects the vortex interactions. 91 

Thapa et al. (2015) examined the wakes of two side-by-side circular cylinders at Re = 500 and s/D = 1.5–92 

6.0 by using direct numerical simulations and observed DF and FF flows at s/D = 1.5 and 2.0, respectively. 93 

At s/D = 4.0 and 6.0, the interferences of the two cylinders become weak such that the AP flow appears. 94 

With a finer increment of s/D, Chen et al. (2022) identified five different wake patterns, i.e., SB flow at 95 

s/D = 1.1, DF flow at s/D = 1.2–1.8, FF flow at s/D = 2.0–2.4, HB flow at s/D = 2.5, and AP flow at s/D 96 

= 2.7–5.0 for Re = 500. Additionally, they found that 3-D vortical structures significantly weaken the 97 

vortex interactions by absorbing energy from the spanwise vortices and a longer cylinder could result in 98 

the growing switching time of the gap flow in the FF wake.  99 

Several experiments have been carried out to reveal the intrinsic features of the wakes of two parallel 100 

circular cylinders in a strong turbulent flow, in comparison with those in the laminar flow. Three wake 101 

patterns, namely SB flow at the small s/D (< 1.1–1.2), synchronized (IP, AP, and HB) flow at the large 102 

s/D (> 1.75–2.0), and biased gap flow at the intermediate s/D, were reported (Sumner et al., 1999; Zhou 103 

et al., 2002; Alam et al., 2003; Wang and Zhou, 2005). The borders (s/D values) of different patterns in 104 

the turbulent flow are slightly smaller than those in the laminar flow because of the decreased viscous 105 

effect. That is, the wake transition from one to another occurs earlier as a result of increasing Re. Alam 106 

and Zhou (2007) experimentally studied the weak gap flow between two side-by-side circular cylinders 107 

at Re = 6.0×104 and found that at s/D = 1.1, the gap flow is highly biased, thus giving rise to a separation 108 

bubble at the base of one cylinder. At s/D = 1.2, the separation bubble was not observed. The authors 109 

noticed two types of discontinuous changes in the flow structures at s/D = 1.13: one is due to the gap 110 

flow switching from one side to the other, and the other is due to a burst of the separation bubble.  111 

From the above review, the wakes downstream of two parallel cylinders have been investigated 112 

extensively; however, the wake developments and modal contributions have not been fully understood. 113 

In this study, we aim to investigate the evolution of the asymmetric wakes downstream of the parallel 114 

cylinders by using modal analysis and uncover their intrinsic features and mechanisms. The rest of this 115 

paper is structured as follows. In Section 2, details of the adopted numerical methodology and modal 116 

analysis method based on the dynamic mode decomposition (DMD) are presented. In Section 3, we 117 

present the wake map of two side-by-side circular cylinders and then discuss modal analyses of the 118 
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asymmetric wakes in different phases. The main findings of this paper are summarized in Section 4.  119 

2. Numerical methodology and validation 120 

2.1 Numerical methodology 121 

The governing equations of the fluid flow and the cylinder wake are the incompressible Navier–122 

Stokes equations, defined as follows.  123 

!𝒖

!#
+ (𝒖 ⋅ ∇)𝒖 = −

$

%
∇𝑝 + 𝜈𝛻&𝒖                       (2.1) 124 

∇ ⋅ 𝒖 = 0                                    (2.2) 125 

where 𝒖 is the velocity, 𝑝 is the pressure, ∇ denotes the gradient operator, and 𝜈 is the kinematic 126 

viscosity. Direct numerical simulations of the uniform flow over two side-by-side circular cylinders are 127 

performed with the DMD data collections, using Nektar++ with a fourth-order accuracy. Specifically, 128 

Equations (2.1, 2.2) are numerically solved by applying the open-source framework Nektar++ (Cantwell 129 

et al., 2015; Xu et al., 2018; Moxey et al., 2020) using the spectral/hp element method (Karniadakis and 130 

Sherwin, 2005). The fourth-order polynomials are adopted for achieving improved numerical stability. A 131 

high-order splitting scheme (Karniadakis et al., 1991) is employed for the time integration by using an 132 

approach proposed by Guermond and Shen (2003), see www.nektar.info for greater details. 133 

As shown in Fig. 1, the computational domain is set as [-25D, 20D] × [-25D, 25D] in x and y 134 

directions, respectively, with the origin located at the middle point between the two cylinders. The inflow 135 

boundary with the Dirichlet boundary conditions (u = U∞; v = 0) is 25D upstream of the center of the 136 

cylinders, while the outflow boundary with the Neumann boundary conditions (¶u/¶x = ¶v/¶x = 0) is 20D 137 

downstream. The top and bottom boundaries are set as free-slip boundaries (¶u/¶y = 0; v = 0). The 138 

cylinder surfaces are treated as no-slip boundaries with u = v = 0. For the pressure, p = 0 is set at the 139 

outflow boundary while ¶p/¶n = 0 is set at other boundaries. 140 

A structured mesh is generated by applying the finite element mesh generator Gmsh. To guarantee 141 

the accuracy of the simulations, the mesh is refined in the x-y plane near the cylinders in a region of 2D 142 

in the x direction and 4D in the y direction, with the smallest grid size near the cylinder of about D/64. 143 

Before a tenable simulation is conducted, validations should be made in comparison with previous 144 

literature (Kang 2003). Such validations include both mesh size and time step (∆tU∞/D) to balance 145 

accuracy and efficiency. Figure 2 presents brief validation and convergence tests for mesh size and time 146 

step. Meshes I to III are based on the 2-D meshing, Mesh II* (shown in 3.4.2) is a 3-D meshing that is 147 

extended from Mesh II (i.e., Meshes II and II* have the same x-y plane projection). Meshes II and II* are 148 
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applied in the following 2-D and 3-D simulations with time step ∆tU∞/D = 0.01, respectively.  149 

 150 

 151 

FIG. 1. Computational mesh: (a) x-y plane, (b) close-up view. 152 

 153 

FIG. 2. Validation and convergence tests of Nektar++ simulations for uniform flow past two parallel 154 

circular cylinders at Re = 100 and s/D = 2.5: (a) mesh size of Meshes I to III (n is the number of 155 

quadrangles), and (b) time step validation of Mesh II at t1 = 0.005, t2 = 0.0075, t3 = 0.01, and t4 = 0.0125).   156 
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2.2 Dynamic mode decomposition (DMD)  157 

 As a data-driven and equation-free data analysis method pioneered by Rowley et al. (2009) and 158 

Schmid (2010), DMD is commonly used in several academic fields for its availability to identify 159 

eigenmodes of a high-dimensional system based purely on data from a simulation or experiment. In this 160 

paper, we follow the same procedure of Kutz et al. (2016), which is a Single Value Decomposition (SVD)-161 

based structure that allows a low-dimensional truncation. The main idea of this method is the linear 162 

dynamic system assumption: X = AX’, where X is a data matrix with columns being the first n-1 163 

snapshots, and X’ contains the last n-1 snapshots. Using SVD of X, one can derive the eigen-164 

decomposition of the constant matrix A, which gives important dynamics of the flow evolution, during 165 

the observation where n snapshots are taken. Eigenvectors ϕi (i = 1, …, n) present the spatial distribution, 166 

and the eigenvalues provide the growth rate (real part μr) and frequency component (imaginary part μi), 167 

while their amplitude variations can further help to characterize the temporal dynamics of each 168 

eigenmode. These factors contribute to the identification of dominant and important DMD modes. 169 

Our goal here is to employ this DMD method to decompose the non-linear and high-dimensional 170 

system of flow around two side-by-side cylinders, to distinguish eigenmodes representing different 171 

dynamics in the flow evolution, and to further understand the flow itself. From this point of view, we 172 

investigate typical flow pattern cases of this system, separate the flow development into several periods, 173 

and perform DMD analysis on each period to see if certain DMD modes change in successive phases 174 

within a transient evolution. We recognize the dynamics through a combination of spatial distribution, 175 

growth rate, frequency, and temporal variations. Thus, DMD modes with similar spatial distributions and 176 

frequencies are represented by the one with the largest initial amplitude, and the temporal dynamics are 177 

presented by the initial amplitude at the beginning of each period, for simplicity. As later shown in 178 

Section 3, some DMD modes possess a trivial amplitude at the beginning but yet play an important role 179 

in the following flow development. Therefore, we avoid using methods such as the Sparsity-promoting 180 

DMD (SP-DMD, Jovanovic et al., 2014) that may occasionally filter out some DMD modes. For a similar 181 

reason, the Recursive DMD (R-DMD, Noack et al., 2016) that is known to have a stronger ability to 182 

handle the transient fluid dynamics is not considered here, as the orthogonality and well-defined 183 

amplitude variation are not required here.  184 

For a typical flow pattern, we separate the flow evolution into five phases based on their 185 

development characteristics. In each phase, we collect snapshots with a time interval at ∆tU∞/D = 0.5 186 

T
hi

s 
is

 th
e 

au
th

or
’s

 p
ee

r 
re

vi
ew

ed
, a

cc
ep

te
d 

m
an

us
cr

ip
t. 

H
ow

ev
er

, t
he

 o
nl

in
e 

ve
rs

io
n 

of
 r

ec
or

d 
w

ill
 b

e 
di

ffe
re

nt
 fr

om
 th

is
 v

er
si

on
 o

nc
e 

it 
ha

s 
be

en
 c

op
ye

di
te

d 
an

d 
ty

pe
se

t.

P
L

E
A

S
E

 C
IT

E
 T

H
IS

 A
R

T
IC

L
E

 A
S

 D
O

I:
 1

0
.1

0
6
3
/5

.0
1
6
8
3
5
1



Accepted to Phys. Fluids 10.1063/5.0168351

 8 

and then perform the DMD to examine each modal variation, to identify the dynamics represented by 187 

certain modes, using spatial distributions ϕi (I = 1, …, n), eigenvalue components μr and μi, frequencies 188 

fDMD = Im(ln(μr+iμi)/2πΔt), and initial amplitudes bi
*. To ensure comparability, DMD amplitudes shown 189 

here are normalized, i.e., b* values are amplitude proportions represented by each mode for each DMD 190 

analysis.  191 

3. Results and discussion  192 

To explore how the wake asymmetry develops from a symmetric geometric setting, we first 193 

introduce the overall distribution of different wake patterns on the parametric space and then perform the 194 

detailed modal analysis on asymmetric wake patterns using the flow visualization, wavelet transform 195 

(WT), Hilbert-Huang transform (HHT), and DMD analyses. 196 

3.1 Summary of wakes behind two side-by-side circular cylinders 197 

Figure 3 shows the wake patterns of two side-by-side circular cylinders at Re = 50–175 and s/D = 198 

1.0–5.0, which can be considered as a refinement of the classic one introduced by Kang (2003). As shown 199 

in Fig. 3, seven different patterns are recognized in the examined parametric space, namely steady state 200 

(SS) flow, single bluff-body (SB) flow, deflected (DF) flow, in-phase (IP) flow, anti-phase (AP) flow, 201 

flip-flopping (FF) flow, and asymmetric anti-phase (AAP) flow. The vorticity contours for these flow 202 

patterns are displayed in Fig. 4.  203 

As shown in Fig. 4(a), the SS flow field behind the two cylinders is stable, persisting to appear at a 204 

slightly higher Re than the critical Re (≈ 47) for a single circular cylinder (Giannetti and Luchini, 2007; 205 

Marquet et al., 2008; Jiang et al., 2016; Park and Yang, 2016). The SB flow occurs at a small s/D. 206 

Demarcated by Re = 95, the SB flow dominates over a wider region with decreasing Re while it remains 207 

approximately constant for Re > 95. Because of the small s/D, the gap flow between the two cylinders is 208 

weak, and the gap-side shear layers show no distinct oscillations (Fig. 4(b)). Therefore, vortices are only 209 

shed from the freestream sides of the two cylinders, leading to the two cylinders being like an extended 210 

bluff body (Zhou et al., 2001; Kang, 2003; Xu et al., 2003; Wang and Zhou, 2005). For the DF flow, the 211 

gap flow persistently biases toward one cylinder (Fig. 4(c)). Compared to the SB flow, the DF flow occurs 212 

at a larger s/D and the region width depends strongly on s/D and Re. The green-hatched region in Fig. 3 213 

denotes a bistable flow regime in which either the DF or FF2 flow appears depending on the initial 214 

conditions. However, the DF flow in this region is slightly different from the typical DF (tDF) flow 215 
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reported by Kang (2003), Liu et al. (2007), and Chen et al. (2020), as the deflected gap flow shows a 216 

perceivable oscillation, which is not observed in the tDF flow. It is thus named the special DF (sDF) flow. 217 

As shown later, a low frequency is detected from the signals of unsteady drag and lift forces, which are 218 

associated with the sway of the gap-side shear layers.  219 

The FF flow is detected at a larger s/D than the DF flow, which is in line with the requirement of a 220 

stronger gap flow to switch its direction, see Fig. 4(d,e) (Chen et al., 2020). According to the origin, the 221 

FF flow is further divided into two patterns (FF1 and FF2) stemming from the IP and AP synchronized 222 

vortex shedding instabilities, respectively (Chen et al., 2023). Further increasing s/D, IP and AP flows 223 

dominate successively (Williamson, 1985; Kang, 2003). For these two patterns, the vortices from the 224 

same side of the two cylinders are in AP and IP behaviours, respectively (Fig. 4(f,g)). There is another IP 225 

flow region observed below the FF1 flow and its corresponding s/D is comparable to that of the FF flow. 226 

To differentiate the two IP regions, the smaller one below the FF1 flow is named IP1 while the larger one 227 

is IP2. As displayed in Fig. 3, the width of IP2 flow diminishes quickly with increasing s/D after Re > 75, 228 

which suggests that the IP flow may not be able to exist in the high-Re turbulent flow (Kang, 2003; Chen 229 

et al., 2022), as will be discussed later. The AP flow dominates over a wider region than other flows. As 230 

Re increases, the width of AP flow augments gradually (Williamson, 1985; Sumner et al., 1999; Kang et 231 

al., 2003; Xu et al., 2003). Owing to the large s/D, vortices of the two cylinders exhibit weak interactions 232 

and the vortex street can thus maintain its alignment in a longer downstream distance (Williamson, 1985). 233 

The AAP flow is observed at Re ≈ 50 and s/D ≈ 2.4–4.5 for which vortices from the two cylinders are 234 

anti-phased. Because the shear layer fluctuation of one cylinder is stronger than the other cylinder, the 235 

wake becomes asymmetric with respect to the incoming flow (Fig. 4(h)).  236 

To sum up, in the laminar flow, several asymmetric wakes, i.e., SB, DF, FF, AAP, and IP flows, are 237 

identified. To look deep into the flow developments of these patterns and discuss how the asymmetry 238 

arises from a symmetric condition, we provide comprehensive modal analyses of DF, AAP, and IP flows 239 

in the following sections. However, it is worth pointing out that because the development of SB flow is 240 

similar to the vortex shedding of a single circular cylinder and the development of FF flow has been 241 

discussed in great detail in Chen et al. (2023), SB and FF flows will not be investigated in this study.  242 

 243 
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 244 

FIG. 3. The wake behind two side-by-side circular cylinders at Re = 50–175 and s/D = 1.0–5.0, adapted 245 

from Chen et al. (2023). The borders of different patterns are determined by the simulations beginning 246 

from the rest. Depending on the initial condition, the green-hatched region can be DF or FF2 flow.  247 

 248 

FIG. 4. Vorticity contours for the flow patterns in Fig. 3: (a) SB at s/D = 1.2 and Re = 100, (b) DF at s/D 249 

= 1.7 and Re = 80, (c) AAP at s/D = 3.3 and Re = 50, (d) IP at s/D = 2.5 and Re = 120, (e) AP at s/D = 250 

4.0 and Re = 100, (f) SS at s/D = 1.8 and Re = 50, (g) FF1 at s/D = 2.0 and Re = 60, and (h) FF2 at s/D = 251 

2.3 and Re = 64.  252 

3.2 Evolution of asymmetric anti-phase flow  253 

 The asymmetric anti-phase (AAP) flow has a great similarity to the symmetric and stable anti-phase 254 

(AP) flow, with a biased yet periodic flow field. This is suitable as an introduction to how the asymmetry 255 
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grows from a symmetric setting. Based on the temporal characteristics of drag and lift coefficients, the 256 

development of the flow is divided into five different phases, namely Phase I to V. In general, the flow 257 

stays symmetric, with the two cylinders drag force curves overlapping in Phase I. In Phase II, these two 258 

curves begin to bifurcate and show asymmetry; such a departure becomes noticeable in Phase III. In 259 

Phase IV, the alteration of two vortex streets slows down but it is still unstable. In Phase V, the flow is 260 

fully developed with a stable vortex shedding. As such, the flow development from Phase I to V covers 261 

the emergence, transition, and dissipation of instability, from which the flow asymmetry appears. To 262 

further illustrate the flow-developing features over these five phases, we conduct the WT analysis of drag 263 

and lift coefficients, showing the temporal variations of the dominant frequencies. Here, the complex 264 

Morelet function is adopted (Alam et al., 2003; Zhao et al., 2012; Chen et al., 2015, 2020) and the non-265 

dimensional frequency is set as 6 to avoid using the correction terms (Farge, 1992). Moreover, to establish 266 

deeper connections between the frequency variation and the flow field change, we perform DMD analysis 267 

in each phase by collecting z-vorticity snapshots with a time interval of ∆tU∞/D = 0.5. Combining the 268 

spatial distribution, frequency character, and amplitude variation of DMD modes in each phase, we 269 

illustrate the evolution process of the AAP flow at s/D = 2.3 and Re = 50. 270 

As the flow past through the gap region is restricted by the geometric distribution of the two 271 

cylinders, the shear stresses on the surface of the upper and lower cylinders and the vortex rotation 272 

directions are perfectly opposite to each other. This is the main reason why the AP vortex shedding is 273 

always expected to take place at the beginning of almost all of the flow patterns (Mizushima and Ino, 274 

2008). As seen from Fig. 5(a,b), in Phase I (t* < 1300), the vortex shedding manifests a typical AP manner, 275 

characterized by the overlapped drag coefficients and the AP lift coefficients of the two cylinders. As 276 

shown in Fig. 5(c1,d1,e1), in this phase, the vortex shedding is periodic, with a dominant frequency at f = 277 

0.14. Vortices are shed from the two cylinders at x/D ≈ 5.0, with the vortex street being perfectly 278 

symmetric to the incoming flow regardless of the vortex rotations. As shown in Fig. 6(a–c), the 279 

corresponding DMD mode with the AP vortex street and initial amplitude at b* = 41% (this value is 280 

normalized over this phase to ensure comparability) and its second harmonic (not shown here) dominate 281 

this phase. Interestingly, another mode at the same frequency but with an IP vorticity distribution can 282 

also be found in this phase, although with only a trivial initial amplitude (b* < 1%). In Phase II (t* = 283 

1300–1500), the discrepancy of drag coefficients of the two cylinders gradually becomes noticeable, but 284 

the two modes that have a clear relation with the vortex shedding are very similar to those in Phase I. In 285 
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addition, a mode with f = 0 that is slightly outside of the limit circle is observed in the first two phases, 286 

see Fig. 6(a,e). We suppose such a mode acts like a shift mode that was first introduced by Noack et al. 287 

(2003). The shift mode quantifies the distortion between the base flow and the mean flow, caused by the 288 

Reynolds stress (Barkley, 2006; Turton et al., 2015; Deng et al., 2020). In other words, this mode might 289 

not be intuitive, but it indicates a transition states of the flow and signifies how much the system changes 290 

from its previous equilibrium. Thus, this mode might play a role in triggering a further wake transition. 291 

In Phase III (t* = 1500–1720), as the drag coefficients of the two cylinders bifurcate, the wake 292 

becomes asymmetric, see Fig. 5(a,e3). On the one hand, the asymmetry is featured by the smaller wake 293 

width and the larger vortex formation/shedding length of the upper cylinder. Correspondingly, the upper 294 

cylinder has a smaller mean drag and lift amplitude than that of the lower cylinder, as shown in Fig. 295 

5(a,b). Due to the narrow-wide and long-short vortex shedding, the dominating vortex shedding mode at 296 

f = 0.14 is asymmetric with a higher z-vorticity in the wake of the lower cylinder, but the spatial 297 

distribution of the two vortex streets is AP in general. Meanwhile, there is a slightly out-of-phase mode 298 

at f = 0.13 with the lower cylinder’s wake showing a stronger vorticity, which may evolve from the IP 299 

mode at f = 0.14 in the first two phases, as they have rather similar spatial distributions. If this connection 300 

were to be established, then one could expect that the initial amplitude discrepancy between the two 301 

vortex shedding modes (b* = 25% and 5% for the AP-like and IP-like mode, respectively) narrows in this 302 

phase than before. On the other hand, different from other asymmetric (e.g., DF and FF) patterns, the gap 303 

flow in the AAP pattern is parallel to the incoming flow, with no perceivable fluctuations observed. The 304 

non-fluctuating gap flow can be further proved by the DMD mode at f = 0.01 (the only mode near f = 0, 305 

see Fig. 6(i)) where there is no significant z-vorticity concentrating within the gap flow region (see Fig. 306 

6(l)). Noticeably, the z-vorticity strength of this mode appears in the wake region downstream of the 307 

cylinders, which may suggest the interactions between the AP-like mode at f = 0.14 (see Fig. 6(j)) and 308 

the IP-like mode at f = 0.13 (see Fig. 6(k)). Based on the above discussions, we argue that the wake 309 

dynamics in the AAP flow are different from those in other DF and FF flows where the pitchfork 310 

bifurcation (Carini et al., 2014; Liu and Jaiman, 2016; Yan et al., 2020, 2021) shapes the wake pattern. 311 

This will be discussed in the next section.  312 

Afterwards, in Phase IV (t* = 1720–2050) and V (t* > 2050), the wake asymmetry becomes more 313 

apparent. As shown in Fig. 5(e4,e5), the shear layers of the lower cylinder exhibit stronger fluctuations 314 

than those of the upper cylinder. Thus, vortices with higher strengths appear in the lower-cylinder wake. 315 
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This agrees well with the higher mean drag and fluctuating lift coefficients, as shown in Fig. 5(a,b). 316 

However, as indicated by the zoom-in views in Fig. 5(a,b), the force coefficients of the two cylinders are 317 

not perfectly synchronized. We, therefore, conduct a separate phase analysis of these curves towards t* = 318 

2050–3000 through the HHT (Huang et al., 2009, 2014) following the same procedure as in Liu and 319 

Jaiman (2016), see Fig. 7. The HHT results confirm that the phase lag between the lift coefficients of the 320 

two cylinders slightly fluctuates at about 0.94π (≈ 169.7°), which verifies that the two vortex streets are 321 

not strictly anti-phased, and the fluctuation also indicates a small frequency difference. Even though the 322 

WT result seems failed at capturing such a difference because of the frequency resolution, the sole 323 

dominant frequency is recognized as f = 0.14 in Fig. 5(c4,c5). Correspondingly, the DMD mode of the 324 

vortex shedding at this frequency dominates these two phases (b* > 13%). Because of the symmetry 325 

breaking in the wake, such the vortex shedding mode with vaguely AP vortex streets has higher z-vorticity 326 

concentrating in the lower vortex street, see Fig. 6(n,r). Meanwhile, although with a smaller initial 327 

amplitude, another vortex shedding mode at f = 0.13 with a stronger z-vorticity in the upper vortex street, 328 

is also detected by the DMD analysis, see Fig. 6(o,s). Noticeably, the initial amplitude of this f = 0.13 329 

mode decreases from b* = 3.7% in Phase IV to b* = 0.4% in Phase V, which quantifies the process of the 330 

f = 0.14 mode taking the sole dominance, see Fig. 6(m,q).  331 

Compared to the classical AP flow with two perfectly AP vortex streets, the AAP flow is featured 332 

by the narrow-wide and long-short vortex shedding while the two asymmetric, yet independent, vortex 333 

streets are kept anti-phased in general. As for the wake development, the flow starts with a symmetric 334 

AP vortex shedding, although two vortex shedding modes appear in the DMD spectrum: an AP one with 335 

a dominant initial amplitude, and an IP one with only a trivial amplitude. In the next phases, when the 336 

asymmetry of the wake emerges and the force coefficients begin to bifurcate, the amplitude of this IP 337 

mode increases. During the wake transition, a shift mode that measures the base flow alteration, as well 338 

as a mode that matches the slow fluctuating gap flow, are also detected. Eventually, the two vortex streets 339 

become stable at the phase lag of 169.7°, suggesting the vortex shedding is not strictly anti-phased. 340 

Correspondingly, the IP mode disappears and the two modes with opposite strength on each side 341 

predominate the wake, which are loosely AP distributed. This means that the AAP flow is not determined 342 

by a single dynamics, which is different from the AP flow. The development of asymmetry usually grows 343 

with DMD modes that have a clear connection to the wake region in terms of the spatial distribution.  344 

 345 

T
hi

s 
is

 th
e 

au
th

or
’s

 p
ee

r 
re

vi
ew

ed
, a

cc
ep

te
d 

m
an

us
cr

ip
t. 

H
ow

ev
er

, t
he

 o
nl

in
e 

ve
rs

io
n 

of
 r

ec
or

d 
w

ill
 b

e 
di

ffe
re

nt
 fr

om
 th

is
 v

er
si

on
 o

nc
e 

it 
ha

s 
be

en
 c

op
ye

di
te

d 
an

d 
ty

pe
se

t.

P
L

E
A

S
E

 C
IT

E
 T

H
IS

 A
R

T
IC

L
E

 A
S

 D
O

I:
 1

0
.1

0
6
3
/5

.0
1
6
8
3
5
1



Accepted to Phys. Fluids 10.1063/5.0168351

 14 

 346 

FIG. 5. Evolution of the AAP flow at s/D = 3.3 and Re = 50: (a,b) time histories of the drag and lift 347 

coefficients, (c,d) WT results of the drag and lift coefficients of the upper cylinder, and (e) vorticity 348 

contours. (c1,d1,e1) for the initial phase at t* = 1100–1300, (c2,d2,e2) for the developing phase at t* = 1300–349 

1500, (c3,d3,e3) for the transient phase at t* = 1500–1720, (c4,d4,e4) for the pre-stable phase at t* = 1720–350 

2050, and (c5,d5,e5) for the stable phase at t* = 2050–2300. Here, I, II, III, IV, and V in (a) and (b) denote 351 

the initial, developing, transient, pre-stable, and stable phases, respectively.  352 
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 353 

FIG. 6. DMD spectrum and modes with the most significant amplitude b* at s/D = 3.3 and Re = 50: (a–354 

d) for the initial phase at t* = 1100–1300, (e–h) for the developing phase at t* = 1300–1500, (i–l) for the 355 

transient phase at t* = 1500–1720, (m–p) for the pre-stable phase at t* = 1720–2050, and (q–t) for the 356 

stable phase at t* = 2050–2300.  357 

 358 

FIG. 7. Phase lag of the force coefficients between the upper and lower cylinders, calculated by HHT. 359 

(a,b) for the drag coefficients and (c,d) for the lift coefficients.  360 
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3.3 Evolution of deflected flow 361 

 The deflected (DF) flow is featured by a biased gap flow and asymmetric vortex shedding. 362 

According to the summary in Section 3.1, two types of DF flow have been shown here: typical DF and 363 

special DF. We select two cases to display the characteristics of these two DF flows. Following the similar 364 

routine in Section 3.2, the flow developments of these flows are divided into five phases based on 365 

temporal features of the forces for which each phase is analysed using WT, HHT, and DMD methods 366 

with the same parameters.  367 

3.3.1 Evolution of typical deflected flow 368 

 Following the temporal variation of flow features and corresponding frequency characters, we first 369 

focus on the typical DF (tDF) flow by analyzing the case at s/D = 1.7 and Re = 80. As shown in Fig. 370 

8(a,b,e1), in Phase I (t* < 313), the flow around the two cylinders remains approximately stable in the 371 

near wake region, with slightly fluctuating drag and lift coefficients. These mainly result from the weakly 372 

swinging shear layers in the far wake, which is in agreement with previous observations that the 373 

instability in the cylinder wake first appears in the far wake (Zdravkovich, 1997; Heil et al., 2017). WT 374 

results in Fig. 8(c1,d1) suggest that the dominant frequency in the lift force is at f = 0.12, while that in the 375 

drag force is much lower, i.e. f = 0.01. The DMD mode shown in Fig. 9(b) shows the vortex shedding 376 

frequency at f = 0.12 which has a dominant initial amplitude b* = 47%. Noticeably, its spatial distribution 377 

of vorticity suggests that the vortex streets behind the two cylinders are in an AP behaviour and their 378 

strengths are higher at a farther downstream distance. On the contrary, the low-frequency mode that 379 

matches the dominant frequency (f = 0.01) of the drag force has a rather small initial amplitude b* < 2%. 380 

As shown in Fig. 9(d), most z-vorticity of this mode concentrates within the gap region of the two 381 

cylinders (x* ≲ 5), which indicates the association with the gap flow. In addition, there is another DMD 382 

mode that has a spatial distribution likely related to the vortex shedding, as shown in Fig. 9(c), with a 383 

slightly lower frequency f = 0.10 and a trivial initial amplitude b* < 1%. The vortex streets of such a 384 

mode are in an IP behaviour for which the high z-vorticity concentrates on the more upstream region (x* 385 

≈ 5) and decays gradually downstream. It should be mentioned that the flow is highly transient and 386 

unstable at the initial phase. As a result, most modes fall out of the unit circle in Fig. 9(a), and a symmetric 387 

DMD mode with a real eigenvalue at f = 0 is also shown in Fig. 9(e).  388 

In Phase II (t* = 313–437), as indicated by the time histories of the force coefficients in Fig. 8(a,b), 389 

an IP vortex shedding arises significantly from t* ≈ 350. After that, it can also be noticed from Fig. 390 
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8(c2,d2) that the vortex shedding frequency gradually grows, which is associated with the change in the 391 

vortex dynamics induced by the continuous feedback of unstable vortex interactions in the far wake (Ho 392 

and Huerre, 1984; Huerre and Monkewitz, 1990). Correspondingly, DMD results in Fig. 9(g,h) suggest 393 

that two modes describe the vortex shedding behaviours with comparable initial amplitude (b* ~ 4%) and 394 

IP vortex streets, which is in line with the instantaneous IP vorticity contour shown in Fig. 8(e2). The 395 

DMD mode at f = 0.13 can be attributed to the wake dynamics in the second half phase while the DMD 396 

mode at f = 0.10 might be a result of the wake dynamics in the first half phase. Comparing these modes 397 

with those in Phase I, a few differences can be remarked: i) due to a clear IP vortex shedding, all related 398 

modes are in an IP behaviour; ii) vortices are shed from the two cylinders at a much closer location to 399 

the cylinder base, as shown in Fig. 8(e2). In other words, unlike Phase I, the vortex shedding modes in 400 

Phase II are more concentrated on the near wake. In addition, owing to the evident transient behaviour, 401 

the drag coefficient in the developing phase is also dominant by a DMD mode (f = 0.004, b* = 30%) that 402 

acts like a shift mode in Noack et al. (2003), representing the slowly changing base flow.  403 

In the subsequent phases (t* > 437), the asymmetry of the flow field develops. As shown in Fig. 404 

8(a,b), in Phase III ( t* = 437–550), the envelopes of drag and lift coefficients become FF-like, featured 405 

by an intermittent switchover of the drag coefficients, and an out-of-phase vortex shedding in general. 406 

As indicated by Fig. 8(c3, d3), the dominant frequency of the drag force is f = 0.01 while the vortex 407 

shedding frequency switches between f = 0.11 and f = 0.16. Furthermore, DMD modes at f = 0.16 and 408 

0.11 are in AP and IP behaviours, respectively, see Fig. 9(k,l). This is consistent with the argument of 409 

Chen et al. (2020) and Yan et al. (2020, 2021) that the AP vortex shedding has a higher frequency than 410 

the IP one due to the confined space between the two gap vortices. Moreover, the appearance of the DMD 411 

mode at f = 0.16 indicates the development of the AP flow. As argued by Yan et al. (2020, 2021) the 412 

coexisting AP and IP modes of the vortex shedding are intrinsic to FF flows. Here, we suppose that the 413 

AP flow develops in a transient phase and interacts with the existing IP flow, which finally leads to the 414 

appearance of the FF-like flow. As shown in Fig. 9(j–m), the dominant DMD amplitude is possessed by 415 

a low-frequency mode at f = 0.01, and the corresponding vorticity contour is slightly biased due to the 416 

aperiodic fluctuation of the gap flow. Based on the frequency connection with the slowly fluctuating gap 417 

flow and its spatial distribution, we believe this mode is related to a pitchfork bifurcation (Mizushima 418 

and Ino, 2008), which finally leads to the symmetry-breaking of the wake. The pitchfork bifurcation is 419 

also found to be an intrinsic feature of FF flows in previous studies (Liu and Jaiman, 2016; Yan et al., 420 
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2020, 2021).  421 

The main spectral components and flow fields in Phases IV (t* = 550–700) and V (t* > 700) are 422 

similar, to some extent, as depicted in Figs. 8(c4,d4,e4) and 8(c5,d5,e5). Correspondingly, as shown in Fig. 423 

9(n–u), the spatial distribution of DMD modes in these two phases are approximately the same but with 424 

different compositions of initial amplitudes. Specifically, Phase IV is dominated by the gap-flow-related 425 

low-frequency mode (f = 0.01). For this mode, the gap flow is biased toward the lower cylinder, and 426 

vortices from the two cylinders have imbalanced strength, see Fig. 9(q). In Phase V, the low-frequency 427 

(f = 0.01) component in the drag spectrum is significantly damped, compared to that in Phase IV. 428 

Meanwhile, the mode that is related to the upper vortex street with f = 0.08 becomes dominant (b* = 13%) 429 

and its harmonic modes (e.g., f = 0.16) are evenly allocated on the limit cycle, suggesting a periodic 430 

vortex shedding is formed in this phase. On the contrary, although with a frequency at f = 0.16, the third-431 

dominant mode shown in Fig. 9(o) could result from the transient nature of Phase IV, rather than a 432 

harmonic mode with f = 0.08 in Fig. 9(p). Such a difference between the last two phases can be verified 433 

by the drag and lift coefficients of the two cylinders, which are out-of-phase at the beginning of Phase 434 

IV. This might help to explain the highly biased spatial distribution in the mode with f = 0.16. After 435 

roughly t* = 650, the force coefficients of the two cylinders are overall in-phased, if the slight multi-436 

frequency character of the lower cylinder is ignored, as shown in Fig. 9(a,b). The HHT results in Fig. 10 437 

further confirm that the phase lag between the drag coefficients of the two cylinders fluctuates around 0 438 

(0°) after t* = 800, and the lift coefficients are roughly IP with a slight phase lag at 0.18π (32.9°). This 439 

explains the loosely IP distribution of the dominant upper vortex shedding mode at f = 0.08 in Phases IV 440 

and V.  441 

Compared to the AAP flow, the typical DF flow is intrinsically dominated by the overall IP vortex 442 

shedding at the final stage, with only one cylinder’s wake having a noticeable vortex shedding and the 443 

other one generally maintaining the IP synchronization with it. Similarly, the DF flow begins with a 444 

typical AP vortex shedding, but the IP mode at the beginning phase predominates in the following phases 445 

because of the unstable interactions between the two vortex streets. During the flow transition, a mode 446 

that acts like a shift mode may appear. When the asymmetry appears, a DMD mode that is related to a 447 

pitchfork bifurcation also appears with a frequency that matches the slow oscillation of the gap flow. At 448 

the final stage of the DF flow development, the wake becomes highly biased and one of the vortex streets 449 

is considerably weakened. Interestingly, in the dominant vortex shedding modes, the two vortex streets 450 
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remain loosely the IP distributed, and this is further verified by the HHT result.  451 

 452 

 453 

FIG. 8. Evolution of the tDF flow at s/D = 1.7 and Re = 80: (a,b) time histories of the drag and lift 454 

coefficients, (c,d) WT results of the drag and lift coefficients of the upper cylinder, and (e) z-vorticity 455 

contours. (c1,d1,e1) for the initial phase at t* = 250–313, (c2,d2,e2) for the developing phase at t* = 313–456 

437, (c3,d3,e3) for the transient phase at t* = 437–550, (c4,d4,e4) for the pre-stable phase at t* = 550–700, 457 

(c5,d5,e5) for the stable phase at t* = 700–800. Here, I, II, III, IV, and V in (a) and (b) denote the initial, 458 

developing, transient, pre-stable, and stable phases, respectively.  459 
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 460 

FIG. 9. DMD spectrum and modes with the most significant amplitude b* at s/D = 1.7 and Re = 80: (a–461 

e) for the initial phase at t* = 250–313, (f–i) for the developing phase at t* = 313–437, (j–m) for the 462 

transient phase at t* = 437–550, (n–q) for the pre-stable phase at t* = 550–700, and (r–u) for the stable 463 

phase at t* = 700–800.  464 
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 465 

FIG. 10. Phase lag of the force coefficients between the upper and lower cylinders, calculated by HHT. 466 

(a,b) for the drag coefficients and (c,d) for the lift coefficients.  467 

3.3.2 Evolution of special deflected flow 468 

Figures 11 and 12 display the flow development and DMD results for the special DF (sDF) flow. At 469 

first glance, this evolution process is similar to that of the typical DF flow: i) in Phase I, the main DMD 470 

modes of vortex shedding are both in an overall IP manner; ii) the DMD mode of the gap flow in Phase 471 

III at f = 0.01 has a great similarity of the pitchfork bifurcation mode in the FF flow (Mizushima and Ino, 472 

2008), matching well with the slowly swaying gap flow; iii) in Phases IV–V, DMD modes of the vortex 473 

shedding are highly asymmetric, related to the gap flow deflection. However, compared to the tDF flow, 474 

a noticeable low-frequency fluctuation is observed in the envelope of the lower cylinder drag coefficients, 475 

see Fig. 11(c4, c5), which is associated with a stronger gap flow oscillation. As a result, the phase lag in 476 

Fig. 13 is no longer stable like that of the tDF flow shown in Section 3.3.1. Instead, the drag force’s phase 477 

lag grows from 0 (0°) to π (180°), then back and forth rapidly, which repeats roughly each period of the 478 

slow drag fluctuation of the lower cylinder. Meanwhile, although with constant accumulation, the lift 479 

force’s phase lag fluctuates around 0 (0°), which explains the loosely IP DMD modes of the vortex 480 

shedding in the last two phases.  481 

To further differentiate the two DF flows, we pay attention to the vortex dynamics in Phase V and 482 

investigate what causes the noticeable low-frequency oscillation in the sDF flow. As shown in Figs. 483 

11(a,c5) and 12(u), a low-frequency mode with f = 0.01, associated with the gap flow oscillation, is 484 

noticeable. Modulated by this low-frequency component, the drag coefficients of the two cylinders 485 
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display an evident wave-like feature. It seems that the sDF flow has combined traits of tDF and FF flows. 486 

However, in contrast to the FF flow, the gap flow in the sDF flow is not strong enough to switch its 487 

deflection entirely from one side to the other, thus remaining deflected upward with apparent oscillations. 488 

As a result, the drag forces of the two cylinders display no switchover as those in the FF flow.  489 

A major difference between the tDF and sDF flows is reflected by the HHT phase lag. In the tDF 490 

flow, the drag and lift phase lags between the two cylinders eventually become stable in the adjacent of 491 

0°, while a noticeable phase lag accumulation and periodic variation appear in the sDF flow. 492 

 493 

 494 

FIG. 11. Evolution of the special DF flow at s/D = 1.7 and Re = 84: (a,b) time histories of the drag and 495 

lift coefficients, (c,d) WT results of the drag and lift coefficients of the upper cylinder, and (e) z-vorticity 496 
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contours. (c1,d1,e1) for the initial phase at t* = 200–300, (c2,d2,e2) for the developing phase at t* = 300–497 

360, (c3,d3,e3) for the transient phase at t* = 360–590, (c4,d4,e4) for the pre-stable phase at t* = 590–900, 498 

and (c5,d5,e5) for the stable phase at t* = 900–1200. Here, I, II, III, IV, and V in (a) and (b) denote the 499 

initial, developing, transient, pre-stable, and stable phases, respectively.  500 

 501 

FIG. 12. DMD spectrum and modes with the most significant amplitude b* at s/D = 1.7 and Re = 84: (a–502 

e) for the initial phase at t* = 200–300, (f–i) for the developing phase at t* = 300–360, (j–m) for the 503 

transient phase at t* = 360–590, (o–q) for the pre-stable phase at t* = 590–900, and (r–u) for the stable 504 

phase at t* = 900–1200.  505 
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 506 

FIG. 13. Phase lag of the force coefficients between the upper and lower cylinders, calculated by HHT. 507 

(a,b) for the drag coefficients and (c,d) for the lift coefficients.  508 

3.4 Evolution of in-phase flow 509 

The IP flow, featured by the IP behaviour between the lift coefficients of the two cylinders, is a 510 

unique wake pattern in terms of asymmetry. As shown in Fig. 4, its flow field is asymmetric to the central 511 

line of the domain, although the two vortex streets are equally distributed with the same strength and 512 

breadth. From Fig. 3, the edge of the IP flow region tends to attenuate in a high-Re scenario (Re > 175), 513 

and this might indicate an incompatibility between the IP flow and the 3-D effect that arises around Re ~ 514 

180 (Williamson, 1985). In this Section, we perform a 2-D simulation to generate an IP pattern at s/D = 515 

2.25 and a supercritical Re of 186, examining the wake development using WT and DMD analyses. Then, 516 

we compare the 2-D simulation results with the 3-D ones under the same configuration, to obviate other 517 

possible factors, and to further scrutinize how the 3-D vortical structures interfere with the IP flow 518 

development.  519 

3.4.1 Two-dimensional evolution of in-phase flow  520 

As previously discussed, it is expected to find the typical AP flow feature in Phase I (t* < 1100), see 521 

Fig. 14(a,b). Specifically, the drag coefficients of the two cylinders are overlapped while the lift 522 

coefficients are anti-phased. From Fig. 14(c1,d1) one can see that both drag and lift coefficients are 523 

dominated by the vortex shedding frequency f = 0.22, while WT results of drag coefficients also show 524 

the second harmonic frequency f = 0.44. However, in a single-cylinder case, the drag-to-lift frequency 525 

ratio is usually two. Compared to that, the dominant drag frequency in the side-by-side configuration is 526 
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halved because of the asymmetric vortex shedding with respect to the central line of one cylinder due to 527 

the existence of the other cylinder (Chen et al., 2020, 2022). In terms of the vortex distribution, the wake 528 

in Fig. 14(e1) appears to be similar to a typical AP flow. Correspondingly, the dominant DMD mode (b* 529 

= 29%) at the vortex shedding frequency (f = 0.22) is also with two series of AP distributed vorticity, see 530 

Fig. 15(a,b). Nevertheless, as shown in Fig. 15(c), another mode is also detected under the same 531 

frequency but with a much smaller initial amplitude (b* < 1%). With such a trivial amplitude, this mode 532 

with an IP vorticity distribution implies a further flow development similar to that at the beginning of the 533 

AAP and DF flows.  534 

In Phase II (t* = 1100–1210), the discrepancy of the drag coefficients of the two cylinders becomes 535 

perceivable at the end of this stage, see Fig. 14(a,b), which signifies a symmetry-breaking of the wake. 536 

Accordingly, the amplitude of the IP mode at f = 0.22 increases, see Fig. 15(e). In Phase III (t* = 1210–537 

1287), the wake asymmetry grows further, and the drag coefficients of the two cylinders display 538 

significant discrepancies. Besides, a low-frequency component with f = 0.01 appears, as shown in Figs. 539 

14(c3) and 15(l). Similar to the above-mentioned reason, this component is related to the nonlinear 540 

interactions between the AP mode at f = 0.22 (b* ~ 14%) and the mode at f = 0.21 (b* ~ 8%) that shows 541 

an asymmetric pattern, see Fig. 15(i–k). It is believed that this mode originates from the IP vorticity mode 542 

in Phase I.  543 

In Phase IV (t* = 1287–1350), the phase lag of lift coefficients approaches zero and the typical IP 544 

flow with a fluctuating frequency f = 0.20 dominates after t* ≈ 1310. Evidently, the AP mode is no 545 

longer found in this phase. However, the low-frequency component at f = 0.05, as shown in Fig. 14(c4), 546 

suggests that the wake transition has not been completed yet. In Phase V (t* > 1350), a clear IP behaviour 547 

is signified by the temporal variation of the lift coefficients. Owing to the strengthened second harmonic 548 

component f = 0.40, a significant peak is perceived in the time histories of drag coefficients. In this phase, 549 

the vortex shedding frequency is f = 0.20 without any perceivable low-frequency component, signifying 550 

a fully developed IP flow, see Fig. 14(d4,d5). As displayed in Fig. 14(e4,e5), each gap-side vortex of the 551 

two cylinders is separated into two comparable parts. One part is merged with the vortex shed from the 552 

freestream side of the neighbouring cylinder while the other part pairs with the vortex shed from the 553 

freestream side of the same cylinder, forming a wide 2P vortex-shedding pattern in the wake (Williamson, 554 

1985; Chen et al., 2020). Comparing the IP mode in successive phases, the strength of this mode increases 555 

while the frequency decreases, see Fig. 15(n,r). The asymmetric mode in Phase III has an intermediate 556 
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amplitude and frequency. Moreover, the IP modes before and after the wake transition are different from 557 

each other, indicated by the distinct z-vorticity contours and unequal modal frequencies. 558 

Compared to the DF flow, the IP vortex shedding fully predominates after the flow becomes stable 559 

in the IP flow. Specifically, similar to other flow patterns, the development of IP flow in the 2-D scenario 560 

also begins with an AP vortex shedding, with a DMD mode of the IP vorticity distribution appearing next 561 

to the dominant AP mode on the spectrum but having a trivial amplitude. Owing to the dissipating AP 562 

vortex shedding, the initial amplitude of this IP mode gradually increases from below 1% to over 40%, 563 

eventually solely predominating, and the two vortex streets also become strictly IP. This process is in line 564 

with the IP flow in the 2-D scenario reported by Yan et al. (2021). However, as shown in the following 565 

section, this IP mode is not detected in the 3-D simulation, which eventually becomes the AP flow. 566 

 567 

 568 
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FIG. 14. Evolution of the IP flow at s/D = 2.25 and Re = 186 using 2-D simulation: (a,b) time histories 569 

of the drag and lift coefficients, (c,d) WT results of the drag and lift coefficients of the upper cylinder, 570 

and (e) vorticity contours. (c1,d1,e1) for the initial phase at t* = 1040–1100, (c2,d2,e2) for the developing 571 

phase at t* = 1100–1210, (c3,d3,e3) for the transient phase at t* = 1210–1287, (c4,d4,e4) for the pre-stable 572 

phase at t* = 1287–1350, and (c5,d5,e5) for the stable phase at t* = 1350–1400. Here, I, II, III, IV, and V 573 

in (a) and (b) denote the initial, developing, transient, pre-stable, and stable phases, respectively.  574 

 575 

FIG. 15. DMD spectrum and modes with the most significant amplitude b* at s/D = 2.25 and Re = 186 576 

using 2-D simulation: (a–d) for the initial phase at t* = 1040–1100, (e–h) for the developing phase at t* 577 

= 1100–1210, (i–l) for the transient phase at t* = 1210–1287, (m–p) for the pre-stable phase at t* = 1287–578 

1350, and (q–s) for the stable phase at t* = 1350–1400.  579 

3.4.2 Evolution of the wake in the 3-D case 580 

 In this section, we aim to reveal the influences of 3-D vortical structures on wake development by 581 

analysing the 3-D DNS with the same parameters as in Section 3.4.1. To ensure comparability, the 582 

computational grid employed in this 3-D case is an extension of the 2-D mesh in Section 2.1. In other 583 

words, the x-y projection of this grid is exactly the same as that shown in Fig. 1, with the surface extended 584 
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10D in the z-direction, see Fig. 16 (only the outline of the upper and lower surfaces, and the cylinder are 585 

shown for better visuality). The upper and lower surfaces of the domain are given as periodic boundaries, 586 

and the left and right surfaces are inflow and outflow boundaries, respectively. The rest of the boundary 587 

conditions are the same as those in the 2-D mesh shown in Section 2.1. Compared to the previous 588 

literature (Kang 2003), the difference of this grid calculated was within 3% (CD,mean = 1.476, St = 0.159 589 

at s/D = 2.5, Re = 100). Complete convergence and robustness tests have been reported in Yan et al. 590 

(2020).  591 

 592 

 593 

FIG. 16. Computational domain for the 3-D DNS case.  594 

As shown in Fig. 17(a,b), in the 3-D case, force coefficients together with the vortex shedding of 595 

the two cylinders remain AP throughout the flow development. The expected IP flow does not occur, thus 596 

indicating a distinct process from that in the 2-D case. In Phases I (t* = 56–146) and II (t* = 146–236), 597 

the drag coefficients of the two cylinders are overlapped and the lift coefficients are perfectly anti-phased, 598 

signifying a clear AP flow character. The 3-D flow fields shown in Fig. 17(e1,f1,e2,f2) further verify the 599 

AP vortex shedding. In the spanwise direction, these vortex tubes are synchronized and uniform, showing 600 

no hints of a formation of the streamwise vortices. Correspondingly, the dominant 3-D DMD mode at f 601 

= 0.22 (b* = 37% and b* = 14% for Phases I and II, respectively) matches well with this trend, where no 602 

streamwise vorticity is detected, see Fig. 18(b1,b2). Noticeably, two very similar modes are non-harmonic 603 

of the dominant mode appearing in these two phases. These modes are adjacent to the dominant mode in 604 

the spectrum, although with only a trivial initial amplitude (b* < 0.1%). Unlike the 2-D case, these two 605 
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modes have no connection with the IP vorticity. Instead, their spatial distributions concentrate on the far-606 

wake region, and the latter one in the developing phase seems to be closer to the upstream region, see 607 

Fig. 18(c1,c2). 608 

In Phase III (t* = 660–750), the drag coefficients of the two cylinders decrease slightly and so as the 609 

fluctuations of lift coefficients. However, the lift coefficients of the two cylinders are still anti-phased, 610 

evidenced by the vorticity contours shown in Fig. 17(e3,f3) and the dominant DMD mode at the vortex 611 

shedding frequency shown in Fig. 18(b3). Evidently, the AP wake is not ‘replaced’ by the IP vortex 612 

shedding like in the 2-D case. As shown in Fig. 17(e3), the streamwise vortical structures appear in the 613 

wake after about 2 shedding periods of the vortex tubes. In the development of streamwise vortices, the 614 

energy of spanwise vortices is extracted by the streamwise vortices. Correspondingly, the strength of 615 

spanwise vortices decreases significantly (Mansy et al., 1996; Papaioannou et al., 2006). Since the forces 616 

on the cylinders only come from the spanwise vortices, it is expected to see the decreased drag and lift 617 

coefficients. In other words, the wake transition, featured by the decreasing force coefficients, is closely 618 

associated with the appearance of streamwise vortices. Meanwhile, the mode shown in Fig. 18(c3) 619 

appears next to the dominant mode on the spectrum, and its spatial distribution has better strength in the 620 

far-wake region. If compared to the similar modes shown in the last phases, this mode has vorticity that 621 

is closer to the upstream region and a slightly larger initial amplitude (b* ~ 1%).  622 

In Phases IV (t* = 750–800) and V (t* = 800–850), drag and lift coefficients fluctuate at a smaller 623 

frequency (f = 0.21) compared to those in the previous phases. As shown in Fig. 17(a,b), the overlapped 624 

drag coefficients and AP lift coefficients of the two cylinders unambiguously signify the persistence of 625 

the AP flow. Furthermore, as displayed in Fig. 17(d4,d5,e4,e5), streamwise vortices are still apparent in 626 

the wake and the vortex street can maintain the AP shape in a longer downstream distance, acting as a 627 

typical feature of AP flow (Williamson, 1985). Interestingly, the modes that have stronger vorticity in the 628 

far-wake region are not found in these two phases. As shown in Fig. 18(a4,a5), the only mode that appears 629 

next to the dominant mode (not shown here) is almost identical to the dominant mode itself, and other 630 

modes with noticeable initial amplitudes are harmonic to the dominant AP mode.  631 

From the above analysis, we realize how 2-D and 3-D cases reveal completely different features. 632 

This major difference between 2-D and 3-D simulations under the same geometric configuration implies 633 

an incompatibility of the IP flow and the 3-D effect. The DMD results prove that the IP flow, or at least 634 

the IP vorticity mode, is incompatible with the 3-D scenario. This in a way explains the absence of IP 635 
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flow in the 3-D case reported by Chen et al. (2022). Opposite to the IP mode that grows from a trivial 636 

initial amplitude and eventually predominates in the 2-D case, there is no IP mode from the beginning of 637 

the flow development in the 3-D case. Instead, only DMD modes that concentrate on the far wake region 638 

appear adjacent to the dominant AP mode. These modes are all located inside the unit cycle and dissipate 639 

after the wake transition, when the 3-D effect, i.e., the streamwise vortices, start to emerge. We may infer 640 

that these 3-D vortical structures disturb the development of IP mode, which finally leads to the 641 

incompatibility of the IP mode and the 3-D effects. Therefore, the IP flow does not exist in the 3-D 642 

configuration.  643 

 644 

 645 

FIG. 17. Evolution of the wake at s/D = 2.25 and Re = 186 using 3-D simulation: (a,b) time histories of 646 
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the drag and lift coefficients, (c,d) WT results of the drag and lift coefficients of the upper cylinder, (e) 647 

3-D vorticity fields, and (f) the corresponding slices extracted at z/D = 5.0. (e1,f1) for the initial phase at 648 

t* = 102, (e2,f2) for the developing phase at t* = 192, (e3,f3) for the transient phase at t* = 705, (e4,f4) for 649 

the pre-stable phase at t* = 777, and (e5,f5) for the stable phase at t* = 828.  650 

 651 

FIG. 18. DMD spectrum, iso-surface at ωz = ∓2.5×10-4, and slice extracted at z/D = 7.5 for the case at 652 

s/D = 2.25 and Re = 186: (a1,b1,c1) for period 1, (a2,b2,c2) for period 2, (a3,b3,c3) for period 3, (a4,b4,c4) 653 

for period 4, and (a5,b5,c5) for period 5.  654 
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 655 

FIG. 19. Statistics of the initial amplitude of representative DMD modes: AP (anti-phase vortex shedding 656 

related), IP (in-phase vortex shedding related), GF (gap flow related), and Shf (shift mode related) for (a) 657 

s/D = 2.3 and Re = 50; (b) s/D = 1.7 and Re = 80; (c) s/D = 2.25 and Re = 186 (both 2-D and 3-D); (d) 658 

s/D = 1.7 and Re = 84.. The dashed line means that the two vortex streets become highly biased. 659 

4. Concluding remarks  660 

In this paper, we gained deep insights into the development of asymmetric wake patterns arising 661 

from the uniform flow past two parallel circular cylinders by using wavelet analysis of the forces, Hilbert-662 

Huang transform of the phase lags, and dynamics mode decomposition of flow fields. We started with 663 

the wake map behind two side-by-side circular cylinders and then focused on wake patterns with 664 

asymmetry. In particular, the asymmetric anti-phase (AAP) and special deflected (sDF) flows that are 665 

newly discovered by the newly refined map, together with typical deflected (tDF) and in-phase (IP) flows. 666 

These four flow patterns are analytically investigated with the following principal findings.  667 

1) During flow development, all flow patterns are determined by more than one single dynamic. 668 

Figure 19 summarizes the change of the initial amplitude of DMD modes representing different 669 

dynamics across five phases, including AP (anti-phase vortex pairs), IP (in-phase vortex pairs), 670 

GF (gap flow related), and Shf (shift mode related). The variation of these modes, especially AP 671 

and IP modes, helps to differentiate these flow patterns. 672 

2) The AAP flow is featured by the narrow-wide vortex shedding while the two asymmetric, yet 673 

independent, vortex streets are anti-phased. In addition to the dominant AP mode, there is also 674 
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an IP mode that appears when the flow begins to show asymmetry and then dissipates when the 675 

asymmetric flow becomes stable. In general, the AAP flow is dominated by the AP mode but 676 

slightly influenced by the IP mode. 677 

3) The tDF flow and sDF flow are featured by the biased IP vortex shedding, with only one 678 

cylinder’s wake having a noticeable vortex shedding and the other one generally keeps in-phase 679 

behaviour with it. Although the DF flows are dominated by AP mode at first, the IP mode rapidly 680 

grows. When the amplitude of AP and IP modes are comparable, the flow becomes FF-like. 681 

Eventually, the AP mode dissipated and the IP mode took dominance. These two DF flows have 682 

different phase lags between two vortex streets in a fully developed flow.  683 

4) The IP flow is featured by the spacially asymmetrical but temporally symmetric flow field, i.e., 684 

IP vortex shedding. In short, the AP mode at the beginning dissipates gradually and the IP mode 685 

grows rapidly, overtaking the dominance. This typical IP flow development is incompatible with 686 

the 3-D effect as a result of the disturbance of 3-D vortical structures in the development of IP 687 

mode.  688 

This paper provides a comprehensive study of the possible dynamics that appeared in the flow 689 

development of four distinct flow patterns, which serves for future investigation such as machine learning 690 

in fluid mechanics and reduced order modelling of complex flows (Hou et al. 2022, Farzamnik et al. 691 

2023, Wang et al. 2023). In addition, these findings are crucial to further understand asymmetric flow 692 

patterns arising from complete symmetric settings, which is deeply related to bifurcation flow, turbulent 693 

transitions, and nonlinear dynamic systems.  694 
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