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Abstract

The usage of various wireless standards, such as Bluetooth, Wi-Fi, GPS, and 4G/5G
cellular, has been continually increasing. In order to utilize the frequency bands efficiently
and to support new communication standards with lower power consumption, lower occupied
volume and at reduced costs, multimode transceivers, software defined radios (SDRs), cognitive
radios, etc., have been actively investigated. Broadband behavior of a wireless receiver is
typically defined by its front-end low-noise amplifier (LNA), whose design must consider
trade-offs between input matching, noise figure (NF), gain, bandwidth, linearity, and voltage
headroom in a given process technology.

Moreover, monolithic RF wireless receivers have been trending toward high intermediate-
frequency (IF) or superhetrodyne radios thanks to recent breakthroughs in silicon integration
of band-pass channel-select filters. The main motivation is to avoid the common issues in the
currently predominant zero/low-IF receivers, such as poor 2nd-order nonlinearity, sensitivity
to 1/f (i.e. flicker) noise and time-variant dc offsets, especially in the fine CMOS technology.
To avoid interferers and blockers at the susceptible image frequencies that the high-IF entails,
band-pass filters (BPF) with high quality (Q) factor components for sharp transfer-function
transition characteristics are now required. In addition, integrated low-pass filters (LPF)
with strong rejection of out-of-band frequency components are essential building blocks in
a variety of applications, such as telecommunications, video signal processing, anti-aliasing
filtering, etc. Attention is drawn toward structures featuring low noise, small area, high
in-/out-of-band linearity performance, and low-power consumption.

This thesis comprises three main parts. In the first part (Chapters 2 and 3), we focus on
the design and implementation of several innovative wideband low-noise (transconductance)
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amplifiers [LN(T)A] for wireless cellular applications. In the first design, we introduce new
approaches to reduce the noise figure of the noise-cancellation LNAs without sacrificing
the power consumption budget, which leads to NF of 2 dB without adding extra power
consumption. The proposed LNAs also have the capability to be used in current-mode
receivers, especially in discrete-time receivers, as in the form of low noise transconductance
amplifier (LNTA). In the second design, two different two-fold noise cancellation approaches
are proposed, which not only improve the noise performance of the design, but also achieve
high linearity (IIP3=+4.25 dBm). The proposed LN(T)As are implemented in TSMC 28-nm
LP CMOS technology to prove that they are suitable for applications such as sub-6GHz 5G
receivers.

The second objective of this dissertation research is to invent a novel method of band-pass
filtering, which leads to achieving very sharp and selective band-pass filtering with high
linearity and low input referred (IRN) noise (Chapter 4). This technique improves the noise
and linearity performance without adding extra clock phases. Hence, the duty cycle of
the clock phases stays constant, despite the sophisticated improvements. Moreover, due
to its sharp filtering, it can filter out high blockers of near channels and can increase the
receiver’s blocker tolerance. With the same total capacitor size and clock duty cycle as in a
1st-order complex charge-sharing band-pass filter (CS BPF), the proposed design achieves
20 dB better out-of-band filtering compared to the prior-art 1st-order CS BPF and 10 dB
better out-of-band filtering compared to the conventional 2nd-order C-CS BPF.

Finally, the stop-band rejection of the discrete-time infinite-impulse response (IIR) low-
pass filter is improved by applying a novel technique to enhance the anti-aliasing filtering
(Chapter 5). The aim is to introduce a 4th-order charge rotating (CR) discrete-time (DT)
LPF, which achieves the record of stop-band rejection of 120 dB by using a novel pseudo-
linear interpolation technique while keeping the sampling frequency and the capacitor values
constant.



C h a p t e r

1
Introduction

We live in a world of communication and the wireless communication, in particular, is
a key part of our lives. Some of the commonly used wireless communication systems in
our day–to–day life are: mobile phones, GPS receivers, remote controls, Bluetooth audio
and Wi-Fi etc. Generally, in a communication system, information is transmitted from the
transmitter to the receiver that are placed over a limited distance. With the help of Wireless
Communication, the transmitter and receiver can be placed anywhere between few meters
(like a T.V. Remote Control) to few thousand kilometers (Satellite Communication).

Figure 1.1 shows that the majority of cellular and wireless standard frequency bands
are allocated from 400 MHz to 6 GHz, and have not significantly changed for many years.
Meanwhile, the transistor cutoff frequency (fT ) has improved dramatically with scaling, as
shown in Figure 1.2. For example, the period from 1999 to 2011 has seen fT increasing from 20
GHz in 0.35µm to more than 400 GHz in 28-nm process. This suggests that conventional CT
techniques that were optimized for the older technology do not effectively use the ultra-high
speed of transistors of scaled CMOS to improve the performance of RF/analog designs.

On the other hand, while the main motivations of CMOS scaling have been to reduce

1
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transistor cost and to improve digital performance, conventional RF/analog designs have
not benefited significantly. A finer process node produces shorter digital gate delays while
a lowered supply voltage and gate capacitance reduce power consumption. As shown in
Figure 1.2, going from 180-nm to 28-nm CMOS, the VDD supply is reduced more than
30% while the MOS threshold voltage (Vth) has not changed considerably. Therefore, the
precious available voltage headroom for RF/analog design is now reduced dramatically [1].
Considering also the reduced MOS intrinsic gain [1] and its saturation linearity in scaled
CMOS [2], continuous-time (CT) RF/analog design is becoming generally more difficult.
In this way, the power consumption and area of the traditional RF/analog designs are not
directly process scalable.

In contrast, as Fig 1.3(a) shows, the digital RF transceiver (TRX) introduced in [3] mostly
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Figure 1.2: Typical CMOS scaling trends for low-power/low-leakage process technology.



3

LNAADC

f0

fIf

DPA

Waveform Genarator

DCODigital Logic

Digital Logic

Front-end
Module

P
ro

ce
ss

or
 

TX

RX

ADPLL

Single-Chip Digital RF TRX 

Current 
SamplerDT-Filter

(a)

D Q

Q

CLK

CLK

D Q

Q

CLK

CLK

D

CLK

CLK

Q

Q

Switch/Capacitor 
Filter

Inverter based 
Gm-cell

Digital Waveform 
Generator

C2C1 C1

SW1 SW2

(b)
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consists of discrete-time (DT) RF/analog blocks (Figure 1.3 (b)) and avoids using complicated
traditional analog components such as opamps; most of signal processing and filtering are
done using passive switched-capacitor circuits [4, 5]. Waveforms required for driving the
switches are also generated using digital logic. To provide signal gain, DT techniques use
inverter-based gm-cells that avoid transistor stacking and are always compatible with digital
technology. As the technology scales, MOS switches become faster and tinier with lower
parasitic capacitances. Digital waveform generator becomes also faster and more power
efficient. Moreover, the metal capacitor density improves from one process node to the next,
resulting in a reduced area. In addition, the inverter-based gm-cell structure is fully scalable
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with improved gm over its bias current. In this way, DT receivers directly benefit from scaling
similar to that in digital circuits. Refs. [6–15] are examples of DT process-scalable receivers.

1.1 Overview of Wireless Receiver Architectures

The pioneers of RFIC integration [16] have quickly realized the superiority of operating
receivers at zero-IF (ZIF) and low-IF (LIF) rather than at high-IF (HIF): simpler architecture,
and a much higher level of monolithic integration as a result of using low-frequency low-pass
filters (LPF) for channel selection [see Figure 1.4(a)]. This was despite the many issues
associated with ZIF/LIF receivers: time-variant DC offsets, sensitivity to 1/f (flicker) noise,
large in-band local oscillator (LO) leakage and the second-order nonlinearity [17–22]. The
LO leakage to the low-noise amplifier (LNA) input is amplified and then mixed with the LO
again, creating a DC offset. This offset could be up to 2 to 3 orders of magnitude larger than
the wanted signal at the mixer output [23]. Considering the LO leakage to antenna, it could
be radiated out and subsequently reflected from a moving object back to the antenna. In
this case, the DC offset is time-varying and thus much harder to be canceled. In general,
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all ZIF/LIF issues were viewed rather as an inconvenience and handled through various
calibrations. However, high-performance cellular ZIF/LIF receivers now require extensive
calibration efforts. For example: an intensive IIP2 calibration needs to be concurrently run
in the background with DC offset and harmonic rejection (HR) calibration [24,25].

A superheterodyne architecture, shown in Figure 1.4(b), pushes the IF frequency much
higher such that the aforementioned problems are not a major concern anymore. Despite
the obvious advantages, the superheterodyne radios were abandoned decades ago because it
was extremely difficult to integrate a high quality (Q)-factor BPF for image rejection and
channel selection in CMOS using continuous-time (CT) circuitry [16].

Furthermore, conventional multi-band, multi-standard cellular receivers (RXs) require
many external duplexers, surface acoustic wave (SAW) filters and switches, typically one
per band, to attenuate out-of-band (OB) blockers before they reach the sensitive LNA’s
input. In time-division duplexing (TDD) systems, external SAW filters can be eliminated
if the RX chain could handle large interferers (e.g., 0 dBm at 20MHz away from a GSM
channel of interest [26]). On the other hand, for frequency-division duplexing (FDD) systems,
the external SAW filters are responsible for not only the filtering of out-of-band blockers
but also for duplexing, i.e., separation of concurrent transmit (TX) and RX operations. To
reduce the cost and size of the total system solution, in which the external antenna interface
network is nowadays the largest contributor, the recent trend is to eliminate SAW filters and
switches by using a highly linear wideband RX [18–22,27]. As a consequence, the isolation of
TX-to-RX, and the suppression of TX interferers are worsening, which all further increase
the RX linearity requirements in FDD systems.

The resulting reduction in out-of-band filtering implies tough IIP2 requirements (e.g.,
90 dBm [22,25]) for ZIF and LIF receivers. The IIP2 performance of such receivers depends
mainly on the second-order nonlinearity of LNA and RF mixer in the receiver chain. Since
the typical IIP2 of an RF mixer is between 50–70 dB [28], ZIF/LIF receivers require highly
sophisticated calibration algorithms [22, 29–34] to be frequently executed to account for
variations in power supply, VDD, [19, 24,35–38], process corner [38], temperature [39], mixer
transistor’s gate bias [35], RF blocker frequency [33, 36–38], LO frequency [36–38], LO
power [38] and channel frequency [39]. Also, the IIP2 calibration time is rather very slow to
find optimum setting for the mixer and it needs to be run repeatedly due to environmental
and operational changes [35].
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Most of the filtering and amplification in a zero-IF receiver are done after the mixer, at
low frequency. In CMOS implementations, the flicker noise of devices at low frequencies
corrupts the wanted signal, leading to a higher noise figure (NF) of the receiver. In contrast,
filtering and amplification in a superheterodyne are done normally at higher frequencies than
the device’s flicker corner.

Superheterodyne or HIF architectures, on the other hand, can have a theoretically infinite
IIP2. The desired signal and modulated blocker at the RF input will be down-converted
to a higher IF and DC, respectively; thus the modulated blocker can be completely filtered
out by a band-pass filter (BPF) [40, 41]. For this reason, there is an increasing interest in
uncalibrated high-IIP2 SAW-less superheterodyne RXs with integrated blocker-tolerant BPFs
that are amenable to CMOS scaling. However, the main challenges towards fully integrated
superheterodyne receivers were the non-linearity of LNTA, especially in the FDD mode and
the integration of IF bandpass filters. Both of which have been addressed in this work.

1.2 Thesis Objective

Based on the previous discussion, the underlying objective of this thesis is to implement
an innovative RF low noise amplifier and band/low pass filter to improve the noise, linearity,
blocker tolerance and selectivity of the entire wireless receiver and to take advantage of the
future CMOS technology scaling. This will offer better cost than in the traditional techniques.

The first objective of this thesis is to introduce new approaches to reduce the noise figure
of the noise cancellation LNAs without sacrificing the power consumption budget. The
proposed LNAs also have the capability to be used in the current mode receiver, especially in
the discrete-time receiver as a low noise transconductance amplifier (LNTA). The proposed
LN(T)As are implemented in TSMC 28-nm LP CMOS technology to prove that it is effective
to be applied in 4G/sub-6GHz 5G receivers.

The second objective of this dissertation research is to invent a novel method which leads
to achieving a very sharp and selective band-pass filter with high linearity and low input
referred (IRN) noise, which improves the noise and linearity performance without changing
the duty cycle of the required clock phases. Moreover, due to its sharp filtering, it can filter
out high blocker in from adjacent channels and it increases the receiver blocker tolerance.
This technique should be approved and tested in TSMC 28-nm LP CMOS.
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The final objective is to improve the stop band rejection of the discrete-time low-pass
filter by applying a novel technique. The aim is to introduce a charge-rotating discrete time
LPF which achieves the stop-band rejection of the order of 120 dB without increasing the
sampling period and the capacitor values. Moreover, this design should be implemented and
verified in TSMC 28-nm LP CMOS.

In conclusion, the goal of this work is to invent circuit techniques to improve overall
performance of the overall receiver path to achieve:

• NF∼2 dB

• IIP3>-5 dBm

• improved filter selectivity

• improved filter stop band rejection ∼120

• Flexibility/tunability

• Increased filter order without expense of decreasing the clock sampling period

• minimal power consumption

• minimal active area

1.3 Thesis Outline

The thesis is organized as follows: In Chapter 2, a new noise reduction/cancellation
technique is proposed to improve the noise figure (NF) of a broadband low-noise transconduc-
tance amplifier (LNTA) for 5G (sub-6GHz) receivers. The LNTA combines a common-gate
(CG) stage for wideband input matching and a common-source (CS) stage for canceling the
noise and distortion of the CG stage. Yet another noise reduction is applied to reduce the
channel thermal noise of the noise cancellation stage itself. The technique further exploits
current reuse and increases transconductance of the CS transistor while keeping its power
consumption low. Fabricated in 28-nm CMOS, the proposed LNTA is capable of driving an
external 50Ω load and achieves the noise figure of 2.09 dB to 3.2 dB and input return loss
(S11) better than -10 dB over the 3-dB bandwidth of 20MHz to 4.5GHz while consuming
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4.5mW from a single 1V power supply. The achieved gain (S21) and IIP3 are 15.2 dB and
-4.6 dBm, respectively.

Chapter 3 discusses two wideband low-noise (transconductance) amplifiers (LN(T)A), in
which two novel two-fold noise-cancellation schemes are proposed. Fine tuned for advanced
CMOS, the first proposed LNA architecture uses a common-gate input branch to provide
wideband input matching. It is followed by two stages of the common-source structure
which cancel the noise and distortion of the first and second stages and relax the design
restriction on the first noise-cancellation stage. The provided circuit-level analysis is verified
by simulations. The proposed LNA is fabricated in 28-nm CMOS. It achieves a minimum
noise figure (NF) of 2.5 dB and input return loss (S11) < −15 dB over 0.02–2GHz bandwidth
while consuming only 4.1mW from a 1V supply and driving an external 50-Ω load. The
−3 dB power gain (S21) is 18.5 dB and IIP3 is +4.15 dBm.

In another design, the proposed LNTA employs a cross-coupled common-gate stage for
wideband input matching. By applying a two-fold noise cancellation technique, the channel
thermal noise of the first stage is removed, which improves its noise performance and linearity.
We perform a detailed analysis of the transfer function, noise and linearity, which are then
verified in simulations in TSMC 28-nm LP CMOS technology. The presented LNA achieves
a power gain of 18.9–16 dB within 100MHz ∼ 3.7GHz and the input and output return loss
of better than 10 dB. The IIP3 is +2.8 dBm and the noise figure (NF) ranges 1.58–2.4 dB
over the band of interest with 24mW DC power consumption.

In Chapter 4, we propose a novel clock-phase reuse technique for a discrete-time IIR
complex-signaling band-pass filter (BPF). This leads to a deep improvement in filtering,
especially the stop-band rejection, while maintaining the area, sampling frequency, number
of clock phases and their pulse widths. Fabricated in 28-nm CMOS, the proposed BPF is
highly tuneable and is capable of achieving a 70 dB stop-band rejection at 50MHz offset
with 25%-duty-cycle clock, while consuming 1.65mW. The achieved in/out-of-band IIP3 is
+2.5 dB and +17.3 dBm, respectively, and the input referred noise (IRN) is 1 nV/

√
Hz.

Chapter 5 introduces a new architecture of a discrete-time charge-rotating low-pass filter
(LPF) which achieves a high-order of filtering and improves its stop-band rejection while
maintaining a reasonable duty cycle of the main clock at 20%. Its key innovation is a linear
interpolation within the charge-accumulation operation. Fabricated in 28-nm CMOS, the
proposed IIR LPF demonstrates a 1–9.9MHz bandwidth programmability and achieves a
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record-high 120 dB stop-band rejection at 100MHz while consuming merely 0.92mW. The
in/out-of-band IIP3 is +18.6/+26.6 dBm.

Finally, Chapter 6 concludes this dissertation and presents suggestions for future develop-
ments.

1.4 Original Contribution

The original contributions of this dissertation are as follows:

• Introducing several new wideband LN(T)As with improved noise and linearity performance
(Chapter 2 and 3);

• Comprehensive analysis of gain, noise and linearity of LN(T)As structures (Chapter 2 and
3);

• Implementing and verifying the proposed wideband two-fold noise cancellation and noise
reduction LN(T)As in 28-nm CMOS technology (Chapter 2 and 3);

• Proposing a novel complex charge sharing band pass filter (Chapter 4);

• Comprehensive analysis of transfer function and noise of BPF structures (Chapter 4);

• Implementing and verifying the proposed complex charge-sharing BPF in 28-nm CMOS
technology (Chapter 4);

• Proposing a new charge-rotating infinite impulse-response low-pass filter (Chapter 5)

• Implementing and testing the proposed charge-rotating IIR LPF with linear interpolation
in 28-nm CMOS technology (Chapter 5);

The list of IC chips and publications resulting from this work is at the end of this
dissertation document.
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2
Wideband Noise-Cancelling LNTA

To be able to amplify an RF signal located at any of the supported frequency bands in a
receiver, wideband noise cancelling LNA [42] appears to be a good choice. As the introduced
receiver in Chapter 4 is based on sampling the input charge, the RF amplifier needs to provide
current rather than voltage, thus acting as a transconductance amplifier (TA) exhibiting a
high output impedance, as compared to the input load of its subsequent stage. An LNTA (i.e.,
LNA+TA) could trivially be constructed by cascading the LNA and TA (gm) stages [43–46].
However, to improve noise and linearity, both of these circuits should be co-designed and
tightly coupled [13], [47].

2.1 Introduction

The usage of various wireless standards, such as Bluetooth, Wi-Fi, GPS, and 2G/3G/4G/5G
cellular, has been continually increasing. In order to utilize the frequency bands efficiently
and to support more communication standards with lower power consumption, lower occu-
pied volume and at reduced costs, multimode transceivers, software defined radios (SDRs),

10
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cognitive radios, etc. have been actively investigated [48].
Broadband behavior of a wireless receiver is typically defined by its front-end low-noise

amplifier (LNA), whose design must consider trade-offs between input matching, noise
figure (NF), gain, bandwidth, linearity, and voltage headroom in a given process technology.
There are several wideband LNA design topologies and techniques, including filter type
amplifiers [49], gm-enhancement technique [50], common-gate (CG) amplifiers [51], resistive
shunt feedback amplifiers [52–54], and distributed amplifiers [55].

A very wide bandwidth LNA can be constructed using a common-source (CS) amplifier
topology with several bandpass filters for providing wideband input matching. In [49], a
three-section bandpass Chebyshev filter is used to resonate the reactive part of the input
impedance to provide wideband input matching over the whole band from 3.1 to 10.6GHz.
However, several of associated bulky inductors there occupy a large chip area, which makes
this technique not suitable for wideband applications below 3GHz [55]. Moreover, although
the CS configuration typically ensures better noise performance than in a CG structure, a low
quality factor (Q) of on-chip inductors, especially those at the gate of input stage, deteriorate
the noise performance where the minimum achieved NF is limited to 4.2 dB. Distributed
amplifiers satisfy the required bandwidth for SDRs and optical communications, but they
need several parallel stages to simultaneously provide a sufficiently high bandwidth and gain,
thus resulting in high power consumption and large chip area. Moreover, they suffer from
high NF due to noise from the gate’s line-termination resistors and losses in the inductors [55].

Vin

M1

Vout
Rs

RF

VDD

RD

Vin

M1

Vout

Rs

VDD

RD

VB

Ls

(a) (b)

Figure 2.1: Common wideband input-matching techniques: (a) common-gate, and (b) shunt-feedback
CS amplifiers.

Among popular techniques for designing wideband LNAs, CG and shunt-feedback CS
structures, shown in Fig. 2.1, are of particular interest. The CG stage in Fig. 2.1(a) can
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realize a broadband input impedance matching without extra components. Since the parasitic
gate-drain capacitor there is AC grounded, the CG amplifier has a better input-output
isolation than in a shunt-feedback CS amplifier [51]. The linearity of the CG structure is
better than that of the CS amplifier, because in the former the input source resistance further
provides the source degeneration. The input impedance of the CG structure is roughly
1/(gmb1 + gm1) and the noise factor is F = 1 + (γ/αgm1RS) + (4/gm1RD) [51], where γ is the
excess noise factor in short-channel devices and α is the ratio α = gm/gds0 of the small-signal
transistor transconductance gm to the zero-bias drain conductance gds0. gmb models the
transistor’s body effect. This structure suffers from poor noise performance since its total
gm should be 20mA/V so as to satisfy the input matching condition. A popular method
to enhance its noise performance is a noise-cancellation technique provided by a successive
stage, which removes the channel thermal noise of the main CG transistor [42]. However, the
aggregate noise performance is now limited by the channel thermal noise of the cancellation
stage. Finally, another architecture in [56] uses current combining as a means to provide
noise cancellation in a receiver which not only cancels the noise due to the antenna input
resistance, but the base-band noise of a transimpedance amplifier (TIA) is also up-converted
to RF and canceled out there.

In the following, two noise cancellation schemes will be introduced where in the first
structure we further improve upon the aggregate noise performance of the CG architecture
with the successive noise-canceling stage by reducing the channel thermal noise of the
cancellation stage itself. The key aim is to lower the NF without increasing the consumed
power, which is mainly achieved by employing a current-reuse technique. Then, in the
second architecture, a two-fold noise cancellation is introduced, which shows how the noise
performance of the CG architecture can be improved while simultaneously providing high
gain.

2.2 Overview of Noise-Cancellation and -Reduction Techniques

In this section, we first describe the basic idea of noise-cancellation scheme. Then, based
on that, we propose a new noise-reduction technique. Finally, the two techniques are combined
in a manner that saves power.
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Figure 2.2: Conventional noise cancellation of M1 configured as a CS shunt-feedback amplifier
(biasing not shown).

2.2.1 Conventional Noise-Cancellation Technique

The most important noise source in CMOS LNAs is the channel thermal noise of MOS
transistors. This noise is modeled as a shunt current source across the transistor’s drain
and source terminals. The designer’s goal is to minimize the generation and propagation
of this noise. Among various publications introducing noise-cancellation techniques in
LNAs, [42, 57–59] are noteworthy.

The conventional noise-cancellation scheme in the CS shunt-feedback topology is shown
in Fig. 2.2. The noise current of the main, i.e. input-matching, transistor, M1, flows through
the feedback resistor, RF , towards the M1 gate and creates two noise voltages at nodes X
and Y with the same phase but different amplitudes. On the other hand, the signal voltage
at these nodes has opposite polarities and different amplitudes due to the inverting operation
of the M1 amplifier. The signal and noise polarities being opposite at nodes X and Y make
it possible to cancel the noise originating from the input-matching transistor while adding
the signal contributions constructively. The noise voltage at node X, VnX , is amplified and
inverted by M2, while the noise voltage at node Y, VnY , is passed across M3 barely changed.
At the output node, the two voltages with opposite phases are canceled. Ultimately, the
channel thermal noise of M1 will be greatly attenuated or altogether canceled provided that
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Figure 2.3: Proposed noise-reduction technique of M1’s channel noise.

the following condition is satisfied:

Vn,out =VnY
rds2

rds2 + 1/gm3
− vnX

gm2

gm3
= 0

RF +Rs

Rs

= gm2

gm3

(2.1)

where gmrds � 1 was assumed.
As mentioned, this kind of noise cancellation is commonly used in LNA structures with

the CS input stage. The main drawback here is the need for the extra following stage in order
to amplify and invert the voltage noise at node X and add it with the voltage noise at the
output. According to (2.1), since the feedback resistor is much larger than the input source
resistor, RF � Rs, the transconductance of M2, gm2, must be large enough to satisfy the
noise-cancellation condition, but at a cost of higher power consumption. In the following, we
offer a new technique which can be used either as a noise cancellation or as a noise-reduction
technique without substantially increasing the power consumption.
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2.2.2 Noise-Reduction Technique

2.2.2.1 Technique to Cancel the Noise of Main Transistor

The aforementioned goal of improved noise performance at no extra consumed power can
be achieved by means of a current-reuse technique that was inspired by [60,61]. Figure 2.3
shows the proposed method. Just as in Fig. 2.2, channel noise of the main transistor M1

develops a noise voltage at node Y, VnY , which appears on its gate at node X as VnX via the
resistive divider attenuation RS/(RS +RF ). Likewise, it is then amplified and inverted via
Maux. Here, however, the Maux’s current is injected right back into node Y via C3 to subtract
the original noise perturbation in the M1’s channel. This way, there is no need for an extra
branch M3 used in the conventional noise cancellation of Fig. 2.2. Further, the source of M1 is
connected to the ground via C2. Inductor L1 provides some AC isolation between the source
of M1 and drain of Maux. By stacking M1 on top of Maux dc-wise, the dc current is reused,
and Maux is biased by the main transistor current. However, AC-wise, Maux is paralleled
with the main transistor M1 by means of C1 and C3, but completes the negative feedback
around M1 for its noise. For the proposed technique to cancel the noise of M1, the following
condition should be met:

Vn,out =VnY − vnXgmauxRD = 0
RF +Rs

Rs

= gmauxRD

(2.2)

Equation (2.2) suggests that the full noise cancellation of M1 is rather expensive in terms of
consumed power since the ratio of RF/RD and gmaux need to be very high. However, this
technique could be beneficially used at low expended power for a partial noise cancellation,
i.e. noise reduction, of M1.
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2.2.2.2 Current Reuse Technique as Noise Reduction

Noise factor excess, FM1, contributed by the M1 transistor of the shunt-feedback CS
amplifier shown in Fig. 2.1(b) is calculated as:

FM1 =
∣∣∣∣∣∣V

2
n,M1/A

2
v

V
2
n,Rs

∣∣∣∣∣∣ =
∣∣∣∣∣∣I

2
n,M1Z

2
out

V
2
n,RsA

2
v

∣∣∣∣∣∣
= 4kTgm1|Zout|2

kTRsg2
m1|Zout|2

γ

α
= 4
Rsgm1

γ

α
.

(2.3)

where, Zout is the output impedance of the amplifier as seen by the unloaded output node. In
addition, I2

n,M1 = 4kTgm1γ is the channel thermal noise of M1 and |Av| ' gm1Zout ·Zin/(Zin+
RS) is the voltage gain of M1, where Zin = RF/(1 + gm1RD)||1/sCin, and Cin is due to
parasitics at the gate of M1, for the sake of simplicity Zin is considered equal to Rs. Hence,
the noise factor of the shunt-feedback amplifier shown in Fig. 2.1(b) is approximately equal
to [53]:

F(fig1b) > 1 + 4
Rsgm1

γ

α
(2.4)

According to (2.4), the noise factor has a reverse relationship with the transconductance. It
means that by increasing the transconductance of the main transistor, the circuit’s relative
noise contribution is decreased. However, this results in a higher power dissipation.

By using the proposed current-reuse technique of Fig. 2.3, the noise factor is roughly equal
to: F(fig3) = 1 + FM1 + FMaux where FM1 and FMaux are expressed by:

FM1 = 4kTgm1|Zout|2

kTRs(gm1 + gmaux)2|Zout|2
γ

α

= 4gm1

Rs(gm1 + gmaux)2
γ

α
.

(2.5)

FMaux = 4kTgmaux|Zout|2

kTRs(gm1 + gmaux)2|Zout|2
γ

α

= 4gmaux

Rs(gm1 + gmaux)2
γ

α
.

(2.6)

Finally, the total noise factor of the presented structure, without considering the thermal
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Figure 2.4: Comparison of simulated/derived NF of the shunt feedback CS amplifier of Fig. 2.1(b),
with the same structure but with the noise-reduction technique of Fig. 2.3, while both structures sink
the same current, 1.7mA, from 1V supply. NF of the conventional noise-cancellation configuration
(Fig. 2.2) is included for reference.

noise of RD, is approximately given by:

F(fig3) ≥ 1 + 4γ
α(gm1 + gmaux)Rs

+ 4
RsRD(gm1 + gmaux)2 (2.7)

From the standpoint of the received signal, Maux is paralleled with the main transistor
M1, and hence, according to (2.7), their transconductances are summed up. This boost
in transconductance reduces the noise figure without increasing the bias current. Without
the current-reuse technique, Maux would be paralleled with M1 in a conventional way as
in Fig. 2.2, and the structure would consume twice the power in order to achieve the same
NF. Nonetheless, the main drawback of the new technique is the reduced voltage headroom
leading to some deterioration of linearity.

To demonstrate the benefit of the noise-reduction technique introduced in Fig. 2.3, we
now apply it into the CS noise-canceling LNA of Fig.2.2 for the purpose of reducing the noise
of the latter’s second stage (i.e. M2). To have a better comparison between Figs. 2.2 and 2.5,
their respective simplified noise factors, F(fig2) and F(fig5), are calculated as:

F(fig2) ≥ 1 + γ

αgm2Rs

+ γgm3 + αRDg
2
m3

αRsg2
m2

(2.8)
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Figure 2.5: Conventional noise cancellation along with the proposed noise-reduction technique.

F(fig5) ≥ 1 + γ

α(gm2 + gmaux)Rs

+ γgm3 + αRDg
2
m3

αRs(gm2 + gmaux)2 (2.9)

By comparing (2.8) and (2.9), it can be seen that for the same value of gm2 and gm3 in both
structures (Figs. 2.2 and 2.5), the noise performance in Fig. 2.5 has improved.

The efficacy of the proposed noise-reduction technique of Fig. 2.3 is illustrated by the
NF circuit simulation plots in Fig. 2.4 with superimposed analytical plots to verify the
derived noise equations1. It is compared with the basic shunt feedback amplifier of Fig. 2.1(b)
consuming the same power of 1.7mW. The minimum NF of the basic amplifier is 2.65 dB,
while the new technique improves it to 1.45 dB. The obtained NF is now within a small
fraction of a dB to the straightforward manner of noise cancellation shown in Fig. 2.2, but
which consumes as much as 10mW. However, when the current is insufficiently high, not
only the noise of the first stage cannot be canceled entirely, but it ends up actually adding
more noise sources to the circuit, which results in increasing the NF. While we maintain
the current of the second stage at 1.7,mA, at the same level as the current of the first
stage (the total current of Fig. 2.2 in this case is 3.4mA), the current of Fig. 2.3 can be just

1We extend (2.4) and (2.7) by further considering the thermal noise of RD1, i.e. F ' 1 + [(RD(RF (1 +
(gm1 + kgm1)RD))2/Rs(ZD +RF (1 + (gm1 + kgm1)RD))2Z2

D(gm1 + kgm1)2(RF +RFZinCins+ gm1RDZin +
Zin)2] + [γ/4(Rs(gm1 + kgm1)(Rs/(Rs(1 + RsCins) + Rs)2)] + (4Rs/RF ), where k = 0 gives the result for
basic circuit and also, since RF is high, its noise effect, 4Rs/RF , in the total noise factor is negligible.
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1.7mA. As shown in Fig. 2.4, the noise-cancellation technique of this case improves the noise
performance slightly (i.e. 0.2 dB). The power efficiency advantages could be summarized as
follows: According to (2.1), which describes the conventional noise-cancellation technique,
the current of the second stage should be increased in order to satisfy the noise-cancellation
condition, resulting in more power drain. Moreover, there are at least two branches in the
conventional noise-cancellation technique, which means an extra power consumption because,
in addition to the main branch, M1, the cancellation branch, M2,3 drains an extra dc current,
while in the proposed technique there is only one branch, which reuses the DC current for
M1 and M2.

The salient feature of the proposed noise reduction technique of Fig. 2.3 is that it consists
of a single stage and it saves power by means of the current reuse. This feature allows
the structure to be incorporated into the (second) noise cancellation stage of the two-stage
amplifier of Fig. 2.2, as illustrated in Fig. 2.5 (another example will be shown Section 2.3).
This way, the channel thermal noise of the noise-canceling device itself (M2) will be reduced
at no extra power. As a net result, the noise-cancellation condition is satisfied more effectively.
This is given by:

V
2
n,out = V

2
nY

(
rds2||rdsaux

rds2||rdsaux + 1/gm3

)2

−VnX
2
(
gm2 + gmaux

gm3

)2

(2.10)

Vn,out = 0⇒ RF +Rs

Rs

= gm2 + gmaux

gm3

In (2.10), gm2 is added to gm4, and hence the noise-cancellation condition can be satisfied
at lower power. Therefore, applying the proposed noise-reduction approach in the noise-
cancellation stage of the conventional noise-cancellation scheme reduces the power dissipation
without affecting the NF. Moreover, the added new transistor, Maux, also decreases the noise
contribution of the cancellation stage, M2, without any extra power.

It is worth mentioning that (2.10) is used just to show the beneficial effect of Maux in the
conventional noise-cancellation condition, so the parasitic capacitances are not considered.
Although, in practice, the condition of (2.10) is not completely satisfied due to the parasitic
capacitances and the limitation of power consumption, the noise will be reasonably attenuated
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even by meeting this condition partially.

2.3 Noise Reduction Noise Cancellation LNTA

The previous section introduced the noise-cancellation and -reduction techniques. An
example was given in Fig. 2.5 on how they could be beneficially combined to form a noise-
canceling LNA in the CS configuration that saves significant power. The channel thermal
noise of the noise-cancellation stage (M2 in the second stage in Fig. 2.2) was reduced by
applying the noise reduction by Maux of Fig. 2.3.

These techniques are now combined such that the channel thermal noise of the noise-
cancellation stage, which operates now on the input-matching CG stage, is reduced by
applying the same noise-reduction technique. Figure 2.6 shows the proposed wideband
LNTA. We take advantage of the CG input stage, M1, to provide the wideband 50Ω input
matching. M2 and M3 of the CS stages are configured to cancel the channel thermal noise
of M1. To reuse the M2 current and to improve the IIP3 linearity, M3 is chosen now as
a pMOS transistor. The external antenna-port inductor Ls is employed to provide a dc
current path to ground and to damp the total parasitic capacitance at the input node. In
the proposed noise-reduction technique, by exploiting the current-reuse, transistor M4 is
paralleled AC-wise with M2, thus boosting its transconductance and hence decreasing its
thermal noise effects. The pMOS-nMOS structure and “sweet spot" biasing are applied to
improve the linearity. Moreover, the off-chip inductor Ls is on a PCB, hence its value can
be fairly large, in the order of a few 100s of nH, which can resonate out all parasitics at the
input node at 1.2–1.5GHz.

2.3.1 Input Matching

To consider the body effect of the wideband input-matching common-gate M1 transistor
and also to simplify the relations, Gm1 stands for (1+RD0gm0)(gm1 +gmb1) ≈ (1+RD0gm0)gm1.
Hence, the input impedance is given by:

Zin = (RLs + sLs)
∣∣∣∣∣∣∣∣ 1
sCX

∣∣∣∣∣∣∣∣ 1
Gm1

= RLs + sLs
CXLss2 + (RLsCX +Gm1Ls)s+ (Gm1RLs + 1)

(2.11)
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Figure 2.6: Proposed wideband LNTA with noise-cancellation and -reduction techniques (the blue
part is the proposed noise-reduction technique).

where CX lumps the total parasitic capacitance at node X which is damped by Ls. Since Ls
is external and connected to the antenna pin, thus not consuming any extra pads on the chip,
it can be fairly large (150 nH), therefor (2.11) can be simplified to Zin = 1/(sCX + GM1).
This shows that the input matching is mainly defined by M0 and M1. In this case, if the
size of Ls changes, for instance, from 150 nH to 200 nH, there will be just a barely noticeable
affect on S11. However, the lower limit of bandwidth (fL) will be improved. On the other
hand, if the size of Ls is decreased, its series resistance, RLs, will go down (to as low as 5Ω)
for the constant Q-factor of Ls. This resistance is paralleled with 1/Gm1 and so it lowers the
equivalent input impedance. Although, a new technique was described in [62] to extend the
bandwidth at lower frequencies without increasing the size of Ls, here an off-chip inductor
in-parallel with the IC antenna input pin is used to realize Ls in order to save the silicon die
area. Although the gm-boost transistor, M0, adds a bit more parasitics to the input node, it
is of small size so it does not affect the bandwidth substantially. By increasing its size from
W=10µm to 20µm, the simulated upper cutoff frequency lowers by 450MHz, from 7.78 to
7.33GHz.
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Figure 2.7: Simulated output impedance without matching network on PCB .

2.3.2 Gain Analysis

The equivalent impedance seen from the drain of M1 towards the ground is termed
ZY and is equal to RD1||[rds1 + (1/sCX ||sLs)(1 + Gm1rds1)]||1/sCY , where RD1 is the load
resistance of M1, and CY is the total parasitic capacitance at node Y. Zout determines the
output impedance which is calculated as rds2||rds3||rds4||1/sCout, where Cout is the total output
parasitic capacitance seen by Vout. Therefore, the voltage gain of the proposed LNTA is given
by:

Av = − 1/Gm1

1/Gm1 +Rs

(Gm1gm3|ZY |+gm2 + gm4)|Zout| (2.12)

As mentioned above, the proposed design can be used either as an LNTA in an integrated
current-mode RX or as a standalone LNA if it is externally loaded by a 50Ω termination.
In the latter, the amplifier must properly handle the intermediate network of wire-bonding
inductance, pad capacitance, package parasitics, and PCB transmission lines (TL) and
components. Figure 2.7 shows the simulated output impedance of the proposed LNTA, which
confirms that it is suitable for the current-mode application where its output impedance is at
least eight times larger than the 50 Ω load impedance [63]. In this matching network, the
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pad capacitance is in parallel with Zout where the equivalent impedance is in series with the
wire-bond inductance. The rest of matching network is provided on the PCB by using SMD
capacitors and TLs which makes the equivalent output impedance to be compatible with
50Ω.

To examine the effect of the 50-Ω load impedance of the external test equipment on
the gain of the proposed structure, (2.12) for Av is plotted in Fig. 2.8. As expected, when
unloaded, the voltage gain is high since Zout is high1. When the amplifier is loaded with 50Ω,
the provided gain drops by ∼20 dB.
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Figure 2.8: Calculated Av from (2.12) (top) when the amplifier is self-loaded in the LNTA mode,
(bottom) when the amplifier is loaded by 50Ω through matching network in the LNA mode.

Unfortunately, the technology scaling causes rds to be reduced. Also, by employing the
pMOS transistors at the output node, the parasitic capacitances go up, resulting in more
variation in Zout at high frequencies. These are the main reasons that limit the LNTA
bandwidth at high frequencies. To solve this problem, the inductive shunt-peaking and
series-peaking techniques can be used. The shunt inductive peaking causes a resonance at
the output of each stage when the gain starts to roll off at higher frequencies [62]. It is worth
mentioning that L1 also helps to dampen the parasitic capacitance at the output node. By
increasing L1 from 240 pH to 1.2 nH, the 3-dB bandwidth can be extended from 7.5 to 9GHz.

1When the LNTA transconductance drives an internal on-chip mixer, its voltage gain will actually be
very low but it can be recovered in subsequent stages [64].
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The quality factor of L1 improves the gain only marginally. Increasing it from 5.5 to 10 (L1

= 440 pH), the gain improves only by 0.1 dB.

2.3.3 Noise Analysis

As mentioned above, the purpose of noise cancellation is to disassociate the input matching
from the noise considerations by virtue of canceling the noise from the matching stage at the
output node [42]. In the proposed LNTA, the current noise of the input transistor flows into
node X, but out of node Y, causing two voltages with opposite phases. These two voltages
are converted into currents by M2 and M3 [65]. However, the input signal appears at these
two nodes at the same phase. Thus, the input signal is constructively combined at the output.
The two noise voltages are calculated as VnX2 = Z2

inI
2
n,M1 and VnY 2 = Z2

Y I2
n,M1. Therefore,

the output current noise due to the thermal noise of M1 is as follows:

In,out
2 = VnX

2(gm2 + gm4)2 − VnY
2
gm3 = 0

⇒ gm2 + gm4

gm3
= ZY
ZX

(2.13)

To reuse the current of M2, M3 is chosen as a pMOS transistor. Also, the noise-reduction
technique is applied to improve the NF without any additional power cost. In this technique,
M4 is in-parallel with M2, and hence, the transconductance of M4 is added to that of M2.
Moreover, M4 is selected as a pMOS transistor in order to be able to reuse the current of M2.
The consequential increase of M2’s transconductance reduces the channel thermal noise of the
cancellation stage, thus avoiding any need for extra branches. Consequently, the improvement
in noise figure is achieved without burning more current, as explained in Section 2.2.

The most important noise sources in this noise-cancellation scheme are the thermal noise
of RD1 and the channel thermal noise of transistors M2, M3, and M4. The noise factor of the
proposed LNA is equal to F = 1 + FRD1 + FM2 + FM3 + FM4, where the FRD1 term is given
by the following relation:

FRD1 = 4kTRD1(gm3|Zout|)2(Zo1/(Zo1 +RD1))2

4kTRsA2
v

∼=
Rs

RD1
(2.14)
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where, according to Fig. 2.6, Zo1 = [rds1 + (Rs||1/sCX ||sLs)(1 +Gm1rds1)] and ZY = RD1||Zo1
when the parasitic capacitance at node Y is not considered for simplicity. Av is the voltage
gain of the LNTA, which is simplified by considering the noise cancellation and input
matching conditions, (gm2 + gm4)Rs = gm3RD1 and Zin = Rs = 1/Gm1, respectively. The
other constituting terms of the noise factor F are:

FM2 = 4kTgm2|Zout|2

4kTRsA2
v

γ

α
= 4gm2

Rs(ZYGm1gm3+gm2+gm4)2
γ

α

∼=
gm2

Rs(gm2 + gm4)2
γ

α

(2.15)

FM3 = 4kTgm3|Zout|2

4kTRsA2
v

γ

α
= 4gm3

Rs(ZYGm1gm3+gm2+gm4)2
γ

α

∼=
Rs

|ZY |2gm3

γ

α

(2.16)

FM4 = 4kTgm4|Zout|2

4kTRsA2
v

γ

α
= 4gm4

Rs(ZYGm1gm3+gm2+gm4)2
γ

α

∼=
gm4

Rs(gm2 + gm4)2
γ

α
.

(2.17)

By considering the noise-cancellation condition, (2.16) can be simplified as:

FM3 = γRs

α|ZY |2gm3
∼=

γRs

RD1(gm2 + gm4)Rsα

∼=
γ

αRD1(gm2 + gm4) .
(2.18)

Finally, the total noise factor of the LNTA is approximately given by:

F ∼= 1 + Rs

RD1
+ γ

αRD1(gm2 + gm4) + γ

αRs(gm2 + gm4) (2.19)

where the fourth component is the total noise factor due toM2 andM4 transistors. According
to (2.19), to reduce the noise contribution of RD1, its value should be increased, but, this is
limited by the voltage drop on RD1. In addition, the channel thermal noise of M3 can be
decreased by enhancing gm2. As suggested by (2.19), the noise factor of M2 is decreased since
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gm4 is added to gm2 without any power penalty.
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Figure 2.9: Relative contributions to the total noise factor F of various circuit components at
800MHz for: CG structure (“CG w/o NC & NR"), proposed structure without the noise-reduction
technique (“LNTA w/o NR"), and the proposed LNTA (“LNTA w/ NR"). Note: the complement to
100% is due to the 50-Ω antenna-terminal thermal source.

The simulated relative contributions of noise sources to the total noise factor, F , at
800MHz are shown in Fig. 2.9. The proposed LNTA is compared with two other designs:
1) the CG topology shown in Fig. 3.15(a) without any noise-cancellation and -reduction
techniques, and 2) the proposed structure but without M4, i.e. without the noise-reduction
technique. In this comparison, the LNTA with and without M4 consumes 4.5mW with the
same-size transistors. The size of transistor in the CG structure is the same as the size of CG
transistor in the proposed LNTA and also its power consumption is exactly like the power
consumption of the first stage in the proposed structure, which is about 1.5mW.

As revealed in Fig. 2.9, the CG structure (top row bars) suffers from high noise. The
channel thermal noise of the main transistor,M1, is 41% of the total noise factor. By canceling
its noise, the next highest contributor is M2. The second row (CG & NC) shows that the
thermal noise contribution of the main transistor, M1, is reduced to 5%, whereas the thermal
noise of the cancellation transistor, M2, is added with a contribution of almost 27%. By
using both the noise-reduction (NR) and noise-cancellation (NC) techniques (bottom row
bars in Fig. 2.9), the thermal noise contribution of M2 is decreased to 6%, thus improving
the system noise performance. The thermal noise of RD1 is now dominant. According to
the second term of (2.19), to reduce the noise effect of RD1, its value should be increased.
However, as mentioned before, the value of RD1 is limited by the supply voltage of first stage
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which should be at a certain level in order to provide the input matching. Therefore, to
further improve the noise performance, a gm-boosting technique by means of M0 is introduced.
This way, the amount of current of the first stage decreases as well as the voltage drop on
M1. Consequently, the value of RD1 can be increased, leading to the decrease of NF. The
gm-boosting stage of M0 boosts the gm1 of input stage, Gm1 = (1 + gm0RD0)gm1, so the input
matching can be provided with less current.

2.3.4 Linearity and Stability
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Figure 2.10: Second-order nonlinear components of gm of pMOS and nMOS transistors.

Since the nonlinearity of a CS configured transistor is worse than that of the CG, the
pMOS-nMOS structure placed at the output stage turns out to also improve the 2nd and
3rd-order nonlinearities. By using a power series, the total output current of the pMOS
and nMOS transistors in the complementary connection is equal to idstot = idsP + idsN =
(gmN + gmP )(vg− vs) + (g′mN − g′mP )(vg− vs)2 + (g′′mN + g′′mP )(vg− vs)3, where gm, g′m, and g′′m
are the first-, second- and third-order derivatives of the transistor’s composite (large-signal)
drain-source current, ids, with respect to its composite gate-source voltage, vgs. Since the ac
input signal for the pMOS and nMOS transistors is out of phase, the total transconductance
increases while the total second nonlinear term, g′mN − g′mP , decreases [58]. Figure 2.10 shows
that by applying the noise-reduction technique, the pMOS and nMOS transistors, M2 and
M4, in fact are like a complementary circuit in the output stage which causes the 2nd-order
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Figure 2.11: Second and third-order derivatives of the drain-source DC current, ids, with respect to
Vgs of M1.

nonlinear components, g′mP and g′mN , to neutralize each other within the range of the bias
voltage. As a result, the 2nd-order nonlinear term is attenuated and since the 2nd-order
nonlinear current can be mixed with the input by the feedback path through cgd [58], both
IIP2 and IIP3 are significantly improved. However, in this design, the PMOS-NMOS pair is
not considered to be biased at the exact point where g′mn + g′mp = 0. The measured linearity
variation due to different voltage biases of the PMOS-NMOS pair is less than 2 dB. It is
worth mentioning that the linearity performance deteriorates a bit (<2 dB) by adding M4

due to lowering of the available voltage swing in the output stage.
Consequently, to improve the linearity of the CG transistor, it is biased in a “sweet spot".

According to Fig. 2.11, at the right bias voltage at which the 3rd-order nonlinear component
of the CG transistor, g′′m, is equal to zero, the IIP3 of the CG structure can be improved. It
is worth mentioning that by modeling the circuit’s non-linearity via Volterra series, it can
be shown that the parasitic capacitance can also effect the second/third-order nonlinearity
cancellation based on the “sweet spot". Although the sweet spot could be a bit shifted with
frequency, it will be demonstrated in Section 2.4 that the variation of measured IIP3 is within
1 dB across the entire bandwidth. The most important drawback of the sweet-spot technique
is its sensitivity to the process corners [66], which might require process calibration. Another
option could be a constant-gm biasing circuit. Once the sweet spot has been calibrated for
the process, the LNA is quite insensitive to temperature and voltage variations. The reason
is that M1, located in the first stage, is mainly used for input matching, so its effective gain
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is small, and thus its linearity contribution is not dominant and the signal provided to the
second stage is still small. In other words, it is biased mainly to provide the required gm for
the input matching.

To examine the stability of the LNTA with an arbitrary source and load impedances, the
Stern stability factor defined in (2.20) is often utilized [67]:

K = 1 + |∆|2−|S11|2−|S22|2

2|S21||S12|
(2.20)

where ∆ = S11S22− S12S21 and S11, S22, S21 and S12 are the input return loss, output return
loss, forward gain and reverse gain, respectively. If K > 1 and ∆ < 1, then the circuit is
unconditionally stable [67]. According to (2.20), the stability of the circuit is improved by
maximizing the reverse isolation.

2.4 Measurement Results

RFout

RFin A
ctive area

1.2mm

0.5mm

Figure 2.12: Microchip photograph.

The proposed wideband LNTA, whose chip micrograph is shown in Fig. 2.12, is fabricated
in TSMC 28-nm bulk LP CMOS. Although this amplifier is specifically designed to drive
a mainly capacitive load of integrated mixers as a high-impedance transconductor (thus,
LNTA), it is also capable of driving heavy external resistive loads. Hence, it can also function
as an LNA with 50Ω input and output ports. To avoid adding an extra test buffer for driving
the output port, which would need to be separately characterized, all the performance and
power consumption measurements are with the external load of 50Ω. By carefully sizing
the transistors and using the noise-cancellation and -reduction techniques (with current
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Figure 2.13: Measurement set-up: (a) S-parameter and noise; and (c) linearity.

reuse), this amplifier operates at a 1V power supply with a power dissipation of 4.5mW,
while achieving remarkably high and flat small-signal gain and a very low noise figure in the
whole wide bandwidth. The S-parameter, noise and linearity measurement set-up is shown in
Fig. 2.13 and the results are discussed in the following paragraphs.

Measured S-parameters of the LNTA are shown in Fig. 2.14, which illustrates the best
input return loss around 2.7GHz (i.e. the input impedance is matched at this frequency).
Although the input return loss gets worse away from this point, the wideband input matching
feature is well controlled as S11 < −10dB in the whole bandwidth. The measurement
results are well matched with the simulations. Figure 2.15 shows the power gain which
varies between 12–15.2 dB in the range of 20MHz to 4.5GHz. By adding transistor M4, the
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Figure 2.14: Measured and simulated input/output return loss.
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Figure 2.15: Measured and simulated gain and isolation.

second-stage transconductance in the presented LNA increases, resulting in more power gain,
which is also expected from (2.12). Since the drains of three transistors, M2, M3, M4, are
connected to the output node, the total parasitic capacitance at this node increases. Hence,
the −3 -dB bandwidth of the LNTA is partially decreased. However, L1 helps to dampen the
parasitic capacitance at the output node and compensate for the reduction in bandwidth.
Unfortunately, the measurement results of the bandwidth fall short mainly because of the
larger wire-bonding inductance and parasitic capacitance of the pad and PCB traces affecting
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Figure 2.17: Measured IIP3 at maximum gain.

the dominant pole at the external output port. It is worth mentioning that this issue is
irrelevant in integrated receivers or if the LNA is followed by an integrated mixer on the
same die.

The measured NF of the LNTA is superimposed on the simulated NF in Fig. 2.16. It
varies from 2.09 dB to 3.2 dB in the 4.4GHz bandwidth. A two-tone RF signal at 500MHz,
2GHz and 4GHz (i.e. at the beginning, middle and end of the band, respectively) is used to
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Figure 2.18: Measured IIP3 and IIP2 versus frequency.
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measure the wideband linearity performance. In order to examine the flatness of linearity,
various two-tone spacings of 2.5, 10, 50, and 100MHz are applied but, as expected, exhibit
no difference in performance. As shown in Fig. 2.17, the measured IIP3 at 500MHz with
10MHz spacing, where maximum gain is achieved, is −4.63 dBm, which is the minimum IIP3
in the entire bandwidth. Figure 2.18 shows the measured IIP2 and IIP3 versus frequency.
Note that in integrated designs there is always a dc-blocking capacitor between the LNA and
a passive mixer, so the dc will be blocked and low-frequency IM2 products will be heavily
attenuated (i.e. if two blocker signals are close to each other). Without the 50-Ω load, the
simulations show the linearity of −8.7 dBm at the gain of 35.2 dB.
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Table 2.1: Summary and comparison with state-of-the-art wideband LNAs.
CMOS
tech.
[nm]

BW
[GHz]

S11
[dB]

S21
[dB]

IIP3
[dBm]

NF
[dB]

VDD
[V]

Power
[mW]

Active
area
[mm2]

Noise
cancel.
used?

Can drive
extern.
50Ω?

FoM1
[-]

FoM2
[-]

FoM3
[-]

This work 28 0.02∼4.5 ≤-10 15.2 -4.62∼-3.53 2.09∼3.2# 1 4.5 0.03 Yes Yes 7.76 327 172.6
[68]

TCASI’20 65 0.05∼1.3 ≤-10 27.5 -4∼-1 2.3∼3 1 5.7 0.046 Yes No** 6.18 123.7 6.95
[69]

TMTT’20 65 1∼20 ≤-10 12.8 1∼5.8 3.3∼5.3 1.6 20.3 0.096 Yes No** 2.4 2.4 5.28
[70]

TCASI’19 65 0.05∼1 ≤-10 30 -10∼-2.5 2.3∼3.3 2.2 19.8 0.0448 Yes No** 1.6 33.51 26.6
[71]

TCASII’19 65 0.4∼2.2 – 16.4 -5 2∼2.5 1.2 29 0.16 Yes Yes 0.6 1.5 0.47
[72]

TMTT’19 65 0.3∼4.4 – 26.7 -14.2 3∼4.4 1 13.7 0.009 No No** 4.8 16 0.6
[73]

TCASII’19 65 0.5∼7 – 16.8 -4.5 2.87∼3.77 1.2 11.3 0.044 Yes No** 3.5 7 2.48
[74]

TCASI’18 65 0.2∼2.7 <-5 21.2 -2 3∼3.5 1.2 0.96 0.05 Yes No** 26.85 134.2 84.7
[75]

TCASII’18 180 2∼5 – 13 -9.5 6∼8 1.8 1.8 0.72 Yes No** 1.85 0.93 0.1
[76]

JSSC’17 180 0.1∼2 – 17.5 10.6 2.9∼3.5 2.2 21.3 0.63 Yes Yes* 0.6 6.14 70.5
[77]

JSSC’2016 130 0.6∼4.2 <-10 14 -10 4∼9 0.5 0.25 0.39 No No** 20.8 34.7 3.46
[78]

TMTT’16 130 0.1∼2.2 – 12.3 -11.5∼-9.5 4.9∼6 1 0.4 0.0052 Yes No** 8.6 86.2 9.68
[79]

TCASI’2014 90 3.5∼9.25 ≤-8 15 -16.3∼-12 2.4 0.8 9.6 0.56 No – 4.5 1.3 0.0823
[80]

MWL’14 180 0.02∼1.4 ≤-10 16.4 -13.3∼-9 3∼4.7 1.8 12.8 0.04 No No*** 0.5 24.96 3.1
[81]

JSSC’2013 65 0.1∼10 ≤-11 24 -15∼-12 2.59∼4.92 1.2 8.64 0.012 No – 15.29 152.9 9.65
[82]

TCASI’2012 65 0.1∼5.1 – 10.7 ∼6 2.9∼5.4 1 6 0.03 Yes – 1.75 17.52 69.7
[83]

JSSC’12 130 0.1∼2.7 – 20 -12 4 1.2 1.32 0.007 No No*** 13 130.3 8.2
* Differential load is 100Ω. ** Uses addt’l on-chip measurement buffer. *** Needs addt’l external measurement buffer.
# measured over 100MHz–6.5GHz

Finally, to verify the stability, the Stern stability factor (2.20), K, with ∆ are plotted
in Fig. 2.19 based on the measured data. As evident, the LNA is stable over the whole
bandwidth, as K > 1 and ∆ < 1.

To compare this LNTA with prior-art architectures and to emphasize the capabilities of
reaching lower frequencies in this wideband design, the following figures-of-merit (FoM2 and
FoM3) are defined based on the original FoM (termed here FoM1) introduced in [51] and the
results are summarized in Table 2.1.

FoM1 = Gainav[abs]× (fH − fL)[GHz]
(Fav − 1)× Pdc[mW] (2.21)
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Figure 2.20: FoM landscape of high-performance LNAs. Note: FoM2,3 of our work in the LNTA mode
(assuming a hypothetical test buffer) is based on a combination of measurements and simulations.

FoM2 = Gainav[abs]× (fH − fL)[GHz]
(Fav − 1)× fL[GHz]× Pdc[mW] (2.22)

FoM3 = Gainav[abs]× (fH − fL)[GHz]× IIP3[mW]
(Fav − 1)× fL[GHz]× Pdc[mW] (2.23)

where Fav is the average noise factor, Gainav is the average power gain over the 3 dB frequency
range fL to fH , and Pdc is the power consumption. Even without any extra output buffer to
mitigate the loading effects of the external 50-Ω termination, the introduced LNTA provides
a very low noise figure and has competitive power consumption for the ultra-wide bandwidth
(4.48GHz), which is achieved by virtue of using both noise-reduction and -cancellation
techniques. Moreover, the circuit has a competitive linearity and quite high power gain
versus the other leading designs. As shown in the comparative landscape in Fig. 2.20, this
design achieves the best FoM among the recent state-of-the-art LNAs. Moreover, one of the
main advantages of this architecture compared to prior reports is that it provides a high
impedance at its output, which makes it suitable to drive an integrated passive mixer in a
modern receiver. Despite the use of the additional on-chip (0.3 nH) inductor, the area still
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remains very competitive.

2.5 Conclusion

A novel wideband noise-canceling low-noise transconductance amplifier (LNTA) is intro-
duced in this chapter. It features two-fold noise-cancellation core transistor pairs: in addition
to noise of the input matching transistor pair, noise of another transistor pair in the LNA
core is also canceled. As showed through calculations, this LNTA could even achieve sub-1dB
noise figure by increasing gain of LNA core and the total transconductance. This LNTA
constructs the first stage of the proposed DT receiver in Chapter 4.



C h a p t e r

3
Two-Fold Noise-Canceling LN(T)As in 28-nm
CMOS

In this chapter, two wideband low-noise (transconductance) amplifier (LN(T)A) with
a two-fold noise cancellation scheme are proposed. Finetuned for an advanced CMOS, the
proposed LNA architecture uses a common-gate input branch to provide wideband input
matching. It is followed by two stages of the common-source structure which cancel the
noise and distortion of the first and second stages and relax the design restriction on the first
noise-cancellation stage.

3.1 Introduction

to be able to amplify the received RF signal at any of the supported cellular frequency
bands, a wideband (WB) noise-canceling (NC) low-noise amplifier (LNA) has become a
subject of intensive research in both industry and academia [42,57,84,85]. Replacing multiple
LNAs with a single LNA not only saves the silicon area, but also the printed circuit board
(PCB) footprint of volume-constrained applications, and lowers the total bill of materials

37
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(BOM). It further eliminates the antenna switch that would be otherwise necessary to route
the received signal to the appropriate LNA, thus worsening the noise figure of the overall
receiver. To provide wideband input matching, a common-gate (CG) topology of the LNA
input stage is one of the appealing candidates [51]. The noise factor (NF) and input impedance
of the CG structure depend inversely on its transconductance, gm, which means that the CG
structure will suffer from poor noise performance if it is designed to provide the wideband
input matching. Moreover, high linearity is required for multi-mode RF front-ends to reduce
cross-modulation/inter-modulation because of the increased need for co-existence of adjacent
blockers or on-chip leakage from its own transmitter [86]. A popular method to enhance the
noise performance of a CG amplifier is a noise cancellation (NC) technique which removes
the channel thermal noise of the main antenna-interfacing transistor [42] [87] [88].

Recently, a new approach of combining noise cancellation and noise reduction techniques
was introduced in [85]. The noise reduction technique there is based on a current-reuse
approach, which was applied to the CG noise-cancellation stage to reduce the channel thermal
noise of the following common-source (CS) cancellation stage. Moreover, it was designed
as an low noise transconductance amplifier (LNTA) with an intention of providing high
impedance for driving a passive mixer in an integrated receiver, while also being able to drive
an external 50Ω load. The noise reduction stage improves the noise performance of the CG
noise-canceling structure. However, stacking up three transistors limits the available voltage
swing in its output stage, thus leading to some degradation in the linearity performance.

Figure 3.1 shows a conventional WB-NC LNA [76, 89]. Common-gate transistor M1 is
used as an input stage so as to provide the wideband input matching to 50Ω. The channel
thermal noise of M1 creates two out-of-phase voltage noise perturbations at nodes P and N,
with the latter being smaller in amplitude. By amplifying the voltage noise N through M2

and adding it to the voltage noise P amplified through M3, the noise originated by the input
transistor M1 can be canceled at the output. Although this structure can effectively cancel
the channel thermal noise of M1 by means of the second stage (M2 and M3), the noise of the
second stage is unaffected and can negatively impact the overall noise performance. This is
reinforced by the fact that the input matching stage does not provide enough gain, so M2

can now be the dominant noise source. As will be later shown in Section 3.2.3, to meet this
noise-cancellation condition, the size of M2 should be chosen large enough, but this will add
more design restrictions, such as burning more power as well as increasing the amount of
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Figure 3.1: Conventional wideband noise-canceling LNA.

parasitic capacitance at the output node.
In this chapter, we propose a two-fold noise canceling LNA architecture which not only
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Figure 3.2: Proposed two-fold noise cancellation LNA.

cancels the noise of the input matching transistor, as done conventionally, but it also cancels
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the noise of the noise-canceling transistor itself. Furthermore, the proposed complementary
pMOS/nMOS structure can also cancel the transistors’ distortions.

The chapter is organized as follows. The proposed wideband LNA is explained in
Section 3.2, further providing an analysis of input matching, gain, noise, and linearity. In
Section 3.2.5, the measurement and simulation results are presented. The conclusions are
drawn in Section 3.4.

3.2 Two-Fold Noise Cancellation Wideband LNA

The proposed LNA architecture is shown in Fig. 3.2. The three stages realize the two-fold
noise cancellation (NC) to further lower the noise figure (NF) while extending the bandwidth.
M1 is used as the CG structure for providing the broadband input matching. As in the prior
art, the second stage is a NC complementary common-source (CS) topology consisting of
M2 and M3, which is a pMOS/nMOS pair used to improve linearity. After applying the
conventional noise-cancellation technique, the most important noise source is now due to
the CS transistors in the second stage. To deal with this new challenge, the third stage,
consisting of M4 and M5, is utilized to cancel the channel thermal noise of M2 and M3.

External input shunt inductor Ls (4310LC series SMD component) is used at the source
of M1 to provide a dc current path and to cancel the degrading effect of the parasitic
capacitances of transistors M0, M1, M2 and M4. Since node Q is of high impedance, its
voltage can vary substantially. Consequently, the negative feedback resistor, RF , is used to
prevent the variation of dc voltage at node Q. Since the Miller multiplication of RF makes it
much larger than the input and output impedances, its effect is ignored in all analysis.

3.2.1 Input Matching

As shown in Fig. 3.2, the CG transistor M1 of the first stage realizes the wideband input
matching. Its input impedance of 1/(gm1+gmb1) is, to the first order, independent of frequency.
To simplify the ensuing notations, we lump the body effect into the main transconductance
gm. Henceforth, Gm1 stands for (1 + gm0RD0)(gm1 + gmb1). The input impedance is calculated
as:

Zin = RLs + sLs
CNLss2 + (RLsCN +Gm1Ls)s+Gm1RLs + 1 (3.1)
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where RLs is the series resistance of Ls. CN denotes the total parasitic capacitance seen
by the input node which is damped by Ls. The input matching condition, S11 < −10dB,
will be achieved if |Zin| is around 50Ω. As indicated by (3.1), at mid frequencies, the input
impedance is ∼ 1/Gm1. At very low frequencies, the input matching can be effectively
influenced by external Ls, so its value should be chosen high enough to ensure good matching
there.
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Figure 3.3: Effect of external Ls on the input matching: (dotted curves) full circuit SPICE
simulations, (solid curves) plots of equation (3.1).

The off-chip inductor Ls is connected to the antenna pin, thus not consuming any extra
pads on the chip. It is used for dc biasing but not used for matching; hence its value has to
be merely high enough (e.g. 1.3µH) as not to affect the input impedance (i.e. a lower value
of the inductor could only affect the lower frequency limit of the bandwidth, fL). In this
case, equation (3.1) can be simplified to:

Zin ≈
1

CNs+Gm1
(3.2)

According to (3.2), the input matching is mainly defined by M0 and M1. Therefore, if Ls
changes, for instance from 0.8µH to 1.4µH, there will be no tangible change on S11. This
has been confirmed in full-circuit SPICE simulations shown in Figure 3.3, which plots the
input matching characteristic S11 for various values of LS. For reference, plots based on (3.1)
are also included. A zoomed-in version concentrating on lower frequencies is re-plotted in
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Figure 3.4: (top) Zoomed-in S11 of Fig. 3.3 showing the sensitivity of low-side frequency fL at which
S11 changes by 0.5 dB for different values of Ls with respect to S11,(Ls=1.4 ¯H)=−12.45 dB at 20MHz;
(bottom) the sensitivity of the lower frequency of the input matching to Ls for ∆S11 = 0.5 dB.

Fig. 3.4 (top). Based on this data, Fig. 3.4 (bottom) visualizes at what frequency (y-axis) the
magnitude of S11 worsens by 0.5 dB for a given value of Ls (x-axis).

3.2.2 Gain Analysis

Three stages are used in the proposed structure, so a significant gain is expected. The
second stage is the most effective in providing the gain and so it consumes the most current.
Since the first stage should ensure the input matching condition, it draws less current.
Therefore, its voltage gain cannot be very high. In addition, the third stage acts as an output
buffer and so its gain cannot be substantially increased.

The equivalent small-signal impedance seen from the drain of M1 toward the ground is
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termed ZP and is equal to

ZP = RD1||
[
rds1 + 1

sCN
||sLs(1 +Gm1rds1)

]
|| 1
sCP

, (3.3)

where CP is the total parasitic capacitance to ground at node P. ZQ is equal to rds2||rds3||1/sCQ
where CQ is the total parasitic capacitance at node Q. Zout is defined as the output impedance,
which is calculated as rds4||rds5||1/gm5||1/sCout, where Cout is the output parasitic capacitance.
By considering the input matching condition, 1/Gm1 = Rs, the voltage gain of the proposed
LNA is calculated as:

|Av|∼=
1
2[(Gm1gm3|ZP |+gm2)ZQgm5 + gm4)]|Zout| (3.4)

The voltage gain of the proposed LNA, A′v, without considering the third stage, is equal to:
A′v = βZQ, in which β is equal to (1/2)[gm2 +Gm1gm3ZP ]. As stated by the transfer function
of ZQ, the dominant pole causes ZQ to have a large variation (ZQ’s roll-off happens at low
frequencies), so its bandwidth reduces. When considering the third stage, the total voltage
gain is equal to: Av = (gm5βZQ+gm4/2)|Zout|. TheM4’s transconductance is added to gm5A

′
v

which creates a zero after the pole in order to neutralize its effect. Parasitic capacitance of
the last stage defines the dominant pole as well as the roll-off frequency. Hence, by applying
the proposed double noise-cancellation technique, although the gain of the proposed LNA
increases, the bandwidth of the circuit slightly decreases due to more parasitic capacitances.

To validate the theoretical calculation derived in (3.4), it is superimposed on the full-
circuit SPICE simulation in Fig. 3.5. It reveals good matching within the 3-dB bandwidth of
4GHz. It is worth mentioning that although the gm-boost transistor, M0, slightly increases
the parasitics at the input node, its small size does not affect the bandwidth substantially.
Figure 3.6 shows the effect of M0 size on the bandwidth: By increasing the size of M0 from
10 to 20µm, the upper cutoff frequency lowers by 210MHz, from 3.9GHz to 3.69GHz.

3.2.3 Noise Analysis

As mentioned above, the proposed LNA exploits the two-fold noise cancellation to lower
the NF. The first (conventional) technique is applied to the CG structure. The second (new)
technique is used for the CS transistors in the second stage.
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Figure 3.5: Simulated and theoretically derived gain Av.

3.2.3.1 First noise cancellation for CG transistors

As mentioned, to compensate for the high NF of the CG structure, the noise cancellation
technique is applied to cancel the thermal noise of the input transistors (see Fig. 3.1). The
two noise voltages generated due to the thermal current noise of M1 are calculated as
V

2
nN = Z2

N · I
2
n,M1 and V 2

nP = −Z2
P · I

2
n,M1. Thus, the current noise (In2) generated in the

second stage must be canceled:

I
2
n2 = V

2
nNg

2
m2 − V

2
nPg

2
m3 = 0 (3.5)

→ gm2

gm3
=
∣∣∣∣ZPZN

∣∣∣∣ ≈ RD1

Rs

(3.6)

To reuse the current of M2, M3 is selected as a pMOS transistor. By applying the noise
cancellation condition, the noise factor of the structure shown in Fig. 3.1 (i.e without yet
applying the proposed third stage), F(fig1), is equal to F(fig1) ∼= 1 +FM2 +FM3 where the noise
factor terms are given by:

FM2 = 4kTgm2|ZQ|2

4kTRsA′v
2
γ

α
= 4gm2

Rs(|ZP |Gm1gm3 + gm2)2
γ

α

∼=
1

Rs(gm2)
γ

α
(3.7)
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Figure 3.6: Simulated S21 for different values of M0.

FM3 = 4kTgm3|ZQ|2

4kTRsA′v
2
γ

α
= 4gm3

Rs(|ZP |Gm1gm3 + gm2)2
γ

α

∼=
1

|ZP |2Gm1gm3

γ

α
. (3.8)

where A′v is the voltage gain of the Fig. 3.1 LNA and given in Section 3.2.2, γ is the excess
noise factor in short channel devices, and α is the ratio of the transconductance gm to the
zero-bias drain conductance gd0. Moreover, ZP and ZQ were calculated in Section 3.2.2. Since
the entire parasitic capacitance, CN , at the input node is damped by Ls, the relationship
Zin = ZN = Rs = 1/Gm1 is assumed. Thus, F1 is approximately given by:

F(fig1) ∼= 1 + γ

αRsgm2
+ γ

α|ZP |2(Gm1)gm3
(3.9)

As stated by (3.9), the noise performance gets better by canceling the noise effect of
M1, whereas the thermal noise of M2,3—i.e. common source transistors—now substantially
influences the noise factor. Moreover, according to (3.6), to fully cancel the noise of M1, gm2

should be at least 8× larger than gm3 (i.e RD1/Rs ≥ 8), leading to a large size for transistor
M2, which increases the power and parasitic capacitance at the output node. The proposed
second noise-cancellation technique is applied for both canceling out the noise of M2 and
relaxing the design constraints on the first cancellation stage (M2).
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3.2.3.2 Proposed second noise cancellation for CS transistors

By proposing the second noise-cancellation stage (i.e. M4, M5), the noise of both the
first and second stages (i.e the input and first noise cancellation stages) are canceled twice
through the proposed two-fold noise cancellation technique.

As shown in Fig. 3.2, firstly, the noise of M1 reduces significantly at node Q through
M2,3; then it is canceled completely at the output node by passing through the second
noise-cancellation stage. Hence, the noise-cancellation criterion of the input transistor is
calculated as:

gm2gm5ZQ + gm4

gm3gm5
=
∣∣∣∣ZPZN

∣∣∣∣ ≈ RD1

Rs

(3.10)

The noise current of transistor M2 flows through the feedback resistor, RF , to node S (i.e
AC-wise, it has the same voltage as at node N) and ‘instantaneously’ creates two noise
voltages at nodes S and Q with the same phase but different amplitudes. On the other hand,
the signal voltage at these nodes has opposite phases and different amplitudes due to the
inverting amplifier. The difference between signal and noise polarities at nodes S and Q
makes it possible to cancel the M2 noise while adding the signal contributions constructively.

The thermal current noise of M2 is canceled twice at node Q and at the output. Firstly,
the noise voltage at node S, V 2

nS, is amplified and inverted by M1 and M3 and added with the
already generated noise voltage at node Q, V 2

nQ. Hence, the noise of M2 reduces significantly
at node Q. Moreover, V 2

nS is amplified and inverted by M4. Also, the noise voltage at node
Q, V 2

nQ, is passed across M5 without any change in phase. Finally at the output, these two
noise voltages with opposite phases are added. Therefore, the channel thermal noise of M2

will be canceled completely at the output provided the following condition is satisfied:

gm5gm3Gm1ZPZQ + gm4

gm4
= (RF +Rs)|||ZQ|

Rs

∼=
|ZQ|
Rs

(3.11)

By canceling the thermal noise of transistors M1 and M2, the most important noise
sources in this two-fold noise cancellation scheme are the thermal noise of RD1 and the
channel thermal noise of transistors M4, and M5. The noise factor of the proposed LNA is
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equal to F = 1 + FRD1 + FM4 + FM5, where the FRD1 term is given by the following relation:

FRD1 = 4kTRD1(gm3gm5|ZQZout|)2(Zo1/(Zo1 +RD1))2

4kTRsA2
v

∼=
4Z2

Q

Gm1RD1(1 + ZQ)2 (3.12)

where Zo1 is the impedance seen from the drain of transistor M1 and is equal to Zo1 =
[rds1 + (Rs||1/sCN ||sLs)(1 +Gm1rds1)]. The FM4 and FM5 terms are derived as:

FM4 = 4kTgm4|Zout|2

4kTRsA2
v

γ

α
= γ4gm4

αRs[(|ZP |GM1gm3 + gm2)gm5|ZQ|+gm4]2 (3.13)

FM5 = 4kTgm5|Zout|2

4kTRsA2
v

γ

α
= γ4gm5

αRs[(|ZP |Gm1gm3 + gm2)gm5|ZQ|+gm4]2 (3.14)

where gmrds � 1 and (RF +Rs/2)� ZQ is assumed.
By exploiting the two noise cancellation techniques, the noise factor is given by the

following formula, in which the noise-cancellation and input-matching conditions are applied
for simplification:

F ∼= 1 + γ4gm4

αRs[(|ZP |Gm1gm3 + gm2)gm5|ZQ|+gm4]2

+ γ4gm5

αRs[(|ZP |Gm1gm3 + gm2)gm5|ZQ|+gm4]2

+
4Z2

Q

Gm1RD1(1 + ZQ)2

(3.15)

The channel thermal noise of the third stage is incorporated in (3.15). However, the effect
of the third and fourth terms of (3.15)—i.e. the noise effect of the third stage referred
to the input—is very small because it is divided by the total voltage gain of the LNA so
that it has the least influence on the total noise factor. Therefore, it is expected that the
presented structure achieves a very low noise figure by virtue of meeting the noise cancellation
conditions. The main drawback of the proposed structure is the additional extra branch in
the LNA signal path, which slightly increases the power consumption.

The efficacy of the proposed two-fold noise-cancellation technique of Fig. 3.2 is depicted
by the NF circuit simulation plots in Fig. 3.7 with superimposed analytical plots to verify
the derived noise equations. It is also compared with the conventional noise cancellation
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presented in Fig. 3.1. By applying the proposed technique, the total NF improves by more
than 1 dB compared to the conventional technique (e.g. Fig. 3.1). Moreover, this technique
relaxes the design constraints on M2, which helps to provide the noise cancellation criteria at
a smaller transistor size.

1 2 3 4
Frequency (GHz)

3.0

3.5

4.0

4.5

5.0
N

F
(d

B
)

Device RD1 M0 M4 M5 –

Pn 13% 4% 7.5% 6% –

Device M1 M2 M3 RD0&RF other

Pn 3% 2% 3% 3.5% 3.5%

Sim/Ana. proposed
Sim/Ana. conventional

Figure 3.7: Comparison between the simulated (dotted line) and derived [solid line, formulas (3.9)
and (3.15)] NF of the conventional and proposed LNA. The simulated contributions of each device
of the proposed design is shown in inserted table.

3.2.4 Linearity

We have shown that by applying the two noise-cancellation techniques, the noise perfor-
mance of the proposed LNA can be improved. Moreover, the nonlinearity of the CG transistor,
including its second- and third-order products, can be modeled as a nonlinear current source
between its drain and source, controlled by both Vgs and Vds. This nonlinear current also
produces two voltage drops at nodes N and P, which can be defined based on Volterra series
and can be completely neutralized at the output if the non-linearity cancellation conditions
are satisfied [88, 90]. This analysis is not provided here; however, intuitively, meeting the
noise cancellation criteria helps to decrease the intrinsic distortion generated byM1, including
gm and gds nonlinearities.

Moreover, by biasing transistor M1 in a “sweet spot", its third nonlinearity coefficient
(i.e. g′′m which is the second derivative of gm) will be zero, which improves the linearity
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(a)

(b)

(c)

Figure 3.8: (a) Process, (b) temperature, (c) VDD variations of third-order derivatives of the
drain-source DC current, ids, with respect to Vgs of M1.

performance of the proposed LNA. The “sweet spot" biasing means that the external supply
voltage for the M1 biasing is set to its optimal value to adjust for the process spread (see
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Fig. 3.8) before the full suite of performance measurements, and is not adjusted afterwards.
It is worth mentioning that the sweet-spot biasing only pertains to M1 and is not relevant
for the other transistors, hence its complexity is only 1-dimensional, thus manageable. More
importantly, it is quite insensitive to the process and temperature variations, as verified
by the simulations in Figs. 3.8(a) and (b), respectively. By changing the temperature, the
second derivative of gm, g′′m, which has a direct effect on IIP3, shifts only slightly, 50mV.
Furthermore, since M1 is mainly applied for the input matching, placed in the first stage, its
effective gain is not high, so its linearity contribution is less dominant and the signal provided
to the second stage is still small. In other words, it is biased mainly to provide the required
gm for the input matching. Moreover, Fig. 3.8(c) shows the variation of g′′m versus VB1 for
different values of VDD, which also confirms the “sweet spot" of the first stage is less sensitive
to the VDD variations. As a result, the VDD and temperature induced variations of g′′m1 show
that M1 is not significantly sensitive, so there is no strong need to use the gm-constant biasing
here.

Finally, it is worth to mention that it is the M2,3’s distortion that dominates the residual
nonlinearity. It can also be modeled as a nonlinear current between their drain and source.
By passing this current through RF and Rs, two nonlinear voltages are created at nodes
Q and S, which, by extending the Volterra series at these nodes, it can be shown that
the second noise-cancellation technique can help to reduce the effects of nonlinearities of
M2,3 [58, 90]. Moreover, the second-order non-linearities of nMOS and pMOS transistors
(M2,3) neutralize each other’s effects. As a result, the effective IM2 decreases significantly
leading to a significant improvement in the IIP2

RFin

RFout

1mm

0.5mm

0.13mm

0.17mm

Figure 3.9: Microchip photograph.
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Figure 3.10: Measured and simulated input and output return loss.

3.2.5 Measurement Results

The proposed 0.02–2GHz LNA is fabricated in TSMC 28-nm bulk LP CMOS, whose
microchip photograph is shown in Fig. 3.9. Although the advanced technology node transistors
provide better noise performance, their intrinsic gain, gm/gds, reduces because the output
conductance increases as a result of poorer short-channel control. Moreover, by going from
older technology to an advanced one, VDD is normally reduced by almost half while the MOS
threshold voltage, Vth, does not change considerably. Hence, the available voltage headroom
reduces dramatically, as does the gain. By means of the two-fold noise-cancellation technique,
it is now possible to achieve a reasonably high and flat small-signal gain with a low NF
performance. This LNA is able to reach 18.5 dB of maximum gain with NF of 2.5 dB, while
dissipating only 4.1mW.

Figure 3.10 shows the input and output return loss, S11 and S22, versus frequency. The
use of CG transistors in the input stage provides an acceptable S11. The measured S11 is
≤-15 dB over the 0.02–4GHz bandwidth. The simulated and measured transfer functions
are plotted in Fig. 3.11. The 3 dB gain variation is between 18.5 down to 15.5 dB in the
0.02–2GHz bandwidth. This architecture was designed to achieve the upper band at fH =
4GHz, as shown in Figs. 3.11 simulations. Unfortunately, the measurement result cannot
explicitly show it because of the larger wire-bonding inductance and parasitic capacitance
of the pad and traces on the printed circuit board (PCB). The wire-bonding inductance
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Figure 3.11: Measured and simulated: (top) gain S21 and (bottom) isolation S12. The dotted
curve is the simulated gain by considering 1 nH for the wire-bonding inductance and 700 fF for the
parasitic PCB capacitances.

decreases the upper limit of the bandwidth to 2GHz (wire-bonding is estimated between 1 nH
and 1.5 nH, also confirmed by the dotted-line simulation plot with the inclusion of wirebonding
inductor). Furthermore, the pad capacitance also causes the bandwidth limitation. It is
worth mentioning that this issue is irrelevant in integrated receivers or if the LNA is followed
by an integrated mixer on the same die.

Figure 3.12 plots the NF, which exhibits a particularly close agreement with the simulations
below 2GHz, where the gain is matched as well. The NF varies from 2.5 dB to 3.5 dB in the
2GHz bandwidth, where it is below 3 dB (from 330MHz to 2GHz). As the gain drops above
2GHz, the NF gets deteriorated. By carefully designing the PCB and choosing high Q-factor
off-chip passive components, the NF could be further improved.

A two-tone RF signal at 100MHz, 500MHz, 1GHz, 2GHz, 3GHz and 4GHz (i.e. at
the beginning, middle and end of the band) is used to measure the wideband linearity
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Figure 3.12: Measured and simulated NF.

performance. As shown in Fig. 3.13, the measured IIP3 at 500MHz with 10MHz spacing,
where the maximum gain is reached, is +2.25 dBm. Figure 3.14 shows the measured IIP3
versus frequency, where +4.25 dBm is the maximum IIP3 in the entire bandwidth occurring
at 1GHz.

To compare the proposed LNA with recent state-of-the-art stand-alone wideband RF
LNAs, and to emphasize the capability of reaching the lower frequencies in this wideband
design, the following figures-of-merit (FoM) is introduced in [51] and [85] and the overall
results are summarized in Table 2.1.

FoM1 = Gainav[abs]× (fH − fL)[GHz]
(Fav − 1)× Pdc[mW] (3.16)

FoM2 = Gainav[abs]× (fH − fL)[GHz]× IIP3[mW]
(Fav − 1)× Pdc[mW] (3.17)

FoM3 = Gainav[abs]× (fH − fL)[GHz]× IIP3[mW]
(Fav − 1)× fL[GHz]× Pdc[mW] (3.18)

where Gainav is the average power gain, Fav is the average noise factor over the 3 dB frequency
range fL to fH , and Pdc is the power consumption. This LNA achieves the best FoM (i.e
FoM3), features high power gain and high linearity and low noise figure, while drawing
only 4.1mA current from the 1V supply. The proposed LNA reaches the record-low 3dB
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Figure 3.13: Measured IIP3 at maximum gain.

bandwidth cutoff frequency fL of 20MHz, which makes it suitable for certain applications,
such as software defined radio (e.g. Aaronia SPECTRAN V6 or AD-FMCOMMS4-EBZ). It
maintains high performance and low power consumption, especially compared with [80]. It can
also directly drive the external 50Ω load, while most other reports require additional buffers
which do not count towards their final power consumption numbers. Although [74] achieves
comparable gain with better power consumption, the acceptable wideband input matching
cannot be provided in the whole reported bandwidth based on its S11 performance. Moreover,
its noise and linearity performance are worse than in our structure. It also requires a higher
supply of 1.2V. Although [78] reaches quite high FoM due to its low power consumption,
its gain, NF and IIP3 performance get compromised. Even though [68] provides high gain
and slightly better NF, its linearity is worse, while consuming more power and occupying
2× the area. Moreover, [91] consumes lower dc power; however, its NF, gain and bandwidth
performance are worse, and it needs a higher 1.2V supply, while requiring an additional
buffer to drive the external 50Ω load. Finally, [83] consumes less dc power and provides a
bit higher gain; however, its NF and linearity performance are worse even at a higher 1.2V
supply, and it requires an extra buffer to drive the external 50Ω load. Moreover, it requires a
couple of external high-quality current sources to directly bias its input stage.
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Figure 3.14: Measured IIP3 versus frequency.

3.3 Two-Fold Cross-Coupled Wideband LNTA

In this section another technique is introduced. It improves the noise performance of the
CG structure while providing high gain. In the following sub-sections it will be shown in
more detail how a two-fold cross-coupled LNTA can be designed.

3.3.1 Cross-Coupled Common-Gate LNA

As the first basic LNA structure, cross-coupled common-gate LNA [92] is shown in
Fig. 3.15. To have input source impedance (RS) matching in this structure, input transistors
(M1 and M2) should have transconductance of:

gm1 = gm2 = 1
2Rs

(3.19)

This is half the required gm for a common-gate LNA without the cross-coupling, which saves
power consumption. To analyze noise of this structure, initially noise of M2 (indicated in red
in Fig. 3.15) is only considered in the right branch. First by writing KCL at V1, we have:

V1

Rs

= (V2 − V1)gm1 (3.20)
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Figure 3.15: Cross-Coupled common-gate LNA [92] with reduced required input matching transcon-
ductance and partial noise input noise-cancellation at differential output.

Substituting Eq. (3.19) in Eq. (3.20) gives:

V1 = 1
3V2 (3.21)

Then, by writing KCL at V2, we have:

V1

Rs

= (V2 − V1)g1 + in2 (3.22)

where i2n2 is a spectral density of M2 noise current. Replacing Eq. (3.21) in Eq. (3.22) and
considering the input matching condition, it is simplified to:

V2 = 3
4in2Rs (3.23)

It could be easily shown that the M2 noise appears the Vo2 with An times V1, where An is
given by:

An = Rout

Rs

(3.24)

In addition to M2 noise, Rout noise (v2
n,Rout ) also goes to the output. Note that noise of

the left branch is also the same amount. Moreover, all noise sources are uncorrelated. While
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Figure 3.16: Common-gate-source-follower noise-cancelling LNA [93] with noise-cancellation of the
input matching transistors.

the input is matched, signal gain from input to output is calculated:

Av = Vout,d
Vin,d

= Vo,d
Va,d

= gm1 × 2Rs = Rout

Rs

(3.25)

Now, noise figure (NF) of the LNA can be found by referring the effect of different noise
sources from the output Vo,diff to the input Va,diff , and normalizing to the noise of input
source (Rs):

NF = 1 +
2×((1/2)in2Rout)2

A2
v

+ 2×v2
n,Rout

A2
v

2× (1/2)2 × v2
n,Rs

= 1 +
2×(1/2)24kTγagm,a×(Rout)2

(Rout/Rs)2 + 2×4kTRout
(Rout/RS)2

2× (1/2)2 × 4kTRs

(3.26)

The 2x multiply in the numerators and the denominator is to account for noise of both branches
deferentially. Also, the 1/2 coefficient in the denominator is because of the gain of 1/2 from
input source to LNA input made by input matching. M2 noise, i2n2, is considered 4kTγgm,
where k, T, and γ are Boltzmann constant, absolute temperature, and MOS noise excess
factor, respectively. After simplification and considering input matching condition,Eq. 3.26
can be written as:

NF = 1 + γa
2 + 4

Rout/Rs

(3.27)

The second term is noise contribution of M1 transistors that is reduced to half due to the
cross-coupling and less required gm1 for input matching. Supposing γ1 ∼ 1 in nano-scale
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CMOS and 20 dB voltage gain, NF of this LNA is limited to ≥ 2.8 dB.

3.3.2 Basic Common-Gate Noise-Cancelling Structure

The common-gate-source-follower noise-canceling LNA structure [93] shown in Fig. 3.16 is
able to cancel noise of the input matching transistors. In this LNA, Rout is replaced with two
transistors, M3, that transfer signal and noise of the input nodes (V1) to the outputs (V3).
Input signal goes to the output from two paths, through M1 and M3 that are added in-phase
on V3 node. However, M1 noise reaches to the output from the two paths anti-phase, and
therefore can be reduced or canceled out.
Input matching in this LNA is achieved by:

gm,a = 1
Rs

(3.28)

Substituting (3.27) in (3.28) gives: First, noise of M2 is only considered in the right branch.
By writing KCL at V2, we have:

V2

RS

= −V2gm2 + in2 (3.29)

Substituting (3.28) in (3.29) gives:

V2 = −1
2Rsin2 (3.30)

Then, KCL at V4 node gives:

in2 − V2gm2 = (V2 − V4)gm4 (3.31)

By replacing (3.28) in (3.30) gives:

V2 = 1
2in2(Rs −

1
gm4

) (3.32)

Here M2 noise transfer ration (An) from V4 to V2 is found from (3.30) and (3.32):

An = −V4

V2
= 1
gm4Rs

− 1 (3.33)
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To have perfect noise cancellation of M2, An should become zero. Hence we have:

An = 0⇒ gm4 = 1
Rs

(3.34)

With this condition, the amount of M2 noise current that directly goes to the output (Vo,2) is
the same amount transferred from M4, but with opposite direction. In this way, only M4

noise is left in the right branch that it output noise voltage is trivially:

v2
n4 = i2n4

g2
m4

(3.35)

Considering the input matching (3.28) condition, signal voltage gain from the two path is
derived:

Av = Vout
Vin

= gm,z
gm4 + 1 = a

gm4Rs

+ 1 (3.36)

where, the first and second terms are through M2 and M4 paths, respectively. The signal
gain (AV ) in (3.36) is different than M2 noise ratio (An) in (3.33). Also accounting for M2

noise-cancellation (3.34) condition, (3.26) is reduced to:

An = 0⇒ Av = 2 (3.37)
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Figure 3.17: Common-gate-source-follower noise-cancelling LNA with input cross-coupling.

Therefore, the noise-cancellation condition forces a fixed voltage gain in this LNA. Noise
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figure of this LNA is found by considering the only left noise source in (3.35):

NF = 1 +
4i2n4/g

2
m4

A2
v

v2
n,Rs

= 1 + 4kTγ4

4kTRsgm4
= 1 + γ4 (3.38)

Although noise of the input matching is eliminated compared to (3.27), M4 noise still imposes
a high NF. Supposing γ4 ≈ 1, NF of this LNA is limited to >3 dB while providing only 6 dB
voltage gain.

3.3.3 Noise-Cancelling Structure with Input Cross-Coupling

The first step to reach to the proposed LNTA structure is combining the two cross-coupled
common-gate LNA and the basic common-gate noise-cancelling structures (Fig. 3.17). In this
structure, input matching condition is the same as (3.19), gm1 = 1/(2Rs). Also similar to the
cross-coupled common-gate LNA in Fig. 3.15, M1 noise appears on the input nodes:


V2 = 3

4in2Rs

V1 = 1
3V2

KCL at Vb,p gives us:
in2 + gm2(V1 − V2) = (V2 − Vo,2)gm4 (3.39)

By substituting (3.39), M2 noise on the output node is found:

Vo,2 = 3
4in2(Rs −

1
gm4

) (3.40)

Therefore, this structure has also the same noise ratio as in (3.33):

Av = −Vo,2
V2

= 1
gm4Rs

− 1 (3.41)

Again here, gm4 = 1/Rs leads to complete M2 noise cancellation. Signal voltage gain is
similarly derived the same as (3.36) that can be alternately written as:

Av = −An + 2 (3.42)
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This LNA structure still has the noise figure of (3.38). However, it requires less power
consumption to provide the input matching. In addition to the problem of a high NF
limitation, this structure still does not have freedom to set voltage gain (AV ).
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Figure 3.18: Noise-cancelling LNTA (proposed structure 1).Noise of the input matching transistors
are cancelled out with an arbitrary gain of LNA core.

3.3.4 Adding Gm-Cell

As the final design goal is to have an LNTA, an inverter-based gm-stage is added at the
output of the LNA core of Fig. 3.18. However, instead of connecting both NMOS and PMOS
to Vo,1 node, one is connected to Vo,1 and the other one to V1 (see Fig. 3.18, the proposed
LNTA 1). In this way, M1 noise cancellation can be done for an arbitrary voltage gain (AV )
by exploiting an available degree-of-freedom in the gm-stage, where signals from V2 and Vo,2
to out- has a voltage-to-current gain of gm4 and gm6, respectively. Then, instead of setting
gm8 = 1/Rs to cancel M1 noise in the LNA core itself, a lower gm8 can be used. Consequently,
AV is increased that lowers input-referred noise of M8 and the gm-stage. To cancel M2 noise
at the output of gm-stage we have:

gm4V2 + gm6Vo,2 = 0 (3.43)

Substituting (3.41) into (3.43) gives:

gm4V2 + gm6(−AV V2) = 0⇒ gm4

gm6
(3.44)
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With this condition satisfied, noise of M2 does not appear at output node. As calculated in
(3.39), this noise appears on each corresponding node at the left side of LNA core with a
gain of 1/3 Fig. 3.18. Consequently, in the same way it is also canceled at output.

Total gain of the LNTA from input to output is provided by two paths: through V1 and
V2 nodes. Using (3.42) and (3.44), the total single-ended transconductance is derived:

gm,tot = −(gm4 + AV gm6) = −2gm6(1 + An) (3.45)

Total noise figure of the LNTA is calculated by input-referring noise of M8, M6 and M4 from
the output to the input:

NF = 1 +
(i2n8/g

2
m8)×g2

m6
g2
m,total

+ i2n4+i2n6
g2
m,total

(1/2)24KTRs

= 1 +
(4KTγb/g2

m8)×g2
m6

g2
m,total

+ 4KT (γαgm4+γβgm6)
g2
m,total

KTRs

(3.46)

After assuming γa = γb and replacing (3.45), the noise figure is simplified to:

NF = 1 + γb
(1 + An) + 2γa

gm,totRs

(3.47)

The second term is due to noise of Mb that is reduced 1 +An times by signal gain from other
paths. The third term is the total noise contribution of the gm-stage that is reduced 2 times
by the total multi path gain provided in the LNA core (compared with NF of a standalone
gm-stage).

3.3.5 Final Structure with a 2nd Noise-Cancellation

The fully differential LNA, shown in Fig. 3.19, realizes the two-fold noise cancellation
to further improve the circuit’s noise performance. The core of this structure consists of
the cross-coupled common-gate (CG) topology, M1(M2), which is used for implementing the
broadband input matching. The cross-coupled structure helps to provide input matching with
half of the required gm, thus leading to a reduced power consumption. The source-follower
transistors, M7 and M9 (M8, M10), complete the core of the two-folded noise cancellations.
The common-source (CS) transistors, M5a and M3 (M6a,M4), cancel the channel thermal
noise of M1 (M2). The second noise-cancellation stage helps to cancel the channel thermal
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Figure 3.19: Wideband noise-cancelling LNTA (proposed structure 2). Noise-cancellation mecha-
nisms of M2 and M8 is show in red and yellow, respectively, that is cancelled at the output. Noise
of M8 goes to the output with half gain, β/2.

noise of M7 (M8) by using M5a and M5b (M6a, M6b).
As was derived in (3.47), noise of gm-stage can be reduced by increasing the total gm.

Also, M2 noise can be lowered by increasing voltage gain of the LNA core. However, to reach
a very low NF in range of 1−2 dB, excess increase of voltage gain degrades linearity of the
gm-stage.

To achieve this with a reasonable LNA core gain, M4 noise in Fig. 3.18 is also reduced
substantially, in addition to complete cancellation of M2 noise. Instead of using only one M4

on each side of the LNA core, two identical transistors M8 and M10 are stacked (see Fig. 3.19,
the proposed LNTA 2 [94]). Although the amplified input signal appears in-phase with the
same gain, noise of M8, (shown yellow in Fig. 3.19), appears anti-phase on Vo,2 and Vo,10.
Then, splitting M6,n into two half transistors (M6,a and M6,b) cancels noise of Mb1,p at the
output via the introduced noise splitting technique. This way, only noise of M10contributes
to the output, but with a reduced gain of gm6/2 instead of previously gm6 in (3.46). The
noise splitting technique can be further utilized to cancel noise of M10 at the cost of a higher
LNA core supply voltage.
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Figure 3.20: Simulated and calculated input return loss.

3.3.6 Input Matching

In the two-fold noise-cancelling architecture, the common-gate (CG) stage is used to
provide wideband input matching which is roughly equal to Zin = 1/gm1 at low frequencies.
Since the proposed architecture is fully differential, the gates of the input transistors, M1

and M2, are cross-coupled to save power consumption. In doing so, the total gm needed to
provide the 50Ω input matching is cut in half, i.e. to 10mS. The equivalent input impedance
seen at input node, X, calculated as:

Zin = (RLs + sLs)
∣∣∣∣∣∣∣∣ 1
sCX

∣∣∣∣∣∣∣∣ 1
2(gm1 + gmb1)

= RLs + sLs
CXLss2 + (RLsCX + 2(gm1 + gmb1)Ls)s+ (2(gm1 + gmb1)RLs + 1/2 (3.48)

where gmb1 represents the body effect of transistorM1, RLs is a series resistance of the off-chip
inductor Ls due to its finite quality factor and CX is the lumped parasitic capacitances at
the input node X.

The simulated S11 input return loss is shown in Fig. 3.20. The wideband input matching
feature is well controlled with S11 < -10 dB in the whole bandwidth. The theoretical
calculations show that by providing just half of the required transconductance, gm1=10mS,
the 50Ω input matching is properly provided, which is also confirmed by simulations. Both
simulations and theoretical calculations prove that at higher frequencies the input matching
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is getting worse, which is explained by the fact that the parasitic capacitances at input node
become dominant and shape the input matching.

3.3.7 Gain Analysis

As indicated in Fig. 3.19, the input signal reaches the output node via four parallel
paths. In the main path, path 1, the input signal is amplified by M1 and M5a to get to the
output node. Paths 3 and 4 use M7, M5a and M9, M5b, respectively, to provide the boosted
input signal at the output. Finally, the output voltage provided by path 2 is amplified
by M3. As shown in Section 3.3.6, Zin is expressed by Eq. (3.48). ZY and ZZ are total
impedances to ground seen at nodes Y and Z, and defined as rds1

∣∣∣∣∣∣(sCY )−1
∣∣∣∣∣∣ (gm7)−1 and

rds7
∣∣∣∣∣∣(sCZ)−1

∣∣∣∣∣∣ (gm9)−1, respectively, where CY and CZ are total parasitic capacitances to
ground at nodes Y and Z. Finally, Zout is a total impedance seen at the output node and
is equal to rds3

∣∣∣∣∣∣(sCout)−1
∣∣∣∣∣∣ rds5 where Cout is the total parasitic capacitance at the output.

Then, the LNA gain, by considering the effects of all parasitic capacitances, is equal to:

Av = Zin
Zin +Rs

(2gm1gm5ZY + gm5a + gm5b

+ gm3 + gm1gm5bgm7ZZZY )Zout (3.49)

According to Eq. (3.49), by increasing the transconductances gm1, gm3 and gm5, higher gain
can be achieved but the total power consumption will be increased. Moreover, by increasing
the size of M3 and M5 for the sake of increasing the gain, the total parasitic capacitances at
output node increases thus leading to reduction in the -3 –dB bandwidth of the proposed
architecture.

To consider the body effect of M1 and also to simplify the formulation, in all following
equations gm1 stands for gm1+gmb1. In order to simplify Eq. (3.49), it is considered ZY = 1/gm7,
ZZ = 1/gm9 and gm5a = gm5b. By applying constraints from the calculated noise-cancellation
equations in the next subsections, i.e. Eqs. (3.1) and (3.9), the gain of the proposed circuit
can be simplified to:

Av = 3
2(gm5 + gm3)Zout (3.50)

As explained previously, the second-stage transistors, M3 and M5, are key contributions to
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the total gain of the proposed circuit. Now, total gain of LNTA from input to output is
provided by three paths: through Va,Vb1, and Vb2 nodes. However, the same equation in
(3.45) is still valid here (signal voltage gain from Vb1 to Vb2 is 1).
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(

)
Analysis
Simulation

Figure 3.21: Simulated and calculated power gain S21.

The S21 power gain is illustrated in Figs. 3.21. The S21 gain varies between 16–18.9 dB
within 100MHz up to 3.7 GHz where the calculated and simulated results are well-matched
within the -3-dB bandwidth of 3.6GHz. As explained in (3.50), by increasing the size
of output transistors, the amount of parasitic capacitances at the output node increases.
Consequently, the gain increases while the bandwidth narrows.

3.3.8 Noise Analysis

The half-circuit of the proposed LNA, shown in Fig. 3.22(a), is examined for its noise
performance. All parasitic capacitances, including CX , CY and CZ associated with nodes X,
Y and Z, are considered for bandwidth limitations. The channel thermal noise of M1 and
M7 generates two anti-phase noise voltages at their respective drain and source ports. By
utilizing the double noise-cancellation technique, their effects are canceled at the output node,
ultimately leading to the enhancement of the LNA noise performance. Moreover, the channel
thermal noise of M9 is also partially cancelled through the noise-cancellation mechanism.
This further reduces its contribution in the total output noise. As shown in Fig. 3.22(a), by
cancelling the noise of M1,7 and reducing the noise of M9, the channel thermal noise of the
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remaining transistors, M3 and M5, are now dominant in the total noise factor at the output
node.

It is worth mentioning that M7 can be used to intrinsically cancel the noise of M1.
However, it limits the available gain of the first stage. According to Fig 3.22(a), the two
noise voltages generated by thermal noise of M1 at nodes X and Y are amplified through
path 1 and path 2 and added together at the output node. Since the amplitude voltage noise
sources at nodes X and Y are not equal, paths 1 and 2 should provide different amplification
factors such that their summation becomes zero at the output node, thus leading to first
noise-cancellation condition expressed in the following equation:

gm3

gm5
= gm1,T

gm7
− 1 (3.51)

The channel thermal noise of M7 also generates two voltage sources at nodes Y and Z.
By passing these voltages through paths 2 and 3 toward the output, they are amplified and
added up at the output nodes. Since the equivalent impedances to ground seen at nodes Y
and Z are equal, two generated voltage noises have the same amplitude at these nodes. By
providing the same amplification factors through path 3 and 4, the effective contribution of
the noise of M7 becomes zero at the output node which defines the second noise criterion
brought by Eq. (3.52).

gm5b

gm9
= gm5a

gm7
(3.52)
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Figure 3.22: Half-circuit of two-fold noise-cancellation LNA: (a) noise contributions of each stage,
(b) non-linearity contributions of each stage.



3.3 Two-Fold Cross-Coupled Wideband LNTA 68

1 2 3 4
( )

1.6

1.8

2.0

2.2

2.4

(
)

Analysis
Simulation

Figure 3.23: Simulated and calculated noise figure.

By canceling the channel thermal noise of M1 and M7, the total noise factor of the half circuit
of 3.22(a) is equal to the summation of the noise factors of M3, M5 and M9, which can be
derived as in Eq. (3.53):

FT
2 =1 + 1

9RsgM9(1 + gm3/gm5)2
γ

α
+ 4

9RsgM3(1 + gm5/gm3)2
γ

α

+ 4
9RsgM5(1 + gm3/gm5)2

γ

α
(3.53)

Total new noise figure of the LNTA is derived by referring noise contribution of Mb2, Mα

and Mβ from the output to the input (the same way as (3.46) is derived) and is simplified to:

NF = 1 + γb
4(1 + An) + 2γa

gm,totRS

(3.54)

The second term is due to noise of Mb2 that is substantially reduced 4 times by the proposed
noise splitting technique, and 1 + An times by signal gain from other paths.

Figure 3.23 plots the noise figure of the LNTA compared with the theoretical calculations
derived previously. By canceling the thermal noise of transistors M1,2 and M7,8, the NF of
merely 1.58 to 2.4 dB is achieved over the ultra-wide frequency range of 100MHz to 4GHz.
The simulated NF results agree very well with the theoretical calculations using (3.53), and
the maximum fitting error is only 0.4 dB.
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3.3.9 Linearity

Figure 3.22(b) shows the non-linearity contributions of each transistor in this two-fold
noise-cancellation structure. The non-linearity of each transistor, including its second and
third-order products, is modeled with a non-linear current source. For a small-signal operation,
the nonlinear transconductance of a short-channel CMOS transistor is represented by a power
series:

im = gmVgs + g′m
2 V 2

gs + g′′m
6 V 3

gs (3.55)

where gm is a small-signal transconductance and g′m and g′′m are its higher-order coefficients,
which define the strengths of the corresponding non-linearity. Figure 3.22(b) shows that
the non-linearities of M1, M7 and M9 generate voltages at nodes X, Y and Z, which are
defined based on Volterra series as VX,NL, VY,NL and VZ,NL, respectively. These non-linear
voltages will be canceled at the output node after passing through the three paths shown in
Fig. 3.22(b). This happens if the nonlinear coefficients a, b and c, are properly defined with
Volterra series analysis leading to gain distortion conditions related to g′m1,7 and g′′m1,7 .

By canceling the non-linearity of the first stage, the linearity performance of the proposed
LNA is now only limited by the third-order distortion of M3 and M5. Through a long
derivation, it can be proven that by properly setting the 3rd order non-linearity conditions for
M3 and M5 (e.g., via biasing), the distortion products of M3 and M5 will cancel each other,
thus leading to to a significant improvement in the total IIP3.

3.3.9.1 Non-linearity derivation based on Volterra series analysis

In this section, based on Volterra series analysis, [95] and [84], the non-linearity perfor-
mance of the two-fold noise cancellation structure, the half circuit shown in Fig. 3.22 (b), has
been investigated. All parasitic capacitances including CX , CY and CZ associated with nodes
X, Y and Z, are considered to show bandwidth limitation.
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According to (3.55), the small signal current following to M1,M7 and M9 are expressed as:

im1 = −2gm1VX + g′m1
2 (−2VX)2 + g′′m1

6 (−2VX)3 (3.56)

im7 = gm7(VX − VY ) + g′m7
2 (VX − VY )2 + g′′m7

6 (VX − VY )3

im9 = gm9(VX − VZ) + g′m9
2 (VX − VZ)2 + g′′m9

6 (VX − VZ)3

The nonlinear voltages generated by nonlinear current at nodes X, Y, and Z are defined based
on Volterra series as follows.

VX = A1(s)oVs + A2(s1, s2)oVs2 + A3(s1, s2, s3)oVs3

VY = B1(s)oVs +B2(s1, s2)oVs2 +B3(s1, s2, s3)oVs3

VZ = C1(s)oVs + C2(s1, s2)oVs2 + C3(s1, s2, s3)oVs3

Vout = D1(s)oVs +D2(s1, s2)oVs2 +D3(s1, s2, s3)oVs3 (3.57)

where An(s1, s2, ..., sn), Bn(s1, s2, ..., sn), Cn(s1, s2, ..., sn) andDn(s1, s2, ..., sn) are the Laplace
transforms of the nth-order Volterra kernel at X, Y, Z and output nodes, also often called
the nth-order nonlinear transfer function. s = jω is the Laplace variable, and the operator
“o" means that the magnitude and phase of each spectral component of vnx is to be changed
by the magnitude and phase of An(s1, s2, ..., sn), where the frequency of the component is
ω1 + ω2 + . . .+ ωn [95].
By calculating the KCL equation at node X,Y and Z and applying Equations (3.56) and
(3.57) and solving it, the first-order Volterra kernel is equal to:

gm9(A1(s)− C1(s)) = gm7(A1(s)−B1(s)) + C1(s)
ZZ

C1(s) = (gm9 − gm7)A1(s) + gm7B1(s)
gm9 + 1

ZZ

(3.58)

Next, consider the following equations for the second-order Volterra series kernel are calculated
at the following equations, where A1(s1)A2(s2, s3) represents the second order interaction
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operator.

A2(s1, s2) = 2g′m1A1(s1)A1(s2)
1

ZX(s1+s2) −
1

Zs(s1+s2) + 2gm1
(3.59)

− 2gm1A2(s1, s2)oV 2
s + 2g′m1A1(s1)A1(s2)oV 2

s + A2(s1, s2)oV 2
s

Zs(s1 + s2) = A2(s1, s2)oV 2
s

ZX(s1 + s2)

A2(s1, s2) = 2g′m1A1(s1)A1(s2)
1

ZX(s1+s2) −
1

Zs(s1+s2) + 2gm1
(3.60)

B2(s1, s2) =
(
g′m7
2 − 2g′m1)A1(s1)A1(s2) + (2gm1 + gm7)A2(s1, s2) + g′m7

2 B1(s1)B1(s2)

− g′m7A1(s1)B1(s2)
)
×
(
gm7 + 1

ZY (s1 + s2)

)−1
(3.61)

C2(s1, s2) =
(

(g
′
m9
2 − 2g′m1)A1(s1)A1(s2) + (2gm1 + gm9)A2(s1, s2) + g′m9

2 C1(s1)C1(s2)

− g′m9A1(s1)C1(s2)− B2(s1, s2)
ZY (s1 + s2)

)
×
(
gm9 + 1

ZZ(s1 + s2)

)
(3.62)

By considering α0 and α1 are defined as A1(s1)A1(s2)A1(s3) and 3A1(s1)B1(s2)B1(s3) −
3A1(s1)B1(s2)B1(s3)−B1(s1)B1(s2)B1(s3) respectively. Moreover β0 = A1(s1)A2(s2, s3) and
β1 = B1(s1)B2(s2, s3)− A1(s1)B2(s2, s3)−B1(s1)A2(s2, s3). In calculation of third Volterra
kernel of VZ , it is considered λ0 = C1(s1)C2(s2, s3) − A1(s1)C2(s2, s3) − C1(s1)A2(s2, s3)
and λ1 = 3A1(s1)C1(s2)C1(s3)− 3A1(s1)C1(s2)C1(s3)− C1(s1)C1(s2)C1(s3), the third-order
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Volterra kernels are achieved in the following equations.

A3(s1, s2, s3) =
4g′m1β0 − 4

3g
′′
m1α0

1
ZX(s1+s2+s3) −

1
Zs(s1+s2+s3) + 2gm1

(3.63)

B3(s1, s2, s3) =
(g
′′
m7
6 + 4

3g
′′
m1)α0 + (2gm1 + gm7)A3(s1, s2, s3) + g′m7α1 + g′′m7

6 β2 + (g′m7 − 4g′m1)β0

gm7 + 1
ZY (s1+s2+s3)

(3.64)

C3(s1, s2, s3) =
(g
′′
m9
6 + 4g′′m1

3 )α0 + (2gm1 + gm9)A3(s1, s2, s3) + (g′m9 − 4g′m1)β0 + g′m9λ0 + g′′m9
6 λ1

gm9 + 1
ZZ(s1+s2+s3)

(3.65)

Finally by using (3.58)–(3.65) and considering gm5a = gm5b, the first-order and third-order
of Volterra series kernel at the output node, D1(s) and D3(s1, s2, s3) are calculated as follows
which are needed to calculated the IIP3 of the proposed circuit.

D1(s) =
(
A1(s)gm3 + (B1(s) + C1(s))gm5a

)
× ZL (3.66)

D3(s1, s2, s3) =
[
2A1(s1)A2(s2, s3)g

′
m3
2 +A3(s1, s2, s3)gm3+

(
B3(s1, s2, s3)+C3(s1, s2, s3)

)
gm5a

+
(
B1(s)3 + C1(s)3

)
g′′m5a

6 + A3
1(s)g

′′
m3
6 + g

′

m5a

(
B1(s1)B2(s2, s3) + C1(s1)C2(s2, s3)

)]
× ZL

(3.67)

By applying (3.67) and (3.66), the AIP3 is calculated as:

AIP3(2ωb − ωa) =

√√√√4
3

∣∣∣∣∣ D1(jωa)
D3(jωb, jωb,−jωa)

∣∣∣∣∣ (3.68)

then the IIP3 is equal to:

IIP3(2ωb − ωa) = AIP3(2ωb − ωa)2

8<(Zs(jωa))

= 1
6<(Zs(jωa))

∣∣∣∣∣ D1(jωa)
D3(jωb, jωb,−jωa)

∣∣∣∣∣ (3.69)

As shown in (3.69), in order to improve the total IIP3 of the two-fold noise cancellation, the
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Figure 3.24: Simulated and calculated IIP3.

third Volterra series kernel of output voltage, D3(s1, s2, s3), should decrease. The second and
third terms in (3.67) are based on third-order non-linearity of M1, M7 and M9. Thanks to
the two-fold noise-cancellation technique it further cancels the third-order distortion of M1

and M7 and partially cancels the third-order distortion of M9. By cancelling the non-linearity
of first stage, the third-order non-linearity of M3 and M5 are dominated one which can be
canceled or reduced by properly biasing of M3 and M5, which provides a different polarity for
third-order non-linearity component of transistor, g′′m. The third-order cancellation criteria of
M3 and M5a in low frequency are given in the following equation.

g
′′
m3

g
′′
m5a

= − 9
16(1 + 2gm1

gm7
)3 (3.70)

Finally, the linearity performance of the presented LNA is illustrated by the IIP3 circuit
simulation plots in Fig. 3.24 with superimposed analytical plots to verify the derived IIP3
equation derived in (3.69). The two-tone simulation is done by considering a 2.5MHz spacing
between the tones. The IIP3 simulations are firstly done for several frequencies; then the
results are mathematically interpolated. The results prove that by properly setting the noise
cancellation conditions and third-order non-linearity conditions, the linearity of the proposed
two-fold LNA can be improved to IIP3 of -1.6–+2.8 dBm.
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3.4 Conclusion

Two novel novel wide band LN(T)As are proposed which are based on two-fold noise
cancellation technique. The first design comprises three stages to achieve a low NF and
to extend the high edge of bandwidth. The main idea is to cancel the channel thermal
noise of the first noise-cancellation stage by using another cancellation stage, i.e. third LNA
stage. The measurement results show that throughout the entire bandwidth a high gain is
achieved and the input and output matching are well met, with very good noise and linearity
performance.
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Table 3.1: Summary and comparison with state-of-the-art wideband LNAs.
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C h a p t e r

4
AHigh In/Out-of-Band Rejection Discrete-Time
IIR Band-Pass Filter Using a Clock Phase Reusing
Technique in 28-nm CMOS

Having covered the front-end part of the wireless receiver in the previous two chapters,
we now move to the second part of the thesis which covers the analog back-end part of the
receiver that conditions the signal just before feeding it to an ADC.

As discussed in Chapter 1, monolithic RF wireless receivers have been trending toward
high intermediate frequency (IF) or superhetrodyne radios thanks to recent breakthroughs in
silicon integration of band-pass channel-select filters [96–99]. The main motivation is to avoid
the common issues in the currently predominant zero/low IF receivers, such as poor 2nd-order
nonlinearity, sensitivity to 1/f (i.e. flicker) noise and time-variant dc offsets, especially in fine
CMOS technology [17,19,46,56,100,101]. To avoid interferers and blockers at the susceptible
image frequencies that the high-IF entails, band-pass filters (BPF) with high quality (Q)
factor components for sharp transfer-function transition characteristics are now required.

76
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4.1 Introduction

N-path and charge-sharing (CS) discrete-time (DT) filters are two types of passive BPFs
which have been explored recently to provide filtering at higher IF frequencies. They have been
investigated as an alternative to the conventional continuous-time (CT) BPFs [102,103]. A
major disadvantage of the N-path filters, however, is that they cannot reject interferes/blockers
at images that are located at odd harmonics of the sampling frequency, fs, (equating there
to the IF) because it inherently features replicas there.

To address the problem of replicas in the N-path filter and to provide IF tunability
independent from fs, full-rate switched-capacitor based CS DT infinite impulse response
(IIR) filters were introduced in [96,104]. They can operate in either voltage or current mode.
The tunability feature offers greater freedom to change the IF frequency, for example, helping
to dynamically avoid RX desensitization. Moreover, the scaled CMOS technology relies on
switches, capacitors, and inverters, so the DT filters can keep on improving their performance
due to the use of faster and smaller switching transistors, higher density capacitors and faster
digital circuitry that consumes lower power. This makes the DT filters appealing in high-IF
RX designs. Nonetheless, the Q-factor of these filters, defined as Q = fc/BW, where fc is the
center frequency and BW is the bandwidth, is still quite low (e.g. Q≈0.5 for the 1st-order
BPF reported in [105]), which makes it imperative to increase its order for sharper filtering.
This was done by providing a higher number of clock phases, e.g. doubling their number to
merely gain one order of filtering. This unfortunately adds significant complexity to the clock
generation and distribution circuitry.

In this Chapater, we further improve the in-band and out-of-band filtering characteristics
of a complex-signaling (i.e. using in-phase, I, and quadrature, Q, signal components) charge-
sharing DT IIR filter by means of a proposed clock reusing technique. The main aim is to
increase the order of the filter without increasing the number of clock phases, as required
in the prior-art implementations. As such, this structure does not suffer from a reduction
in duty cycle of the clock generator, which is a common issue in the prior-art complex IIR
filters [96], and it is capable of running at high frequencies.

The intended application of the proposed DT complex-signaling BPF is shown in Fig. 4.1.
The DT-receiver front-end path generally starts with a continuous-time (CT) low-noise
transconductance amplifier (LNTA) [85] to amplify the antenna input and convert it to RF
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Figure 4.1: Example use of the proposed BPF in a DT superheterodyne receiver.

current. It is followed by a multi-phase (i.e. quadrature, but octal is also possible [96])
passive sampling mixer [106,107] that preserves the DT nature of the signal. Thus generated
IF signal feeds a multi-stage IF DT-filter [7, 96, 103] to perform channel selection and reject
the IF images.

This Chapter is organized as follows. We start in Section 4.2 with reviewing the basic
idea of charge-sharing complex band-pass filtering. We next introduce the clock reusing
technique and describe the proposed BPF in detail. We then follow with an analysis of the
filter’s transfer function. In Section 4.3, we then describe the circuit implementation and
follow with the simulation and measurement results in Section 4.4.

4.2 Band-Pass Filter Topology

4.2.1 Conventional 1st/2nd-Order Complex BPF

Prior-art discrete-time charge-sharing IIR filters [96,104,108] can improve their filtering
performance mainly by means of increasing the order of filtering. Thus far, this has been
achieved by increasing the number of charge-sharing phases, leading to a reduction in the
duty cycle of a clock generator. The advent of new wideband applications, such as 5G cellular,
necessitates high clock frequencies, which makes it impractical to decrease the duty cycle
D beyond a certain point, dictated by the acceptable rise and fall edge timing in a given
technology.

The conventional 1st-order band-pass IIR filter is illustrated in Fig. 4.2. It was synthesized
in [108] from a 4th-order low-pass IIR filter with a single electrical node being shared by
both the input (charge) and output (voltage). Here, the input is presented on four nodes as
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Figure 4.2: Conventional complex 1st-order DT IIR band-pass filter.

complex-valued charge packets consisting of the in-phase (q0, q180) and quadrature (q90, q270)
differential components, which implies q0 = −q180 and q90 = −q270 under ideal conditions. We
can then encode the complex-valued input signal as qin = qI+jqQ = (q0−q180)+j(q90−q270) ≈
2q0 + j2q90. Similarly, Vout = Vout,I + jVout,Q. During each phase of φ1–φ4, four charge packets
of the input sample are accumulated into their respective history capacitors CH . At the end
of each phase, the rotating capacitor CR containing a part of the charge “history" from the
preceding phase is ready to be charge-shared with CH containing the current input charge
packet and the “history” charge. Therefore, in each phase, rotating capacitor CR removes
a charge proportional to CR/(CH + CR) from each CH and then delivers most of it (i.e.
CH/(CH +CR)) to the next CH . The band-pass characteristic is due to the periodical charge
rotation among the four quadrature phases by means of the rotating capacitor CR cycling
through the the four history capacitors, CH . The four quadrature outputs are read out as
voltages from the same four physical nodes at the sampling rate of fs = 1/Ts = fck/4.

The charge-sharing operation forms a complex filter with a transfer function derived as:

H(1)(z) = Vout(z)
qin(z) = k

1− a(1 + j(1− a))z−1 (4.1)

where z = ej2πf/fs , k = 1/(CH + CR) and a = CH/(CH + CR), and superscript (1) denotes
the filter’s order. In accordance with Eq. (4.1), the charge-sharing process forms a complex
1st-order filter centered at

f (1)
c = fs

2π arctan (1− a) (4.2)

Therefore, the center frequency fc is adjustable by changing coefficient a and sampling
frequency fs. Compared to the N-path filter whose center frequency is exactly equal fs, here
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Figure 4.3: Conventional 2nd-order complex BPF built upon the 1st-order BPF of Fig. 4.2. For
symmetry, CR is redrawn in two halves, CR/2.

fc is slightly sensitive to the capacitance ratio mismatch, but this is not an issue in fine
technology nodes and could be adjusted through calibration.

A key advantage of this structure, however, is that the I/Q charge-sharing BPF does
not suffer from replicas and can provide robust filtering covering the entire range −fs/2 to
fs/2 [108], especially when lower center frequencies are targeted (e.g. few tenths of MHz). It
is worth mentioning that the N-path filter also has no replicas in the entire range −fs/2 to
fs/2 from its center frequency fc even up to fmax < Nfs/2 [109]. However, as stressed in [96],
there is a direct relationship between the sampling and center frequencies in the N-path filter
(fc=fs). For instance, to achieve a lower value of fc in the N-path filter (i.e fc=10MHz),
fs should be equal to 10MHz which causes many replicas around (2k + 1)fc, k = 1, 2, 3, ...
However, in the complex charge-sharing BPF, fs can be high enough (e.g. 250MHz) while
achieving low fc = 10MHz without having any replica problems in the entire range −125MHz
< f < 125MHz. Moreover, the asymmetric characteristic of the complex BPF provides
more attenuation at the image frequency. As a result, this structure is suitable as a BPF
centered at fc and rejecting image signals located at (positive and negative) harmonics of fc.
Therefore, the effect of the unwanted image folding is less severe, in contrast to the N-path
filters [108].

General bandwidth formula of the conventional 1st-order band-pass filter can be derived
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as:

BW ' fs
2π
∣∣∣ ln(C2

S +C2
H +2CSCH cos(θ)
(CS +CH)2

)∣∣∣ (4.3)

where θ is π/2 for the filter with a quadrature input. By using (4.2) and (4.3), the quality
factor of the first-order BPF is obtained as:

Q = fc
BW

' arctan (1− a)∣∣∣ ln(a2 +(1− a)2
∣∣∣ (4.4)

However, (4.4) indicates that the first-order complex BPFs suffer from a low quality factor
(e.g. for a=0.9, Q '0.5).

Hence, to obtain stronger filtering, the order of this filter can be incremented by adding
an additional charge-sharing phase to each of the four paths. An approach first introduced
in [97] to increase the filtering order of a low-pass filter (LPF) by adding extra charge-sharing
operations was employed in [96] for a BPF. Fig. 4.3 shows the resulting diagram of a 2nd-order
BPF, which adds an extra set of four switched history capacitors CH,o to Fig. 4.2 in order
to perform the additional charge-sharing operation and to provide a dedicated quadrature
output, Vout. Contrary to [97], the output history capacitor CH,o also shares the charge with
other phases through the rotating capacitor, just like the input history capacitor CH,i does,
leading to a second complex pole. As a result, the output CH,o capacitors must have their
own dedicated phases in order to avoid any CR charge-sharing contention with the input CH,i
capacitors. Hence, the number of phases and thus the complexity of the clock generation and
distribution circuitry doubles while the duty cycle decreases from 25% to 12.5%.

To maintain the same sampling frequency fs as in the 1st-order BPF, the 2-nd order
BPF’s input clock frequency fck needs to run at twice the rate, yielding fck = 8fs. As a
result, the pulse width halves, which makes it crucial to appropriately set the transistor
switch sizes in Fig. 4.3 such that they stay “ON" long enough for sufficient settling during
the charge sharing. By redefining ai = CH,i/(CH,i + CR) and ao = CH,o/(CH,o + CR), we can
derive below the transfer function of this 2nd order BPF as

H(2)(z) = k(1− ao)z−1

(1− aoz−1)(1− aiz−1)− j[(1− ai)(1− ao)z−2] (4.5)
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The order of this type of BPF can be arbitrarily extended by adding more phase slots along
with more history capacitors between the existing input and output history capacitors [96].
In general, to have an M -order of quadrature complex DT BPF, 4 ×M number of clock
phases are required, which can quickly inflate the complexity of the circuit design.

4.2.2 Proposed Complex BPF with Clock Reuse
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Figure 4.4: Proposed DT complex BPF with clock-phase reuse.

A new topology of the complex band-pass IIR filter that can substantially increase its
order, yet without increasing the number of phases, is introduced in Fig. 4.4. This allows to
beneficially reuse the simple I/Q clock generator from the 1st-order configuration in which
fs = fck/4.

Four different stages of the proposed band-pass filter are shown with different highlighted
colors in Fig. 4.4. Just like in Fig. 4.2, the quadrature input charge packet components q0–q270

are integrated on their respective history capacitors, CH1, during respective phases φ1–φ4.
During the first cycle, the input charge of each arm is shared between the history capacitors
of the first stage (gray area) through the common rotating capacitor CR. With φ1 going
active, in first stage, the input charge I+ (i.e. q0) is shared between CH1 and CR. Moreover,
the residual of the previous charge stored in CR (from Q-, i.e. q270) is also shared with CH1.
Then, at φ2 of the first cycle, the residual of the previous charge stored in CR (from I+) and
also the input charge of the second arm, Q+ (i.e. q90), are shared between CR and CH1. By
activating φ3, now CR shares the residual charge of the previous phase, Q+, with CH1 in the
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third arm and also its input charge, I- (i.e.q180), is shared between CR and CH1. Finally at
φ4, CR shares the residual of the I- charge with CH1 of the 4th arm in addition of the charge
sharing of Q- between CR and CH1.

By moving from the first cycle to the next, the 2nd/3rd/4th-stages (blue, green and
purple areas in Fig. 4.4) are activated. Then, the charge stored in CH1 of the first stage in
each arm is shared with its history capacitors, CH2, CH3, and CH4, respectively. For instance,
by considering “arm I+", before the phase φ1 clock goes active in the 2nd cycle, at phase φ4

of the 1st cycle, the previous charge of its history capacitor CH1 gets shared with the 2nd
history capacitor CH2. Then, at the 3rd cycle at phase φ3, that shared charge is shared again
with the 3rd history capacitor CH3. Eventually, at the 4th cycle, the remaining charge is
shared with the history capacitor at the output node, i.e. CH4.

The proposed charge-sharing scheme happens during four cycles for each path, leading
to a higher-order bandpass filtering. Consequently, without adding any extra phases, which
would inadvertently narrow down the pulses (of duration 1/fck) under the constraint of the
same sampling rate fs = fck/4, a much better filtering can be achieved. This leads to sharper
transition bands, especially useful for in-band blockers in 4G/5G receivers.

Just like in the previous case of the conventional 1st-order BPF of Fig. 4.2, periodically
sharing charges on all the 1st-stage history capacitors, CH1, via the rotating capacitor, CR,
generates the global band-pass behavior in the proposed filter. Moreover, the 2nd/3rd/4th-
stage of history capacitors, CH2–CH4, are charge-shared with their respective CH1 in each arm
which creates a local low-pass filter. In other words, this 3-stage pipelined charge transfer and
LPF filtering operate only on each individual component of the complex-valued quadrature
signal where they all contribute to strengthening of the band-pass filtering and from the
perspective of the overall transfer function, the band-pass filtering gets improved.

Schematic-level simulations of the frequency response of the proposed complex BPF of
Fig. 4.4 are compared in Fig. 4.5 against the conventional 1st- and 2nd-order BPFs (Figs. 4.2
and 4.3, respectively). It is evident that the new method, under the constraint of the filter’s
identical sampling, fs, and center, fc, frequencies, significantly improves the in-band and
out-of-band rejection compared to the 1st-order filter, all with the same occupied area.
The new filter consumes the total history capacitance (

∑
CH) of 6 pF, the same as in the

conventional 1st-order BPF.
For the conventional 2nd-order filter, on the other hand, the input and output history
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Figure 4.5: Simulated transfer functions of the conventional 1st/2nd-order BPF and the proposed
BPF (dotted lines denote the corresponding analytical plots [i.e. Equations (4.1), (4.5), and
(4.12)]. Constraints: sampling frequency fs=250MHz, center frequency fc=6MHz. Total history
capacitance:

∑
CH=6pF (1st-order), 16.5 pF (2nd-order), and 6 pF (proposed).

capacitance of 2.5 pF and 14 pF, respectively, is needed to maintain the same fs and fc.
As another constraint, to keep the bandwidth of the 2nd-order filter similar to that of the
proposed filter, its CR has to increase to 1.2 pF, which is 3× of CR of the proposed filter.
This is expected since the pulse width must be narrowed by half just to keep the same
fs. Consequently, the total capacitance (thus, the occupied area) of history and rotating
capacitors in the proposed BPF is less than half of that in the conventional 2nd-order BPF
of similar in-band filtering characteristics, yet with better out-of-band filtering.

Figure 4.6 illustrates a similar comparison as in Fig. 4.5, but now the conventional 2nd-
order architecture keeps its pulse width, 1/fck, the same as in the proposed architecture, and
its required input history capacitor is CH,i= 4.8 pF (i.e. CH,i + CH,o= 6pF). As discussed
earlier,1 fc can be kept roughly constant when the sampling frequency, fs, decreases by
increasing the capacitor ratio, CR/CH (i.e. by decreasing CH). As a result, if the pulse-
width and fc in the conventional 2nd-order architecture are maintained the same as in the
conventional 1st-order one, the 2nd-order filtering is provided for the lower required history

1Later in Section 4.2.3, it will be shown that fc of the proposed filter [derived as (4.14)] has a very similar
relationship
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Figure 4.6: Simulated transfer functions as in Fig. 4.5 but with the conventional 2nd-order BPF
decreasing its fs to one-half. Total history capacitance:

∑
CH = 6pF (1st-order), 6 pF (2nd-order),

and 6 pF (proposed)

capacitance compared to Fig. 4.5, but at the expense of halving fs, which would in turn
possibly lead to pipelining just to be able to maintain the effective sampling rate, thus
doubling the power consumption and area. The proposed clock-reuse filter still provides
a comparable in-band/out-of-band filtering compared to this 2nd-order BPF operating at
fs/2=125MHz. However, the out-of-band rejection of far-away frequencies and the aliasing
at 125MHz make the latter inferior.

4.2.3 Transfer Function Analysis

To help with deriving the transfer function (TF) of the proposed BPF, Fig. 4.4 is now
redrawn in Fig. 4.7 with more details on the timing of the switches and charge sharing
between the history and rotating capacitors. V11, V21, V31, V41 designate the voltages on
history capacitors CH1, CH2, CH3, CH4, respectively, in “arm I+".

After CH1 of “arm I+" gets disconnected from CR at the end of φ1, it gets charge-shared
with CH2 during the next φ4 phase. This local path operation gives rise to 1st-order low-pass
filtering. Then, the charge on CH2 gets charge-shared with CH3 during the next φ3 phase, also
producing a local 1st-order low-pass filtering. The charge originally collected on CH1 moves
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Figure 4.7: Charge-sharing operations in the proposed complex BPF.

in the direction from the input to output, experiencing a local 1st-order low-pass filtering
at each stage. This charge-sharing operation eventually reaches the output when CH3 gets
charge-shared with CH4 during the next φ2 phase. Since the capacitors never get reset, the
old history charge information also moves in the direction from the output to input (while
experiencing the local low-pass filtering) to participate in the charge rotation among the
quadrature paths, thus strengthening the band-pass filtering characteristic.

The timing diagram in Fig. 4.7 also reveals that this 3-stage directional charge-sharing
path CH1 → CH4 is pipelined. For example, after CH1 gets charge-shared with CH2 during
φ4 so that the information can propagate towards the I+ output, a new “history" sample
with the partial Q- information is available on the input capacitor, CH1, for the same type of
processing.

By concentrating on “arm I+" (see Fig. 4.7), the voltages on each node V11–V41 are



4.2 Band-Pass Filter Topology 87

calculated as:

@φ2 : V41[n− 0] = α4V41[n− 3] + (1− α4)V31[n− 1] (4.6)

@φ3 : V31[n− 1] = α3V31[n− 3] + (1− α3)V21[n− 2]

@φ4 : V21[n− 2] = α2V21[n− 3] + (1− α2)V11[n− 3]

@φ1 : V11[n−3] = a1V11[n−4] + a1(1−a1)V14[n−4] + kq0[n−3]

where α2−4, a1 and k are defined as:

α4 = CH4

CH4 + CH3
, α3 = CH3

CH3 + CH2
(4.7)

α2 = CH2

CH2 + CH1
, a1 = CH1

CH1 + CR

k = 1
CH1 + CR

z-domain equivalent of (4.6) is given as:

V41(z) = α4z
−3V41(z) + (1−α4)z−1V31(z) (4.8)

V31(z) = α3z
−2V31(z) + (1−α3)z−1V21(z)

V21(z) = α2z
−1V21(z) + (1−α2)z−1V11(z)

V11(z) = a1z
−1V11(z) + a1(1−a1)z−1V14(z) + kq0(z)

As described in Section 4.2.1, the complex-valued input signal is defined as qin = (q0− q180) +
j(q90 − q270). Likewise, the complex-valued voltage developed in the first stage is defined as
V1 = V1,I + jV1,Q where V1,I = V11−V13 and V1,Q = V12−V14. Moreover, according to Fig. 4.7,
the relationship between the complex input and output of the first stage can be calculated as:

e0j π2 × {V11z
−3(1−a1z

−1) =kz−3q0 + a1(1−a1)z−4V14} (4.9)

e1j π2 × {V12z
−3(1−a1z

−1) =kz−3q90 + a1(1−a1)z−4V11}

e2j π2 × {V13z
−3(1−a1z

−1) =kz−3q180+a1(1−a1)z−4V12}

e3j π2 × {V14z
−3(1−a1z

−1) =kz−3q270+a1(1−a1)z−4V13}

By summing the terms on the left and right sides of (4.9), the complex transfer function
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of the first stage (i.e the gray area shown in Fig. 4.7) is verified to agree with (4.1), where
coefficient a is replaced with a1.

By simplifying (4.8), the relation between V11 and V41 in “arm I+" is calculated as:

V41 = (1− α2)(1− α3)(1− α4)z−3

(1− α4z−3)(1− α3z−2)(1− α2z−1)V11 (4.10)

Figure 4.7 illustrates that Vout,I = V41−V43 and Vout,Q = V42−V44, hence Vout = Vout,I+jVout,Q.
Since the amount of the old history charge information which moves from the output to the
input is not high, the overall transfer function is a cascade of two transfer functions:

H(z) ≈ Vout
V1
× V1

qin
(4.11)

By using (4.1), (4.10) and (4.11), the transfer function of the proposed filter is derived as:

H(z) ≈ Vout
qin

= (1− α4)(1− α3)(1− α2)kz−3

(1− α4z−3)(1− α3z−2)(1− α2z−1) [1− a1z−1 − ja1(1− a1)z−1] (4.12)

Hm,ϕ(z) ≈ k(1− α)m−1z−(m−1)

(1− αz−(m−1))(1− αz−(m−2)) · · · (1− αz−1)
[
1− a1z−1 − a1(1− a1)z−1ej

2π
m

]
(4.13)

Calculating the center frequency for the proposed clock reusing technique is very complicated
since there are other poles which influence fc. By considering some simplifications, the center
frequency is approximately defined as:

fc ≈
fs
2π arctan

(
(1− a1) · sin (2π/4)

1 + cos(2π/4)− a1 cos(2π/4)

)
(4.14)

A significant attenuation could be introduced if there would be a charge loss due to a
reset, like in a charge-sharing discrete-time LPF filter, such as [104]. There is no reset in the
proposed charge-sharing discrete-time BPF. Charge sharing by itself does not result in any
significant attenuation of the in-band transfer function, other than due to the constructive
cancellation of charge by means of indirect charge sharing of positive/negative signal polarities
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(i.e. I+ with I-, and Q+ with Q-). However, that is small in a properly designed DT BPF.
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Figure 4.8: Analysis of the non-normalized gain based on (4.12) and (4.1) (conditions: gm = 1mS,
α1 = 0.93, α2 = 0.5, α3 = 0.5, α4 = 0.5, k = 0.23(pF )−1, fs = 250MHz)

To examine the gain difference between the proposed filter and the conventional first-order
one (see Fig. 4.2), the absolute value of non-normalized gain, Av = (gmTs)2|H(z)|2, is shown
in Fig. 4.8. To doing so, the value of the coefficients k and α1 in (4.1) is considered the same
as k and α in (4.12). The coefficients α2−4 are considered equal. According to Fig. 4.8, the
gain difference between the conventional filter and the proposed one is less than 1 dB.

As a follow-up to the development in [96], which considered further extensions to the
quadrature signaling system, such as octal, the generalized transfer function of the proposed
filter for M elements, which gives the phase shift of ϕ = 2π/M between neighboring paths,
is calculated in (4.13). To keep the equation manageable, it considers all coefficients to be
equal, α2 = · · · = αm = α.

The efficacy of the proposed clock-reuse technique of Fig. 4.7 is illustrated by superimposing
the transfer-function SPICE circuit simulation plots of the three filters in Figs. 4.5–4.6 on the
derived analytical plots: formulas (4.1), (4.5), and (4.12), respectively, for the conventional
1st- and 2nd-order and the proposed filter. The mismatch is less than 1 dB within 50MHz
offset frequency. Moreover, the stop-band rejection of the proposed filter improves more than
10 dB within 50MHz offset compared to the 1st-order conventional BPF for the same total
occupied silicon area (assuming the same capacitor density) and the same number of clock
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phases.
The charge-sharing IIR filters are quite robust to the overlap between the clock phases

[104,107]. Simulation results show that for a 50 ps overlap between two successive phases,
the filter characteristic (in-/out-of-band TF) does not change except for a 0.57 dB variation
in the gain.

4.2.4 Noise Analysis

The noise analysis of the 1st-order complex charge-sharing BPF of Fig. 4.2 was discussed
in detail in [108]. By further defining b = (1 − a), while a = CH/(CH + CR), the power
spectral density (PSD) of the differential output Vout noise is derived as:

V 2
n,1(ω) = (4.15)

2b2
[
b cos2

(
ω
fs

)
−a cos

(
ω
fs

)
+a2

]
· kT
CRfs/2

(b2+a2)cos2
(
ω
fs

)
+(2b3−4b2+4b−2) cos

(
ω
fs

)
+a2 (b2+1)

To calculate noise of the proposed filter, the input charge packets are assumed zero and
the noise of each switch is considered as an uncorrelated voltage-noise source. The impact
of each noise source is first individually considered at the output; then all calculated noise
contributions are summed up at the output node. The noise of the first stage, calculated
as V 2

n,1(ω) in (4.15), will undergo the transfer function defined in (4.10) when reaching the
output. The output noise PSD is therefore:

V 2
out,n ≈

[
(1− α2)(1− α3)(1− α4)z−3

(1− α4z−3)(1− α3z−2)(1− α2z−1)

]2

V 2
n,1 (4.16)

The noise statistics of the switches in the 2nd, 3rd, and 4th stages are the same in each path.
Although all switches will contribute noise, the stages past CH1 will see large capacitance so
their contributions will be much lower. Hence, the dominant noise at the output is the noise
generated due to the switch of the first stage. Consequently, the total output noise PSD at
the output is approximately equal to (4.16).

Figure 4.9 compares the output noise PSD of the proposed complex charge sharing BPF
and the 1st-order complex BPF. The extra low pass filter due to the proposed clock reusing
technique further suppresses the total noise of the proposed complex filter. By increasing the
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Figure 4.9: Simulated and calculated noise of the 1st-order and proposed BPF [dotted curves
correspond to Eqs. (4.15) and (4.16), respectively]. Conditions: 1st-order BPF: CH=18 pF, CR=3pF.
Proposed BPF: CH1=18pF, CH2−4=1.5pF, CR=3pF. fs=1GHz.

clock frequency, the peak gain is expected to drop, consequently, the noise performance will
obviously deteriorate a bit at higher clock frequencies. However, the level of noise is still very
low.

4.3 Circuit Implementation

The proposed high-order charge-sharing complex DT BPF is constructed using gm-stages,
switches, capacitors and rail-to-rail clock waveform generator circuitry. It is, therefore,
amenable to the digital deep nanoscale CMOS technology and each technology node advance-
ment will improve the speed and reduce the area of these building blocks according to the
Moore’s law of scaling.

Figure 4.10 reveals the circuit diagram of the implemented design. The clock waveform
generator receives an input signal CLKin and generates the quadrature clock phases φ1

through φ4. They are used by the switched capacitor network to process the incoming
quadrature signals converted to charge, q0, q180, q90, q270, according to the intended high-order
complex band-pass filtering.
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Figure 4.10: Architecture the proposed complex band-pass filter.

4.3.1 Filter

The filter’s switches are implemented with NMOS-only transistors. Since they present
lower parasitic capacitance at the gates compared to the transmission gate and bootstrap
structures, their working frequency can be maximized. The size of NMOS transistors is
chosen as a trade-off between the desire for low on-resistance, Ron, and the avoidance of
charge injection and clock feedthrough. By increasing the size, we can achieve lower Ron, but
the parasitic capacitance, i.e. gate-drain, Cgd, and gate-source, Cgs, increases. As a result,
the clock feedthrough will increase. Moreover, as shown in [7], non-zero Ron resistance of the
switches in switch- capacitor FIR and IIR filters has less impact on the overall TF. It slightly
deteriorates the TF around the nulls (i.e. at nfs, n = 1, 2, . . . ). However, the transistor
switches should be sized carefully to have sufficiently low Ron for fast settling on the sampling
capacitors. Hence, they are chosen as low-VT devices.

It is noteworthy that the parasitic capacitances slightly increase the size of CH ’s and CR,
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consequently reducing the center frequency and bandwidth of the filter. These parasitics are
much smaller than CH ’s and CR (� 50 fF ). However, this type of filter generally has the
tunability feature (when it applies to RX), by changing the control bits of CH ’s and CR, any
changes due to the parasitics in fc can be compensated.

Metal-oxide-metal (MOM) capacitors are used for all the history and rotating capacitors.
They use standard metal interconnect layers and can provide excellent matching. They are
designed here based on a minimum capacitor unit cell of 100 fF. Moreover, they are imple-
mented as two single-ended capacitors for differential path (in [110,111] CH is implemented
differentially). Since the tuneability of a complex BPF has been already proven in [96,108]
and this design is pad limited, we only have one bit available to digitally change the CH
capacitance for the purpose of demonstrating the adjustability of center frequency. All CH1−4

values are the same and they are simultaneously controlled by one switch between 0.5 pF and
4.5 pF. We keep the value of CR=0.5 pF fixed in this design since it helps to better maintain
the gain, linearity, and noise in face of the changes in CH .

4.3.2 Gm Stage
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Figure 4.11: gm cell.

As shown in Fig. 4.10, the differential I/Q input signals (V +
I , V −I ,V +

Q , V −Q ) are fed to the
gmI/Q-cells which convert them to the charge domain as inputs q0, q180, q90 and q270. The
pseudo-differential gm-cell compromises a pair of complementary long-channel thick-oxide
PMOS/NMOS transistors to increase the transconductance linearity [58] and to make their
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Figure 4.12: Microchip photograph.

behavior closer to the square-law model. A bias voltage VB1 to the PMOS transistors is
supplied externally. A common-mode feedback (CMFB) (MCM1−3), shown in Fig. 4.11, sets
the common-mode output voltage to VDD/2 by adjusting the VCMFB bias of the NMOS
transistors. In the CMFB circuitry, the voltage at the output of the gm-stage, M1 and M3

(M2 and M4) is sensed and compared with Vref . Then through the feedback path, the bias
voltage of M1 and M3 is set, accordingly. AC-coupling capacitors (Cc) and bias resistors
(RB) define a lower limit of the frequency response. By means of large C and RB, the corner
frequency of this high-pass filter (HPF) is well below the center frequency of the proposed
BPF filter (i.e 500k kHz).

By properly sizing the NMOS and PMOS transistors (see Fig. 4.10), their second-order
nonlinearities could be canceled out (although only partially in nanoscale CMOS), resulting
in better linearity performance [85]. The output resistance of the gm-cell should be at least
3× higher than Req = 1/(2πfsCR) to ensure the integrity of the q0,90,180,270 charge packet
injection and to preserve the Q and bandwidth of the following CS-BPF.
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4.3.3 Clock Generator
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Figure 4.13: Clock generator circuitry.

Fig. 4.13 presents the clock generation circuitry employed to drive the BPF switches as φ1

∼ φ4 phases with 25% duty-cycle clocks. The external AC-coupled high-frequency (>1GHz)
sine-wave input signal is converted to a square-wave through the input buffer (i.e MB1−4).
The input buffer consists of two stages of back-to-back inverters, where the first stage is
self-biased with a fairly large feedback resistor RF (50 kΩ). The transistor sizes in both stages
are the same and are chosen by considering the trade-off between power consumption and
the sufficient strength to load the parasitic capacitances of the loading stage (see Table 4.1).

The 50% duty-cycle square-wave CLKref and its inverted version, CLKref , are sent to the
÷2 divider which consists of two D flip-flops (FF) arranged in the loop to generate the P1−4

clocks of 50% duty cycle with 25% delay between the adjacent edges. Since the proposed
filter is capable of runing at high clock frequency CLKref (up to 4GHz), the high-speed
D-FFs are used in the divider stage, as shown in Fig. 4.13. Its transistor sizes are shown in
Table 4.1. By means of the generated divider waveforms, P2,3,4, and a few AND and NOR
gates, the 25% duty-cycle waveforms O1−4 are constructed. The CS-BPF switches are driven
by the φ1−4 clocks directly generated through the non-overlapping block, as illustrated in
Fig. 4.13. It comprises NAND gates and the chain of inverters for proper driving of the load
capacitance of NMOS switches.

It was demonstrated in [7] that a switch-capacitor structure is robust to non-idealities,
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Figure 4.14: Power consumption break-down.

such as charge injection, nonzero rise/fall times of the clock, and clock jitter.

4.3.4 Test Buffer

Finally, an on-chip output test buffer is used to drive the 50Ω load of the measurement
equipment. As shown in Fig. 4.10, the output buffer is a pair of pseudo-differential source-
follower amplifiers for both I and Q outputs, each having a RL=50,Ω resistor at its source.
The transistors are wide long-channel devices to provide minimum loss. Moreover, the
AC-coupling capacitor, Cc, and bias resistor, RB, create a high pass filter of 500 kHz cut-off
frequency.

4.4 Measurement Results

The proposed I/Q BPF, whose chip micrograph is shown in Fig. 4.12, is fabricated in
TSMC 28-nm LP CMOS. The design occupies merely 0.1mm2 of active area.Thanks to the
proposed clock-reuse technique, it achieves remarkably high stop-band rejection in spite of

Table 4.1: Device dimensions of the input buffer and and D-FF of the clock generator.
MB1,2 (0.6µm/30 nm)×4 MD1 (0.5µm/30 nm)×1

MB3,4 (1µm/30 nm)×4 MD2 (0.78µm/30 nm)×1

RF 50 kΩ MD3 (1.5µm/30 nm)×1

– – MD4 (1µm/30 nm)×1
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Figure 4.15: Measured TF for the maximum value of CH with superimposed SPICE simulated and
theoretical curves. The gain is 16 dB. Conditions: CH1−4=4.5 pF, CR=0.5 pF, fs=500MHz.

the conventional 25%-duty-cycle clocks.
The filter operates at 1V and consumes 1.65mW in total (excluding the test buffer, which

consumes 9mW). The power consumption breakdown is shown in Fig. 4.14 where the gm-cells
and waveform generator burn 0.65mW and 1mW, respectively. However, only 40% of the
clock generator power consumption (i.e. 24.3% of the total) is used in the clock generator
circuitry, the rest, i.e. 60% of it or 36.3% of the total) is due to the I/O functionality of its
input buffer.1

To measure the proposed complex-valued filter, each single-ended I/Q input signal provided
by a Keysight Waveform Generator 33600A is converted to differential through a wideband
transformer on the printed circuit board (PCB), which is then terminated with a 50Ω resistor.
Moreover, the differential output of each I/Q arm is converted back to single-ended by another
on-PCB transformer and the I/Q output signal is read via a Rohde & Schwarz FSM200
spectrum analyzer.

Figure 4.15 shows the measured normalized frequency response. The results are compared
with post-layout simulation of the entire circuit including the input gm stages and output
buffers. Moreover, the ideal mathematical transfer function (4.12) is superimposed. The
measurement actually indicates a few dB better filtering at higher frequency offsets than

1In the intended SoC application, the clock signal does not come through I/O pads and is rather generated
internally.
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Figure 4.16: Measured TF for different center frequencies and bandwidths (ON mode: CH1,4=4.5 pF,
CR=0.5 pF. OFF mode: CH1,4=0.5 pF, CR=0.5 pF).

predicted. The stop-band rejection is more than 70 dB for the highest history capacitor value
at a 50MHz offset (limited only by our current lab equipment) from its center frequency of
1.6MHz. It is worth mentioning that the notch at dc is due to the high-pass characteristic of
the dc-blocking capacitor, Cc in the gm-cell (see Fig. 4.11).

To showcase the reconfigurability of the center frequency and bandwidth of the proposed
BPF, the measured transfer function (TF) for different sampling frequencies fs is illustrated
in Fig. 4.16. As mentioned before, the clock frequency fclk is 4× larger than the sampling
frequency fs, where fs =1GHz is achieved when fclk runs at 4GHz, which is the highest
measured for this structure. Moreover, by changing the CH/CR ratio, the center frequency
and BW can be tuned. As mentioned before, due to the pad/core-limitation, there is just
one bit to show that the filter fc and BW are tunable by changing CH .

The noise of the filter is evaluated by the spectrum analyzer. For this measurement, the
input of the filter is grounded and the output noise is measured. The input-referred noise of
the proposed filter is illustrated in Fig. 4.17 for a 10MHz bandwidth. The flicker noise and
bias noise of the gm-cell dominate at the lower frequencies, while at the higher frequencies
the kT/C noise shaped by the filter’s transfer function is dominant.

Shown in Fig. 4.18 is the out-of-band IIP3 measured by applying a two-tone test at the
chip input. The out-of-band two-tone frequencies are at ∼50MHz with a 2.5MHz spacing
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Figure 4.17: Measured noise with superimposed SPICE simulated curve.
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Figure 4.18: Measured out-of-band IIP3.

to have enough filtering at the output. The measured IIP3 is +17.34 dBm. Moreover, the
in-band IIP3 is measured using a two-tone test at 2MHz with 1MHz spacing. According
to Fig. 4.19, the in-band IIP3 of +2.46 dBm is achieved. It is worth mentioning that the
linearity of the gm-cell is the main limitation of IIP3. Notably, the charge-sharing part of the
complex band pass filter achieves a much higher IIP3 value (i.e. +29.1 dBm per simulations).

Performance of the proposed band-pass filter is compared with prior-art architectures in
Table 4.2 including six prior-art complex-valued BPFs and one LPF. Based on the reported
measured filtering characteristics, Figure 4.20 summarizes the amount of stop-band rejection
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Figure 4.20: Extracted out-of-band rejection of reported BPFs at an offset frequency of one
bandwidth, BW, away from center frequency, fc, for minimum and maximum bandwidths. Note
that in [99,102,103] the bandwidth is fixed.

per stage at an octave frequency offset with respect to the 3-dB (two-sided) bandwidth
away from the center frequency (i.e fofs = fc + fBW). For the tunable filters, both the
minimum and maximum BWs are reported in the plot and in Table 2.1. Our BPF shows
the highest out-of-band rejection while offering the overall best-in-class performance at the
lowest consumed power.
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4.5 Conclusion

In this chapter, a band-pass complex IIR filter was proposed and experimentally verified
in TSMC 28-nm LP CMOS. It takes advantage of a clock-reuse technique that facilitates its
operation at high clock frequencies, while providing a high stop-band rejection, and bandwidth
tunability. As a result, the proposed filter architecture is amenable for discrete-time receivers.
Such receivers are typically difficult to design for applications that require relatively high
performance filtering with high frequency clocks for generating multiple phases.
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Table 4.2: Summary and comparison with state-of-the-art.
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(a) Output buffer is not included. (b) Low pass filter (c) Total RX power consumption is 22mW (d) Total RX
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5
Charge-Sharing Low-Pass IIR Filter with En-
hanced Anti-Aliasing Filtering due to a Linear
Interpolation Technique

This chapter continues with the baseband filtering and introduces a new architecture of a
discrete-time charge-rotating low-pass filter (LPF) which achieves a high-order of filtering and
improves its stop-band rejection while maintaining a reasonable duty cycle of the main clock
at 20%. Its key innovation is a linear interpolation within the charge-accumulation operation.
Fabricated in 28-nm CMOS, the proposed IIR LPF demonstrates a 1–9.9MHz bandwidth
programmability and achieves a record-high 120 dB stop-band rejection at 100MHz while
consuming merely 0.92mW. The in/out-of-band IIP3 is +18.6/+26.6 dBm.

5.1 Introduction

Integrated low-pass filters (LPF) with strong rejection of out-of-band frequency compo-
nents are essential building blocks in a variety of applications, such as telecommunications,

103
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Figure 5.1: Conventional 4th-order charge-rotating IIR filter.

video signal processing, anti-aliasing filtering, etc. Attention is drawn toward structures
featuring low noise, small area, high in-/out-of-band linearity performance, and low-power
consumption. There are various techniques in building high-performance LPFs, including
charge-rotating (CR) infinite-impulse response (IIR) [104, 114], analog finite-impulse re-
sponse (AFIR) [112], filtering by aliasing (FBA) [115], and flipped/coupled source followers
(FSF/CSF) [116], [117]. Among them, the discrete-time (DT) charge-rotating filters are
becoming increasingly important since they rely on CMOS switches, inverters and capacitors,
which all enjoy high process scalability [104]. They also offer hope in addressing one of the
key remaining issues in advanced communication systems: the out-of-band rejection strength
which is highly desired (e.g. in 5G wireless).

In the conventional charge-rotating IIR filtering, as illustrated in Fig. 5.1, the current
is sampled over an integrating time window Ti = 1/5fs. The resulting integrated charge is
interpreted as a DT charge packet. The window integration acts like a zero-order hold (ZOH)
on the charge, which forms a continuous-time (CT) sinc(πf/fs) antialiasing filter. The DT
charge samples are then low-pass filtered by a passive switched-capacitor circuit. By means
of the sampling capacitor (CS), the charge rotates between several history capacitors (CH)
leading to a high-order low-pass filtering. The order of filtering can be arbitrarily increased
but at the cost of increasingly more clock phases and history capacitors [104].

Conceptually, if the ZOH is replaced with a first-order hold (FOH), whose frequency
response is sinc2(πf/fs), its stop-band rejection will be substantially improved. This would
lead to a better attenuation of unwanted signals folded from multiples of the sampling
frequency, fs. However, in practice, the realization of a linear interpolation is very challenging.
In [118], a rectangular boxcar was convolved with itself to make a triangular response with
a transfer function of sinc2(πf/fs). However, that technique requires another stage of the
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charge sampling filter whose transconductance gm-cell converts the voltage output of the first
stage to the current and then integrates it into integrating capacitors for providing the second
boxcar. This unfortunately leads to higher complexity and power consumption. Moreover,
since the the number of sampling capacitors gets doubled, and they all need to be reset in
both stages, the charge loss increase leads to a deterioration in signal-to-noise ratio (SNR).

In this chapter, we propose a new approach to implement the sinc2(πf/fs) function by
providing a pseudo-linear interpolation through an L-fold technique. Moreover, the history
capacitor in each stage is dynamically changed to provide a higher-order of filtering. The
proposed technique is applied to a 4th-order IIR LPF, leading to the highest out-of-band
rejection among analog filters. The rest of the chapter is organized as follows. Section 5.2
describes the proposed low-pass filter. The circuit implementation is provided in Section 5.3.
Finally, the measurement results are given in Sections 5.4.

5.2 Proposed Low-Pass Filter

An approximation to the triangular response is shown in Fig. 5.2(a). Instead of the
integrating sampling capacitor CS staying constant as in the conventional solutions, its
capacitance gradually varies over time in discrete steps to approximate the linear response.
The integrating phase φ1 is split into five equal sub-phases to generate the three active
sub-phases, φIS1, φIS2, and φIS3. The sampling capacitor, CS, is split into 4 constituent
capacitors, CS/3,CS/6, CS/6 and CS/3, as shown in Fig. 5.2. Enabling different combinations
of the sampling capacitors during each of the sampling sub-phases allows varying the effective
sampling capacitance over the integrating window, thus achieving the staircase approximation
of a triangular sampling window. Moreover, the history capacitor also gradually increases in
discrete steps. The capacitance change steps are carried out during the sub-phases φIH1−3 for
the history capacitor and sub-phases φIS1−3 for sampling capacitor, all within the sampling
period (Ts). The clocking scheme for enabling the constituent sampling capacitors is plotted
in Fig. 5.3.

The new LPF in Fig. 5.3 is based on the conventional structure of Fig. 5.1 as a foundation
for the proposed improvements. It replaces the fixed history and sampling capacitors in
the conventional scheme with the dynamically variable CH and CS capacitors. Moreover,
incrementally engaging the history capacitors CIH1−3 during the sub-phases φIH1−3 further
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Figure 5.2: Idea of first-order-hold (FOH) and transfer function comparison of sinc(πf/fs) and
sinc2(πf/fs).

causes the charge to be dynamically shared between each CH and its CIH1−3 , leading to a
stronger filtering, specially at higher frequency offsets. However, the charge is not delivered
to the output uniformly; it is conveyed in multiple steps (4-steps in this case) at a fraction
of the sampling period, like in an L-fold linear interpolation [119]. Hence, the antialiasing
transfer function is close to sinc2(πf/fs) for values of L above 2: as shown in Fig. 5.2,
sinc2(πf/fs) improves the rejection at higher frequencies by around 20 dB as compared with
just sinc(πf/fs). It is worth mentioning that the sampling frequency is still beneficially
maintained at fs which is unchanged from the conventional 4th-order LPF. It should be
noted that to improve the stop-band rejection in the conventional design, the order of filtering
should increase by increasing the number of phases as well as increasing the sampling period,
Ts (under the constraint of fixed duration of the individual phases).
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Figure 5.3: Proposed IIR filter with FOH, and its timing diagram.

5.3 Circuit Implementation

Implementation of the proposed 4th-order IIR filter is detailed in Fig. 5.4. The differential
input VI is converted to current by the pseudo-differential ac-coupled inverter-based gm-cell.
Its output dc voltage is set to VDD/2 by the common-mode feedback (CMFB) circuit. The
current is integrated in the time-varying history capacitor, C ′H = CH + CIH1−3, and shared
with the time-varying sampling capacitor, C ′S = CS + CIS1−3. Capacitor CS samples the
charge during the sampling phase of the IIR filter (i.e., φ1) while its value changes during the
sub-phases, as discussed in Section 5.2.

In each phase, C ′S shares the charge with other C ′H ’s. Finally, during the last phase, CS
is reset. Since this structure is reset just once per 1/fs cycle, its noise degradation is kept at
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Figure 5.4: Full circuit implementation of the proposed low-pass filter. (The clock circuitry is shown
in Fig. 5.5.)

minimum. During each main phase φ1−4, the history capacitor is increased gradually with
the additional capacitor bank of CIH1−3 during sub-phases φIH1−3 . This directly results in the
improved out-of-band rejection compared to the prior art. Moreover, the bandwidth of the
filter, defined by the ratio of C ′H/C ′S and fs, is tunable.

Figure 5.5 illustrates the clock generator circuitry. The input sinewave signal at 2GHz is
injected to the waveform generator through an I/O buffer. The waveform generator produces
three different clock phases including five main phases (i.e., φ1, φ2, φ3, φ4, φ5) for the main
functionality of the filter, three sub-phases for incrementally changing C ′H (i.e., φIH1, φIH2,
φIH3), and three sub-phases to dynamically vary the value of C ′S (i.e., φIS1, φIS2, φIS3). It
mainly consists of two sets of back-to-back circulating D-flip-flops, three in the first path and
20 in the second path. All required phases are generated through several gates.
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Figure 5.5: Circuit schematic of the clock generator circuitry.

5.4 Experimental Results

The proposed filter is realized in TSMC 28-nm LP CMOS. Fig. 5.6 shows the chip
micrograph. The total chip area is 1.04mm2, with the active area occupying only 0.192mm2.
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Figure 5.7: Measured normalized transfer functions in two filtering modes: conventional (see Fig. 5.1)
and proposed, for the 3-dB bandwidth of 1MHz.

All charge-rotating capacitors are implemented as binary-controlled MoM capacitors. To
provide bandwidth tunability, sampling and history capacitors are digitally programmable by
enabling/disabling the unit cells, with values listed in Fig. 5.6. The filter operates at 0.9V
and consumes 0.92mW in total. The gm-cell and 2-GHz waveform generator drain 0.32mW
and 0.60mW, respectively. The power consumption of the external interface circuitry: input
clock buffer and test output buffers is 1mW and 7mW, respectively.

Figure 5.7 shows the measured normalized transfer functions (TF) in the proposed and
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Figure 5.8: Measured normalized transfer functions: bandwidth programmability.

conventional modes. To keep the 3-dB bandwidth of both modes identical, the size of
the history capacitors (CH) in the conventional mode is chosen larger than the composite
C ′H in the proposed mode. As shown, the out-of-band rejection improves by >20 dB. To
demonstrate the filter’s tunability, the TF was measured for different values of the history
capacitor. Figure 5.8 shows the 3-dB bandwidth programmability of 1–9.9MHz.

The in-band (out-of-band) IIP3 is measured in Fig. 5.9 using a two-tone test at 5 & 6MHz
(100 & 110MHz). The achieved in-band (out-of-band) IIP3 is +18.6 dBm (+26.63 dBm).

Performance of the proposed filter is summarized in Table I and compared to state-
of-the-art low-pass filters. It achieves the record-high stop-band rejection of 120 dB while
providing best-in-class linearity and noise performance. The closest contender [104] achieved
100 dB stop-band attenuation by using a 7th-order filtering, but it requires more clock
phases and consumes 2× the power. Besides featuring the best stop-band rejection, the
proposed filter maintains better in-/out-of-band linearity, power consumption and noise
performance compared to [115] and [120]. Although [112] achieves higher gain and lower
power consumption using an analog finite-impulse response filtering technique (AFIR), its
linearity and noise performances are significantly worse.
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5.5 Conclusion

A new low-pass IIR filter was introduced and experimentally verified in 28-nm CMOS. It
takes advantage of a new pseudo-linear interpolation technique that enhances the stop-band
rejection while keeping the duty cycle of the clock the same as in the conventional CR-IIR
filter. It also allows for an easy tunablity of the bandwidth. As a result, the proposed low-pass
filter architecture appears a suitable candidate for various challenging applications, such as
in discrete-time cellular receivers.
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Table 5.1: Summary and comparison with state-of-the-art filters.

This work
[104]

JSSC’14
[115]

ISSC’17
[114]

VLSI’17
[116]

ESSCIRC’18
[120]

TCASI’18
[112]

JSSC’20
[117]

JSSC’20

Topology CR-IIR CR-IIR FBA CR-IIR FSF CR-IIR AFIR CSF

Technology [nm]
28

CMOS
65

CMOS
65

CMOS
130

CMOS
28

CMOS
180

CMOS
22

FDSOI
180

CMOS

Order 4th 7th 4th 3th 4th 4th – 5th

BW [MHz] 1∼9.9 0.4∼30 2.5∼40 0.54 100 0.49∼13 0.06∼3.4 20

Max Stop-band Reject. [dB] 120 100 70 45** 60** 100 70** 80**

Gain [dB] 14.7 9.3 23 – -2.6 17.6 31.5 0

IRN [nV/
√

Hz] 4.3 4.57 – 23.3 8*** 6.54 12 15.3

IB IIP3 [dBm] +18.6 +16 +8 – +2.5∼+12.5 +11.1 – +11.5∼+24.5

OB IIP3 [dBm] +26.6 – +21 +55.1 – +15 -3.5* –

VDD [V] 0.9 1.2 1.2 1.2 1 1.8 0.7 1.3

Power [mW] 0.92 1.96 76.8∼ 100.8 0.15 0.97 4.3 0.092 0.65

Active area [mm2] 0.192 0.42 0.23 0.06 0.026 2.9 0.09 0.12
* Calculated from reported OIP3 in dB as IIP3 = OIP3−Gain; ** Estimated from figure; *** Simulated result.



C h a p t e r

6
Conclusion

In this dissertation, the design, analysis, modeling, and implementation of the key building
blocks of a cellular receiver in the deep nano-scale CMOS process technology are discussed.
Section 6.1 gives a short summary and repeats the accomplishments achieved. Since some
parts of my research (the D/E-band all-digital transmitter and low-power Bluetooth discrete
time receiver) are still undergoing measurements, Section 6.2 briefly mentions those. Finally,
Section 6.3 proposes some suggestions for future work.

6.1 The Thesis Outcome

The superheterodyne receiver (RX) with resonant band-pass filters (BPFs) tuned at a
fixed intermediate frequency (IF) was the architecture of choice over a period of several
decades for wireless receivers constructed with external discrete components. With the
invention of IC chip, the zero-IF architecture drew the RF designers’ attention for making
fully monolithic receivers due to its simplicity and cost reasons. The main advantage of
the zero-IF architecture is that it does not require any bulky BPFs, which are needed in a
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traditional superheterodyne RX for image rejection, and can instead rely on low-pass filters
for channel selection, which are much easier to integrate in CMOS. However, that approach
suffers from time-variant DC offset, limited IIP2, and a high flicker noise of devices.

On the other hand, since the superheterodyne architecture operates at high IF, it does not
inherently suffer from the above problems. The main challenges towards a fully integrated
superheterodyne receiver were the non-linearity of LNTA, especially in the FDD mode and
the integration of IF bandpass filters. Both of them have been addressed in this work.

Moreover, while the transistor cutoff frequency (fT ) has improved dramatically with
scaling, conventional RF/analog techniques, which were optimized for the older technology,
do not effectively make use of the ultra-high speed of transistors of scaled CMOS to improve
the system performance. In contrast, the DT RF/analog building blocks, such as a MOS
switch, capacitor, gm-cell, and digital clock generator, benefit directly from scaling in terms of
speed, power consumption and area. Therefore, an attempt was to use as much as possible the
DT RF/analog or digital-like blocks throughout this dissertation. The DT implementation
also reduces the performance sensitivity to the process variations.

In Chapter 2, a new noise reduction/cancellation technique is proposed to improve the
noise figure (NF) of a broadband low-noise transconductance amplifier (LNTA) for 5G
(sub-6GHz) receivers. The LNTA combines a common-gate (CG) stage for wideband input
matching and a common-source (CS) stage for canceling the noise and distortion of the CG
stage. Yet another noise reduction is applied to reduce the channel thermal noise of the
noise cancellation stage itself. The technique further exploits current reuse and increases
transconductance of the CS transistor while keeping its power consumption low. Fabricated
in 28-nm CMOS, the proposed LNTA is capable of driving an external 50Ω load and achieves
a NF of 2.09 dB to 3.2 dB and input return loss (S11) better than –10 dB over the 3-dB
bandwidth of 20MHz to 4.5GHz while consuming 4.5mW from a single 1V power supply.
The achieved gain (S21) and IIP3 are 15.2 dB and -4.6 dBm, respectively.

Chapter 3 discusses two wideband low-noise (transconductance) amplifiers (LN(T)A)
where two novel two-fold noise cancellation schemes are proposed. Fine tuned for the advanced
CMOS, the first proposed LNA architecture uses a common-gate input branch to provide
wideband input matching. It is followed by two stages of the common-source structure which
cancel the noise and distortion of the first and second stages and relax the design restriction on
the first noise-cancellation stage. The provided circuit-level analysis is verified by simulations.
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The proposed LNA is fabricated in 28-nm CMOS. It achieves a minimum noise figure (NF) of
2.5 dB and input return loss (S11) < −15 dB over a 0.02–2GHz bandwidth while consuming
only 4.1mW from a 1V supply and driving an external 50-Ω load. The −3 dB power gain
(S21) is 18.5 dB and IIP3 is +4.15 dBm.

In the other design, the proposed LNTA employs a cross-coupled common-gate stage for
wideband input matching. By applying a two-fold noise cancellation technique, the channel
thermal noise of the first stage is removed, which improves its noise performance and linearity.
We perform a detailed analysis of the transfer function, noise and linearity, which are then
verified in simulations in TSMC 28-nm LP CMOS technology. The presented LNA achieves
a power gain of 18.9–16 dB within 100MHz up to 3.7GHz and the input and output return
loss of better than 10 dB. The IIP3 is +2.8 dBm and the noise figure (NF) ranges 1.58–2.4 dB
over the band of interest with 24mW DC power consumption.

In Chapter 4, we propose a novel clock-phase reuse technique for a discrete-time IIR
complex-signaling band-pass filter (BPF). This leads to a deep improvement in filtering,
especially the stop-band rejection, while maintaining the area, sampling frequency, number
of clock phases and their pulse widths, but also the noise performance. Fabricated in 28-nm
CMOS, the proposed BPF is highly tuneable and is capable of achieving a 70 dB stop-band
rejection at 50MHz offset with 25%-duty-cycle clocks, while consuming 1.65mW. The achieved
in/out-of-band IIP3 is +2.5 dB and +17.3 dBm, respectively, and the input-referred noise
(IRN) is 1nV/

√
Hz.

Finally, Chapter 5 introduces a new architecture of a discrete-time charge-rotating low-
pass filter (LPF) which achieves a high-order of filtering and improves its stop-band rejection
while maintaining a reasonable duty cycle of the main clock at 20%. Its key innovation is a
linear interpolation within the charge-accumulation operation. Fabricated in 28-nm CMOS,
the proposed IIR LPF demonstrates a 1–9.9MHz bandwidth programmability and achieves a
record-high 120 dB stop-band rejection at 100MHz while consuming merely 0.92mW. The
in/out-of-band IIP3 is +18.6/+26.6 dBm.

6.2 Other Research in Progress

It is worth mentioning in passing that two novel DT Bluetooth receivers, one being an
ultra low-power mixer-first receiver and another one being a high-performance low-power
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receiver, have been designed and fabricated in 28-nm CMOS and are currently being measured
in the lab. Besides the high-performance and low-power consumption features of these two
designs, one of the key innovations is a new complex band-pass filter. Moreover, two novel
high-frequency all-digitally assisted transmitter at 80GHz and 150GHz are designed and
fabricated in 22-nm FDSOI which are under measurement. The key idea of these designs
are mm-wave oscillators which could provide very low phase noise with minimum power
consumption while transferring the maximum power. Finally, a novel first-ever reported
D-band ADPLL based transmitter with an on-chip antenna has been designed and fabricated
in 22-nm FDSOI, which is also under lab measurements.

6.3 Some Suggestions for Future Developments

After considerable improvements in the noise figure and linearity in the low noise (transcon-
ductance) amplifier [LN(T)A], new bottlenecks arise. The main suggestions for future research
are briefly discussed as follows:

• Since the linearity of the noise-reduction LN(T)A is not optimized, the next challenge is to
further improve its linearity. However, it is important not to sacrifice the noise, gain or
power consumption performance.

• The proposed two-fold noise-canceling LNA is not suitable for the current-mode receiver
since its output impedance is low. Hence, there is room for innovation there to make it
amenable to work as a LNTA by keeping high linearity, low power consumption, and
low noise figure.

Through this dissertation, it has been shown that the discrete-time (DT) signal processing
will be the approach of choice for future development of commercial receivers in nanoscale
CMOS.

• One recommendation is to integrate both the proposed LPF and BPF in a DT receiver and
verify the overall RX improvement in noise, linearity, power consumption, and blocker
tolerance.
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• Since the proposed complex charge-sharing band-pass filter was pad limited, there is
great room for research to provide a tuning bank and verify the bandwidth and center
frequency tunabilty of the proposed clock reuse structure.

• Since a higher-order of filtering is achieved in both low-pass linear interpolation and
complex charge-sharing band-pass filter without sacrificing the sampling frequency,
by applying a pipeline technique, sharp filtering with high sampling frequency can be
obtained that will be less sensitive to the folding effects due to sampling. Consequently,
it would be more attractive for zero/low-IF receivers.
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