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Abstract 
 

Perhaps more than any other product, beer evokes its place of origin. Part of what makes every pint of 

Guinness or stein of Paulaner so memorable is what sets them apart and gives them their unique "taste of 

place." This chapter explores the geographical differentiation of beer. To do so, we collect data on regional 

beer recipes, styles, and ingredients from a homebrewing website. We then employ Evolutionary Economic 

Geography (EEG) methods and create weighted co-occurrence networks for the ingredients within each style. 

We use these networks to identify which ingredients are most important to each beer style, measure a style’s 

robustness, and compare differences between geographically close and distant styles. While previous 

literature focuses on the related diversification of regions, we use these methods to examine the differences 

within the same product and across many regional styles and flavours. Combining the EEG methods with this 

unique ingredients dataset, we show that almost all beer styles rely on only a handful of key ingredients. Yet 

some regional beers are more robust than others due to readily available substitute ingredients in their 

region. Likewise, we demonstrate that styles originating in close geographic proximity are more similar in 

their use of ingredients. 

 
Keywords: Regional Analysis, Evolutionary Economic Geography, Network Analysis, Beer, Ingredients 
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Introduction  
 

In this chapter, we study the regionalization of products using beer styles as an example. We collect an 

inclusive and extensive dataset on beer recipes - their ingredients, styles, and historical origins - to study 

how this final good diverges and diversifies across regions and time. Combined with ideas and methods 

from Evolutionary Economic Geography (EEG), we use these data to compare the co-occurrence of 

ingredients within styles originating at close and distant physical locations. We measure the variability of 

inputs used in each style and how much they depend on a few vital local ingredients. In doing so, we aim 

to extend the literature by demonstrating the significance of regional resources, knowledge, and practices 

in the differentiation of products. 

Past literature focuses on the proximity between products to study the “related diversification” 

of regions (Hidalgo et al., 2018). These studies rely on the co-occurrence of exports, patent codes, skills, 

jobs, music genres, and even Olympic sports to expose that “entities are more likely to become successful 

in activities that are related to their current activities in terms of knowledge and other resources” 

(Knuepling and Broekel, 2022, p.183). However, they seldom examine how local competencies influence 

the quality and nature of products made in particular locations (Hummels and Klenow, 2005; Henn et al., 

2015). In other words, the current literature lacks empirical studies stressing and uncovering regional 

differences within the same product. We seek to address this gap. Namely, since we expect these within-

product disparities to reinforce and result from the same processes that lead to the related diversification 

of regions, in this chapter, we borrow and build upon the available methods in the literature to map the 

regional uniqueness of beer. 

As Boschma and Franken (2006, p.278) write, EEG “aims to understand the spatial distribution of 

routines over time. It is especially interested in analysing the creation and diffusion of new routines in 

space and the mechanisms through which the diffusion of fitter routines occurs.” By replacing routines 

with recipes, the literature offers us the background to understand how local resources shape the 

popularity of beers and pave the way to new combinations of ingredients (Metcalfe et al., 2006). In other 

words, EEG teaches that “experiences and competencies acquired over time by individuals and entities in 

particular localities to a large degree determine the present configurations as well as future regional 

trajectories” (Kogler, 2015, p.705). Thus, grounded in this literature, we expect the local beer recipes to 

gradually change as agents face unique “experiences and competencies” to the point where these become 

“fundamentally different goods” (Schott, 2004). That is to say, the different experiences and endowments 

across space eventually transform these beers - or any other final good - into new variations or styles that 

are particular to a place. 

Therefore, EEG offers the right setting to study and measure the within-product differences 

resulting from local “experiences and competencies.” And so, instead of focusing on regions branching 
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into new activities close to their portfolio, we use the insights from EEG to examine differences within the 

same good - but which originate from distant places. We use the co-occurrence method not to measure 

product relatedness but to compare the “current arrangement” of beer recipes. We borrow and adjust 

the EEG methods to answer what sets these local beer styles apart. Following this logic, our approach 

allows us to examine how the unique local endowments transformed the brewing experience in space - 

even as we now brew and consume these beers worldwide. 

To sum up, our goal is beyond exploring the geography of beer styles. Instead, we use it as a case 

study to learn about the regionalization of products through the EEG lenses. Beer is one of the oldest and 

most widespread products of human civilization. Yet it is surprisingly local. Hence, it offers unique insights 

into the diffusion and regionalization of products. Think about the California Commons, a beer style born 

out of German brewers struggling with the lack of refrigeration in the American West during the Gold 

Rush. Or the Bavarian Weissbier, which under the Reinheitsgebot could only be produced by those with 

exclusive royal rights. And the Belgian Saison that was traditionally brewed by isolated farmhouses in 

Wallonia using locally grown ingredients. All these examples show the role of climate, regulations, social 

arrangements, and much more in developing these regional styles and their peculiar recipe configurations. 

More importantly, the dataset we collect allows us to capture, to estimate the differences across these 

beer styles. We have detailed information on every recipe - including the weights and measures of 

individual ingredients - and we use this data to make co-occurrence networks for every beer style in our 

sample. Besides, since we have precise information about the historical development of beer styles from 

the Beer Judge Certification Program (BJCP), we can place these in space and group them into families 

according to their origins. Therefore, we treat the networks as the “fingerprints” of brewing know-how 

specific to each style’s region and history. Succinctly, we argue that beer recipes make an excellent case 

study, and our data coverage provides the right setting to study the differentiation and regionalization of 

products. 

While the results presented in this chapter remain exploratory, it highlights possible paths for the 

related diversification and EEG literature. First and foremost, as we argued before, it shows the need to 

consider how local competencies shape the quality and nature of products. Following this path, future 

efforts will enhance our very grapes of the concept of relatedness (Juhász et al., 2021). They will provide 

support for Smart Specialization Strategies pushing forward quality upgrading (Amiti and Khandelwal, 

2013; Fernandes and Paunov, 2013; Crespi et al., 2014; Radosevic, 2017) and possibly introduce entirely 

new research questions and goals to the literature. Consider, for example, past work looking at place-of-

origin labels as a branding instrument. These lean on the marketing literature and consider the place of 

origin as a “competitive differentiation” label that influences consumers’ attitudes and purchase 

intentions (Verlegh and Steenkamp, 1999; Dinnie, 2004). Indeed, writing about the German beer market, 

Lentz et al. (2006, p.251) evaluate that the “place of production of a good [...] are important attributes by 
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which customers assess their quality.” Yet, in this chapter, we used another approach to distinguish 

between the unique “taste of place” associated with the different beers. We look at the internal 

composition, the combination of ingredients within every recipe, to measure and understand the role of 

local inputs in differentiating between styles. And we suspect that future research could do the same for 

other products with strong regional ties. Hence, as we push the EEG methods to new cases, the regional 

science literature will provide the means to examine and possibly substantiate the desire to attribute 

authenticity to a location via appellations. 

Another contribution stems from expanding the relatedness methodology into a new area and 

data source (Whittle and Kogler, 2020). Patent data gives researchers a wealth of information on every 

invention - e.g., priority year, citations, technological codes, inventors and their locations, etc. Thus, 

unsurprisingly it has become a valuable source for regional studies literature to graph the dynamics of 

knowledge creation and integration across space (Griliches, 2007; Neffke et al., 2009; Leydesdorff et al., 

2017). Nonetheless, there are equally known limitations to applying and interpreting data from patents 

and their inherent classification schemes. And the knowledge space method is not exempted from these 

concerns (Kang and Tarasconi, 2016; Jaffe et al., 2019). As such, the growing availability of alternative data 

sources, text mining, and other tools could prove essential to circumvent some of these well-established 

issues from relying on patent and CPC codes. Future efforts following this path could prove valuable to 

strengthen, validate, and appreciate the limits of the existing practices (Klement and Strambach, 2019). 

Expanding these methods to new data will advance the field because knowledge does not exist just in the 

ivory tower but also in everyday products around us. Even something as deceptively simple as beer is full 

of complex relationships ripe for thorough analysis - something we sought to demonstrate in the current 

contribution. Indeed, compared to previous work using patent data, we can create highly detailed recipe-

style networks because we collect the weights and measures of each ingredient within recipes. Because 

we know the exact proportions used in each recipe, we no longer must weigh the components equally. 

Our precise measures allow us to properly reweigh the edges between ingredients based on their relative 

proportions and thus use the full power of the co-occurrence networks. This may seem like a minor detail, 

but it allows a level of precision not currently possible in the innovation and regional studies literature. 

Two beers may have nearly the same list of ingredients yet taste widely different because of the ratios of 

their combinations. The recipe, like a patent, is not simply a bill of materials but a set of instructions on 

how to combine them. The level of detail, missed in the current literature due to limitations of patent 

data, opens a rich new set of questions. 

Our work also contributes towards efforts to measure and understand local knowledge 

capabilities. We stress the regional differences regarding the structure of knowledge networks (Buarque 

et al., 2020). Instead of plotting a universal knowledge space to measure relatedness, as usual in the 

literature (Kogler et al., 2013; 2017), we build and compare the co-occurrence networks of each style. We 
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attach each beer style to a unique network and thus allow the graphs’ structure to change from place to 

place. These become the “fingerprints of inventive activity” and carry valuable data regarding how the 

different styles combine, recombine, and transform recipes. And the growing availability of means to 

compare networks (Tantardini et al., 2019) can fuel our analysis of what distinguishes the inventive 

regions. Future research can benefit from these methods to examine what makes a place unique or what 

drives its similarities. They can study how geography and social proximity explain the similarity across 

groups or focus on the role of history and institutions in shaping these different networks - like we showed 

that beer ingredient networks are far closer within regions than within families. Indeed, although still rare, 

we start to observe investigations using this insight to understand, for example, how the “technology 

network structure conditions the economic resiliency of regions” (Toth et al., 2021). In summation, 

examining regional variations in the network structure will promote robust inferences about the causes 

and consequences of innovation. And once again, the effort outlined in this chapter suggests valuable 

research paths that can foster our grasp of regional knowledge. 

Our final contribution to the literature challenges the traditional definition of a region. We often 

represent regions as administrative or territorial demarcations with rigid borders, like the NUTS2 zones in 

Europe. These strict definitions are helpful but imperfect. And they commonly ignore fuzzier concepts like 

industrial clusters, job markets, and commuter zones (Parr, 2007; Conttineau et al., 2018). Many regions 

of cultural and economic importance span borders and therefore require a more nuanced definition. 

Besides, recent publications show that “off the shelf” territorial delineations “vary significantly and [...] 

may introduce noise or regional bias that merits consideration in any analysis conducted with these units” 

(Fowler and Jensen, 2020, p.1396). As follows, a growing body of work proposes combining socioeconomic 

data along with geographical divisions to ensure better-fitting demarcations (Ratti et al., 2010; Thiemann 

et al., 2010; Piccardi and Tajoli, 2012; Barber and Scherngell, 2013; Hawelka et al., 2014; Sobolevsky et al., 

2014; Pei et al., 2014). In light of these recent advances, we choose to take an uncommon definition of 

regions but one well in line with our topic of interest. Because beer styles span borders/cultures and often 

intermingle within traditional statistical units, we take a more flexible definition of regions, equating each 

beer style to its historical place of origin. These can sometimes precisely identify a city - such as Kölsch or 

Munich Helles. But they can also cover large swaths of places and people like the American IPA and its 

English counterpart. We imagine these regions accurately reflect our research question, and they highlight 

the value of diverse and outside-the-box definitions to study human organization across and within 

territories. 

At last, although not our primary objective, we also contribute to the literature on the geography 

of beers. A large body of work discusses the regional aspect of beer (Patterson and Hoalst-Pullen, 2014). 

These cover the spatial diffusion of beer from its origin in the Fertile Crescent (Sewell, 2014) and the 

development of geographic appellations (Mittag, 2014). Several papers discuss the clustering of 
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microbreweries in space (Elzinga et al., 2015; Cabras and Bamforth, 2016; Dennett and Page, 2017; Gatrell 

et al., 2018; Wojtyra et al., 2020). And, most relevant for this chapter, we also find qualitative 

investigations regarding the history, importance, and sensitivity of local ingredients that give each beer its 

unique “taste of place” (Yool and Comrie, 2014; Kind and Kaiser, 2020; Knudson et al., 2020). However, 

there has yet to be an empirical study of beer ingredients and regional variation. That is likely because it 

is difficult to get relevant and inclusive data on the subject. Thus, our contribution is assembling data on 

beer recipes, styles, ingredients, and their locations. These allow us to quantitatively explore what sets 

beer styles apart. We can then easily measure which ingredients are most important to a beer style and 

region. We can also observe how robust the networks are to losing local ingredients. That is to say, we 

bring highly detailed micro-data to longstanding questions in the geography of beer. We also marry this 

literature with analysis from EEG and innovation studies. In doing so, we shed light on old questions and 

pave the way for others to ask and answer new ones. 

The rest of the chapter proceeds as follows: Section 3 discusses how we fetch, parse, and 

normalize the recipe-level data. Section 4 transforms recipe ingredient data into style networks. Section 

5 introduces eigenvector centrality, our main measure of ingredient importance. Section 6 details our 

targeted deletion strategy. Section 7 defines the ability of certain styles to weather losses of key 

ingredients. Section 8 posits that geography, and the abundance of ingredients area key determinants of 

robustness. Section 9 concludes. 

 

Data Collection and Mapping 
 

We gather data on 126,256 beer recipes and map them to individual styles, which in turn can be historically 

linked to countries, regions, and even cities. We use the authoritative BJCP Style Guide to define broad 

styles of beer, then match beer recipes to styles. We get our beer recipes and their ingredients by 

downloading BeerXML files from BrewersFriend.com. BrewersFriend allows home brewers and small craft 

breweries to record and manage their recipes. Recipe ingredients are broken down into hops and malts, 

each of which detail the types and amounts of ingredients added to the recipe. Figure A (Appendix)2 

provides an abridged example of the BeerXML file for one such recipe. BrewersFriend allows recipes to be 

made publicly accessible or otherwise marked private. The 126,256 public recipes on BrewersFriend form 

the basis of our sample. We download these public recipes in BeerXML format, then parse the ingredients 

in each of the five categories into separate tables. Once parsed, we spend considerable effort 

disambiguating ingredient names so that they may be matched to multiple recipes.3  

 
2 The Appendix for this chapter is available online at: http://hdl.handle.net/10197/24458 
3 For example, one recipe may use “CaraPils” malt and another “carapils” malt, even though these are the same 
underlying ingredient.  

http://hdl.handle.net/10197/24458
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We then turn to refining our sample. We first restrict our sample to include only recipes using whole 

ingredients. Some recipes in BrewersFriend use pre-mixes from brewing kits that already combine 

ingredients and therefore offer little information about the choice or combination of ingredients. This 

restriction leaves us with 109,015 unique recipes, or 86% of our original sample. We then turn to 

regionalizing our recipes through their styles. 

Each recipe is associated with a single official BJCP style. BJCP styles are an international standard 

used to group and evaluate beers at brewing competitions worldwide. We group our recipes into 144 

different BJCP styles and drop 3,159 recipes that do not specify a style. We drop these BJCP “Specialty 

Beers” styles including mead, cider, and other non-beers and lose an additional 4,821 recipes (4% of our 

remaining total). We are left with 101,034 recipes covering 111 styles. Table B (Appendix) lists these styles 

and the number of recipes in each. 

 

 

Figure 1: Count of Recipes per Style 
 

Note: The histogram presents the distribution of recipes per beer style. We collect more than 100,000 

unique beer recipes from BrewersFriends.  All recipes belong to one and only one beer style. The x-axis 

displays nearly 150 distinct beer styles, where each bar corresponds to one beer style. The users of 

BrewersFriend catalog their recipe’s style following the Beer Judge Certification Program (BJCP) 

classification scheme. And we order the beer styles according to their number of recipes, where the 

American IPA is the most popular style with around 15,000 different recipes. 

 

The distribution of recipes across styles is highly skewed. Two styles, American IPA and American 

Pale Ale, represent more than 25% of all recipes. This may represent an underlying bias in our data as 
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BrewersFriend is based in the United States, or it could also reflect the tremendous popularity of these 

styles.4 However, there are thousands of international users of BrewersFriend and over 100 styles with at 

least one thousand recipes each. Figure 1 shows the distribution of recipes by individual style. There are 

a handful of styles, such as New Zealand IPA, that only have one recipe associated with them. To ensure 

adequate variation within styles, we further restrict our sample to styles that have at least 100 recipes. 

We lose only 596 recipes (less than 1% of our sample) with this additional restriction but do miss out on a 

few valuable regional styles like Rauchbier, which is particular to the town of Bamberg in Germany. After 

cleaning and regionalizing our style sample, we have 100,438 recipes covering 90 styles and spanning 13 

countries. We map these styles into 25 regions with varying levels of precision.5 We then turn to our 

ingredient types of interest: hops and malts.6 

We identify 4,882 different malt names across our sample, however not all these malts are truly 

unique due to minor variations in their names. We disambiguate these malts by first removing all 

nationality and company information from the name.7 We then remove special characters and lowercase 

all names. We fuzzy match our cleaned list of malts back to the recipes and confirm the matches by hand. 

Like styles, we remove infrequently used malts appearing in fifteen or fewer recipes. We are then left with 

170 unique malts used in 99,943 recipes. Table C (Appendix) lists all these disambiguated malts. 

Like Malts, we begin with a list of 5,023 Hops that appear at least once across our recipes. We 

repeat the name normalization process above, removing brand names and indications of origin. We once 

more confirm these results by hand, paying particular attention to code names and translations. For 

example, one common hop, Saaz, is known in the Czech Republic as Žatec, the name of the town where it 

is produced. After normalizing we perform a fuzzy match to a list of well-known hops provided by both 

Barth-Haas and Hoplist.com. Barth-Hass is one of largest producers of hops worldwide and has developed 

a ubiquitous Tasting Guide detailing the flavour profile, alpha acid, and location of global hops (BarthHaas, 

2018). Hopslist.com similarly maintains a global reference of hops and their locations (Healey, 2016). We 

disambiguate our 5,023 hops from our recipes to just 229 global hops from the Barth-Haas and 

Hopslist.com lists. Unmatched hops are almost all due to misclassification such as listing fruit or spices as 

hops, or other user data-entry errors when creating the recipe.

 
4 As a robustness check, we randomly draw a sub-sample of American IPA recipes in proportion to the number of recipes 
in the styles we compare with American IPA. Our results are largely unchanged, so we present the full network in our 
comparisons.  
5 Some beers like the California Common can be located to a specific city and even a particular brewery: Anchor Brewing 
in San Francisco. Others have less precise origins. The American IPA is primarily attributed to the West Coast of the 
United States but is also fairly ubiquitous across the country. Finally, most British beers can only be mapped to the 
national level, i.e., Scotland or England.  
6 BrewersFriend.com provides five categories of ingredients: Hops, Malts, Yeasts, Water, and Miscellaneous. We focus 
on hops and malts because they: 1) are arguably the most important ingredients in the recipes; b) are almost always 
combined with different varieties in recipes, as opposed to yeasts; 3) are the most readily identifiable and easy to 
accurately localize.  
7 For example, “US - Castle Malting - Pilsner Malt” simply becomes “pilsner.”  
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Table 1: Recipes and Styles by Country 
 

Country Recipes Styles Avg. Color Avg ABV Avg IBU Avg OG Avg FG Avg Carb. Avg Malts Avg Hops Avg Oth. 
United States 56602 36 11.12 6.10 50.15 1.06 1.01 0.94 2.71 2.52 1.38 
United Kingdom 15770 34 24.16 6.05 37.30 1.06 1.02 0.80 3.35 1.88 1.47 
Belgium 11577 17 8.95 6.43 25.81 1.06 1.01 1.01 2.51 1.85 1.42 
Germany 8307 34 10.07 5.66 21.64 1.06 1.01 1.15 2.58 1.56 1.30 
Specialty Beer 4164 37 12.37 6.51 27.39 1.06 1.01 0.61 2.90 1.76 1.58 
Ireland 2778 3 18.60 5.20 28.00 1.05 1.01 0.95 3.27 1.68 1.17 
Russia 1302 1 47.48 9.90 60.98 1.10 1.02 0.60 4.30 2.01 1.55 
Czech Republic 857 5 6.23 5.52 35.37 1.05 1.01 0.95 2.24 1.68 1.08 
International 525 3 7.24 5.62 26.62 1.05 1.01 1.26 2.21 1.87 1.22 
Austria 492 1 11.08 5.33 25.20 1.05 1.01 0.89 2.85 1.79 1.10 

 
Note: The table shows summary statistics for the beer styles grouped according to their country of origin.  We infer the style’s country of origin from their 
historical development, as determined by the Beer Judge Certification Program (BJCP). The first column shows the country of origin, followed by the total 
number of recipes and styles that belong to the country. The remaining columns present the averages for several beer characteristics. Avg Color refers to the 
coloring units according to the European Beer Convention (EBC). ABV stands for Alcohol by Volume. IBU is an abbreviation for the International Bitterness Units 
scale, a standard measure of beer’s bitterness. OG and FG indicate the original and final gravity, respectively. These provide brewers with estimations for the 
amount of sugar in the beer and its potential alcoholic volume. Avg Carb describes the amount of CO2 present in the beers. Avg Malt, Avg Hops, and Avg Oth. 
represent the average amount of ingredients used in the recipes. 
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We similarly restrict our sample to hops appearing in 15 or more recipes to ensure variation 

across our sample. We lose only 362 recipes with this restriction, leaving us with 229 unique 

hops used in 92,813 different recipes. Table D (Appendix) lists these hops.  

After parsing, disambiguating, and cleaning our sample we are left with 92,813 

recipes made from 170 malts and 161 hops across 90 different styles. Table 1 summarizes 

these data. We now use these data to create recipe-ingredient networks for each style.  

 

Beer Style Networks  

 

We create ingredient co-occurrence networks for all 90 beer styles in our sample. Each 

recipe represents a unique combination of hops and malts, at the extensive margin if the 

ingredients appear in a recipe, and at the intensive margin based on the relative 

proportions used of each input. These style networks are graphical representations of the 

distinct combinations of ingredients and their volumes. 

Each ingredient is a node in the style network. We draw an edge between two 

ingredients whenever they co-occur in the same recipe. Each edge is weighted in 

proportion to the amounts used in the recipe. For example, if a recipe uses 1kg of Pale 2-

Row malt for every 100g of Chocolate malt, we value the edge between these two 

ingredients as 1/10.8 Because every beer belongs exclusively to one style, we can combine 

the nodes and add their weighted edges to form unique style networks. If the same 

ingredient pair appears in more than one recipe of the same style, we sum up their weights. 

Our style networks describe the relationship between the ingredients used in every 

beer recipe of a given style. The networks allow us to visualize the unique combinations of 

ingredients that make up a beer style. We can also represent these style-ingredient 

relationships algebraically: 
 

𝑆𝑆𝑖𝑖𝑖𝑖 = �
𝑠𝑠11 ⋯ 𝑠𝑠1𝑛𝑛
⋮ ⋱ ⋮
𝑠𝑠𝑛𝑛1 ⋯ 𝑠𝑠𝑛𝑛𝑛𝑛

� 

 

 
8 One does not usually observe the volume of each input used in the end product when using patents 
or other data sources to build co-occurrence networks. Instead, this literature typically weights edges 
based on the shares of the nodes. For example, if four technological codes appear in the same patent 
each gets a weight of ¼. For this reason, we also reproduce our analysis weighting the edges of the style 
networks by the ingredients’ share. Our results are robust to using this more common weighting 
method.  
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where Sij is the style’s adjacency matrix and every entry sij measures how often ingredients 

i and j appear together weighted by their relative proportions. The adjacency matrix above 

can also be visualized as a style network.9 

Figure 2 plots two such style networks. Panel A shows the style network for 

American IPA, the most popular style in our sample. Panel B shows the style network for 

Kölsch, a beer style named for the German city where it was first created, which perhaps 

best captures the regional nature of styles.10 We create both graphs using the Kamada-

Kawai force-directed drawing algorithm, which minimizes total path length by placing 

ingredients commonly used together next to one another (Kamada et al., 1989). Likewise, 

Kamada-Kawai puts the most connected nodes at the centre of the network. The size of 

each node is proportional to that node’s degree centrality, or how many connected links a 

node has. The width of each edge is proportional to the weights of the ingredients’ as they 

co-occur in recipes. Hops are coloured in green and shaded by their alpha acid intensity, a 

proxy for bitterness. The darker the green, the more bitter the hops. Malts are coloured 

brown and shaded by their European Beer Convention (EBC) coloration.11 

These two styles and their graphs are quite different. American IPA uses many 

more unique ingredients than Kölsch (321 nodes against 175). American IPA’s ingredients 

are also more connected to one another with more than 17,000 total edges between its 

nodes, each of which has 108 edges on average. Kölsch, on the other hand, has only 2,000 

total edges and an average of 20 edges per node. The American IPA has a very high network 

density, which is the number of actual edges between nodes out of all theoretically possible 

edges. In fact, the American IPA has a relatively high network density of 0.34 or 34% of all 

possible edges, while the Kölsch has a network density of only 0.13. 

The American IPA network seems to be more robust and complex than that of 

Kölsch. The American IPA network includes more ingredients with stronger connections 

between them. Still, one might argue that because our sample of American IPA recipes is 

much larger than any other style, and more than ten times greater than Kölsch, we 

misrepresent its network connectivity.12   

 
9 The adjacency matrix, edge list, and networks are different ways to represent the same relationship 
between nodes and edges. We provide definitions for all three in the Appendix. See primary references 
Wasserman et al. (1994) and Barabási et al. (2016) for further information.  
10 Since 1997, Kölsch has held a Protected Geographical Indication (PGI) within the European Union.  
11 EBC coloration is a grading scale based on the colour a particular malt imparts on the beer. Pilseners 
and other light beers have an EBC of 4, whereas darker malt beers such as stouts have an EBC of 70.  
12 We test if the differences between the American IPA and Kölsch are the result of sample size. To do 
so, we take 1,000 random subsamples of American IPA consisting of 1,000 recipes each, approximately 
the same number of Kölsch recipes. Although on average the American IPA random subsample 
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(A) American IPA 

 
 

Nodes Density Diameter Clustering Avg. Degree 

321 0.34 1.20 0.54 108 
 

(B) Kölsch 

 
 

 

Nodes Density Diameter Clustering Avg. Degree 

175 0.13 1.50 0.39 23 
 

Figure 2: Example Networks 

 
Note: The graphs show the co-occurrence of ingredients within every recipe that belongs to 
the style. We use a Kamada-Kawai algorithm to plot the ingredients as nodes and draw an 
edge whenever they co-occur in the same beer recipe. We weigh the edges in proportion to 
their relative amounts. The color of the nodes depends on their ingredients’ type and 
intensity. We show the malts in shades of brown and hops in green. Below each graph, we 
display a table containing descriptive statistics of the networks. 

 
networks are not as connected as the full sample American IPA, they remain more connected than the 
Kölsch one. The random sub-samples have more nodes (22) and edges between them (4,600), more 
than the Kölsch network. The sub-sample networks also have a higher density (0.17), average clustering 
coefficient (0.40), and degree (40), as well as a shorter diameter (1.4).  
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Nevertheless, these differences exist across all styles in our sample, and are evident even 

when considering networks with a similar number of recipes. 

For example, California Common, another typical beer from the American West 

Coast, has a similar number of recipes as Kölsch at about 900 each. Despite the similar 

number of recipes, California Common lists more ingredients (220 nodes) and a higher 

average number of edges per node (38). Also, the California Common’s average clustering 

coefficient is 0.46 compared to Kölsch’s 0.39, meaning it includes relatively more “three-

way” connections between ingredients. The California Common’s network is also smaller 

than Kölsch’s in the sense that it takes fewer steps to traverse the network. Indeed, 

California Common’s maximum shortest path, or diameter, is 1.0 compared to Kölsch’s 1.5. 

These style networks provide us with a tractable method to visualize and model 

the relationship between recipes and ingredients. We now use these models and their 

properties to identify key ingredients, robustness, and relatedness across beer styles. 

 

Eigenvector Centrality  
 

While there is clearly significant variation among styles and their networks within our 

sample, our goal is to identify which ingredients set these networks apart and differentiate 

the beer styles. In other words, we are looking for the most important ingredient nodes in 

a given style network. And we turn to eigenvector centrality as a measure of each node’s 

relative importance within a network. We follow the seminal work of Bonacich (1972) and 

calculate centrality as the weighted sum of the centrality of all adjacent nodes. 

Mathematically we can express eigenvector centrality as: 

 

𝜆𝜆𝜆𝜆(𝑣𝑣𝑖𝑖) = �𝑠𝑠𝑖𝑖𝑖𝑖

𝑛𝑛

𝑖𝑖=1

𝜆𝜆�𝑣𝑣𝑖𝑖� 

 

where λ is the eigenvalue scale factor, c(vi) represents the centrality score of node vector 

vi and sij is the weighted edge between nodes i and j. Algebraically this represents every 

element in the adjacency matrix (Sij). 

Eigenvector centrality differs from traditional degree measures of importance 

because it also accounts for the relevance of a node’s neighbours. Or as Ruhnau (2000, 

p.360) explains: “the centrality of nodes does not only depend on the number of adjacent 

nodes but also their value of centrality.” Eigenvector centrality awards points for being 
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linked to very central nodes even if the node itself has just a few connections. And, for this 

reason, it is often used in social sciences to measure the influence of agents (Abbasi et al., 

2011; Li et al., 2016; Parand et al., 2016).  

Table 2 shows the top ten ingredient nodes by eigenvector centrality in our original 

American IPA and Kölsch networks. We normalize the centrality scores between zero and 

one, such that the most central node in each network will always have a score of one.13 

 

Table 2: Top Ten Nodes by Eigenvector Centrality 

 
 

 
 
Once again, there are considerable differences between these two styles, this time 

in key ingredients. The most central nodes for American IPA are mostly bittering hops with 

high-intensity alpha acids from the Yakima Valley in Washington State: Citra, Cascade, 

Amarillo, Centennial, etc. On the other hand, Kölsch relies heavily on aromatic hops 

traditionally found in Pilsners and Lagers from the Bavaria and Bohemia regions such as: 

Hallertau, Tettnanger, and Saaz. There are likewise significant differences in eigenvector 

centrality between the top ten ingredients of both styles. The distance between the first 

ranking ingredient in Kölsch and the rest is much greater than that in American IPA, 

implying the German style relies more heavily on a single malt source: Pilsner. Figure 3 

 
13 We consider hops and malts together as both are fundamental ingredients to recipes, which 
we use each in different combinations. 

American IPA  Kölsch 
Ingredient  Type Eigenvector  Ingredient  Type Eigenvector 
Citra Hop 1.00  Pilsner Malt 1.00 
Pale 2-Row Malt 0.91  Hallertau Hop 0.73 
Cascade Hop 0.77  Tettnanger Hop 0.54 
Amarillo Hop 0.75  Saaz Hop 0.44 
Simcoe Hop 0.74  Vienna Malt 0.39 
Centennial  Hop 0.74  Hersbrucker Hop 0.36 
Mosaic Hop 0.63  Wheat Malt 0.29 
Columbus Hop 0.49  Perle Hop 0.27 
Chinook Hop 0.47  Pale 2-Row Malt 0.22 
Maris Otter Hop 0.36  Magnum Hop 0.20 
 
Note: The table shows the top ten ingredients for two example beer networks according to their 
eigenvector centrality. The first column shows the ingredient names. The second column displays 
their type - malt or hop - and the third the ingredients' eigenvector score. We measure centrality 
according to the eigenvector formula developed by Bonacich (1972) We normalize the centrality 
scores between one and zero, such that the most central node always has an eigenvector centrality 
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further illustrates this difference and plots the histogram of eigenvector centrality for all 

ingredients in both beer styles. 

Both histograms in Figure 3 show signs of long tails common in power-law and 

Pareto distributions, which confirm that our beer networks display scale-free properties 

prevalent in many social, biological, and physical systems (Newman, 2005). In scale free 

networks, there are often a small number of highly connected nodes with most other nodes 

having little to no edges. This unequal distribution persists even when the system expands 

or contracts, hence the name scale-free. 

Because the number of edges per node is so skewed, a common trait across scale 

free networks is their resiliency to “errors” or the loss of nodes. Because most nodes have 

few connections, deleting a random node from a scale-free network does little to change 

the network’s overall structure and function. Conversely, scale-free networks are 

extremely vulnerable to “the selection and removal of a few nodes that play a vital role in 

maintaining the network’s connectivity” (Albert et al., 2000, p.379). The concepts of error 

tolerance and attack vulnerability are fundamental for designing and understanding 

communication networks such as the World Wide Web. Beer is definitely not the Internet, 

so instead it helps to imagine a scenario where due to climate change or diseases we are 

no longer able to produce one or two varieties of hops. Depending on the centrality of 

these lost hops in the style network, we ought to expect different effects on the network 

structure and number of feasible recipes.  
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(A) American IPA 

 

 
(B) Kölsch 

 

 
Figure 3: Eigenvector Centrality Distribution within Styles 

 

Note: The plots are the eigenvector centrality distributions for every ingredient in the 
American IPA and Kölsch networks.   The x-axis lists ingredients ranked by centrality. The y-
axis is the eigenvector centrality score. We measure centrality according to the eigenvector 
formula developed by Bonacich (1972). We normalize centrality scores between one and 
zero, such that the most central node always has a score of one. 
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If the lost hops are very central to the style network, we would expect its structure to 

change significantly. If instead the hop is peripheral, the network structure and its 

observable characteristics would not change much at all. To put this idea into practice, 

imagine the world is no longer able to produce Citra hops. Kölsch beers would not 

fundamentally change, whereas the network structure and frontier of possible recipes 

within the American IPA network would be significantly reduced. We explore this network 

robustness and sensitivity to particular ingredients in Section 5 below.  

 

Stress Test  
 

Across the many applications of network models, a common concern is measuring their 

robustness or the networks’ ability to withstand failures without significant loss of function 

or connectivity. Indeed, robustness is a valuable concept whether one wants to measure 

the systemic risk of the banking sector (Haldane and May, 2011) or study the stability of 

entire ecosystems (Montoya et al., 2006). In regional studies, network robustness gained 

attention since it often embodies the local capacity to manage and recover from economic, 

technical, or cultural shocks - the so-called resilience of regions (Martin et al., 2016). Past 

publications using different data sources show the importance of industrial and 

employment connectivity on performance following an economic crisis (Moro et al., 2021; 

Duan et al., 2022). And the same holds true for technological networks (Toth et al., 2022). 

Furthermore, these networks help scholars to forecast regional vulnerability to automation 

or simulate their recovery after the Covid-19 lockdown (del Rio-Chanona, 2020 et al.; 2021). 

When it comes to robustness, all these examples illustrate that the structure of the 

underlying network largely determines “the system’s ability to survive random failures or 

deliberate attacks” (Barabasi et al., 2016, p.274). And one can capture the robustness of 

different networks by measuring the impact of node removal. That is, rather than observing 

the centrality of a node, we can ask: what if the node had never existed in the first place? 

Or, in the case of beer, one might ask what would happen when growing certain hop strains 

is no longer possible due to extreme weather? Along these lines, we follow Albert et al. 

(2000) and iteratively remove nodes from our style networks. Then we recalculate the key 

statistics to measure how much the network changes in the node’s absence. This approach 

allows us to assess aggregate network statistics like density or average path length as a 

function of one particular node. It tells us the relative influence of each node on the 
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network’s connectivity. In our case, this approach reveals how sensitive beer styles are to 

losing any one ingredient, which in turn reveals the ingredients’ importance to the style. 

We run this stress test in two ways. First, we delete nodes in rank order according 

to their eigenvector centrality. Second, we delete nodes at random as a baseline 

comparison. To truly randomize this deletion process, we run 10,000 iterations of random 

deletions for each network and report the average changes in network statistics. We 

provide a glossary of these statistics and their definitions in Table A (Appendix). 

Figure 4 shows the consequences of both targeted and random deletion in the 

American IPA network. Panel 4A shows the resulting network after targeted deletion of 

40%, 60%, and 80% of the most important nodes according to eigenvector centrality. Panel 

4B shows the same process, this time removing nodes randomly. Like Figure 2, we use the 

Kamada et al. (1989) network plotting algorithm. To better visualize the effects of deleting 

nodes, we fix the network at its original layout, then remove nodes and edges from it. 

However, we properly re-scale the network after each deletion when re-calculating 

network statistics. As before, the node sizes are proportional to the weighted number of 

connections, and their colours depend on the ingredient type and intensity. 

Panel 4A clearly shows the sensitivity of the American IPA network to targeted 

deletion. In contrast, Panel 4B shows American IPA’s relative resilience to random deletion. 

Even if we delete 40%, 60% or 80% of the nodes, the resulting networks from the random 

attacks have more connections and shorter paths relative to the targeted attack networks. To 

measure how much variation, we obtain from the deletions, we compute four key network 

statistics and compare them to the full network. We reproduce the randomization order 

10,000 times and save the density, diameter, average clustering coefficient, and average 

degree from the resulting networks. 
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(A) Targeted Attack 
 

 
 
 

(B) Random Attacks 
 

 

 
Figure 4: Stress Test - American IPA 

 
 

Note: Both panels depict the impact of removing 40%, 60% or 80% of the nodes from the 
American IPA network. Panel A shows the effect of targeted deletion according to 
eigenvector centrality. Panel B shows a random attack where the nodes are deleted in 
random order. 

 
 

Figure 5 shows the distribution of the absolute percentage change in our four network 

statistics after randomly deleting 50 nodes. We also highlight the changes in those statistics 

from a targeted deletion of 50 nodes with a dashed red line. Figures B and C (Appendix) 

repeat this targeted and random deletion exercise for Kölsch to much the same effect. The 

effects of the targeted attack are clearly much greater than its random counterpart. Even 

though the American IPA is the largest style in our sample and perhaps the most connected 

network out of all styles, it relies on just a handful of keystone ingredients without which 

the entire style network crumbles. These keystone ingredients are what differentiate styles 

and create a unique, identifiable flavour. 



 

 
20 

 

              (A) Net Density   (B) Net Diameter   

 

 

 

 

(C) Avg. Clustering Coefficient   (D) Avg. Degree 

 

 

 
Figure 5: Resiliency Against Random Removal 

 
Note: The figures plot the probability density distribution of the effect of deleting 50 nodes 
from the American IPA network. The y-axis is the probability density scaled between zero 
and one, such that the most frequent effect is equal to one. The x-axis is the absolute value 
of the percentage change of a given network statistic. Density refers to the number of edges 
out of total possible links. Net Diameter is the maximum shortest path. Clustering coefficient 
is the fraction of total three-way connections out all possible ones. Average degree is the 
average number of edges each node has. A network is no longer connected when Average 
Degree falls below two. The dashed black line is the average effect of 10,000 random 
deletions. The dashed red is the effect of targeted deletion according to eigenvector 
centrality. 
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Network Robustness and Local Resources 
 

A common feature across all beer styles is their high dependence on a few key ingredients. 

All style networks show scale-free properties and thus are vulnerable to the failure of just 

a few nodes. However, there is significant variation in ingredient dependence across styles. 

Beer styles are not equally robust and deleting the most central nodes in one style might 

have a more powerful effect than in another. Let us return to our original example and 

compare the network and eigenvector centrality distributions of American IPA and Kölsch. 

The first is more robust because it has a larger number of connections and many 

ingredients with a relatively high centrality. So, it can afford to lose more critical nodes than 

Kölsch. But is this a unique attribute of the American IPA alone, or common to other styles 

originating from the same region or family? To find out, we compare American IPA within 

and across style families.14 Table 3 introduces two new beer styles, English IPA and Munich 

Helles, and shows the network consequences of targeted deletion of the top fifty 

ingredients for all four styles. Figure B (Appendix) plots the ingredient networks for these 

two additional styles. 

All four example networks experience a loss in connectivity after deleting the top 

five, ten, twenty, or fifty most central nodes. After deleting the top twenty nodes, every 

network is nearly half its original size by density or average degree. Likewise, network 

diameter nearly doubles after removing the top twenty nodes, meaning all four networks 

are becoming less connected and more difficult to traverse. Despite these similar trends, 

Table 3 also shows variation within each style’s ability to withstand shocks. American IPA 

experiences the largest overall drop in average degree after deleting fifty nodes yet 

remains more connected than the full Kölsch or Munich Helles networks. Moreover, this is 

not just a function of the IPA family, as closely related English IPA does not exhibit the same 

robustness. What makes the American IPA so much more robust than other networks? It 

might not be only a function of sample size, but rather the result of the style’s relative 

fungibility of key ingredients. The American IPA has more close substitutes and it makes 

use of more diverse ingredients. 

 

 

 
14 The BJCP also defines several “Style Families” that group multiple related styles. These families are 
listed in Table B (Appendix). 



 

 
22 

 

Table 3: Network Robustness 

Style Nodes Del. % Nodes Del. Density Diameter Avg. Clust. Coeff. Avg. 
Degree 

American IPA 

0 0.00 0.34 1.20 0.54 108.50 
1 0.31 0.33 1.20 0.54 106.04 
5 1.56 0.31 1.50 0.53 96.60 

10 3.11 0.27 1.50 0.52 85.74 
20 6.23 0.22 1.55 0.50 66.80 
50 15.57 0.12 2.16 0.37 32.84 

English IPA 

0 0.00 0.19 1.16 0.45 49.17 
1 0.38 0.18 1.16 0.44 47.59 
5 1.90 0.16 1.70 0.43 41.77 

10 3.80 0.14 1.47 0.40 35.38 
20 7.60 0.10 1.91 0.35 25.10 
50 19.01 0.05 2.45 0.23 10.64 

Kölsch 

0 0.00 0.13 1.50 0.39 22.96 
1 0.57 0.12 1.81 0.40 20.89 
5 2.85 0.09 2.00 0.38 16.00 

10 5.71 0.07 2.33 0.34 11.71 
20 11.43 0.05 2.42 0.27 7.62 
50 28.57 0.01 3.30 0.30 1.85 

Munich Helles 

0 0.00 0.16 1.85 0.42 15.39 
1 1.02 0.14 2.15 0.43 13.63 
5 5.10 0.10 2.14 0.37 9.67 

10 10.20 0.07 2.15 0.35 6.68 
20 20.40 0.04 1.97 0.32 3.23 
50 51.02 0.01 0.83 1.00 0.62 

  
Note: The table reports the effect of deleting the most central nodes on the network structure of four example beer 
styles. We remove from the beer styles a sequence of nodes, starting from the one with the highest eigenvector 
centrality. And we report four network statistics resulting from the deletions. The first column displays the style's 
name, and the second, how many nodes we removed from its network. Because the style's networks have different 
sizes, column three shows the percentage of nodes removed from the original network. The remaining columns 
describe the resulting network structure after the deletions. Density refers to the number of edges out of total 
possible links. Diameter is the maximum shortest path. Avg. Clust. Coeff. measures the fraction of three-way 
connections. And Avg. Degree reports, on average, how many links reaches a given node. According to the Molloy-
Reed criterion, the network will lose its giant component if the average degree falls below two. 

 
 

Turning back to our hypothetical where Citra hops go extinct, American IPA would 

still have many alternative selections with similar traits. And this is why the geography of a 

style matters. The U.S. produces more than 60 different types of hops, and some of them 

are very similar to Citra. Brewers often refer to Citra and its sister hops as the 7Cs, which 

includes Cascade, Centennial, Chinook, Cluster, Columbus and Crystal. All these hops are 
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known for their intense and bright citrus flavour. So, while the Citra hop is a key component 

of American IPAs, it is also easily replaceable. It is then important to understand the 

correlation between a style’s robustness, the availability of related ingredients, and the 

overall diversity of inputs used. So, we introduce three new variables to measure these 

factors. 

We start by measuring each style’s robustness according to Toth et al. (2022, p.13), 

who study the co-occurrence of patent classes and define technological robustness as the 

“amount of node removal that a region’s technology network could withstand without 

being fragment into many unconnected components.” Along these lines, like the authors, 

we use the Molloy and Reed (1995) criterion as the threshold below which the network 

fragments into many separate pieces. Mathematically the criterion is: 

 

Ω𝑠𝑠 =
∑ 𝑘𝑘𝑖𝑖𝑠𝑠2𝑁𝑁
𝑖𝑖=1

∑ 𝑘𝑘𝑖𝑖𝑠𝑠𝑁𝑁
𝑖𝑖=1

 

 

where Ωs is the resiliency score, or the percentage of nodes removed before the Molloy 

Reed criterion falls below two, and kis is the average degree. Having defined a measure of 

network robustness, we now introduce two of its key determinants: related and unrelated 

variety. 

EEG discusses the differences between related and unrelated variety and how 

these shape the ability of regions to diversify, innovate, and grow (Content and Frenken, 

2016; Boschma, 2017; Miguelez and Moreno, 2018; Rocchetta and Mina, 2018). We borrow 

these concepts to understand how the availability of substitutes for key ingredients shapes 

the robustness of our style networks. We take related variety to represent the presence of 

similar substitutes - e.g., Citra or Chinook - while unrelated variety is a style’s ability to 

source from multiple and distinct products - e.g., Pale 2-Row and roasted barley. 

We measure unrelated variety according to Frenken et al. (2007) and we apply the 

Shannon Entropy formula (Shannon, 1948) to the incidence of ingredients as follows:  

 

𝑈𝑈𝑉𝑉𝑠𝑠 = �𝑃𝑃𝑖𝑖𝑠𝑠 log2 �
1
𝑃𝑃𝑖𝑖𝑠𝑠
�

𝑁𝑁

𝑖𝑖=1

 

 

where Pis is the probability of finding ingredient i in beer style s. The formula applied to our 

beer styles captures the level of “uncertainty” or “surprise” across each style’s recipes. That 
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is, Shannon Entropy measures the likelihood a recipe includes an unexpected ingredient 

not commonly found in other beers that belong to the same style. As such, it captures how 

styles source from distinct ingredients. For an example of a surprising ingredient, think of 

using a Chocolate malt, typically found in dark and robust Stouts, to make an American IPA.  

Frenken et al. (2007) exploit the unique hierarchical structure of employment data 

to distinguish between related and unrelated variety. However, we cannot apply the same 

approach to our beer recipes as we cannot separate ingredients into hierarchical 

structures. Instead, we follow Kogler et al. (2013, 2017) and calculate average relatedness 

of individual ingredients as a measure of related variety. 

We first create a global co-occurrence network covering all beer recipes in our 

sample regardless of style. The global network follows the same structure as the individual 

styles described in Section 3. We use this network to measure the similarity or relatedness 

between each ingredient pair. We measure relatedness by standardizing the elements of 

the adjacency matrix by the square root of the product of the number of recipes in the row 

and column ingredients of each element: 

 

𝑅𝑅𝑖𝑖𝑖𝑖 =
𝑠𝑠𝑖𝑖𝑖𝑖

�𝑁𝑁𝑖𝑖 ∗ 𝑁𝑁𝑖𝑖
 

 

where Rij measures the relatedness of each ingredient pair, sij are the elements of the 

adjacency matrix and measure how often these two ingredients co-occur (weighted by 

their proportions), and Ni, Nj are the count of total recipes containing each ingredient. 

Considering the incidence of ingredients within each style to the sum of their proportions 

we estimate the style’s average relatedness as: 

 

𝐴𝐴𝑅𝑅𝑠𝑠 =
∑ ∑ 𝑅𝑅𝑖𝑖𝑖𝑖�𝑁𝑁𝑖𝑖𝑁𝑁𝑖𝑖�𝑖𝑖𝑖𝑖 + ∑ 2𝑁𝑁𝑖𝑖𝑖𝑖

𝑃𝑃𝑠𝑠(𝑃𝑃𝑠𝑠 − 1)  

 

where Ps is the total count of recipes within each style. Therefore, while unrelated variety 

measures how much each style sources from various ingredients, average relatedness 

measures the similarity or compatibility of ingredients used within a style, where we first 

estimate relatedness using the global sample of recipes. In other words, average 

relatedness measures the availability of substitutes for every core ingredient used in a 

given style. For example, two similar hops like Citra and Mosaic have a relatively high 
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average relatedness of 3.69, whereas two distant hops such as Citra and Hallertau have an 

average relatedness of just 0.21. The same is true of malts as well. The delicious Pale 2-Row 

and Chocolate example above also has a mercifully low average relatedness of only 0.21. 

We conclude that if a style uses more similar ingredients, it will have a higher average 

relatedness and more readily available substitutes. 

These EEG metrics allow us to measure the diversity of ingredients within a style, 

as well as the importance of having substitutes. It is important to note, however, that these 

variables are not mutually exclusive. A style could have both high levels of average 

relatedness and unrelated variety. That is to say, a style could simultaneously use many 

ingredients, each with ample substitutes. 

After introducing these measures of network robustness, unrelated variety, and 

average relatedness, we can observe the interplay between them within recipes of a given 

style. Figure 6 plots this relationship. Styles with higher levels of both related and unrelated 

variety tend to be more robust. Taking geography into account, American Styles are more 

robust than the English, Belgian, or German ones, precisely because of their diverse range 

of ingredients and easily available substitutes. 

 

 

 
 

Figure 6A: Resiliency vs. Unrelated Variety 
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Figure 6B: Resiliency vs. Average Relatedness 

 

Note: Figures 6A & 6B plot the correlation between resiliency and either unrelated variety 
or average Relatedness. The y-axis is resiliency, which we measure as the percentage of 
nodes a network can lose before fragmenting into many unconnected components. The x-
axis is either unrelated variety or average relatedness. We calculate unrelated variety using 
the Shannon Entropy formula following (Frenken et al., 2007). We calculate average 
relatedness following (Kogler et al., 2013). Points are colored according to the country of 
origin. 

 
 
Does Geography Matter?  
 

So far, we have shown that beer styles are highly dependent on a few central keystone 

ingredients. It remains to be shown that these keystone ingredients differ across styles, 

otherwise all beers would rely on the same few ingredients. We now turn to demonstrating 

how central ingredients vary across styles, and that each beer depends on a unique 

combination of core ingredients. It is these unique combinations that contribute most to a 

style’s network and to its distinctive flavour. 

Table 2 highlights that our two sample styles, American IPA and Kölsch, rely on 

different ingredients with different eigenvector centrality scores. Turning to other style 

networks, we note how distinct nodes are both highly central to the network and also 
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specific to that style. For example, dark roasted barley is the most central component of 

Irish Stout, and its most famous variant, Guinness. Dark Munich malt is the most central 

ingredient for the local Dunkel dark lager. Vienna malt is unsurprisingly the most central 

ingredient in the Vienna Lager. 

Part of what makes these styles so easily identifiable is that their central 

ingredients are either not used or are of much lower importance in other styles of beer. It 

is helpful to visualize the distribution of eigenvector centrality for a given key ingredient 

node across style networks. Figure 7 shows the probability distribution of eigenvector 

centrality for the two most central nodes in the American IPA and Kölsch: Citra hops and 

Pilsner malt, respectively. While these distributions are different, they both reveal a bi-

modal pattern indicating that while an ingredient may be used in many recipes, it is highly 

relevant in just a few. Indeed, we find that Citra hops are central components of most 

American ales but are missing from many European lagers. By contrast, Pilsner is the 

preferred base malt for many continental lagers from the Bavaria and Bohemia regions but 

is not as common in English and American ales, which tend to use pale ale malts such as 

Maris Otter Pale or Pale 2-Row as their base malt. 

 

(A) Citra 
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(B) Pilsner 

 

 

Note: The plots show the probability density function of the eigenvector centrality for two 
ingredients prevalent in many beer styles: Citra hops and Pilsner malt. The x-axis is the 
eigenvector centrality of the nodes computed for every style in our sample. The y-axis is the 
probability density of the centrality score. Both axes are scaled between one and zero such 
that when an ingredient is the most influential in a network, it will have a centrality score of 
one. A probability density of one means this is the most frequent centrality score of the 
ingredient among the beer styles. We measure eigenvector centrality according to Bonacich 
(1972). 

 

Figure 7: Eigenvector Centrality Distribution across Styles 
 

 

To further understand how geography shapes differences in ingredient centrality 

it is helpful to think about two examples. Figure 8A shows the eigenvector scores of the top 

ingredients in two members of the same style family, American and English IPA. 

Considering just the hops shown in Panel 8A, it is clear that English IPA makes heavy use of 

American hops. Despite this colonial influence, English IPA also relies heavily on two 

distinctively English hops, East Kent Golding and Fuggles. These hops are conspicuously 

absent from American IPA, and their inclusion contributes to English IPA’s unique 

characteristics and flavour. The American hops are bittering hops with high levels of alpha 

acids and citric flavour, while their English counterparts are mixed purpose hops with fewer 

alpha acids and are known for their earthy tones (Healey, 2016; BarthHaas, 2018). English 

IPA also uses Maris Otter malt much more than the American IPA. Looking at the centrality 

scores of ingredients across the two IPAs, it is easy to see that English IPA has more herbal 
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tones, which captures why the English version “has less hop intensity and more 

pronounced malt flavours than typical American versions” (BJCP, 2015). 

Having considered regional differences in similar styles above, we turn to style 

differences within the same region. Figure 8B shows the same relationship for two German 

beers: Munich Helles, a light lager, and Kölsch, a pale ale. Despite belonging to two distinct 

style families, there is significant overlap in the centrality of their ingredients. Kölsch is the 

only pale ale brewed in Germany, which makes it distinct from all other beers in the country 

and unique to Cologne. Yet, compared to ales from other nations, Kölsch uses significantly 

more of the base malts usually found in German pilsners and lagers. Further, it favours 

using the German and Czech hops abundant in lagers and known for their aroma, low 

bitterness, and lightly flowery and spice taste (Healey, 2016; BarthHaas, 2018). These 

central German nodes contribute to its uniqueness, an ale with pronounced lager traits, 

which could easily lead the “untrained taster to mistake it for a somewhat subtle Pils” 

(BJCP, 2015). 

 
 

(A) American IPA vs. English IPA 
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(B) Kölsch vs.  Munich Helles 
 

 

 
Note: These figures plot the eigenvector centrality of the five most central malts and hops in 
four style networks: American IPA, English IPA, Kölsch, and Munich Helles. Eigenvector 
centrality measures the importance of each ingredient to a style, which we compute 
according to Bonacich (1972). Panel a show the comparison between two styles of the same 
family (IPA) across different countries: the United States and England. Panel b compares the 
centrality scores for two styles of different families, pale ale and pale lager, within the same 
country of origin: Germany. We arrange the ingredients in Panel A according to their 
centrality scores for American IPA. In Panel b, we arrange the ingredients according to their 
score for Kölsch. 

 

Figure 8: Eigenvector Centrality of Ingredients by Styles 
 
 

Another way to consider how beer styles differ with geography is to compare 

similar style networks. Along these lines, we measure the product-moment correlation 

coefficients between every style adjacency matrix. The correlation coefficient captures 

how similar the weighted edges between ingredients are across any two styles. Correlation 

gives us the overlap between style networks where ingredients appear frequently together 

and combine in similar ways. From our example in Figure 8, we ought to expect a higher 

correlation coefficient between the two German styles than their American counterpart. 

Mathematically, we can express the styles correlation coefficient as: 

 

𝜆𝜆𝑐𝑐𝑐𝑐(𝑆𝑆, 𝑆𝑆′) =
𝜆𝜆𝑐𝑐𝑣𝑣(𝑆𝑆, 𝑆𝑆′)

�𝜆𝜆𝑐𝑐𝑣𝑣(𝑆𝑆, 𝑆𝑆)𝜆𝜆𝑐𝑐𝑣𝑣(𝑆𝑆′, 𝑆𝑆′)
 

 

where S and S0 are two example adjacency matrices, and their covariance is given by:  
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𝜆𝜆𝑐𝑐𝑣𝑣(𝑆𝑆, 𝑆𝑆′) =
1

|𝑉𝑉2|��𝑆𝑆𝑖𝑖𝑖𝑖 − μ𝑆𝑆��𝑆𝑆𝑖𝑖𝑖𝑖′ − μ𝑆𝑆′ �
𝑖𝑖,𝑖𝑖

 

 

where Sij and S0
ij are the elements within each adjacency matrix, or the weighted edges 

between the ingredients i and j in both matrices, µS and µ0
Sare the average degree, and 

|V2| is the variance. If two adjacency matrices have comparable weighted edges between 

their ingredients, then those styles are similar and will have larger correlation coefficients. 

Figure 9 lists the top ten correlations for two networks: American IPA and Kölsch. 

Perhaps unsurprisingly, we find American IPA to be very similar to other American beers, 

including the American Light Lager, particularly due to the pronounced use of American 

hops. Kölsch, on the other hand, is most similar to German and Bohemian lagers, and to a 

lesser degree to other pale ales from Europe, especially those in Belgium. 

 
 
 

(A) American IPA 
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(B) Kölsch 
 

 

 
Note:  These plots show the ten styles most similar to American IPA and Kölsch, ranked by 
correlation coefficient. The x-axis is the correlation coefficient. The y-axis displays the names 
of the most similar styles, with style family and country of origin in parenthesis. We calculate 
the coefficients as product-moment correlations between any two styles’ adjacency 
matrices. 

 
Figure 9: Top Ten Similar Styles 

 
 

Figure 9 highlights that beer recipes and styles are clustered in space. Beer styles 

are more similar to other styles from the same region, even if those styles belong to very 

different families. This is true for our American IPA and Kölsch networks, and for other 

styles in different regions. For example, Bohemian Pilsner is more closely related to its 

regional neighbour, Czech Pale Lager (correlation coefficient of 0.95), than it is to a beer of 

its same style, German Pils (correlation coefficient of 0.76). Likewise, Saison, a beer style 

from French-speaking Wallonia in Belgium, is more similar to other Belgian ales like the 

Belgian Golden Ale (0.78). In turn, the Belgian Golden Ale is more similar to other styles 

from Dutch-Speaking Flanders like Belgian Golden Strong Ale (0.91) and Belgian Trippel 

(0.91). 

Therefore, regional ingredients are not only critical to the uniqueness and 

resilience of a style, but they also transcend style boundaries and link geographically 

proximate beers together. This makes good sense, as the original brewers primarily had 
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access to local ingredients and made the most with what was available. This lack of variety, 

be it natural or imposed, as under the German Reinheitsgebot, informed the development 

of these Classical styles. Even in an era of globalization, these differences persist. New 

World styles like American IPA benefit from the abundance of ingredients available to 

them. This results in a large number of ingredients (average relatedness) with a substantial 

number of ready substitutes (related variety). These factors give New World styles 

incredible resilience to losing keystone ingredients, as well as the flexibility to adapt and 

embrace new ones. This adaptability explains the extreme popularity of these styles and 

why so many brewers are drawn to them.  

 

Concluding Remarks 

 

We bring new data and adapt EEG methods to the debate on beer and place. Our goal is to 

extend the regional studies literature, validate the EEG models, and provide further 

evidence on the complex relationship between knowledge, products, and space. Focusing 

on a single final product that harbours distinct regional styles, our analysis stresses the 

significant diversity of beers - or the within-product differences. It also brings valuable 

insights regarding how geography and history shape these remarkable differences. Along 

these lines, we show that every beer style relies on a few unique, local ingredients. We 

measure that styles originating in close physical proximity are more similar among them 

than those sharing family ties. We discuss the availability of substitutes and how beer styles 

differ regarding how they source from various often unrelated inputs. And finally, we 

reasoned about the connection between resources and network robustness and its 

apparent regional contrasts. 

Altogether, these results help us compose a story about the regionalization and 

differentiation of products. They tell a story about the local access to resources and how 

these transform goods in space. We believe this story will interest the reader. They will 

strengthen future research on specialization or the evolution of regional knowledge 

beyond the established related diversification examples. Writing about international trade, 

Schott (2004) underlines the endowment-driven within-product specialization and its 

consequences for firms, workers, productivity, and growth. And we feel this is a natural 

path forward for the EEG literature. Thus, we expect other studies will follow. The power 

of our analysis comes from our data and case study - we collect detailed information on 

every component inside a product with strong regional ties. But our results remain 



 

 
34 

 

exploratory at best. To push forward the literature, we need more studies that can make 

robust assertions on the role of local knowledge in the development and differentiation of 

products. 

Throughout this chapter, we used unorthodox interpretations of the EEG tools, 

which might take some readers aback. Still, we imagine these definitions are not necessarily 

a bad thing. Only by doing so can we extend the EEG methods to new topics and questions. 

These reimaginations can thus provide context for the limitations and strengths of our 

models. They can shine on the hidden assumptions and implications behind our theories. 

Consider, for example, the concepts of related and unrelated variety. For sure, Franken et 

al. (2007) didn’t have beer ingredients in mind when writing their influential piece. Yet, 

because we reinterpret these concepts as such, we could establish a link between 

geography, the uses of diverse resources, and network robustness. A line of research we 

feel could enhance the existing literature on regional resiliency. Besides, we expect our 

unorthodox application to aid others in understanding/interpreting what variety means. 

Empirically, one can employ the entropy formula to measure the diversity of species, 

disciplines, opinions, and so much more. In fact, Claude Shannon (1971, p.180) recounts 

that von Neumann convinced him to call it entropy because “no one knows what entropy 

really is, so in a debate, you will always have the advantage.” As such, the authors admit 

they finally understood the principle behind the formula, and the concept of unrelated 

variety for that matter, when applying it to their favourite beer recipes. For us, entropy 

now means the delicious and unexpected combination of seemingly incompatible 

ingredients within a glass of beer. Or even this chapter we are writing, an unusual 

combination of network science, regions, and beer. 

To conclude, we are the first to collect and disambiguate a comprehensive set of 

beer recipe data, which we hope others will build on. Not only can this beer data answer 

other longstanding questions in the geography of beer literature, but the highly detailed 

ingredient information can also be seen as data on intermediate goods used to produce a 

final product. Because of this, we are able to bring an existing methodology to a new area 

of inquiry. We hope our application of regional studies methods to new data and fields of 

study inspires others to do the same. We quantify the benefits of styles having an 

abundance of ingredients and substitutes in their regions. This conclusion is a sensible one 

and is by no means specific to beer alone. Especially in today’s ever more connected world, 

embracing the abundance and diversity that globalization offers is useful for everyone, 

brewers included.  
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